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Abstract

The emergence of Urban Air Mobility (UAM) has necessitated the demand for effec-
tive flight control approaches that can adequately satisfy the requirements pertaining
to operation of novel aircraft configurations in urban airspace. To address the afore-
mentioned demand, this thesis presents methods to facilitate design of unified flight
control strategies for all flight phases – hover, transition, and wingborne of Vertical
Take-Off and Landing (VTOL) transition aircraft that are commonly being developed
within the UAM ecosystem. To begin with, the dynamics of VTOL transition aircraft
are studied and aspects pertaining to motion control of these vehicles are elaborated.
A modular, configuration-agnostic Integrated Reference Model (IRM) architecture is
then developed, which incorporates the capability of continuous desired behavior spec-
ification and enables an inherently intuitive aircraft response to pilot inceptor inputs
over the complete flight envelope. The proposed integrated reference model design
is employed in an Incremental Nonlinear Dynamic Inversion (INDI) control frame-
work and verified in flight tests. Furthermore, design methodology for the jerk-level
physical reference model is proposed, which accommodates state dependent damping
terms, noise-attenuation filters, input/output channel dynamics, and high order effector
dynamics to produce appropriate feedforward commands and reference trajectories con-
sistent with aircraft physics as well as the control system architecture. The advantages
of utilizing the jerk-level reference model in an extended INDI controller framework
are highlighted through linear analysis, simulations, and experimental tests. The final
contribution of this dissertation involves design of a configuration-independent unified
trajectory control strategy for VTOL transition/VTOL aircraft. The trajectory control
law is derived by dynamic inversion of kinematic jerk error dynamics, which are devoid
of model uncertainties. The structure of the unified trajectory control framework is
designed such that it can interface with any kind of aircraft configuration-dependent
inner loop controller with minimal effort.
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Chapter 1

Introduction

1.1 Motivation and Background

Infatuation with the ability to fly has captivated the human kind through the entirety
of its evolutionary journey. One of the earliest recorded attempts to fly was made by
Eilmer of Malmesbury, The Flying Monk, who attached wings to his hands and feet and
then jumped off a tower only to glide for a few meters before crashing to the ground.
Numerous similar failed attempts could not demotivate our species to relinquish the
desire to fly. So strong is the affinity to flight, that a mere 12 seconds flight by the Wright
Brothers in December 1903, provided a lift-off to the aerospace industry that transcended
in to a moon landing in July, 1969. To put it into perspective, it only took 66 years, which
is at times even shorter than a healthy person’s life span, from flying a wooden structure
37 meters above ground to leaving the planet and land on the moon.

The meteoric upsurge of the aviation industry stimulated the era of the air transporta-
tion boom. According to International Civil Aviation Organisation (ICAO), commercial
airliners transported 4.5 billion passengers covering a total of 8,686 billion revenue
passenger-kilometers in the year 2019 [1]. Commercial airlines not only connect conti-
nents and countries, but also provide a fast and reliable medium of transport between
cities in the same country. Operation of the commonly used commercial fixed wing
aircraft for transportation requires establishment of massive airport infrastructure. Heli-
copters have originated as an infrastructure non-intensive alternative for a better part in
the second-half of the 20th century. The predilection for helicopters is induced by their
Vertical Take-Off and Landing (VTOL) capability, which can provide reachability to
remote and urban areas (inside cities) where fixed wing aircraft cannot operate. Conse-
quently, they are employed for use-cases like emergency operations, search and rescue,
cargo delivery, medical ambulance as well as urban transport. However, low efficiency
in forward flight and high maintenance costs of complex mechanical parts increase
the operating costs of helicopters. Additionally, they exhibit high noise and vibration
levels that limits their usability in noise-sensitive areas as well as cause discomfort to
the passengers [2].
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In the last decade, advancement in battery technology and electric propulsion [3]
along with the higher costs of aviation fuel in comparison to the electric energy sources
[4] have ushered an era of Electric Vertical Take-Off and Landing (eVTOL) aircraft.
Electric energy costs 50% cheaper for an equivalent amount of energy generated by
aviation grade fuel [5]. For a conventional fuel powered Internal Combustion Engine
(ICE) rotorcraft, fuel costs constitute approximately 20% of the total operational costs
[6], and considering the 2x decrease in pure energy costs, an eVTOL can potentially
provide a reduction of 10% in operating costs. This concession does not yet factor in the
increase in overall powered-lift efficiency due to improvement in motor and propulsive
efficiencies, which are estimated to have multipliers of 3.3 and 2.4, respectively [5].

Besides the financial advantage, use of electric propulsion drastically reduces the
complexity in power transmission as compared to mechanical drive trains. Hence,
powered-lift systems employing rotors with collective and variable pitch control are
replaced by a simplified system having constant pitch propellers with variable rotational
speed control for regulating thrust. The reduction of complexity in the power train not
only enhances the life-cycle of the propulsion system but also lowers the maintenance
efforts. Moreover, adoption of electric propulsion delivers the option of using multiple
propulsors electrically connected to the primary energy source in a Distributed Electric
Propulsion (DEP) system [7]. Consequently, the propulsion units can be sized and
oriented in different constellations to maximize the attainable moment set of the given
configuration [8] and capitalize on aerodynamic-propulsive interaction for increased
lift performance [9, 10].

(a) Dragonfish Lite [11] (b) PWOne [12] (c) VoloCity [13]

(d) Lilium Jet [14] (e) Joby Aviation [15] (f) Prosperity I [16]

Figure 1.1: Aircraft configurations for Urban Air Mobility

Inspired by the financial benefits and technological advantage that electric propulsion
offers, there has been an exponential rise in both manned and unmanned novel aircraft
configurations. As illustrated in Fig. 1.1, the configurations are some form of an eVTOL
aircraft with different structure. For example the first image (Fig. 1.1a) is Autel Robotics
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Dragonfish Lite–an unmanned sub-5 kg Maximum Take-Off Weight (MTOW) VTOL tilt-
rotor transition aircraft while the Fig. 1.1b shows Phoenix-Wings PWOne, which is also
an unmanned VTOL transition aircraft, however it comprises a pusher rotor. Although,
both vehicles perform similar operations, the powered lift and traction units are arranged
in very dissimilar layouts by virtue of the distributive capability of electric propulsion
systems. Beyond the unmanned drones, several solutions for manned transportation
are also coming up. VoloCity by Volocopter in Fig. 1.1c is an eVTOL, which can be sub-
classified as a multicopter. These type of aircraft only utilize the powered-lift propulsion
units for generating vertical lift and tilt the vertical lift vector by varying rotational
speeds of a specific combination of rotors to generate moments throughout the full
flight envelope. Alternatively, some eVTOL transition vehicles have also been developed
which comprise of a hybrid combination of powered and aerodynamic lift capability.
These aircraft are capable of VTOL and additionally accelerate to higher airspeed with
or without reconfiguration such that aerodynamic lift can be harnessed to perform a
wingborne flight like traditional fixed-wing aircraft. Some examples are Lilium jet from
Lilium GmbH, pre-production prototype from Joby Aviation and Prosperity I from Autoflight
as shown in Figures 1.1d – 1.1f.

Powered by the VTOL ability and the potential of the electric propulsion technology,
these novel aircraft configurations are being predicated to bring the next revolution in
the aviation industry – Urban Air Mobility (UAM) [17–19]. European Union Aviation
Safety Agency (EASA) defines UAM as

UAM is a new safe, secure and more sustainable air transportation system for
passengers and cargo in urban environments, enabled by new technologies and
integrated into multimodal transportation systems. The transportation is performed
by electric aircraft taking off and landing vertically, remotely piloted or with a pilot
on board [20].

UAM is not only limited to intercity/intracity passenger mobility, but also comprises
of emergency assistance and cargo delivery services. Manned, remotely piloted and
autonomous unmanned aircraft form a part of the UAM ecosystem to realize the targeted
services [19]. UAM could face considerable safety, regulatory, certification, financial
and social acceptance challenges regardless of the ample counts of use cases that it
delivers [19, 21]. Furthermore, UAM infrastructure requires operation of different novel
aircraft configurations such as the ones shown in Fig. 1.1 in urban environments with
close proximity to other aircraft and humans. Therefore, motion control is of primary
importance and UAM operations impose further challenges on flight control.

Based on the demands of UAM, three main Problem Statements (PSs) are recognized
that stimulate the development ofmethods proposed in this thesis in order to successfully
deliver suitable flight control strategies.

PS.1 Changing dynamics and relative degree of the system
Firstly, challenges arise from the aircraft configurations used for the purpose
of UAM. In order to increase range while maintaining VTOL function, several
aircraft reconfigure within the flight mission. Consequently, the envelope of these
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configurations spans over a huge range of dynamic pressure, thereby incorporating
inherent nonlinearities in the dynamics of the system. In case of VTOL transition
aircraft these nonlinearities are predominantly imposed by the changing relative
degree of the system. Additionally, themajority of these aircraft possess redundant
actuators facilitated by DEP and redistribution of control inputs to generate desired
forces and moments is naturally nonlinear.

PS.2 Uniform behavior over complete flight envelope
The ultimate goal of UAM is to provide a fully autonomous air transport solution.
However, in the near future piloted vehicles will co-exist with unmanned aircraft
[22]. Therefore, uniform piloting response over complete flight envelope in tandem
with the cockpit HumanMachine Interface (HMI) needs to be assured by the flight
control software. This requirement primarily occurs in transition vehicles forwhich
interpretation of pilot inceptor commands must be unified across the full flight
envelope, although command variables for motion control of the aircraft might
vary.

PS.3 Precision tracking and disturbance rejection
Urban airspace can feature suddenwind gusts generated by interaction of turbulent
wind with structures in densely built areas [23, 24]. In order to attain precise
desired trajectory-following in high air traffic and obstacle presence in close
vicinity at low altitudes, flight control algorithms must be capable of providing
stringent rejection to the disturbance effects of the urban atmosphere.

Linear control theory has been applied extensively for development of flight control
laws [25–27]. A fundamental disadvantage of linear flight control laws is that their
design is based on the approximation of a higher order system around certain equilib-
rium points in the flight envelope whereby nonlinearities of the system in consideration
are automatically negelected. It is evident from the identified challenges that classical
linear control strategies can not present a satisfactory solution to the implicit nonlinear
problem posed by flight control in UAM.

The aim of this thesis is to design nonlinear control strategies that unify flying
behavior and provide precise path control over the entire envelope of the complex
aircraft configurations being developed in the UAM ecosystem. Specifically, consistency
of aircraft response to pilot commands during transition between different flight phases
is addressed. Due to the constricted airspace that these aircraft would be operated
in, inconsistency in aircraft response can be detrimental. For the same reason, precise
trajectory-following with strong disturbance rejection is necessary. Although, official
aviation standards that would define requirements/limits for the mentioned aspects
are currently under development, the strategies proposed in this thesis are sufficiently
modular and parametric such that they can be adapted to conform with requirements
formulated in the future.

Having established the background, motivation and recognized the challenges for
flight control in realization of UAM, an extensive literature review of the current state of
the art is presented, which lists the available techniques and their applications.
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1.2 State of the Art

In the scope of flight control, linear control laws are designed on the basis of approxi-
mate linear aircraft dynamics at certain equilibrium flight conditions [25]. The resultant
controllers are intended to achieve the desired performance at these operating points.
However, the assumptions used during the linear controller development may be vi-
olated if the aircraft deviates from the design operating points. The class of aircraft
being designed for UAM exhibit highly nonlinear attributes that emanate from DEP
based airframe design [11–15] (Fig. 1.1), extensive range of dynamic pressure encoun-
tered within the flight envelope and reconfiguration executed during flight [28–32] for
transition between different flight phases.

Nonlinear control strategies have been extensively applied for control of multi-rotor
[33–35] and VTOL transition capable aircraft configurations [36–39]. One of the most
prominently used approach is Nonlinear Dynamic Inversion (NDI), which is also des-
ignated as feedback linearization [40, 41]. As the name suggests, the goal of feedback
linearization is to convert a nonlinear dynamic system in to a linear form by using
plant feedback [42, p. 148]. In consequence of linearization through plant feedback, the
nonlinearities of the system are canceled and the resulting closed-loop dynamics yield a
simplified input-output relation as a multiple integrator form [40, p. 208].

A dynamic inversion control method coupled with gain scheduled Proportional
Integral (PI) error controller improved performance as compared to the commonly
used linear PI controllers for a tail-sitter VTOL transition vehicle in [43]. NDI has
been applied in several theoretical and experimental frameworks for multicopters [44–
47] as well as VTOL transition aircraft [36, 48–50] to develop flight control strategies.
In [44], a cascaded dynamic inversion controller was implemented for a quadrotor
using input-output linearization, which mitigated strong inter-axis coupling effects in
the quadrotor dynamics. In addition to a quadrotor platform, NDI was also applied to
hexarotor and octorotor platforms in [47]. Consistent closed-loop responsewas achieved
across all configurations by elimination of nonlinearities in the rigid body dynamics
using a common NDI control structure while requiring major changes only in Control
Allocation (CA). Moreover, experimental verification of a position controller using a
two-loop Dynamic Inversion (DI) strategy was performed for a quadcopter [45, 46]. By
commanding direct body-fixed rotation rate commands to the inner loop, higher control
bandwidth and better tracking accuracy was achieved through the dynamic inversion
based controller.

Likewise, translational motion control of a Vertical/Short Take-off and Landing
(V/STOL) aircraft was demonstrated in hover as well as forward flight using NDI
[49]. The proposed algorithm was capable of resolving effector redundancy along
with blending of required effectors between hover and forward flight. In [50] NDI
coupled with a wing-tilt angle weighted CA was employed to deal with the nonlinear
coupling between the pitch angle and the airspeed during the transition flight phase for a
VTOL tilt-wing Unmanned Aerial Vehicle (UAV). Nevertheless, use of NDI poses severe
disadvantages. Firstly, reliance on an accurate plant model is an immense drawback of
NDI based control laws. Since the plant is not known exactly in practical applications,
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parametric uncertainties in the model used for inversion along with control saturations
decrease the performance as well as the robustness of the controller [40]. Moreover,
application of NDI to non-minimum phase systems can cause instability in the dynamics,
which are rendered unobservable by the feedback linearization. These unobservable
dynamics are referred to as the internal dynamics of the system [51]. Lastly, NDI cannot
be applied to control input non-affine systems directly.

Several authors have presented solutions to alleviate the drawbacks of NDI. Inner-
loop (rotational acceleration loop) DI controllers were coupled with outer-loop con-
trollers established on robust strategies like singular value (µ) synthesis [52] and Linear
Quadratic Gaussian (LQG) control [53] to enhance the robustness of NDI in presence of
model uncertainties. However, the tedious iterative process for selection of input weights
of µ-synthesis and quadratic weight matrices for LQG diminished the intuitiveness and
ease of implementation of a DI controller. Pseudo Control Hedging (PCH) [54] was
shown to successfully curb the loss of robustness in NDI [51, 55] due to control input
saturations. Nonetheless, use of PCH did not alleviate issues related to model mismatch.

In this matter, Incremental Nonlinear Dynamic Inversion (INDI) [56, 57] brings
the benefit of reducing model dependency as compared to NDI while retaining its
performance. Knowledge of aircraft parameters, mainly the state variant terms, are
replaced by state derivative measurements or estimations. Additionally, feedback of
effector position is also required. Consequently, the requisite of an accurate plant model
in the control design is relaxed. INDI can also be applied to input non-affine systems
in a straight-forward manner. To the best of the author’s knowledge, INDI was first
introduced by Smith as a simplified approach to NDI [56]. A longitudinal control
law designed for a nonlinear aircraft model exhibited excellent robustness properties
and utilized rotational acceleration as well as effector position feedback. Similarly,
INDI was presented as a modified version of NDI with a special implementation of
accelerometers to aid in rotational acceleration estimation [57]. Special focus was put
on reconfiguration ability of the control law in case of actuator failures. The application
of INDI to an input non-affine system was exhibited for rate control of a helicopter [58].
The proof of robustness of INDI against model uncertainties, with the exception of the
control input matrix uncertainty, was derived in [59]. Moreover, problems in practical
implementations of INDI were also identified. The proof of increase in robustness
compared with NDI was only valid under the assumptions of small controller sampling
time and instantaneously fast actuator dynamics which are often violated in real life
applications. Apart from the necessity of state derivatives and actuator position feedback,
sensitivity of INDI to measurement noise and time delays was also established.

INDI adaptive controller was applied to a quadrotor Micro Aerial Vehicle (MAV)
where delays occurring in estimated rotational accelerations caused by employing sec-
ond order filters were addressed in the control design [60]. In [61], INDI control law
displayed better external disturbance properties than a Proportional Integral Derivative
(PID) control law for a MAV in flight tests. Similarly, an INDI based velocity tracking
controller was developed and flight tested for a hexarotor [62]. An integrated CA was
proposed for allocating Euler angles to the inner loop and control input commands
simultaneously. Additionally, complementary filtering was used to estimate rotational
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and linear accelerations to compensate for the phase lag introduced by the measurement
filters. Correspondingly, INDI control laws were also designed for several fixed wing
aircraft configurations [63–66] and flight tested successfully for a CS-25 certified aircraft
[67]. The INDI-related literature covered so far only lists its application to aircraft op-
erating in one flight phase - hover in case of multirotors or wingborne for fixed-wing
aircraft.

As elaborated in the background for the dissertation, hybrid aircraft concepts pos-
sessing VTOL transition capability are a vital element in the UAM ecosystem in addition
to the multirotor platforms. The benefit of using nonlinear inversion strategies for such
aircraft is two-fold. Firstly, the inter-axis nonlinear coupling between the control axes
of these aircraft are implicitly accounted. Moreover, the broad range of flight envelope
is naturally managed without the need of gain scheduling. Lombaerts et al. explicitly
document the advantage offered by INDI over NDI in control of a quad tiltrotor eVTOL
[68] and an eVTOL with separate lift and cruise propulsion units [69]. It was noted that
the controller synthesis becomes less dependent on knowledge of accurate aerodynamic
derivatives, which are not easily known for such UAM vehicles. Likewise, INDI con-
trol law for the full envelope of a tilt rotor UAV was developed in [70] and [71]. The
logic for use of the incremental strategy was attributed to its effectiveness for control
non-affine systems and ability to counteract drastic nonlinearities in a transition vehicle
without the need of accurate model knowledge. Additionally, INDI method has also
been implemented for attitude and position control of tailsitter hybrid aircraft concept
and tested in outdoor flight experiments [72].

Resulting from this comprehensive literature review of dynamic inversion motivated
techniques, INDI clearly emerges as a proficient, robust and versatile control strategy for
development of novel configurations being developed in the field of UAM. Therefore, in
this work, modular functions complementing the INDI control method and its further
extensions will be developed. As previously stated, the fundamental idea of DI and by
association INDI is to cancel the inherent nonlinear behavior of the controlled system
and replace it with a desired behavior specified by the control designer. Consequently,
the inversion control law can be utilized for a model following control approach in
which a Reference Model (RM) defines the reference aircraft response/behavior to
commanded control variables.

1.2.1 Reference Model

The primary function of a reference model is to provide desired command variable
trajectories, which not only adhere to constraints on bandwidth, damping or similar
characteristics of the pilot command response but are also consistent with the physical
capabilities of the system. Fundamentally, RM incorporates a command mapping func-
tion, which interprets pilot stick commands as physical control variables. Additionally,
desired control variable trajectories are produced by the command regulation function,
which accommodates handling qualities, command response bandwidth or any further
flying qualities metrics [73]. Within the context of dynamic inversion based control
techniques, the command to the linearized system can only be specified through the
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control variable’s derivative of the order corresponding to the relative degree of the
system [51]. Hence, the reference state trajectories are required to be continuous and
adequately smooth such that all the derivatives until the order equal to the relative
degree are defined. Figure 1.2 illustrates a generic architecture for a reference model
following control law.

Figure 1.2: Reference Model following control

Smooth reference signals can be generated either though linear or non-linear reference
models. In addition to the pilot commandmapping component, a linear reference model
comprises of a transfer function element having the order equal to the relative degree of
the corresponding channel of the system. Accordingly, linear RMs are also referred to
as command filters in literature [45, 74, 75]. The parameters of the transfer function are
chosen such that the RM does not produce non-physical reference signals. Linear RMs
have been applied for different applications [46, 58, 62, 67, 75, 76] within the context of
dynamic inversion based flight control. In [62], a linear first-order RM and a second-
order RM were employed for the velocity and attitude control loops respectively. Flight
tests were performed with the resulting incremental dynamic inversion control law
for a hexacopter. Likewise, linear RMs denoted as command filters were utilized for
the inner loop of a NDI autopilot of an air-to-air missile [75]. A second order linear
RM was coupled with a command module to facilitate Rate Control Attitude Hold
(RCAH) and Attitude Control (AC) modes in the flight testing of INDI control law
for a CS-25 certified aircraft [67]. Application of a linear RM poses a major downside
that it constrains the natural nonlinear characteristics of an aircraft to track a linear
transient response. Some attempts have been made to bring linear reference models
closer to physical reality. Third order outer loop (position to angular rate and thrust)
along with second order inner loop (incorporating motor dynamics) reference models
were used in a dynamic inversion control law for position control of a quadcopter [46].
Furthermore, second-order reference models for roll and yaw angle were supplemented
with turn coordination constraints in [76], and additionally pseudo control hedging
was employed to account for actuator dynamics. Similarly, PCH was also implemented
in a first-order RM for the INDI rate control law of a helicopter to prohibit generation
of physically unfeasible reference signals [58]. However, nonlinearities induced due to
inter-axis couplings, state-dependent damping effects, aerodynamic properties, system
architecture related higher order effects or other aircraft dynamics are not accounted.

8



Chapter 1: Introduction

Alternatively, nonlinear reference models were designed to aid in defining physi-
cally viable references by integrating aircraft dynamics knowledge in the RM design
[66, 77–80]. A nonlinear RMwas applied for control of a tail-controlled missile in a NDI
control architecture [77]. The closed-loop system was able to harness the full capability
of the plant by applying knowledge of nominal plant dynamics and actuator dynamics
within the RM. Likewise, nonlinear reference model architectures were proposed for a
general aviation aircraft [78] and a fighter aircraft [79]. The work in [79] was focused
on maximizing performance by defining desired trajectories that inherently accounted
for the physics of the plant. Additionally, the structure put forward in [78] also incor-
porated phase plane based envelope protections. Similar phase plane based envelope
protections were also incorporated in RM for an incremental backstepping controller
by [81]. Furthermore, a physical dynamic inversion approach utilizing a physically
integrated RM was presented, which decouples the definition of the reference dynamics
and the error regulation [80]. Use of the proposed RM design not only reduced the
feedback control efforts but also offered a direct method to integrate handling qualities
requirements in the control design. Subsequently, a reference model structure including
an incremental short period plant model was introduced with an INDI control law for
the longitudinal channel of a piloted fixed wing turboprop demonstrator [66]. Control
variables were varied over the envelope and pilot stick deflection to sustain an intuitive
aircraft response over the complete flight operation.

As a summary of the given literature concerning nonlinear referencemodels, it can be
stated that through a physical imitation of the nonlinear aircraft behavior nonlinear RMs
produce considerable advantages over their linear counterparts. The reference signals
produced by the nonlinear reference models are physically motivated and therefore lie
within the capabilities of the aircraft. In doing so, the control effort and by association the
tracking error is reduced. A nonlinear RM can be observed as an idealized replica of the
aircraft running onboard the Flight Control Computer (FCC). Information about flight
dynamics, effector dynamics with absolute and rate saturations along with envelope
protections can be integrated in the RM in a parametric structure, which also delivers
the potential of updating aircraft knowledge if needed.

Nonetheless, in the research activities presented earlier, reference models (linear
or nonlinear) were developed for aircraft operating in one flight phase – hover or
wingborne. No deliberation was put on the effect that varying flight phases cause in
aircraft dynamics. As noted previously, aircraft configurations having capability of
operating in multiple flight phases are an essential constituent in the domain of UAM.
Henceforth, for any UAM worthy flight control strategy, consideration of multiple flight
phases is crucial. Omission of the current flight phase information from a reference
model can lead to physically inconsistent commands to any kind of dynamic inversion
law for a typical VTOL transition aircraft configuration, which is one of the important
focus in this dissertation.

Linear reference models were employed in a cascaded control architecture for control
of a tilt-rotor UAV [70]. Reference dynamics did not account for changing flight phases.
Transition mode logics were used to switch between outer loop controllers for hover and
forward flight. Correspondingly, the virtual pseudo control commands to the inner loop
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also varied depending on the flight phase of theUAV. To the best of author’s knowledge, a
referencemodel designwith a uniformpseudo control command and reference trajectory
interface for all flight phases of a VTOL transition aircraft was first presented by the
author himself in [82]. Furthermore, linear reference models with uniform interfaces
to dynamic inversion controllers were presented in [68, 69]. An attitude controller
was developed for a hovering quad tiltrotor eVTOL vehicle [68]. ADS-33 handling
qualities requirements were incorporated in theNDI control strategy through linear RMs.
Simulation tests proved that handling qualities criteria were fulfilled in hover and low
speed flight phases for small and moderate amplitudes of attitude changes. This control
strategy was expanded to higher dynamic pressure flight phase in [69]. In addition
to linear RMs, command filtering module was applied to provide additional control
modes like Attitude Command Attitude Hold (ACAH), Rate Command Direction Hold
(RCDH), RCAH and so on. Additionally, flight configuration dependent blending
of the reference transfer function bandwidths was also proposed. However, merely
changing the natural frequencies of the linear reference filters does not account for the
nonlinearities that manifest in the operation of a VTOL transition aircraft.

Through the literature covered so far, the following challenges are recognized for
designing a reference model architecture, which can be incorporated in the control
strategy for a VTOL transition aircraft. Firstly, changing relative degree of the system
implies that the reference pseudo controls also vary according to the flight phase. As
listed in Table 1.1, three main flight phases are recognized for a transition aircraft,
namely – hover, transition and wingborne. Therefore, up to three different controllers
are required depending on the flight stage. In such a case, a switching algorithm
or a blending mechanism that generates consistent control input commands during
transition between different flight phases would be necessary. Moreover, same set of
pilot stick command variables cannot sustain an intuitive aircraft response for all phases
in which the considered aircraft operate. Subsequently, a uniform wind disturbance
rejection behavior needs to be specified since it also varies drastically between hover
and wingborne phases. The solution for these identified barriers is presented in this
research work through a modular configuration independent integrated reference
model architecture that can be applied for most of the configurations being pitched in
the UAM sphere with minimal changes.

Flight Phase Major lift generator

Hover Lift Thrust Unit (LTU)

Transition Mixed Lift - LTUs &
Aerodynamic Lift surfaces

Wingborne Aerodynamic Lift surfaces

Table 1.1: Flight phases and their corresponding major lift generators
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Exclusive of the adoption in the flight control software, there are further benefits
that the inclusion of the reference model brings. The handling and flying qualities
requirements can be explicitly considered in the RM design in addition to the physics of
the vehicle. Since, the controller tracks the behavior specified by the reference model,
the requirements included in the RM are implicitly fulfilled. In addition, the RM can
be flown in simulators very early in the aircraft design phase, thereby demonstrating
the closed-loop behavior of the aircraft with respect to pilot inceptor commands. Rigid
body dynamics, aerodynamic effects and propulsion characteristics are integrated in
such a behavior specification model, also known as Design Reference Model (DRM)
[83]. The advantage brought about by the DRMs is that the behavior of novel aircraft
configurations can be validated in the scope of intended aircraft operations without
having a detailed system design.

Beyond its use as a validation tool, the author proposes to employ the DRM in the
baseline aircraft control effector sizing. This process entails the derivation of a set of
design points specifying required effector forces and moments obtained through DRM
simulations. The estimation of the required control forces and moments is constrained
throughmaneuverability requirements. For hover phase such requirements are acquired
from standards like ADS-33E-PRF [84] whereas for wingborne flight from MIL-STD-
1797A [85]. In this manner, the DRM influences the aircraft design through a top-
down approach. The aircraft requirements are directly translated into aircraft design
requirements through the design reference model. Consequently, expensive design
iterations in the development phase can be avoided. A notable benefit of assimilating
the design reference model in the aircraft development process is that this design
specification can later be transformed to a reference model implemented for the flight
control software. Therefore, requirement specification and physical behavior reside
concurrently in the model-following control strategy.

1.2.2 Jerk level Physical Reference Model

As previously noted, implementation of INDI makes assumptions of high controller
sampling rate and fast actuators, which renders the linearization error trivial even
when the state dependent term, more commonly known as the "A-part", is neglected.
The assumptions on which this hypothesis is based does not always hold in practical
applications. Especially in terms of transition aircraft, propulsive effectors as well as
aerodynamic effectors can be used simultaneously in transition flight regimes. The
dynamic characteristics of these effectors vary drastically and need to be accounted for
explicitly in the control strategy. Therefore, a continuous extension to the INDI was
proposed in [86, 87], which was derived by inversion of the direct time derivative of
the physical system instead of a linear approximation of plant dynamics obtained by
the Taylor’s expansion. As a result, a control input derivative was computed in the
control law rather than a control input increment. The control effector dynamics was
then incorporated specifically in the calculation of the control input increment from the
control effector rate. As compared to the INDI control strategy, no additional sensor
feedback was required in the proposed continuous extension.

11
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Nonetheless, the state term was still neglected in the derivation of the continuous
incremental law. The ignored term can have considerable impact for fixed wing aircraft
that have high aerodynamic damping effects along with slow actuators. Coupled with a
low control frequency, the assumption of neglecting the state dependent terms turns
invalid. The integrator chain of the feedback-linearized system amplifies the errors made
by neglecting such terms, even if an ideal case of perfect model knowledge without
any external disturbances is considered. Notwithstanding the fact that disregarding
the state variant terms is well-founded since the system is not known accurately in
reality, yet no benefit is acquired from any known aircraft parameters. Compensation of
the errors caused by neglecting these terms is generally achieved through a feedback
error controller [51, 76, 88]. Moreover, consideration of the state dependent effects
in the feedback architecture of a sensor based NDI approach was also introduced in
[89]. Alternatively, this dissertation proposes to include the influence of identifiable
disturbances–state dependent terms within a physically realizable feedforward to the
extended INDI control law.

In literature, linear RMs are also employed to generate feedforward commands
[46, 58, 62, 67, 75, 76]. The feedforward commands constituted in these implementations
are of the order of the relative degree of the system, which does not concur with the
extended INDI architecture. While this aspect can easily be overcome by employing
a linear filter of one higher order, still the feedforward signals produced are just high-
pass filtered component of the command variables. Such feedforward commands do
not hold a major physical significance. Similar shortcomings were also recognized in
physically motivated nonlinear reference models [77–80]. Although, these physical
reference models harnessed the information of aircraft dynamics to produce meaningful
command variable reference trajectories, the feedforward command generation did not
incorporate the effect of the state dynamics.

In the extended INDI, a pseudo control derivative command, which lies one order
higher than the relative degree of the system, is allocated to a control input rate command.
The effector command is then computed in an actuator dynamics consideration module
and the feedback of the current actuator state [86, 87]. Since the direct path from a pilot
command to an actuator command is constituted through a pseudo control derivative,
the feedforward from the reference model also requires to be at this dynamic level.
However, such higher order reference models which produce physically motivated
feedforward commands in the context of flight controls could not be found during the
literature research. The author presented initial work elaborating the incorporation
of feedforward pseudo control derivative in the design of a higher order jerk level
reference model in [90]. The reason for specifying the jerk level originates from the fact
that usually the relative degree of a physical system such as an aircraft [76, 88] yields
translation and rotational accelerations as the pseudo controls. As stated earlier, the RM
for the extended INDI law operates at one order higher than the relative degree of the
system, which is the derivative of the accelerations–commonly called jerk [91].

Besides the state dynamics, another important element that can be considered in
the reference model is the input/output channel dynamics. One constituent of these
dynamics is the latency/time delay that occurs in the flight control system. Apart from
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the process delay, major components that contribute to the cumulative time delay are
transport delay, sensor delay [92] and time synchronization delays. The sensor delay is
mainly composed of delay due to anti-aliasing filters [93], analog to digital conversion
[94] or any low-pass filters used for noise cancellation. This information is usually
defined in data-sheets for Commercial Off-The-Shelf (COTS) sensor products used in
flight control. Transport and sensor delays are constant for a given system architecture
containing specific sensors and computing platforms. On the other hand, the process
of syncing data between the components of a flight control system causes a variable
delay. This time synchronization delay depends on the arbitration of the data packets
in to communication protocols being used such as Controller Area Network (CAN)
bus, Serial Peripheral Interface (SPI), Universal Asynchronous Receiver-Transmitter
(UART) and others. Since the synchronization delay can vary in every FCC calculation
interval, only a range of this delay can be accurately estimated. However, the transport
and sensor delay along with other higher order effects of any filters used are knownwith
good precision in a flight control system. Although, these elements do not constitute the
physical behavior of an aircraft, still they are a significant part of the closed loop system
(shown in Fig. 1.3) that affects its performance. To the best of author’s knowledge and
based on the sources related to reference model covered, there have been no attempts to
accommodate these constant delays and known effects in the reference model design.

Figure 1.3: Generic representation of a closed loop system

To perform exact cancellation of the effector dynamics exhibiting higher than first
order behavior, implementation of a non-causal filter was required in the extended INDI
[86, 87]. Although, in real application the second order dynamics can be treated with
an equivalent first order cancellation, the missing filter still has a residual effect. Since
most aircraft effectors can be modeled with first or second order dynamics, a solution to
counteract this residual effect is significant. Therefore, treatment of higher order effector
dynamics within the RM has also been analyzed in this work.

Following from the sources and arguments presented for a jerk level physical refer-
ence model, the challenges identified include development of a RM framework which is
compliant with the continuous form of INDI law. The second challenge is to define an
approach that accommodates the effect of state reliant terms, which are neglected by the
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extended incremental law, within the reference model. Furthermore, inclusion of known
input/output channel dynamics in the generation of reference states was also detected
as a significant limitation from the current state of the art. Subsequently, consideration
of higher than first order effector dynamics, which require a non-causal filter for exact
cancellation of the actuator dynamics in the extended incremental dynamic inversion
law is also determined as a potential problem. An attempt has been made to resolve
these problems through a jerk level physical reference model in this thesis.

1.2.3 Trajectory Control

Urban airspace comprises of substantial challenges characterized by atmospheric pertur-
bations due to unsteady temporal and spatial wind-fields [95], boundary layer around
urban structures, turbulence due to canyon effects and thermal bursts [23, 96, 97]. Ur-
ban topology constituting high-rise buildings, power-lines and other structures [96]
further restricts the availability of airspace conducive to aircraft operations. Apart from
these static obstacles, avoidance of other flying vehicles is ascertained to be essential
in traffic management for UAM [95, 98]. Owing to the dynamic environmental condi-
tions, narrow operating volume and congestion in the urban airspace, stringent bounds
on the deviation of an aircraft from the desired position need to be maintained at all
times. Henceforth with the advent of Urban Air Mobility, the urgency of developing
high precision and comfort driven trajectory/path-following control techniques has
intensified. A secure UAM solution not only requires small UAVs and manned aircraft
to operate flawlessly in close proximity to each other but also other components of an
urban environment. Therefore, high accuracy in path tracking is crucial to facilitate a
safe mission flight in the context of UAM.

Before diving into the state of the art for trajectory control techniques, the definitions
of the terms utilized in the background of trajectory control are presented, which are in
accordance to the interpretations outlined in [99]. In the terminology of flight control,
trajectory refers to the time history of any state of the systemunder examination. However,
in this section trajectory is used in connection to geometric guidance and control, and
therefore it denotes the time history of the geometric path of a system. Accordingly, the
objective of trajectory control is to track a desired position in space under a time constraint.
Alternatively, the time constraint is omitted in path-following control and the problem is
reduced to tracking the reference path independent of time. In literature, conflicting
definitions for trajectory control have been detected where it is used to indicate either
position control or flight path control [100–102] rather than a geometric trackingmethod.
For clarification Table 1.2 displays the functions incorporated in trajectory and path-
following control pertaining to the field of geometric guidance and control for a VTOL
transition aircraft.

In contrast to the three flight phases classified in Table 1.1 for a VTOL transition
aircraft depending on the main force generator, the flight phase distinction in relation
to geometric guidance and control is reduced to two phases–hover and forward flight
phase. The transition and wingborne phases are treated as one forward flight phase
since the path kinematics in these cases of non-negative kinematic velocity (ground
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Features
Guidance Funtions

Trajectory control Path-following control

3-D Geometric position
tracking in hover

Kinematic velocity control
in hover (time constraint) –

3-D Geometric path
tracking in forward flight

Kinematic velocity control in
forward flight (time constraint) –

Table 1.2: Geometric guidance and control functions classification for hover and forward flight
phase

speed) are governed by same set of equations. Hence, the only distinction, with respect
to path kinematics, that remains in the full flight envelope of a transition aircraft is the
hover state. Since the aircraft can have zero kinematic velocities in hover, the normal
path kinematic equations of motion [51, 99] do not apply, owing to the singularities
produced by zero ground speed. As the framework for trajectory and path-following
control functions is derived based on the path kinematics, it is comprehensible to make
the classification of flight phases dependent on them. Alternatively, it is still appropriate
to follow the flight phase definition of Table 1.1 for inner loop control development,
since this classification originates from the type of control force producers in each phase.

Even in the hover and forward flight phases, the difference between trajectory and
path-following control is characterized by the time constraint i.e. trying to reach a
desired point a given time instant. In practice, the additional time constraint is enforced
through the kinematic velocity control. On the grounds of limited airspace in urban
areas, precise tracking in lateral and vertical direction from the reference trajectory is
highly desirable. Comparatively, control of deviation along the desired trajectory, which
corresponds to a timing constraint is not as critical. Nonetheless, in this dissertation the
derived control strategy caters to the four-dimensional trajectory tracking problem. Since
the three dimensional geometric position and path tracking features remain common to
both guidance functions, the derived controller can then simply be modified to a path-
following solution depending upon the requirement of the application. Additionally,
changing from the trajectory control solution to path-following or vice-versa in flight
depending on the current flight phase is also possible. Special attention is devoted to
develop a control strategy which is adequately modular for application to any aircraft
platform.

Methods used to realize the guidance functions listed in Table 1.2 can be broadly
classified into two categories [103] – geometric methods and control techniques, as
illustrated in Fig. 1.4. The geometric methods, whether pure pursuit [104–106] or Line
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Figure 1.4: Method breakdown for Trajectory/path-following control

of Sight (LOS) guidance laws [107, 108], focus on following a Virtual Target Point
(VTP) on the desired path [103]. By pursuing the VTP, the aircraft is directed to the
desired path. For trajectory control, the VTP comprises of a reference velocity along the
three-dimensional desired path definition. Alternately, the aircraft position is projected
on the desired path using a "virtual distance" parameter to yield the VTP in case of
path-following. The aforementioned geometric methods do not accommodate vertical
channel and hence only provide two-dimensional guidance, which is not suitable for
the application desired in this work. Another option is the vector field based technique
[109–111] within the geometric methods category. In this technique, desired track angle
command is generated to drive the aircraft towards the path. However, the vector field
method relies on knowledge about the type of path - circular or straight, and does not
incorporate any feedforward elements. Moreover, this approach is normally applied for
horizontal guidance problems.

Control techniques is the second category introduced in [103], which focuses on
driving the deviation of the system from the desired trajectory to zero. Therefore, the
first step is to compute the error with respect to the reference path. In case of trajectory
control, the position error can be directly calculated using the current aircraft position
and the desired point which is uniquely defined on the reference trajectory due to
the time specification. However, in path-following the calculation of tracking error is
more complex. The error computation has been executed by employing Serret-Frenet
frame [112–114] projections [114–116] on the path or by projecting the current aircraft
position on to the planned path [117, 118]. Furthermore, a propagation algorithm was
proposed for footpoint determination in case of continuous, nonlinear three dimensional
trajectories [119]. After determination of the tracking error, different control strategies
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can be employed for regulating the deviation from the desired trajectory to zero. In
this case, commonly used linear control techniques include PID control [120–123], gain-
scheduling [124] and Linear Quadratic Regulator (LQR) [123, 125]. Nonetheless, these
control laws neglect the inherent nonlinearities that exist in the vehicle path dynamics,
which generally would contribute to inferior tracking performance as compared to
nonlinear methods.

Nonlinear control strategies exhibit a superior efficacy in exploiting the full physical
capabilities, thereby improving the control authority utilization of an aircraft. Addition-
ally, the dynamic behavior of the inner loop controllers can also be accounted in order to
establish a reliable interface with the trajectory/path-following controllers. Some of the
nonlinear control techniques applied for trajectory/path-following involve adaptation
[126, 127], dynamic inversion [100, 128], backstepping [113, 129, 130], sliding mode
control [131, 132], and nonlinear guidance laws [133, 134]. A substantial shortcoming
in the preceding literature is that the proposed frameworks only cater to vehicles flying
in one flight phase. Moreover, most of the trajectory/path-following control solutions
dealt with two dimensional path tracking tasks only. Since the approach presented in
this dissertation is a unified three dimensional trajectory/path following control strategy
for all flight phases of a VTOL transition aircraft, it differs significantly from the state of
the art covered so far.

The requirement about the three dimensional trajectory/path-following control orig-
inates from the current state of the take-off and landing performance requirements
published in the proposed Means of Compliance (MOC) with the Special Condition
VTOL (SC-VTOL) [135] defined in MOC-SUBPART B-FLIGHT under the section MOC
VTOL.2115 Take-off performance. In addition to take-off trajectory specifications for
conventional take-off and elevated conventional take-off paths, Vertical Take-Off (VTO)
path definitions were also defined for urban environments as illustrated in Fig. 1.5. Fur-
ther provisions for flight missions in urban airspace were made by specifying reference
volumes inside which the aircraft shall operate at all times for take-off and landing. The
resultant trajectories must be executable in atmospheric conditions having relative wind
magnitude of 17 kts. This excerpt of requirements certainly brings out the necessity of
an integrated three dimensional path following control strategy which tightly follows
the desired path definition even in case of severe atmospheric disturbances.

Another important feature of the control architecture developed in this thesis is its
modular aspect. The proposed trajectory control can be modified to link with an inner
loop controller of any type of aircraft with minimal effort. Configuration independent
trajectory control strategies have been presented in literature. A modular trajectory
controller concept was presented in [99], which employed NDI to transform full nonlin-
ear kinematic error dynamics for path-following control of a fixed wing aircraft. This
control strategy was derived for the second order error dynamics and hence produced
specific force commands for the consecutive inner loop controllers. Successful flight
tests were performed using the guidance control architecture that comprised of a way-
point trajectory generation module [118] and the modular configuration independent
trajectory controller for a DA 42 M-NG general aviation aircraft. Nonetheless, the higher
order dynamics of the actuators are neglected by employing direct force control for the
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Figure 1.5: Take-Off trajectories in Means of Compliance for Special Condition VTOL [135]

inner loop system. Therefore, the approach was extended in [136] to incorporate jerk
error dynamics for trajectory control. Specific force derivatives were commanded to the
inner loop controller. Clearly, this interface is ideal for an extended INDI [86, 87] based
inner loop controller. In addition to account for the effector dynamics, jerk regulation in
the trajectory controller also resulted in generation of smooth control inputs. Moreover,
it was established in [137] that jerk has a higher impact on the subjective perception
of motion strength as compared to acceleration, hence jerk minimal motion delivers
the advantage of increased passenger comfort. Subsequently, [138] concluded that jerk
is one of the predominant sources causing loss in efficiency of robotic manipulators
and therefore minimization of jerk is usually included as a cost function in trajectory
planning. This benefit can also be exploited in the scope of aircraft effectors. In [139], a
combination of differential flatness and INDI was used to develop a trajectory tracking
controller. Angular jerk and snap feedforward were generated through the differential
flat quadcopter dynamics. The acceleration commands for the INDI controller were
computed by a Proportional Derivative (PD) controller. However, this approach does
not compare with the modular and configuration-neutral technique being developed in
this thesis for all flight phases of a transition aircraft. The generation of feedforward
angular jerk and snap through differential flatness needs prior knowledge of quadcopter
model. Moreover, linear acceleration commands are produced for the INDI control
loop as compared to the linear jerk commands that are proposed for the trajectory/path
controller in this work.

Additionally, the aforementioned modular trajectory control strategies are only valid
in forward velocity phases (VK > 0) since they are designed for fixed wing aircraft. Con-
sequently, they cannot be used for VTOL transition aircraft configurations whose flight
envelope also encompass zero kinematic velocity flight in the hover phase. Moreover,
the lateral channel in the hover phase constitutes of two additional control degrees of
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freedom, which are the bearing angle and lateral position. However, in the forward
flight phase the lateral position and direction demand is achieved through flight course
angle change and eventually a bank angle change.

Similar to the trajectory tracking controller in [139], the combined approach of
differential flatness and INDI was applied for trajectory control of a tail-sitter flying wing
[140]. However, the feedforward generation of the angular jerk through the differential
flatness approach employed an aerodynamic model of the tail-sitter. Additionally, linear
acceleration commands were provided to inner INDI control loop. Ultimately, this
approach is widely different from the configuration-agnostic, modular and unified
jerk-level trajectory controller designed in this thesis. The technique presented in this
work is capable of operating in the complete flight envelope of a VTOL transition aircraft.
One of the important factors that allow to design this approach is the choice of a valid
frame of operation for the control law in the complete flight envelope. Additionally,
employment of kinematic error dynamics for generation of subsequent commands to the
inner loops give freedom from the requirement of any aircraft model knowledge. Hence,
this trajectory/path-following controller can be applied to any aircraft with marginal
effort.

1.3 Mission Statement and Objectives
This dissertation addresses the challenges that have been perceived in nonlinear flight
control for the class of aircraft configurations being developed to realize urban air mo-
bility. An extensive literature review of the current solutions being applied to overcome
such challenges revealed the gaps which still have to be closed. Ergo, the following
objectives are established based on these gaps

1 Study of rigid body dynamics of a Vertical Take-off and Landing Transition air-
craft: Owing to the vast envelope in which the type of effectors utilized for primary
control of such a hybrid configuration are subject to change, it is crucial to establish
an appropriate aircraft motion behavior in each flight phase and determine the
means to achieve this behavior.

2 Selection of a practical combination of pilot command variables to realize uni-
form aircraft response over full flight envelope.

3 Unified, platform agnostic and a modular reference model architecture.

4 Identification of precisely known higher order effects in the closed loop system
architecture: In addition to the physical characteristics of the system, influence of
elements like sensors, communication buses and measurement filters plays a sig-
nificant role in the system behavior. Therefore, any accurately available knowledge
of these effects can be incorporated in the reference model.

5 Integration of aircraft model parameters and system architecture (software and
hardware) related effects in a jerk-level physical reference model.
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6 Allowable uncertainty margin estimation for aircraft parameters incorporated
in the higher order reference model.

7 Derivation of jerk-level position error dynamics: To be calculated in an appropri-
ate coordinate frame such that a unified trajectory control law can be developed
for VTOL transition type hybrid aircraft.

8 Development of a unified trajectory controller, which does not require any
model knowledge.

9 Interfacing of the trajectory control module with inner loop controllers: A
mandatory task in order to test the feasibility of the designed trajectory control
method.

10 Code-compliant implementation of the proposed controller modules: To ensure
that the developed software is of adequate quality so that it can be run on real
FCCs.

11 Testing of the developed control law modules as an integrated unit.

1.4 Contributions
Beyond the state of the art and technology, this thesis makes the following contributions
to mitigate the shortcomings that have been identified through the literature review.

C.1 Derivation of required maneuverability phase planes through Design Reference
Model simulations for a VTOL transition aircraft.
Using the Design Reference Model, phase planes specifying the required rotational
accelerations and jerk to achieve different handling quality levels in the hover
flight phase of a generic VTOL transition aircraft are derived. In this process, the
estimation of the required rotational acceleration and jerk is constrained through
maneuverability requirements for the hover and low speed phases defined in the
Aeronautical Design Standard for Military Rotorcraft ADS-33E-PRF [84].

C.2 Integrated Nonlinear Reference Model Structure for Vertical Take-Off and Landing
transition aircraft.

C.2.1 Flight phase dependent mappings for pilot command variables contained
within the reference model.

C.2.2 Sequential desired rotation rate calculation in a unified control structure.
The INDI controller framework used with the integrated reference model
employs a unified control allocation scheme to allocate load factors and rota-
tional accelerations simultaneously. Although the integrated reference model
is interfaced with a unified control structure, the generation of the desired
body rotation rates is still performed analogous to a cascaded sequence by
employing the virtual control inputs. The virtual control inputs are calculated
within the control allocation module depending on the demand of the load
factors for the full flight envelope.
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C.2.3 Reference Model core design to facilitate use of same set of variables for the
whole flight envelope.

C.2.4 Definition of an explicit wind disturbance rejection behavior over the complete
flight envelope within the Reference Model core design.

C.2.5 Approaches to enforce compliance between different reference variables.

C.3 Jerk-level Physical Reference Model design.

C.3.1 Feedforward pseudo control derivative generation for input non-affine sys-
tems.

C.3.2 Inclusion of measurement/estimation filter effects in the reference model
design to achieve phase conformity between external reference and estimated
plant states.

C.3.3 Integration of time-delays from the input/output channel dynamics within
reference model design to facilitate phase match between external reference
and estimated plant states.

C.3.4 Consideration of higher than first order effector dynamics in the generation
of external reference states and feedforward pseudo control rate.

C.4 Unified trajectory control module for Vertical Take-Off and Landing transition
aircraft.

C.4.1 Derivation of nonlinear jerk-level position error dynamics with respect to the
desired path.

C.4.2 Unified trajectory control law for all flight phases of a VTOL transition aircraft.
C.4.3 Configuration-agnostic design of the unified trajectory control framework.
C.4.4 Interface function for trajectory controller with inner loop control law incor-

porating conversion of specific force rate commands to attitude angle rate
commands for a multicopter platform.

1.5 Outline

The structure of this dissertation is divided in to chapters based on the contribution
list specified in the previous section. To begin with, Chapter 2 elucidates the concepts
related to the dynamics of VTOL transition aircraft. The derivations performed in this
chapter lay the foundation for the design of the integrated reference model as well as
the unified trajectory controller proposed in this research. Furthermore, an aircraft
configuration agnostic structure of a Design Reference Model DRM is presented. The
DRM is employed to derive maneuverability phase planes based on handling quality
requirements for the hover flight phase.

An integrated reference model architecture intended to be utilized with an INDI
controller framework is presented in Chapter 3. In addition to specifying a switch-free
and continuous reference behavior specification, the integrated RM also facilitates an
intuitive aircraft response to pilot inceptor input over the complete flight envelope of
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a VTOL transition aircraft. Unified set of pseudo controls to the inner loop, reference
trajectory compliance and explicit definition of wind disturbance rejection are some of
the main topics covered within the scope of this chapter.

Chapter 4 presents a jerk-level physical reference model, which specifies desired
aircraft behavior for a controller based on the continuous extension of the INDI control
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Moreover, special interfacingmodule generating Euler attitude angles or rate commands,
required by Euler attitude angle command based controllers, is also defined within the
scope of the chapter.

1.6 List of Publications
Some elements of the research presented in this thesis along with scientific work be-
yond the scope of this dissertation have been published by the author as a main or
co-contributor in the following articles.

[1] P. Bhardwaj, S. A. Raab, J. Zhang, and F. Holzapfel, “Integrated Reference Model
for a Tilt-rotor Vertical Take-off and Landing Transition UAV,” in 2018 Applied
Aerodynamics Conference.

[2] P. Bhardwaj, V. S. Akkinapalli, J. Zhang, S. Saboo, and F. Holzapfel, “Adaptive
Augmentation of Incremental Nonlinear Dynamic Inversion Controller for an
Extended F-16 Model,” in AIAA Scitech 2019 Forum.

[3] P. Bhardwaj, S. A. Raab, J. Zhang, and F. Holzapfel, “Thrust command based Inte-
grated Reference Model with Envelope Protections for Tilt-rotor VTOL Transition
UAV,” in AIAA Aviation 2019 Forum.

[4] P. Bhardwaj, S. A. Raab, and F. Holzapfel, “Higher Order Reference Model for
Continuous Dynamic Inversion Control,” in AIAA Scitech 2021 Forum.

[5] P. Bhardwaj, P. Müller, and F. Holzapfel, “Design Plant Adaptation in Jerk-level
Reference Model,” in AIAA SCITECH 2022 Forum.

[6] J. Zhang, P. Bhardwaj, S. A. Raab, S. Saboo, and F. Holzapfel, “Control Alloca-
tion Framework for a Tilt-rotor Vertical Take-off and Landing Transition Aircraft
Configuration,” in 2018 Applied Aerodynamics Conference.

22



[7] J. Zhang, P. Bhardwaj, S. A. Raab, and F. Holzapfel, “Control Allocation Framework
with SVD-based Protection for a Tilt-rotor VTOL Transition Air Vehicle,” in AIAA
Aviation 2019 Forum.

[8] S. A. Raab, J. Zhang, P. Bhardwaj, and F. Holzapfel, “Proposal of a Unified Control
Strategy for Vertical Take-off and Landing Transition Aircraft Configurations,” in
2018 Applied Aerodynamics Conference.

[9] S. A. Raab, J. Zhang, P. Bhardwaj, and F. Holzapfel, “Consideration of Control
Effector Dynamics and Saturations in an Extended INDI Approach,” in AIAA
Aviation 2019 Forum.

[10] P. Piprek, M. M. Marb, P. Bhardwaj, and F. Holzapfel, “Trajectory/Path-Following
Controller Based on Nonlinear Jerk-Level Error Dynamics,” Applied Sciences, vol. 10,
no. 23, 2020.

[11] P. Panchal, S. Myschik, K. Dmitriev, P. Bhardwaj, and F. Holzapfel, “Handling
Complex System Architectures with a DO-178C/DO-331 Process-Oriented Build
Tool,” in 2022 IEEE/AIAA 41st Digital Avionics Systems Conference (DASC), pp. 1–8,
2022.

[12] M. Wang, N. Chu, P. Bhardwaj, S. Zhang, and F. Holzapfel, “Minimum-Time
Trajectory Generation of eVTOL in Low-Speed Phase: Application in Control
Law Design,” IEEE Transactions on Aerospace and Electronic Systems, vol. 59, no. 2,
pp. 1260–1275, 2023.

23





Chapter 2

Dynamics and Control of Vertical
Take-off and Landing Transition
Aircraft

Concepts pertaining to the dynamics of vertical take-off and landing transition
aircraft are presented in this chapter. Given the large flight envelope of the
transition vehicles, challenges of varying relative degree, additional control
degrees of freedom and inter-axis couplings are encountered during the process
of designing a control strategy for these aircraft. This chapter introduces a frame
of reference, called the Control (C) frame, which simplifies the formulation of
the aircraft translation dynamics over all the flight phases – hover, transition
and wingborne, thereby providing the possibility of defining a unified control
strategy. Derivation of the translation dynamics in the C-frame, along with
their utilization for the lateral and vertical motion control of a VTOL transition
aircraft are presented. Furthermore, the architecture of a Design Reference
Model (DRM) is demonstrated, which acts as a flyable specification to assist
in the validation of aircraft behavior against requirements for handling quali-
ties, inceptor interpretation, flight mission and more, within the scope of the
intended aircraft operation at an early stage when a detailed system design
is unavailable. The DRM is further utilized to derive maneuverability phase
planes from the handling quality requirements for the hover flight phase. The
purpose of the maneuverability phase planes is to assist in the preliminary
sizing of the lift thrust units as well as their spatial configuration during the
aircraft design process.

The attractiveness of VTOL transition aircraft follows from the fact that they combine
enhanced geographical accessibility through their vertical take-off and landing ability
with extended flight range by capitalizing on the increased fuel (electric or conventional)
efficiency in wingborne flight. Accordingly, such an aircraft can operate in different
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flight phases during a mission. Notably the main flight phases for a VTOL transition
aircraft include – hover, wingborne in conjunction with the transition flight phase that
encompasses the transit from hover to wingborne or vice-versa.

Flight dynamics of hover and wingborne flight vary considerably. Some of the major
differences involve:

1. Mechanism of lift generation is entirely different in the given flight phases. As
mentioned in Table 1.1, LTUs provide direct lift control in hover flight, however
in the wingborne phase aerodynamic lift is regulated through the angle of attack
and airspeed. Transition phase control utilizes the effects of both powered and
aerodynamic lift. Simply put, the relative degree of the vertical channel changes
over the flight envelope.

2. Heading orientation is an explicit control degree of freedom in the hover flight
phase, which is decoupled from the kinematic flight path. However, in the wing-
borne flight phase the heading orientation is implicitly controlled by realization of
the aerodynamic side-slip minimization constraint for reducing drag.

3. In the hover phase, a significant inter-axis coupling between the lateral and the
vertical channel exists. In order to generate a lateral displacement, the vertical
powered-lift vector (in the body fixed frame) needs to be tilted in the desired
direction and simultaneously the required lift magnitude increases in order to
maintain the altitude. Similar force coupling also exists between the vertical and
the pitch channel, when the pitch angle is used for position control in hover (in
absence of traction units). In addition to these effects, motion in wingborne phase
exhibits strong coupling between the translation and rotation channels, firstly due
to the reason that the aerodynamic lift control is realized through the pitch rota-
tion. Moreover, lateral translation is usually only possible through bank-to-turn
maneuvers, which require simultaneous body rotation rate commands in all axes
to produce a coordinated turn. Consequently, the constraints governing the speci-
fication of desired body rotation rate commands vary significantly between these
flight phases. Naturally, additional inter-axis couplings also exist in these phases,
nevertheless only the major differences between the two phases are highlighted
here.

4. Aircraft dynamics denoted in different frames of reference have been utilized
for the purpose of flight control in hover and wingborne phases according to
the literature [45–47, 51, 55]. A combination of NED and body-fixed frames is
commonly used for control of translation dynamics in multicopters [45–47], which
corresponds to the hover phase. Use of body-fixed frame (shown in Fig. A.1) is
fairly intuitive in this case because the direct-lift control effectors are generally
configured parallel to the body vertical axis as illustrated through a generic VTOL
configuration in the Fig. 2.1. However, use of the body frame is not perceptive for
describing the kinematic motion of an aircraft in the wingborne phase. Therefore,
command variables defined in the kinematic frame (shown in Fig. A.3) are often
utilized for control of wingborne translation dynamics [51, 55]. Nonetheless,
the variables defined in the kinematic frame cannot be used for the hover phase
because the kinematic frame is not defined for zero kinematic velocities.
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Development of a unified control strategy for VTOL transition aircraft requires explicit
consideration of these differences. Choice of an appropriate frame of reference has an
important role not merely for defining control variables, but also in establishing the
approach for treatment of various inter-axis couplings as well as external disturbance
rejection behavior in a unified control scheme. In this regard, Control (C) frame was
proposed by the author in previous publications [82, 87]. This chapter further establishes
the utility of the C-frame in creating control strategy specific components like the
trajectory control module for autonomous flight and generating desired command
variable trajectories for manual flight.

Figure 2.1: Powered lift parallel to the body vertical axis [141]

2.1 Control Frame

The Control (C) frame is defined as the frame obtained by the rotating NED frame
(O) along the vertical zO-axis through the heading angle Ψ. Figure 2.2 illustrates the
frame rotation from the NED to the control frame for a model of a lift to cruise VTOL
configuration [142]. The considered aircraft configuration comprises of four LTUs for
generating vertical powered lift and one traction unit for generating forward thrust
to gain airspeed. Furthermore, it comprises of ailerons and V-tail control surfaces
that combine the effect of elevator and rudder for generating control moments in the
wingborne phase. This configuration is strictly intended for visualization of different
aspects pertaining to the dynamics of a VTOL transition aircraft in this chapter. Reference
configurations employed to exhibit the effectiveness of the algorithms developed in this
dissertation will be introduced later chapters.
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2.1 Control Frame

Figure 2.2: Rotation from NED frame to Control frame [142]

In order to transform physical variables denoted in the NED-frame to their coun-
terparts in the control frame, the frame rotation matrix MCO is defined by using the
heading angle Ψ

MCO = MT
OC =


cos Ψ sin Ψ 0

− sin Ψ cos Ψ 0
0 0 1

 . (2.1)

This rotation matrix represents the rotation of a vector defined in the NED-frame to
a vector denoted in the C-frame. By means of the orthonormal property of the frame
rotation matrices, the inverse transformation matrix MOC is directly obtained by the
transpose ofMCO. In addition to the frame transformation, the angular rate of the control
frame with respect to the O-frame ( #»ωOC)C is one of the requisites for the derivation of
the translation dynamics expressed in the control frame. The first step in the derivation
of this angular rate is to calculate the differential of the frame rotation matrix MCO

.
MC

CO =


− sin Ψ ·

.
Ψ cos Ψ ·

.
Ψ 0

− cos Ψ ·
.

Ψ − sin Ψ ·
.

Ψ 0
0 0 0

 (2.2)

on which the following skew-symmetric angular rate matrix decomposition [143] for
any two arbitrary frames A and B is applied

.
MA

AB = MAB ·
(
ΩAB

)
BB

, (2.3)
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where (ΩAB)BB is a skew-symmetric matrix, which constitutes the elements of angular
rotational rate vector ( #»ωAB)B

(
ΩAB

)
BB

=


0 −(ωAB

K )z (ωAB
K )y

(ωAB
K )z 0 −(ωAB

K )x

−(ωAB
K )y (ωAB

K )x 0


BB

. (2.4)

Subsequently, frame rotation matrix derivative in Eq. (2.2) is reformulated using the
skew-symmetric matrix decomposition from Eq. (2.3)

.
MC

CO = MCO ·
(
ΩCO

)
OO

. (2.5)

The skew symmetric matrix (ΩCO)OO is defined in the NED-frame. In order to trans-
form the notation frame of this matrix to the C-frame, the relation in Eq. (2.5) is post-
multiplied with the rotation matrix MOC

.
MC

CO · MOC = MCO ·
(
ΩCO

)
OO

· MOC︸ ︷︷ ︸
(ΩCO)CC

and the rotation matrix derivative
.

MC
CO is formulated as

.
MC

CO =
(
ΩCO

)
CC

· MCO. (2.6)

By comparison of the resultant expression in Eq. (2.6) with the frame rotation matrix in
Eq. (2.1) and its derivative from Eq. (2.2), the following relation emanates

.
MC

CO =


0

.
Ψ 0

−
.

Ψ 0 0
0 0 0


︸ ︷︷ ︸

(ΩCO)CC

·


cos Ψ sin Ψ 0

− sin Ψ cos Ψ 0
0 0 1


︸ ︷︷ ︸

MCO

. (2.7)

Elements of the angular rate vector ( #»ω CO
K )C are determined through a comparison of

the matrix (ΩCO)CC with the structure of a generic angular rate skew-symmetric matrix

(
ΩCO

)
CC

=


0 −(ωCO

K )z (ωCO
K )y

(ωCO
K )z 0 −(ωCO

K )x

−(ωCO
K )y (ωCO

K )x 0


CC

=


0

.
Ψ 0

−
.

Ψ 0 0
0 0 0


CC

(2.8)

Consequently, the angular rate vector describing the rotation of the C-frame relative to
the O frame ( #»ωOC)C is constructed using the corresponding elements from the skew
symmetric matrix (ΩCO)CC

(
#»ωOC

K

)
C

= −
(

#»ωCO
K

)
C

= −


(ωCO

K )x

(ωCO
K )y

(ωCO
K )z


C

,

( #»ωOC
K )C =


0
0
.

Ψ

 .

(2.9)

The kinematic quantities introduced here are further utilized in the next section for the
derivation of the VTOL translation dynamics denoted in the C-frame.
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2.2 Aircraft Translation Dynamics
The goal of this section is to determine the Equations of Motion (EOM) using the
principle of conservation of linear momentum specified by Newton’s second law for the
translation states namely(

#»r R
)

Aircraft position( .
#»r R

K

)E
Aircraft velocity with respect to the ECEF frame( ..

#»r R
K

)EC
Aircraft acceleration derived with respect to the control frame.

Subsequent derivation is agnostic of any notation frame. Thereafter, the derived equa-
tions can be denoted in any frame of choice. The following assumptions have been taken
in the derivation of the translation equations of motion

Assumption Implication

A.2.1 The aircraft is a rigid body

A.2.2 The mass of the aircraft is quasi-stationary

A.2.3 The rotation rate of earth is constant

(
.

#»r RP )B = 0
.

m ≈ 0

(
.

#»ωIE)I = 0

Table 2.1: List of assumptions taken in derivation of translation dynamics

Assumption A.2.1 indicates that the relative position of any point with respect to
another point on the rigid body aircraft remains constant over time. Therefore, any
aero-elastic phenomenon are neglected within the context of translation dynamics. For
the intended applications in this work, the change in the aircraft mass is lower than
the 5% threshold within a time interval of 60 seconds [99], which is considered as the
convention for the validity of the assumption A.2.2. To initiate with the derivation of
the translation EOM, consider a point P on an aircraft having reference point R(

#»r P
)

=
(

#»r R
)

+
(

#»r RP
)

, (2.10)

where ( #»r P ) ∈ R3 and ( #»r R) ∈ R3 denote the position vector of the point P and aircraft
reference point R respectively. The relative position vector of P with respect to R is
given by ( #»r RP ) ∈ R3. The time derivative of the position terms in Eq. (2.10) with respect
to the the inertial frame produces( .

#»r P
)I

=
( .

#»r R
)I

+
( .

#»r RP
)I

, (2.11)( .
#»r R
)I

=
( .

#»r R
)E

+
(

#»ωIE
K

)
×
(

#»r R
)

, (2.12)( .
#»r RP

)I
=
=0 ∵ A.2.1:Rigid Body

( .
#»r RP

)B
+
(

#»ωIB
K

)
×
(

#»r RP
)

.
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The angular rate ( #»ωIB
K ) ∈ R3 comprises of(

#»ωIB
K

)
=
(

#»ωIE
K

)
+
(

#»ωEO
K

)
+
(

#»ωOB
K

)
, (2.13)

in which ( #»ωIE
K ) ∈ R3 denotes the rotation rate of the earth, ( #»ωEO

K ) ∈ R3 represents the
transport rate owing to the earth’s ellipsoid and ( #»ωOB

K ) ∈ R3 is the rigid body rotational
rate of the aircraft. By combining the expressions in Eq. (2.11), velocity of the aircraft
point P is determined( .

#»r P
)I

=
( .

#»r R
)E

+
(

#»ωIE
K

)
×
(

#»r R
)

+
(

#»ωIB
K

)
×
(

#»r RP
)

. (2.14)

Further, the time derivative of the velocity (
.

#»r P )I yields

( ..
#»r P
)II

=
( ..

#»r R
)EI

+

= 0 ∵ A.2.3: Constant earth
rotation rate( .

#»ωIE
K

)I
×
(

#»r R
)

+
(

#»ωIE
K

)
×

( .
#»r R
)I

+
( .

#»ωIB
K

)I
×
(

#»r RP
)

+

(
#»ωIB

K

)
×
( .

#»r RP
)I

.

The derivatives in the highlighted terms, calculated with reference to the inertial frame

(I), are transformed with respect to control (C) , Earth Centered Earth Fixed (ECEF)

and the body (B) frame

( ..
#»r P
)II

=

(
..
#»r R)EI( ..

#»r R
)EC

+
(

#»ωIC
K

)
×
( .

#»r R
)E

+
(

#»ωIE
K

)
×

(
.
#»r R)I[ ( .

#»r R
)E

+
(

#»ωIE
K

)
×
(

#»r R
) ]

+ (2.15)

(
.
#»ω IB

K )I[( .
#»ωIB

K

)B
+

���������:0(
#»ωIB

K

)
×
(

#»ωIB
K

)]
×
(

#»r RP
)

+
(

#»ωIB
K

)
×

(
.
#»r RP )I[

�����*0( .
#»r RP

)B
+
(

#»ωIB
K

)
×
(

#»r RP
)]

,

which results in( ..
#»r P
)II

=
( ..

#»r R
)EC

+
(

#»ωIC
K

)
×
( .

#»r R
)E

+
(

#»ωIE
K

)
×
( .

#»r R
)E

+
(

#»ωIE
K

)
×
[(

#»ωIE
K

)
×
(

#»r R
)]

+
( .

#»ωIB
K

)B
×
(

#»r RP
)

+
(

#»ωIB
K

)
×
[(

#»ωIB
K

)
×
(

#»r RP
)]

.

Expansion of the angular rate ( #»ωIC
K ) = ( #»ωIE

K ) + ( #»ωEC
K ) results in( ..

#»r P
)II

=
( ..

#»r R
)EC

+
(

#»ωIE
K

)
×
( .

#»r R
)E

+
(

#»ωEC
K

)
×
( .

#»r R
)E

+
(

#»ωIE
K

)
×
( .

#»r R
)E

+

(
#»ωIE

K

)
×
[(

#»ωIE
K

)
×
(

#»r R
)]

+

≈(
.
#»ω EB

K )B

( .
#»ωIB

K

)B
×
(

#»r RP
)

+ (2.16)
(

#»ωIB
K

)
×
[ (

#»ωIB
K

)
×
(

#»r RP
) ]

.

The highlighted term in the equation above can be expanded according to (
.

#»ωIB
K )B =

(
.

#»ωIE
K )B+(

.
#»ωEB

K )B . The earth rotation acceleration in the body-fixed frame yields (
.

#»ωIE
K )B =

(
.

#»ωIE
K )I + ( #»ωBI

K ) × ( #»ωIE
K ), which upon utilizing the assumption A.2.3 of constant earth
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rotation rate loses the first term and the remaining cross product is neglected on account
of low magnitude. Consequently, the approximation (

.
#»ωIB

K )B ≈ (
.

#»ωEB
K )B holds, which is

substituted in Eq. (2.16) to get( ..
#»r P
)II

=
( ..

#»r R
)EC

+
(

#»ωEC
K

)
×
( .

#»r R
)E

+ 2 ·
(

#»ωIE
K

)
×
( .

#»r R
)E

+ (2.17)(
#»ωIE

K

)
×
[(

#»ωIE
K

)
×
(

#»r R
)]

+
( .

#»ωEB
K

)B
×
(

#»r RP
)

+
(

#»ωIB
K

)
×
[ (

#»ωIB
K

)
×
(

#»r RP
) ]

the absolute acceleration of a point P (
..
#»r P )II ∈ R3 on the rigid body aircraft.

The translational equations of motion for an aircraft are derived using Newton’s
Second Law of motion

In an inertial reference frame, the summation of all external forces acting on a
body is equal to the time rate of change of the linear momentum of the body [144]

which is expressed as (
d
dt

)I

( #»p )I (t) =
∑ #»

F , (2.18)

where ( #»p )I ∈ R3 is the linear momentum vector and #»

F ∈ R3 represents the vector of
external forces acting on the rigid body. In order to obtain the expression for the sum of
external forces acting on the rigid body aircraft, consider the linear momentum of the
point P (

d #»p
)I (

#»r P , t
)

=
( .

#»r ( #»r P , t)
)I

· dm, (2.19)

which is integrated to obtain the linear momentum of the entire rigid body

( #»p )I (t) =
∫

m

( .
#»r ( #»r P , t)

)I
· dm. (2.20)

Subsequently, the sum of forces acting on the rigid body is obtained by substituting the
expression for linear momentum from Eq.(2.20) in the definition of Newton’s second
law given by Eq.(2.18)

∑ #»

F =
(

d
dt

)I

( #»p )I (t) =
(

d
dt

)I ∫
m

( .
#»r ( #»r P , t)

)I
· dm. (2.21)

By consideration of the quasi-stationary mass assumption A.2.2 in Eq.(2.21) the time
differential can be brought under the mass integral using the Leibniz integral rule,
thereby resulting in the following expression for the sum of external forces

∑ #»

F =
∫

m

(
d
dt

)I

·
[( .

#»r ( #»r P , t)
)I
]

· dm =
∫

m

( ..
#»r P
)II

· dm. (2.22)

Here the dependence of the absolute acceleration (
..
#»r P )II of point P on the position

vector ( #»r )P and time t is omitted to have better readability. Subsequently, by inserting
the absolute acceleration from Eq.(2.17) in the sum of external forces from Eq.(2.22)

32



Chapter 2: Dynamics and Control of Vertical Take-off and Landing Transition Aircraft

leads to∑ #»

F =
∫

m
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(
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Thereupon, the mass-invariant terms are drawn out of the integral
∑ #»
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+
(

#»ωEC
K

)
×
( .

#»r R
)E

+ 2 ·
(

#»ωIE
K

)
×
( .

#»r R
)E
] ∫

m
·dm+(

#»ωIE
K

)
×
[(

#»ωIE
K

)
×
(

#»r R
)] ∫

m
·dm+ (2.24)( .

#»ωEB
K

)B
×
∫

m

(
#»r RP

)
· dm +

(
#»ωIB

K

)
×
[ (

#»ωIB
K

)
×
∫

m

(
#»r RP

)
· dm

]
.

The position vector ( #»r RP ) ∈ R3 specifying the relative position of the point P with
respect to the reference point R is divided into two parts ( #»r RP ) = ( #»r RG) + ( #»r GP ),
constituting the position of the center of gravity G relative to the reference point ( #»r RG) ∈
R3 and the relative position of the point P in comparison to the center of gravity

(
#»r GP

)
.

This decomposed position vector is replaced in the force equation from Eq.(2.24)
∑ #»

F =
[( ..

#»r R
)EC

+
(

#»ωEC
K

)
×
( .

#»r R
)E

+ 2 ·
(

#»ωIE
K

)
×
( .

#»r R
)E
] ∫

m
·dm+ (2.25)(

#»ωIE
K

)
×
[(

#»ωIE
K

)
×
(

#»r R
)] ∫

m
·dm +

( .
#»ωEB

K

)B
×
∫

m

[(
#»r RG

)
+
(

#»r GP
)]

·dm+

(
#»ωIB

K

)
×
[ (

#»ωIB
K

)
×
∫

m

[(
#»r RG

)
+
(

#»r GP
)]

· dm
]
.

By the definition of the center of gravity, it follows that∫
m

(
#»r GP

)
· dm = 0 (2.26)

and additionally through the rigid body property∫
m

(
#»r RG

)
· dm =

(
#»r RG

)
·
∫

m
dm =

(
#»r RG

)
· m (2.27)

the expression in Eq. (2.25) transforms to
∑ #»

F = m ·
[ ( ..

#»r R
)EC

+
(

#»ωEC
K

)
×
( .

#»r R
)E

+ 2 ·
(

#»ωIE
K

)
×
( .

#»r R
)E
]
+

m ·
(

#»ωIE
K

)
×
[(

#»ωIE
K

)
×
(

#»r R
)]

+ (2.28)

m ·
[ ( .

#»ωEB
K

)B
×
(

#»r RG
)

+
(

#»ωIB
K

)
×
[ (

#»ωIB
K

)
×
(

#»r RG
) ]]

in which the angular rate specifying the transport rate for non-flat earth ( #»ωEO
K ) is sepa-

rated from the angular rate ( #»ωEC
K ) by means of(
#»ωEC

K

)
=
(

#»ωEO
K

)
+
(

#»ωOC
K

)
. (2.29)
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Consequently, the component breakdown in Eq. (2.29) is substituted in the sum of
external forces from Eq. (2.28) to yield

(
#»

f R
T

)
=
∑ #»

F R

m
=
[ ( ..

#»r R
)EC

+
(

#»ωOC
K

)
×
( .

#»r R
)E

+

#»a R
tr(

#»ωEO
K

)
×
( .

#»r R
)E

]
+

[ #»a R
e,rot

2 ·
(

#»ωIE
K

)
×
( .

#»r R
)E

+
(

#»ωIE
K

)
×
[(

#»ωIE
K

)
×
(

#»r R
)] ]

+ (2.30)

[ #»a RG
b,rot( .

#»ωEB
K

)B
×
(

#»r RG
)

+
(

#»ωIB
K

)
×
[ (

#»ωIB
K

)
×
(

#»r RG
) ] ]

.

where ( #»

f R
T ) denotes the total external specific forces acting on the reference point of the

rigid body aircraft, #»aR
tr ∈ R3 represents the acceleration generated due to the transport

rate by virtue of the ellipsoid earth. The Coriolis acceleration generated by earth’s
rotation 2 · ( #»ωIE

K ) × (
.

#»r R)E and the centrifugal acceleration induced by earth’s rotation
( #»ωIE

K ) × [( #»ωIE
K ) × ( #»r R)] at point R constitute the total acceleration due to the earth’s

rotation depicted by #»aR
e,rot ∈ R3 and #»aRG

b,rot ∈ R3 denotes the acceleration caused by the
rigid body rotation due to the difference between the position of the reference point R

and the center of gravity G.
In general aviation practice [144, 145], the assumptions enumerated in Table 2.2 are

adopted to simplify the translation equations of motion derived in Eq. (2.30).

Assumption Implication

A.2.4 Flat earth, ( #»ωEO
K ) = 0

A.2.5 Non-rotating earth, ( #»ωIE
K ) = 0

A.2.6 Reference point R lies at the center of gravity G, ( #»r RG) = 0

#»aR
tr = 0

#»aR
e,rot = 0

#»aRG
b,rot = 0

Table 2.2: List of assumptions for simplification of translation dynamics

Thereupon, use of the assumptionsA.2.4–A.2.6 on the expression specified in Eq. (2.30)
results in the simplified translation dynamics

(
#»

f R
T

)
=
( ..

#»r R
)EC

+
(

#»ωOC
K

)
×
( .

#»r R
)E

. (2.31)

However, in the subsequent derivations, all the terms in the translation equations of
motion from Eq. (2.30) will be considered.
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2.3 Translation Motion in the Control Frame

The rigid body aircraft translation dynamics derived in Eq. (2.30) are not specified
in any frame. In order to achieve the objective of devising a unified control strategy
for all flight phases of a VTOL transition aircraft, the control (C) frame is adopted.
Henceforth, the derived translation equations of motion are denoted in the C-frame.
Furthermore, the derivatives of the position vector are hereafter represented in terms of
velocity vectors to simplify the notations. The acceleration components #»aR

tr, #»aR
e,rot, #»aRG

b,rot

are also transformed to the C-frame based on the composition of the terms presented in
Eq. (2.30)

(
#»

f R
T

)
C

=
( .

#»

V R
)EC

C
+
(

#»ωOC
K

)
C

×
(

#»

V R
)

C
+
(

#»aR
tr

)
C

+
(

#»aR
e,rot

)
C

+
(

#»aRG
b,rot

)
C

. (2.32)

Kinematic acceleration due to transport rate ( #»aR
tr)O, denoted in the NED frame, is

transformed to the control frame through the rotation matrix MCO(
#»aR

tr

)
C

= MCO ·
{(

#»ωEO
K

)
O

×
(

#»

V R
K

)E

O

}
. (2.33)

Similarly, the total acceleration due to earth’s rotation(
#»aR

e,rot

)
C

= MCO ·
{

2 ·
(

#»ωIE
K

)
O

×
(

#»

V R
K

)E

O
+
(

#»ωIE
K

)
O

×
[(

#»ωIE
K

)
O

×
(

#»r R
)

O

]}
(2.34)

and acceleration due difference between the reference point and the center of gravity(
#»aRG

b,rot

)
C

= MCB ·
{( .

#»ωEB
K

)B

B
×
(

#»r RG
)

B
+
(

#»ωIB
K

)
B

×
[ (

#»ωIB
K

)
B

×
(

#»r RG
)

B

}
(2.35)

are denoted in the C-frame by application of appropriate frame rotation matrices MCO

and MCB from Eqs. (2.1) and (A.1) respectively. In the upcoming sections, the three
acceleration sources are assessed by elaborating the terms that appear in them.

2.3.1 Acceleration due to Transport Rate in the Control Frame

As observed in Eq. (2.33), the acceleration ( #»aR
tr)C ∈ R3 develops through the transport

rate due to the ellipsoidal earth [143]

(
#»ωEO

K

)
O

=


.
λ · cos ϕ

−
.
ϕ

−
.
λ · sin ϕ


O

(2.36)

where
.
λ and

.
ϕ are the geodetic longitude and latitude rates specified in the position

differential equations (C.1). Upon substitution of ( #»ωEO
K )O ∈ R3 and the frame rotation

matrixMCO ∈ R3×3 from Eq. (2.1) alongwith the application of the distributive property
of an orthogonal matrix over a cross product in Eq. (2.33) yields

(
#»aR

tr

)
C

=
(

#»ωEO
K

)
C

×
(

#»

V R
K

)E

C
=
(
ΩEO

)
CC

·
(

#»

V R
K

)E

C
(2.37)
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2.3 Translation Motion in the Control Frame

where ( #»

V R
K)C

E ∈ R3 represents the kinematic velocity vector in the control frame, the
angular rate ( #»ωEO

K )C ∈ R3 constitutes

(
#»ωEO

K

)
C

=


.
λ · cos ϕ · cos Ψ −

.
ϕ · sin Ψ

−
.
ϕ · cos Ψ −

.
λ · cos ϕ · sin Ψ

−
.
λ · sin ϕ

 , (2.38)

and (ΩEO)CC ∈ R3×3 emerges as a skew symmetric matrix that incorporates the elements
of the angular rate vector in Eq. (2.38) according to the structure

(
ΩEO

)
CC

=


0 −ωEO

K,z ωEO
K,y

ωEO
K,z 0 −ωEO

K,x

−ωEO
K,y ωEO

K,x 0


CC

. (2.39)

By substituting the resulting skew symmetric matrix and elements of the kinematic
velocity denoted in the control frame in Eq. (2.37), the kinematic acceleration due to the
transport rate in the C-frame originates

(
#»aR

tr

)
C

=


.
λ ·
(
vR

K

)E

C
· sin ϕ −

(
wR

K

)E

C
· σ1(

wR
K

)E

C
· σ2 −

.
λ ·
(
uR

K

)E

C
· sin ϕ(

uR
K

)E

C
· σ1 −

(
vR

K

)E

C
· σ2


C

. (2.40)

where the temporary variables σ1 and σ2 denote the expressions

σ1 =
.
ϕ · cos Ψ +

.
λ · sin Ψ · cos ϕ

σ2 =
.
ϕ · sin Ψ −

.
λ · cos Ψ · cos ϕ (2.41)

2.3.2 Acceleration due to Earth’s Rotation in the Control Frame

Angular velocity of the Earth Centered Earth Fixed (ECEF) frame with respect to the
Earth Centered Inertial (ECI) frame ( #»ωIE

K ) ∈ R3 specifies the rotation of the Earth [143].
In the NED frame, the angular velocity ( #»ωIE

K )O ∈ R3 is determined by

(
#»ωIE

K

)
O

= ωE ·


cos ϕ

0
− sin ϕ


O

where ωE ≈ 2π

86400rad/s (2.42)

is the rotation rate of the earth about its axis. The angular velocity ( #»ωIE
K )O ∈ R3 is

denoted in the C-frame by transformation through the rotation matrix MCO ∈ R3×3

(
#»ωIE

K

)
C

= ωE ·


cos ϕ · cos Ψ

− cos ϕ · sin Ψ
− sin ϕ


C

(2.43)
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Analogous to the derivation of ( #»aR
tr)C ∈ R3 in Eq. (2.37), the total acceleration of the

aircraft reference point due to earth’s rotation in the control frame is determined

(
#»aR

e,rot

)
C

=

Coriolis acceleration
due to Earth’s rotation

2 ·
(

#»ωIE
K

)
C

×
(

#»

V R
K

)E

C
+

Centrifugal acceleration
due to Earth’s rotation(

#»ωIE
K

)
C

×
[(

#»ωIE
K

)
C

×
(

#»r R
)

C

]
, (2.44)

in which the cross products are reformulated as matrix multiplications(
#»aR

e,rot

)
C

= 2 ·
(
ΩIE

)
CC

·
(

#»

V R
K

)E

C
+
[(

ΩIE
)

CC

]2
·
(

#»r R
)

C
. (2.45)

Here (ΩIE)CC ∈ R3×3, exhibited in (B.1), is a skew symmetric matrix, which is employed
in Eq. (2.45) to illustrate all the terms that constitute the total acceleration of the aircraft
reference point due to earth’s rotation indicated in the control frame

(
#»aR

e,rot

)
C

= 2 · ωE ·


(
vR

K

)E

C
· sin ϕ −

(
wR

K

)E

C
· sin Ψ · cos ϕ

−
(
uR

K

)E

C
· sin ϕ −

(
wR

K

)E

C
· cos Ψ · cos ϕ

cos ϕ ·
((

uR
K

)E

C
· sin Ψ +

(
vR

K

)E

C
· cos Ψ

)
+ (2.46)

ω2
E ·


− sin ϕ ·

(
xR

C · sin ϕ + zR
C · cos Ψ · cos ϕ

)
− sin Ψ · (cos ϕ)2 · σ1

sin ϕ ·
(
yR

C · sin ϕ − zR
C · sin Ψ · cos ϕ

)
− cos Ψ · (cos ϕ)2 · σ1

cos ϕ ·
(
−xR

C · cos Ψ · sin ϕ + yR
C · sin Ψ · sin ϕ − zR

C · cos ϕ
)


where

σ1 = yR
C · cos Ψ + xR

C · sin Ψ.

2.3.3 Acceleration due to Rigid Body Rotation in the Control
Frame

Acceleration ( #»aRG
b,rot)C ∈ R3, specified by Eq. (2.35), is induced at the aircraft reference

point R due to rigid body rotation when the reference point and the center of gravity G

of the aircraft do not coincide. In Eq. (2.35), the rotational accelerations (
.

#»ωEB
K )B

B ∈ R3

and rates ( #»ωIB
K )B ∈ R3 are expanded according to

( .
#»ωEB

K

)B

B
=
( .
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(

#»ωOB
K

)
B

=


(
ωIO

K,x

)(
ωIO

K,y

)(
ωIO

K,z

)


B
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(2.47)

for comprehending the effect of rigid body rotational accelerations (
.

#»ωOB
K )B

B ∈ R3 and
rates ( #»ωOB

K )B ∈ R3 on translation acceleration(
#»aRG

b,rot

)
C

=MCB ·
{(( .
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K

)B

B
+
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(
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(
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(
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)
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(
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.

(2.48)
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The elements of the angular acceleration (
.

#»ωEO
K )B

B ∈ R3 and rate ( #»ωIO
K )B ∈ R3 appearing

in Eq. (2.47) are shown in the Eqs. (B.6) and (B.4) respectively. The cross products
in Eq. (2.48) are replaced by matrix multiplications with the skew symmetric matrices
for body angular acceleration (

.
ΩOB)B

BB ∈ R3×3 and body angular rate (ΩOB)BB ∈ R3×3

according to the generic skew symmetric matrix form in Eq. (2.4)

( .
ΩOB

)B

BB
=


0 − .

rK
.
qK

.
rK 0 − .

pK

− .
qK

.
pK 0


BB

,
(
ΩOB

)
BB

=


0 −rK qK

rK 0 −pK

−qK pK 0


BB

, (2.49)

and in a similar manner for the remaining angular acceleration (
.

ΩEO)B
BB ∈ R3×3 and

angular velocity (ΩIO)BB ∈ R3×3, thereby resulting in the following relation(
#»aRG

b,rot

)
C

= MCB ·
{[( .

ΩEO
)B

BB
+
( .
ΩOB

)B

BB

]
·
(

#»r RG
)

B
+ (2.50)[(

ΩIO
)

BB
+
(
ΩOB

)
BB

]2
·
(

#»r RG
)

B

}
The composition of the translation acceleration due to rigid body rotation ( #»aRG

b,rot)C ∈ R3

based on the major effects from rigid body rotational acceleration and rate is obtained
by performing an element-wise decomposition of the expression in Eq. (2.50) without
the skew-symmetric matrices (

.
ΩEO)B

BB and (ΩIO)BB

(
#»aRG

b,rot

)
C

=


cos Θ · σ3 + cos Φ · sin Θ · σ2 + sin Φ · sin Θ · σ1

cos Φ · σ1 − sin Φ · σ2

cos Φ · cos Θ · σ2 − sin Θ · σ3 + cos Θ · sin Φ · σ1

 (2.51)

where
σ1 = .

rK · xRG
B − .

pK · zRG
B − yRG

B ·
(
p2

K + r2
K

)
+ pK · qK · xRG

B + qK · rK · zRG
B ,

σ2 = .
pK · yRG

B − .
qK · xRG

B − zRG
B ·

(
p2

K + q2
K

)
+ pK · rK · xRG

B + qK · rK · yRG
B , (2.52)

σ3 = .
qK · zRG

B − .
rK · yRG

B − xRG
B ·

(
q2

K + r2
K

)
+ pK · qK · yRG

B + pK · rK · zRG
B .

Ultimately, by utilizing the acceleration sources elaborated in the Eqs. (2.40), (2.46) and
(2.50), the rigid body translation equations of motion from Eq. (2.30) are denoted in
the control frame(

#»

f R
T

)
C

=
( .

#»

V R
K

)EC

C
+
(

#»ωOC
K

)
C

×
(

#»

V R
K

)E

C
+
(

#»aR
tr

)
C

+
(

#»aR
e,rot

)
C

+
(

#»aRG
b,rot

)
C

(2.53)

At this point, arguments justifying the choice of the reference frame in the development
of unified control strategies are presented. In the forward velocity phases - transition
and wingborne, formulation of the translation control problem in the kinematic frame
(K) is a viable option. Contrarily, it does not accomplish the aspiration of a unified
controller for both hover and forward velocity phases since the K-frame is not defined
for the hover phase, which encompasses flight conditions with zero kinematic velocity
(VK = 0). Therefore, subsequent sections discuss aspects of lateral and vertical motion
for complete flight envelope in the proposed control frame to establish its utility for the
manual and trajectory control architectures further developed in this work.
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2.3.4 Lateral Motion in the Control Frame

Kinematic motion along the aircraft lateral axis for all the flight phases can be exactly
determined through the variables enlisted in the Table 2.3. Important to note that velocity
commands are the highest level of control variables considered in this evaluation. Lateral
position commands can also be applied, however for streamlining this analysis only the
velocity command is considered. Moreover, the position loop is completely kinematic
and hence can be added straightaway around the velocity control loop. Besides the
lateral velocity, the heading angle rate appears as an additional degree of freedom in
specifying the aircraft motion especially in the hover flight phase. While observing the
aircraft motion in the C-frame, the heading angle rate is decoupled from the kinematic
motion in the absence of the forward velocity (uR

K)E
C . The significance of this inter-

axis coupling relation in unifying the lateral motion control over full flight envelope
is discussed in detail later. In the hover phase, the lateral translation maneuvers are
specified through lateral velocity commands in the C-frame (vR

K)E
C and additionally

heading angle rate
.

Ψ command can be used to orient the aircraft independently.

Hover flight Phase Forward velocity flight phase

Lateral kinematic velocity (vG
K)E

C
Course angle rate .

χK

Heading angle rate
.

Ψ Bank angle Φ

Table 2.3: Control variables governing the kinematic lateral motion of a VTOL transition aircraft

In the forward velocity phases the lateral translation is accomplished through the
kinematic course angle rate .

χK , which can directly be converted to a desired bank
angle using a kinematic relation such as the one derived in Eq. (2.69) afterwards. It
is important to emphasize that the desired behavior of the kinematic lateral motion is
agnostic of the magnitude of the dynamic pressure. Simply stated, the aircraft behavior
for lateral motion is defined like a fixed-wing configuration (bank-to-turn) for forward
velocity flight phases – transition and wingborne. Even though the mechanism of lift
generation differs between these two phases, and the heading angle rate can theoretically
be used as an additional degree of control as long as the powered lift is active in the low
dynamic pressure regime of the transition flight phase. However, a decoupled heading
angle rate control is not used in order to avoid a non-intuitive skid-to-turn behavior.

In order to comprehend the lateral motion in the forward velocity phases, the first
step is to visualize the angles between NED (O), control (C) and kinematic (K) frames
in the horizontal plane as illustrated in Fig. 2.3. The kinematic course angle

χK = arctan


(
vG

K

)E

O

(uG
K)E

O

 (2.54)
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is not valid for zero kinematic velocities. However, the heading Ψ ∈ R, which specifies
the rotation of the C-frame in comparison to the NED frame, is valid for all flight phases.
Moreover, the relation between the kinematic course angle χK ∈ R and the yaw angle Ψ

χK = Ψ + ε (2.55)

only utilizes the horizontal kinematic side slip angle ε ∈ R which can be determined
through the velocities denoted in the C-frame

ε = arctan


(
vG

K

)E

C

(uG
K)E

C

 . (2.56)

Inherently, it follows from Eq. (2.55) that
.

Ψ = .
χK − .

ε (2.57)

where .
ε ∈ R is the horizontal kinematic side slip angle rate

.
ε =

( .
uG

K

)EC

C
·
(
vG

K

)E

C
−
(
uG

K

)E

C
·
( .
vG

K

)EC

C[
(uG

K)E
C

]2
+
[
(vG

K)E
C

]2 . (2.58)

Here the velocities (uG
K)E

C ∈ R, (vG
K)E

C ∈ R denoted in the C-frame are computed by
the rotation of their corresponding NED-frame states along the vertical zO-axis by the
bearing angle Ψ using the frame rotation matrix MCO formulated in Eq. (2.1). The terms
( .
uG

K)EC
C ∈ R, ( .

vG
K)EC

C ∈ R represent the kinematic accelerations with respect to the control

Figure 2.3: Relative angles between O, C and K frames in the horizontal plane
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frame and denoted in the control frame. In a steady state flight condition, horizontal
accelerations in C-frame are negligible ( .

uR
K)EC

C , ( .
vR

K)EC
C ≈ 0 and thus Eq. (2.58) results

in .
ε ≈ 0 as well. Consequently, for a steady state flight Eq. (2.57) resolves to

.
Ψ = .

χK (2.59)

Considering the relation between yaw angle rate and course angle rate, an individual
component breakdown of the terms in the translation dynamics from Eq. (2.53)
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.
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K
.
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K
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−
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C
·

.
Ψ

0

 =


fx

fy

fz


R

C

+


cos Ψ sin Ψ 0

− sin Ψ cos Ψ 0
0 0 1

 ·


0
0
g


O

(2.60)

exhibits the unification of the hover and the forward velocity phases for lateral motion
through the side specific force (fR

y )C equation

( .
vR

K

)EC

C
+
(
uR

K

)E

C
·

.
Ψ =

(
fR

y

)
C

. (2.61)

Note that the acceleration terms ( #»aR
tr)C , ( #»aR

e,rot)C and ( #»aRG
b,rot)C are ignored in this analysis

for simplification and to facilitate an evaluation of the major effects only.
In the hover flight phase, lateral acceleration ( .

vR
K)EC

C command is derived from a de-
mand for lateral displacement. This acceleration command forms one of the constituents
of the lateral specific force command, which is allocated to a bank angle command
as presented by the schematic diagram in Fig. 2.4. Moreover, the aircraft nose can be
rotated through by commanding the heading angle rate

.
Ψ separately without triggering

a substantial inter-axis coupling ((uR
K)E

C ·
.

Ψ) in the lateral channel. Subsequently, the
lateral displacement is attained through the lateral specific force (fR

y )C generated by
means of the tilted powered-lift vector due to the bank angle as exhibited in Fig. 2.5a.

Figure 2.4: Lateral Motion Schematic for hover flight
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2.3 Translation Motion in the Control Frame

(a) Hover flight phase

(b) Forward velocity flight phases

Figure 2.5: Lateral translation/Turning in different flight phases of a VTOL transition aircraft

For the forward velocity flight phases, lateral maneuvering is realized through the
second constituent of the y-specific force demand constructed from the inter-axis cou-
pling term ((uR

K)E
C ·

.
Ψ. Given a desired course angle rate .

χK , the yaw angle rate command
.

Ψcmd is computed through Eqs. (2.57), (2.59) with consideration of appropriate assump-
tions. The demand in the lateral specific force (fR

y )C,cmd is then obtained by the product
of the heading angle rate command

.
Ψcmd with the forward velocity (uR

K)E
C . Furthermore,

a bank angle command is produced from the desired lateral specific force command
which is then commanded to the inner loop controller as demonstrated by the diagram
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in Fig. 2.6. The achieved bank angle produces a centripetal force by tilting the mixed or
aerodynamic lift vector (depending on the current flight phase), thereby curving the
flight path to achieve the desired course angle rate as depicted by the visualization in
Fig.2.5b. Assumptions of small angle of attack and absence of aerodynamic or propulsive
side control forces (in the yB axis) are made for the schematic in Fig. 2.6.

×

Figure 2.6: Lateral Motion Schematic for forward velocity flight

Figure 2.7: Lateral Motion Schematic for full flight envelope

Therefore, the lateral displacement, heading and course angle can be controlled
without dealing with the singularity of kinematic course angle χK at zero kinematic
velocity by employing C-frame lateral velocity (vR

K)E
C and yaw angle rate

.
Ψ as the control

variables for the lateral-directional axes in the full flight envelope of a VTOL transition
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2.3 Translation Motion in the Control Frame

aircraft. The strategy for the full flight envelope is illustrated by the Fig. 2.7. Generation
of bank angle command plays an important role in the lateral motion and it will be
discussed next.

Majority of the aircraft configurations being developed in theUAMecosystem, similar
to the example aircraft illustrated in Fig. 2.8, comprise of propulsors that produce
forces in the longitudinal and vertical body frame (B) axes along with the conventional
aerodynamic control surfaces. Consequently, as already stated, the lateral specific force
in C-frame can be generated by tilting the vertical lift (propulsive or aerodynamic)
through the bank angle. Body-fixed specific forces are transformed to C-frame specific
forces according to

fx

fy

fz


R

C

=


cos Θ sin Φ · sin Θ cos Φ · sin Θ
0 cos Φ − sin Φ

− sin Θ sin Φ · cos Θ cos Φ · cos Θ

 ·


fx

fy

fz


R

B

. (2.62)

Commonly, aircraft do not possess any control effectors that can produce a lateral body
fixed force, hence (fR

y )B ∈ R is neglected in Eq. (2.62) such that the side specific force in
C-frame (fR

y )C ∈ R is only a function of bank angle and body vertical specific force(
fR

y

)
C

= −
(
fR

z

)
B

· sin Φ. (2.63)

Additionally, compensation of the vertical specific force demand in the control frame
can be achieved only through the vertical lift. The longitudinal body specific force (fR

x )B

couples into the C-frame vertical channel through the pitch angle, however it is not
actively used for controlling the vertical axis variables. Thereupon, neglecting the term
corresponding to (fR

x )B in Eq. (2.63) produces(
fR

z

)
C

=
(
fR

z

)
B

· cos Φ · cos Θ. (2.64)

For wingborne flight, the neglect of the (fR
x )B term is valid under the assumption that

longitudinal thrust is commanded in a decoupled manner to generate the airspeed
for sustaining aerodynamic lift. Moreover, the vertical force can be produced directly
through the control effectors in powered lift flight. Therefore, the relation in Eq. (2.64)
is applicable for full flight envelope.

As stated previously, the control frame lateral specific force (fR
y )C is generated by

banking the aircraft. Thus, the expression for bank angle is computed by division of
Eq. (2.63) and Eq. (2.64)

tan Φ =

(
fR

y

)
C

· cos Θ
− (fR

z )C

(2.65)

in which the substitution of (fR
z )C by the vertical translation equation of motion from

Eq.(2.60) delivers

Φ = arctan

(
fR

y

)
C

· cos Θ

− ( .
wR

K)EC
C + g

 (2.66)

44



Chapter 2: Dynamics and Control of Vertical Take-off and Landing Transition Aircraft

Figure 2.8: Rotation from Control frame to Body frame [142]

a relation for bank angle which also involves the control frame vertical acceleration
( .
wR

K)EC
C . Subsequently, the bank angle command emanates from further use of Eq. (2.61)

for a given lateral acceleration and yaw angle rate command

Φcmd = arctan


[( .

vR
K

)EC

Ccmd

+
(
uR

K

)E

C
·

.
Ψcmd

]
· cos Θ

− ( .
wR

K)EC
Ccmd

+ g

 . (2.67)

In order to assess the effect of the vertical acceleration on the allocation of the lateral
specific force (fR

y )C to a bank angle, simulations for the lateral motion schematic from
Fig. 2.7 are performed with two scenarios
Case 1 Consideration of vertical acceleration command ( .

wR
K)EC

Ccmd
,

Case 2 No consideration of the vertical acceleration command in the bank angle com-
mand specification.

The test cases are executed for a no-wind condition with steady state forward velocity
(uR

K)EC
C , thus the approximation of equality between the heading angle rate and the

course angle rate in Eq. (2.59) holds. Figure 2.9 illustrates the results for the two cases.
A heading angle rate of 10 deg/s is commanded and the lateral specific force command
(fy)Ccmd

is determined using the Eq. (2.61). When the heading angle rate and likewise
the bank angle reaches a steady state value, vertical velocity command (wR

K)EC
Ccmd

is
applied. The bank angle command is determined by Eq. (2.66) for the first case. It is
observed in the bank angle response plot from Fig. 2.9 that the bank angle command
value reduces at the instant of execution of the vertical velocity command and then it
slowly converges back to the initial command value. The physical reason for the drop in
bank angle is attributed to the inherent vertical-lateral force coupling in conventional
aircraft where the centripetal acceleration is generated by tilting the lift vector (powered
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or aerodynamic) through the bank angle

V · .
χ · cos γ = −

(
fR

z

)
B

· sin µ︸︷︷︸
≈Φ

. (2.68)

Pertaining to the first case under study, the vertical acceleration demand is fulfilled by
an increase in the lift vector that further leads to an increase in centripetal acceleration.
Subsequently, the increase in the centripetal acceleration increases the turn rate generated
at a given bank angle since the turn rate is built with

.
χ =

.
Ψ =

−
(
fR

z

)
B

· sin Φ
V · cos γ

. (2.69)

Since the controlled variable in this analysis is the heading rate, the bank angle needs to
reduce in order to maintain a steady state yaw angle rate

.
Ψ. Consequently, the true yaw

angle rate denoted by the red signal in yaw angle rate response, does not see a drastic
change.

In the second test case, the vertical acceleration term is omitted from the bank angle
command calculation in Eq. (2.67)

Φcmd = arctan


[( .

vR
K

)EC

Ccmd

+
(
uR

K

)E

C
·

.
Ψcmd

]
· cos Θ

g

 . (2.70)

Figure 2.9: Effect of vertical load factor command in bank angle command generation
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It is evident from the bank angle response plots in Fig. 2.9 that the vertical velocity
maneuver has no effect on the bank angle response. Nevertheless, a substantial increase
is observed in the heading angle rate during the build-up of the vertical load factor
because the heading rate is generated with Eq. (2.69). While this behavior is acceptable
for a manually piloted aircraft, where the pilot perceives the stick deflection as a bank
angle command and does not anticipate that the vertical channel commands would
cause a change in the bank angle of the aircraft, however it is not the desired behavior for
a trajectory following control mode since it deteriorates the course angle rate tracking in
a level turn maneuver.

It can be concluded from these results that for the lateral motion control the bank
angle command to the inner loop in Eq. (2.67) is preferred for precise flight trajectory
control since it maintains the desired turn rate by accounting for the vertical channel
acceleration. However, in case of manual flight operation the bank angle command com-
puted in Eq. (2.70) is more favorable to retain the intuitiveness of the aircraft response
for the pilot.

In these simulations, lateral displacement maneuvers in hover flight that require gen-
eration of lateral acceleration ( .

vR
K)EC

Ccmd
are not performed, however the conclusions with

regard to bank angle command computation still hold because the command generation
depends on the full specific force command rather than its individual components.

Finally, the strategy presented in this section allows to not only achieve the lateral
displacement in hover phase but to also specify the path dynamics of the aircraft by
utilization of heading rate in the forward velocity flight unifiedly through the lateral
specific force in theC-frame. Additionally, the bearing of the aircraft can also be specified
using the

.
Ψ command variable in hover.

2.3.5 Vertical Motion in the Control Frame
The flight controllers for the vertical channel in the wingborne phase are convention-
ally derived in the kinematic frame, however similar to the kinematic course angle in
Eq. (2.54), the kinematic climb angle

γK = arctan


(
wG

K

)E

O

(uG
K)E

O

 (2.71)

is not valid for zero kinematic velocities, and thus not suitable for the hover flight phase.
Needless to say, the kinematic frame is also not suitable to develop a unified strategy
for the vertical channel control. Consequently, the analysis of the vertical dynamics in
control frame is continued. Isolating zC axis equation of motion from Eq. (2.60)( .

wR
K

)EC

C
=
(
fR

z

)
C

+ g = −
..
h. (2.72)

exhibits that there are no inter-axis coupling terms associated with the generation of the
vertical specific force (fR

z )C ∈ R in the control frame. The term ( .
wR

K)EC
C ∈ R represents

the vertical acceleration derived in reference to the C-frame and denoted in the same
frame, g ∈ R indicates the acceleration due to gravity and

..
h ∈ R represents the height

acceleration.
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Figure 2.10: Vertical Motion Schematic for full flight envelope

As shown in Fig. 2.10, a vertical acceleration command ( .
wR

K)EC
Ccmd

, computed from the
desired vertical displacement, yields the control frame vertical specific force (fR

z )Ccmd

command by inclusion of the gravitational acceleration g. Furthermore, (fR
z )Ccmd

is
converted to a body frame specific force (fR

z )Bcmd
demand in the inner loop which is

directly commanded through either the powered lift in hover or through the pitch
channel when sufficient aerodynamic lift is available. For the body frame specific force
(fR

z )B, the inter-axis coupling with the lateral channel that mainly emanates from the
bank angle, as shown in Eq. (2.64), is addressed by the inner loop control. Therefore,
any vertical displacement commands in all phases are easily achievable through a (fR

z )C

command derived either from the higher level control variables commanded by the
pilot or a trajectory/path-following controller.

Ultimately, through the aspects presented for the lateral and vertical motion control
of a VTOL transition aircraft, it is observed that by specifying the control problem in
the C-frame, unified control strategies for a VTOL transition vehicle can be formulated.
Moreover, such a control strategy also facilitates division of the designed control archi-
tecture in to modular configuration-agnostic and configuration-dependent units. The
aircraft configuration-agnostic unit is derived from the concepts described for the lateral
and vertical motion control in the sections before. The outputs of the configuration
agnostic unit contain desired variables defined in the control frame, and serve as input
to the aircraft configuration-specific control unit. Within the configuration dependent
part of the control strategy, the desired variables are either converted to another physical
variable or directly allocated to the control effectors to produce the desired effect. The
C-frame translation dynamics presented in this section will be employed in the design
of an integrated modular reference model structure, and the unified trajectory controller
later in the chapters 3 and 5 respectively. In the next section, the aircraft rotational
dynamics are presented briefly before introducing the concept of the Design Reference
Model.
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2.4 Aircraft Rotational Dynamics

Contrary to the translation dynamics, the rotational dynamics of a VTOL transition
aircraft remain agnostic of the flight phase with the exception in the generation of control
moments. Differential thrust along with drag moment from the LTUs is utilized to meet
the desired moments demand in all axes for the hover and transition phases. In the
wingborne phase, conventional control surfaces are employed to produce the desired
moments. However, the propagation of moments to body angular rates is governed by
the same angular moment dynamics.

In addition to the assumption A.2.2 for quasi-stationary mass, the derivation of the
angular moment dynamics employs the assumption

A.2.8 Mass distribution of the aircraft is assumed to be quasi-stationary
which implies that (

.
IR)B ≈ 0.

A detailed derivation of the rotational momentum dynamics has been extensively
covered in various sources [143, 144, 146] and therefore will not be presented here. Ap-
plying the law of conservation of angular momentumwith consideration of assumptions
A.2.2 and A.2.8, the angular momentum dynamics are obtained

(
d
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where ( #  »

MR
T )B ∈ R3 represents the sum of all external moments at the reference point R

incorporating aerodynamic and propulsive moments for any aircraft configuration. The
term ( #»ωIB

K )B × IR
BB · ( #»ωIB

K )B signifies the inertia coupling. The last term in Eq. (2.73)
manifests when the reference point does not lie at the center of gravity G.

The generation of angular body acceleration, as described by the moment dynamics
in Eq. (2.73), further yields angular body rates ( #»ωIB

K )B . Assumptions of flat non-rotating
earth is frequently applied in flight control [99, 136, 143] are considered here, thereby
rendering ( #»ωIB

K )B = ( #»ωOB
K )B. The rotational rate vector ( #»ωOB

K )B comprises of the roll
rate pK , pitch rate qK and yaw rate rK , which describe the rotation of the body fixed
frame compared to the NED frame (O). Correspondingly, the angular orientation of
the aircraft (body frame) with respect to the O-frame is quantified through the Euler
angles [143, 144, 146]. Given the body rotational rates ( #»ωOB

K )B, the attitude dynamics
are specified by the strap-down equation


.
Φ
.

Θ
.

Ψ

 =


1 sin Φ tan Θ cos Φ tan Θ
0 cos Φ − sin Φ

0 sin Φ
cos Θ

cos Φ
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 ·
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 . (2.74)
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Besides the Euler angles, quaternions [146, 147] offer another option to quantify the
attitude of an aircraft, which exclude the singularity occurring at a pitch angle of 90◦.
However, maneuvers that demand such extreme attitude angles do not lie within the
scope of this thesis. Henceforth, Euler angles are used to define the attitude of the
aircraft.

As noted previously, excluding the production of control moments, the rotational
dynamics do not alter in the full flight envelope of a VTOL transition aircraft. Nonethe-
less, the desired behavior of the aircraft rotational motion differs substantially with
varying flight phases. As an instance, attitude/rate commands produced to meet any
specific force demands are not subject to additional constraints such as turn coordination,
turn compensation in the hover flight phase however, these constraints are essential to
define meaningful desired rotation rate trajectories in the forward velocity phases. The
approach for generation of rotational rate commands for all flight phases is covered in
the chapter presenting the integrated reference model.

In the next section, the rotational dynamics presented here along with the body
frame translation dynamics are used to create a Design Reference Model (DRM) for
the hover phase of a generic lift-to-cruise VTOL transition configuration such as the
one illustrated in Fig. 2.8. Note that the aircraft shown in Fig. 2.8 is only for illustration
purposes. The structure of the DRM is designed to be configuration agnostic with the
option of incorporating aircraft configuration-specific properties as modular elements.

2.5 Design Reference Model

The Design Reference Model demonstrates a flyable behavior specification, which con-
tains rigid body dynamics, propulsion attributes and aerodynamic properties of an
aircraft. Moreover, it serves as an instrument to validate the aircraft behavior against
requirements for Handling Quality (HQ) levels, inceptor interpretation, flight mission
and more, within the scope of the intended aircraft operation at an early stage when a
detailed system design is unavailable.

In addition to the use of the DRM as a validation utility, the author proposes to
use it as a tool for baseline control effector sizing in the early aircraft design. This
process entails the derivation of maneuverability phase planes comprising of design
points, which specify required rotational accelerations and jerk for different handling
quality levels. These phase planes are obtained through DRM simulations. Within the
bounds of this thesis, the extraction of the maneuverability phase planes is primarily
focused for the hover and low speed flight regime. Thereafter, the derived phase planes
can serve as a valuable input to the preliminary effector sizing in the aircraft design
process attributed to the fact that several aircraft designs proposed in the UAM sphere
contain multiple LTUs which must be configured (both in their magnitude and spatial
positioning) to satisfy the requirements pertaining to maneuverability. Since the phase
planes inherently contain the magnitudes of physical parameters required to satisfy
maneuverability requirements, consideration of these values early in the aircraft design
process also tends to prevent any costly design iterations at a later stage.
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Note that the maneuverability phase planes do not directly relate to effector pa-
rameters but rather define requirements for baseline control effector sizing in terms
of physical parameters i.e. body rotational acceleration and jerk. Hence, the aircraft
design process must strive for a configuration that can fulfill the requirements on the
magnitude of these physical parameters, and in addition also retain buffer for external
disturbance rejection. The method can also be extended to the high forward-speed flight
phases, however that aspect is not covered in this work. The estimation of the required
angular acceleration and jerk is constrained through maneuverability requirements for
the hover and low speed phases, acquired from the Aeronautical Design Standard for
Military Rotorcraft ADS-33E-PRF [84].

In this respect, an Euler attitude angle and vertical velocity pilot command driven
design reference model was utilized. The underlying reason for choosing attitude com-
mands as the interpretation for the pilot stick deflections stems from the Required
Response-Types for hover and low speed - near earth [84, p. 67], which broadly spec-
ify ACAH response-type for Usable Cue Environment (UCE)≥ 2. Subsequently, the
maneuverability requirements in terms of attitude quickness for moderate amplitude
changes are chosen. Although termed as moderate amplitude requirements for military
rotorcraft, the change in angle magnitude defined in these requirements ranges from 5◦

to 60◦, which are adequate for the entire operational envelope of aircraft functioning
within the UAM environment. Moreover, within the attitude quickness requirements
handling quality classification is based only on Mission Task Element (MTE) while the
Target Acquisition and Tracking classification is omitted since it is of no relevance for
the application considered in this research.

Table 2.4 outlines the attitude quickness requirement for the roll and pitch angle. The
handling quality level is assessed based on the ratio of the peak rate to the peak of the
change in angle resulting from a step input commanded of the corresponding angle as
shown in Figures 2.11 and 2.12. The definition of the peaks for each physical quantity is
illustrated in Fig. 2.13. The subjective desired behavior is to achieve the required attitude
change without any sign reversals in the pilot inceptor input.

Analogously, Table 2.5 details the attitude quickness requirement for changes in
the heading angle. The definition of peak angle and rate are consistent with the ones
specified in Fig. 2.13. Additionally, the classification of handling quality levels based
on the magnitude of the ratio of the peak yaw angle change to peak yaw rate is made
according to Fig. 2.14.

Components pertaining to different aspects of the DRM are elucidated in the upcom-
ing sections. As demonstrated in Fig. 2.15, the structure of the design reference model
is quite modular. Consequently, it can be used to establish a behavior specification
for completely dissimilar configurations such as a multicopter, tilt-rotor transition or a
lift-to-cruise transition aircraft. There is a clear distinction between the configuration
specific and agnostic components, which reduces the effort of adapting the DRM to a
any particular aircraft configuration.
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Source ADS-33 3.3.3 Moderate-amplitude pitch (roll) attitude
changes (attitude quickness)[84, p. 11]

Contents

The ratio of peak pitch (roll) rate to change in pitch (roll) attitude,
qpk/∆θpk(ppk/∆ϕpk), shall meet the limits specified in Figure 8
(regenerated in the Figures 2.11 and 2.12). The required atti-
tude changes shall be made as rapidly as possible from one steady
attitude to another without significant reversals in the sign of the
cockpit control input relative to the trim position. The attitude
changes required for compliance with this requirement shall vary
from 5 deg in pitch (10 deg in roll) to the limits of the Operational
Flight Envelope or 30 deg in pitch (60 deg in roll), whichever is
less. It is not necessary to meet this requirement for Response-Types
that are designated as applicable only to UCE = 2 or 3.

Visualization

Figure 2.11: Requirements for
moderate-amplitude pitch (roll)
attitude changes -– hover and low
speed [84, p. 78]

Figure 2.12: Requirements for
moderate-amplitude pitch (roll)
attitude changes -– hover and low
speed [84, p. 78]

Figure 2.13: Definition of Moderate-Amplitude
Criterion Parameters [84, p. 78]

Table 2.4: Moderate-amplitude pitch (roll) attitude changes (attitude quickness)
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Source ADS-33 3.3.6Moderate-amplitude heading changes (attitude
quickness)[84, p. 12]

Contents

The ratio of peak yaw rate to change in heading, rpk/(∆Ψpk),
shall meet the limits specified in Figure 10 (regenerated in the
Fig. 2.14). The required heading changes shall be made as rapidly
as possible from one steady heading to another and without signif-
icant reversals in the sign of the cockpit control input relative to
the trim position. It is not necessary to meet this requirement for
Response-Types that are designated as applicable only to UCE = 2
or 3.

Visualization

Figure 2.14: Requirements for moderate-amplitude heading
changes — hover and low speed [84, p. 79]

Table 2.5: Moderate-amplitude heading changes (attitude quickness)

2.5.1 Pilot Inceptor Interpretation

The first element is the pilot inceptor interpretation. As illustrated in the Fig. 2.16, a
dual inceptor design is chosen. The right stick, also called the Thrust stick, follows a
hybrid design, similar to the design described in [83, 87, 148, 149] for UAVs as well as
piloted aircraft. The full deflection range of the hybrid Thrust inceptor comprises of two
areas – spring centered and spring-free region, which are separated by an indentation
at the boundary of the two regions to facilitate a haptic feedback to the pilot, thereby
providing situational awareness. The two regions of the Thrust inceptor associate with
the flight phases of a transition aircraft. The spring centered region is employed to
achieve translation in the horizontal plane for the the powered lift as well as the mixed
lift flight phase. For the Thrust stick up-down axis, the positive (up) deflection is
mapped to a traction system command, which provides acceleration along the positive
body x-axis, whereas the negative (down) deflection is mapped to a pitch up command
in order to translate backwards. However, for a multicopter configuration with no
traction thrust units the Thrust stick up-down deflections in the spring-centered region
are interpreted as pitch angle commands only. The positive (up) deflection is interpreted
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Design Reference Model structure
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Figure 2.15: Design Reference Model

as a pitch down (negative pitch angle) command to accelerate forward and the negative
(down) deflection zone is transformed to pitch up (positive pitch angle) command to
achieve backward acceleration.

The side-ward deflections of the Thrust stick is mapped to a bank angle command in
the low forward speed flight phase. The sign of the bank angle command corresponds
to the side-wards deflection direction of the hybrid Thrust inceptor. As soon as the
aircraft flies beyond the speed threshold that defines this low speed phase, the stick
deflection mapping to the bank angle command magnitude is faded out. The speed
range within which the low speed threshold can be defined is governed by the aircraft
configuration. However, the magnitude of the low speed threshold itself is a design
choice established through feedback from piloted simulator tests. Although, the high
speed phases are not the focus of this discussion, but for the sake of completion it must
be noted that the side-wise degree of freedom is restricted physically in this hybrid
inceptor design, therefore the Thrust inceptor behaves exactly like a throttle lever in the
wingborne phase.
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Figure 2.16: Pilot inceptor interpretation for full flight envelope of a VTOL transition aircraft

Conversely, the Climb stick is proposed to be a spring centered inceptor for all flight
phases. The up-down deflection of the Climb stick is always mapped to a height rate
command, which coincides with the vertical axis of the NED frame as well as the C-
frame, such that a positive height rate corresponds to an increase in height perpendicular
to the horizontal ground level. Furthermore, the vertical deflection of the Climb stick is
mapped to the height rate command in amanner that it corresponds to the stick behavior
of a conventional fixed-wing aircraft. Therefore, pulling the Climb stick (vertical negative
deflection as in Fig. 2.16) always leads to an increase in the lift force. The resource used
to increase the lift force could either be the propulsive lift by increasing the rotational
speed of the LTUs in hover phase or the aerodynamic lift by increasing the aerodynamic
angle of attack in wingborne phase. Nonetheless, the consequent effect that the pilot
perceives when they pull the Climb stick is an upwards acceleration.

Subsequently, the pilot always achieves a rotation of the aircraft nose around the body
vertical zB-axis by deflecting the Climb inceptor laterally. Hence, the control variable in
the low forward speed phase, defined through the low speed threshold discussed earlier,
is a heading angle rate

.
Ψ. Beyond the low speed regime, the Climb stick’s side-ward

deflections are construed as bank angle commands bringing about the rotation of the
aircraft nose through bank-to-turn maneuvers.

After the control variables commands are computed from the pilot inceptor deflec-
tions, the desired behavior of the interpreted control variable commands is specified
through the DRM kinematics and control module.
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2.5.2 DRM Kinematics and Control
As depicted in the Fig. 2.15, the DRM Kinematics and Control module comprises of
translation dynamics, moment dynamics and pseudo actuator models for forces and
moments. The DRM does not constitute a simulation of the true control inputs such as
rotational speed of the thrust units or actuator deflections of the aerodynamic control
surfaces, rather provides a flyable aircraft specification that considers directly the control
forces and moments produced by the effectors. Given the fact that the DRM structure
proposed here is used to acquire maneuverability phase planes for the hover flight phase,
the description of the components is limited to that flight phase in this section.

The control variable commands to the translation dynamics include the traction
system thrust command and the height rate command. As mentioned earlier, the DRM
only emulates control forces and moments rather than true control inputs, therefore the
traction system thrust command (XG

cmd)B ∈ R is directly applied to the traction thrust
actuator (

XG
P

)
B

= GX (s) ·
(
XG

cmd

)
B

, (2.75)

where the actuator GX (s) is modeled as having first order dynamics with rate and
absolute saturation. It is assumed that the force produced by the traction system acts
directly at the center of gravity G of the aircraft. In a case where the commanded thrust
(XG

cmd)B does not lead to any saturation, the actuator can be represented as a first order
element in the Laplace domain

GX (s) = KX,act

s + KX,act

. (2.76)

However, the full representation of the traction force actuator with all saturations can
be realized through the following set of equations( .

UG
X

)
B

= KX,act ·
[(

XG
cmd

)
B

−
(
XG

P

)
B

]
,

( .
XG

P

)
B

=
( .
UG

X

)
B

,
( .
XG

P,min

)
B

≤
( .
UG

X

)
B

≤
( .
XG

P,max

)
B

, (2.77)

(
XG

P

)
B

=
(
UG

X

)
B

,
(
XG

P,min

)
B

≤
(
UG

X

)
B

≤
(
XG

P,max

)
B

,
(
UG

X

)
B

(0) = 0.

Additionally, the configuration-specific aerodynamic drag force is modeled as

(Dx)B = 1
2 · ρ ·

[(
uG

A

)E

B

]2
· CDx · Sx, (2.78)

where ρ ∈ R is the air density, (uG
A)E

B ∈ R denotes the aerodynamic velocity along
the body xB-axis, CDx ∈ R is the drag coefficient in the body-fixed frame and Sx ∈ R
represents the cross-section area perpendicular to the forward body axis. By addition of
the configuration-specific aerodynamic drag force from Eq. (2.78) to the control force
by the traction system in Eq. (2.77) and consideration of the gravitational component,
the total external forward force in the body frame is obtained(

XG
)

B
=
(
XG

P

)
B

+ (Dx)B − m · g · sin θ. (2.79)
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Since in the given configuration, no effector produces forces in the lateral body trans-
lation channel directly, the external force in this axis manifests majorly through the
aerodynamic drag and the gravity(

Y G
)

B
= (Dy)B + m · g · sin ϕ · cos θ. (2.80)

Similar to the longitudinal drag force, the drag force in the lateral body-fixed direction is
defined by using the aerodynamic velocity along the body yB-axis (vG

A)E
B ∈ R, lateral drag

coefficient in the body-fixed frame CDy ∈ R and the cross-section area perpendicular to
the lateral body axis Sy ∈ R

(Dy)B = 1
2 · ρ ·

[(
vG

A

)E

B

]2
· CDy · Sy (2.81)

Ultimately, the vertical force dynamics of the DRM are presented. As previously stated,
a height rate is commanded by the pilot, for which the desired vertical acceleration is
determined ( ..

hG
K

)EC

Ccmd

= K.
h

·
[( .

hG
K

)E

Ccmd

−
( .
hG

K

)E

C

]
, (2.82)

where the parameter K.
h
represents the desired bandwidth of the height rate, which is

selected based on theHeight response characteristics requirement fromAeronautical Design
Standard for Military Rotorcraft ADS-33E-PRF [84, p. 13]. Commanded height rate
and the height rate response produced by the DRM are denoted by (

.
hG

K)E
Ccmd

and (
.
hG

K)E
C

respectively. Thereafter, the C-frame vertical specific force command is determined
analogous to the relation in Eq. (2.72)

(
fG

z

)
Ccmd

= −
( ..
hG

K

)EC

Ccmd

+ g. (2.83)

Next, the required body frame vertical specific force is obtained using the inverse of the
transformation in Eq. (2.64)

(
fG

z

)
Bcmd

=

(
fG

z

)
Ccmd

cos Φ · cos Θ (2.84)

As addressed in subsection 2.3.5, the physical source of the vertical specific force genera-
tion changes from powered lift to aerodynamic lift over increasing dynamic pressure for
a transition aircraft. Hence, the vertical specific force command increment intended to
be generated through powered lift ∆(fG

zP,cmd
)B ∈ R is specified

∆
(
fG

zP,cmd

)
B

=
(
fG

z

)
Bcmd

−
(
fG

z

)
B

, (2.85)

by employing feedback of the total vertical specific force in the body frame. Consequently,
the required propulsive lift increment ∆(ZG

P,cmd)B is obtained after multiplication with
the aircraft mass. Similar to the pseudo actuator for the traction system thrust described
in Eq. (2.77), the actuator dynamics for the vertical thrust produced by the LTUs are

57



2.5 Design Reference Model

also modeled as first order dynamics containing absolute and rate saturations( .
UG

Z

)
B

= KZ,act · ∆
(
ZG

P,cmd

)
B

,
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B
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, (2.86)
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Thereupon, the total external vertical force is constituted by the summation of the
propulsive, the aerodynamic lift, drag and the gravitational forces(

ZG
)

B
=
(
ZG

P

)
B

+
(
ZG

A

)
B

+ (Dz)B + m · g · cos ϕ · cos θ, (2.87)

where the configuration dependent aerodynamic forces are modeled as(
ZG

A

)
B

= −1
2 · ρ ·

[(
uG

A

)E

B

]2
· S · CL · cos αA (2.88)

(Dz)B = 1
2 · ρ ·

[(
wG

A

)E

B

]2
· Sz · (CDz + CL · sin αA)

Note that only the major aerodynamic effects are captured in the DRM since in-
depth information about aircraft parameters is not available at the initial stage of the
design process for which the design reference model is intended. Comprehensive
knowledge about simulation modeling pertaining to different VTOL and transition
aircraft is available in [150–152].

By utilizing the feedback of the total vertical specific force in Eq. (2.85), the informa-
tion of the additional aerodynamic lift is implicitly accounted for in the computation of
the incremental specific force to be generated by the powered lift. Consequently, as the
aerodynamic lift increases during transition, the required incremental vertical specific
force by the powered lift decreases. This phenomenon is illustrated by the Fig. 2.17
where transition from hover to wingborne flight is simulated. In the hover flight phase,
the vertical specific force, specified as (fG

zP
)B, is produced completely by the lift thrust

units. Since, no commands in the vertical axis were simulated, the powered lift produces
a vertical specific force that counters the acceleration due to gravity. As the aircraft
gains aerodynamic speed, the fraction of the lift produced by the aerodynamic surfaces
starts increasing and the powered lift subsequently reduces on account of the propulsive
vertical specific force command generated in Eq. (2.85). Once the aircraft accelerates
beyond the stall speed, the aerodynamic lift can sustain the weight of the aircraft which
corresponds to the production of an aerodynamic vertical specific force equivalent to
the gravitational acceleration. Therefore, the command to the propulsive lift generators
is terminated, and the vertical channel can then be controlled by regulating the aerody-
namic lift through the aerodynamic angle of attack. Note that the simulation described
in Fig. 2.17 was performed at a zero pitch angle to isolate the effect of aerodynamic lift
on the vertical specific force during transition from the rotational kinematics. More
details about the the procedures and additional considerations required to completely
define the desired behavior of a VTOL transition aircraft while moving from low-speed
phase to high-speed phases or vice-versa will be addressed with in the scope of the
integrated reference model in chapter 3.
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Employing the total external forces denoted in the body-fixed frame as provided by
the Eqs. (2.79),(2.80) and (2.87), the translation equations of motion for the B-frame
[27, 51, 144, 145, 153] supply the velocity calculation besides also accounting for the
acceleration due to body angular rates

( .
#»

V G
K

)EB

B
=
∑(

#»

F G
)

B

m
+ MBO · ( #»g )O −

(
#»ωOB

K

)
B

×
(

#»

V G
K

)E

B
, (2.89)

where (
.

#»

V G
K)EB

B ∈ R3 represents the acceleration at the center of gravity derived with
respect to the body-fixed frame and denoted in the body-fixed frame, ( #»

V G
K)E

B ∈ R3 depicts
the velocity of the aircraft center of gravity indicated in the B-frame, MBO ∈ R3×3 is
the rotation matrix from the O-frame to the B-frame, specified in the Eq. (A.2), and∑( #»

F G)B ∈ R3 signifies a vector comprising of the sum of external forces from Eqs. (2.79),
(2.80) and (2.87) along the co-ordinate axes of the body-fixed frame.

Following the translation dynamics, the desired behavior specification of the rota-
tional states for the hover flight phase is presented. Additionally, critical parameters
requisite to the generation of the maneuverability phase planes for each rotational axis
are highlighted. Firstly, Euler attitude rate commands are computed through the atti-
tude control commands (interpreted from the pilot inceptor deflections) to the moment
dynamics as illustrated in Fig. 2.15. Roll angle and pitch angle commands are com-

Figure 2.17: Transfer of vertical load factor generation from powered to aerodynamic lift during
transition phase
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puted based on the Thrust stick deflections commanded by the pilot while the heading
angle rate

.
Ψcmd command is mapped from the sideways deflection of the Climb incep-

tor. Subsequently, the bank and pitch angle rate commands
.
Φcmd ∈ R,

.
Θcmd ∈ R are

calculated
.
Φcmd = KΦ · (Φcmd − Φ) , (2.90)
.

Θcmd = KΘ · (Θcmd − Θ) ,

where the bandwidths KΦ ∈ R and KΘ ∈ R for the bank angle and pitch angle re-
sponse respectively, are chosen based on the pitch, roll attitude response bandwidth
requirements specified in Aeronautical Design Standard for Military Rotorcraft ADS-
33E-PRF [84, p. 15,18]. Thereupon, body rotational rate commands ( #»ωOB

K )Bcmd,hvr
∈ R3

are calculated by inverting the Euler strapdown equation introduced in Eq. (2.74)
( #»ω OB

K )
Bcmd,hvr

pcmd

qcmd

rcmd


hvr

=


1 0 − sin Θ
0 cos Φ sin Φ · cos Θ
0 − sin Φ cos Φ · cos Θ

 ·


.
Φ
.

Θ
.

Ψ


cmd

, (2.91)

and the desired body rotational accelerations are obtained using a proportional error
element for three rotational axes( .

#»ωOB
K

)B

Bdes

= Kω ·
[(

#»ωOB
K

)
Bcmd,hvr

−
(

#»ωOB
K

)
B

]
. (2.92)

Remember that the Euler attitude angle bandwidths were chosen in accordance with the
attitude response bandwidth requirements specified in Aeronautical Design Standard
for Military Rotorcraft ADS-33E-PRF [84, p. 15,18]. Thereafter, the diagonal bandwidth
matrix Kω ∈ R3×3 for the generation of the desired rotational accelerations is established
through the principle of time-scale separation [154, 155].

As discussed previously, themaneuverability phase planes comprise of design points,
which indicate required rotational accelerations and jerk for different handling quality
levels. Accordingly, the maximum and minimum values of the desired rotational ac-
celerations determined in Eq. (2.92) ought to be varied in order to assess the handling
quality level in accordance with the moderate amplitude attitude change requirements
stated in the Tables 2.4 and 2.5. Hence, the commanded rotational accelerations are
obtained from the desired quantities in Eq. (2.92) based on the saturations
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( .

#»ωOB
K

)B
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(2.93)

Since the structural design of the aircraft is not finalized at an early baseline design phase,
the actuator dynamics are specified for the rotational accelerations rather than at the
moment level to evade the use of moment of inertia, thereby sustaining a configuration-
agnostic structure of the rotational dynamics in the DRM. Thereupon, the incremental
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rotational accelerations are computed in accordance with

∆
( .

#»ωOB
K

)B

Bcmd

=
( .

#»ωOB
K

)B

Bcmd

−
( .

#»ωOB
K

)B

B
. (2.94)

Equivalent to the definition of the actuator dynamics for the traction force and powered
lift in Eqs. (2.77) and (2.86), the actuator dynamics for rotational accelerations intended
to be generated by the LTUs are also modeled with first order dynamics [35, 60] having
rate and absolute saturations

.
U = K .

ω,act · ∆
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#»ωOB
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,
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, (2.95)
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≤ U ≤
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)B
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, U(0) = 0.

In addition to the bounds of the rotational accelerations employed in Eq. (2.93), limits
on the rotational jerk (

..
#»ωOB

KP
)BB

Bmin
∈ R3, (

..
#»ωOB

KP
)BB

Bmax
∈ R3 are applied in the propulsive

angular acceleration effector dynamics with the objective of assessing the handling
qualities for different limits of rotational jerk produced by the propulsion units.

As the dynamic pressure increases, the effectiveness of the aerodynamic control
surfaces also increases, which can be harnessed to produce moments. In the design
reference model, the rotational acceleration increment demand from Eq. (2.94) is si-
multaneously commanded to the aerodynamic effectors together with the propulsion
units. The reasoning behind this idea is that as the aircraft accelerates to higher dynamic
pressures the control surfaces become more effective and can take over as the primary
moment generators. Contrary to the propulsion units, the aerodynamic control surface
effectors are commonly modeled as second order systems [51, 156]. Therefore, the
actuation dynamics for rotational accelerations generated by the aerodynamic surfaces
are also emulated as second order systems
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U = K .

ω,D ·
[
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ω,P · ∆
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, (2.96)
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..
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Even though the flight phases having substantial control effectiveness of the aero-
dynamic control surfaces are not covered within the scope of the derivation of the
maneuverability phase planes, this aspect has been presented here for the purpose of
completeness.

Furthermore, the sum of the propulsive and aerodynamic control angular acceler-
ations in Eqs. (2.95) and (2.96) yields the total rotational accelerations produced by
control effectors ( .

#»ωOB
Kctrl

)B

B
=
( .

#»ωOB
KP

)B

B
+
( .

#»ωOB
KA

)B

B
, (2.98)

which by further integration lead to the angular rates ( #»ωOB
Kctrl

)B ∈ R3 resulting from the
rotational accelerations produced by the control effectors.
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Ultimately, the total control moments can be calculated using the inverse of the
angular momentum dynamics from Eq. (2.73) given that a preliminary estimate of the
aircraft moment of inertia IG

BB is available

(
#  »

MG
ctrl

)
B

= IG
BB ·

( .
#»ωOB

Kctrl

)B

B
+
(

#»ωOB
Kctrl

)
B

×
[
IG

BB ·
(

#»ωOB
Kctrl

)
B

]
. (2.99)

In addition to the assumptions applied for the angularmomentumdynamics in Eq. (2.73),
the preceding equation also presumes A.2.4 flat earth, A.2.5 non-rotating earth and
A.2.6 reference point at the same position as the center of gravity to be true.

The rationale for keeping the control angular acceleration (
.

#»ωOB
Kctrl

)B
B ∈ R3 generation

decoupled from model-specific parameters like moment of inertia is to avoid implicit
consideration of an aircraft configuration in the derivation of the maneuverability phase
planes. If that was not the case, then the actuation dynamics could also be directly
specified on the moment level in the DRM.

The total external moments comprise of the gravitational, aerodynamic and control
moments. The gravitational moment is zero by virtue of the assumption A.2.6. The
aerodynamic moments incorporate moments generated due to airflow and damping
moments due to body rotational rates. Exhaustive description on the process ofmodeling
of these aerodynamic moments is defined in the section 3.2.1, and also provided by
[150–152]. Finally, the sum of total external moment is

∑(
#  »

MG
)

B
=
(

#  »

MG
ctrl

)
B

+
(

#  »

MG
A

)
B

. (2.100)

Since in the hover flight phase, the magnitude of these aerodynamic moments is negli-
gible therefore they are insignificant in the composition of the maneuverability phase
planes for this flight phase. Subsequently, the rotational dynamics are governed by the
simplified rotational equations of motion
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)
B
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(
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·
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B
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×
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BB ·
(

#»ωOB
K

)
B

)]
. (2.101)

The rotational rates propagated through the integration of the angular accelerations
are fedback to compute the desired rotational accelerations as defined in Eq. (2.92).
Likewise, the angular accelerations from Eq. (2.101) are employed to calculate the
incremental rotational acceleration commands given by Eq. (2.94).
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2.6 Maneuverability Phase Planes
The design reference model architecture demonstrated so far is now used to generate the
maneuverability phase planes for the rotational motion in the hover flight phase. The
saturations defined for computation of body angular acceleration commands in Eq. (2.93)
along with the limits of control angular jerk for the first order actuator dynamics in
Eq. (2.95) are harnessed for this purpose.

As indicated in the Tables 2.4 and 2.5, the moderate amplitude attitude quickness
requirements are defined for a range of [0◦, 60◦] in case of roll and yaw angle maneuvers,
whereas [0◦, 30◦] for pitch angle maneuvers. However, within the scope of this work,
amplitude for all attitude angle maneuvers is limited to [0◦, 30◦] subject to the reason that
this range is sufficient for any civilian application appropriate to UAM. The generalized
algorithm for determination of handling qualities level during any Euler attitude angle
step maneuver, and further generation of required control maneuverability phase planes
based on the detected handling quality level for each set of angular acceleration-jerk
limitations is presented in a pseudocode.

Algorithm 1 Required Control Maneuverability phase plane generation
Let z0 = ( .

ω0,
..
ω0) be the initial point on a phase plane for the assessment of the HQ

level. The x-coordinate of any point on the phase plane describes the unsigned limit
for the body angular acceleration and the y-coordinate denotes the body angular jerk.
▷ Declare variables pertaining to row identifiers of HQ-level datasets
Declare: r_init_lvl[1, 2, 3], r_end_lvl[1, 2, 3] = 0
for k..

ω = 1, 2, . . . , k..
ωmax

do
Given a ∆ ..

ω, the limits for the angular jerk are assigned. The increment ∆ ..
ω is

chosen by programmer based on the resolution with which the boundary between
different HQ-levels needs to be estimated.
..
ωmax = k..

ω · ∆ ..
ω ▷ Maximum limit for Angular jerk

..
ωmin = − ..

ωmax ▷ Minimum limit for Angular jerk
for k .

ω = 1, 2, . . . , k .
ωmax

do
Given a ∆ .

ω, the limits for the angular acceleration are assigned.
.
ωmax = k .

ω · ∆ .
ω ▷ Maximum limit for Angular acceleration

.
ωmin = − .

ωmax ▷ Minimum limit for Angular acceleration
for ksim = 1, 2, . . . , 6 do

Each simulation iteration defines the magnitude of a attitude angle step
input command ycmd. In this analysis, the step input command magnitudes
are specified as 20◦, −20◦, 25◦, −25◦, 30◦, −30◦.
ycmd, .

ωmax, .
ωmin, ..

ωmax and ..
ωmin written to the simulation environment.

try
Simulate the DRM with the updated parameters

catch Out of Bounds Exception in the DRM state trajectories
Continue to the next simulation iteration.

end try

63



2.6 Maneuverability Phase Planes

function Requirement Assessment
Input: logData ▷ Simulated time series data
Output: hqlvl ▷ Array of HQ-level for all step commands
Identify unstable or diverging cases–discarded as a failure case.
Identify the first peak of the attitude angle state trajectory ∆θpk.
Identify the first peak of the corresponding body angular rate ∆ωpk.
Rω→θ = ∆ωpk

∆θpk

Identify the minima after the first peak of the attitude angle ∆θmin.
Estimate HQ-level based on the charts specified in Tables 2.4 and 2.5.

end function
▷ Define array containing assessed HQ-level for all step commands
hqlvl [ksim] = HQ-level

end for
if all(hqlvl == 1) then

function Generate Maneuverability-HQ datasets
Input: hqlvl ▷ HQ-level array
Input: k..

ω, k .
ω ▷ Current for-iterator states

Input: k..
ωmax

, k .
ωmax

▷ Maximum for-iterator states
Input: ∆ ..

ω, ∆ .
ω ▷ Phase-plane resolution parameters

Output: lvl_set ▷ Dataset of the intended HQ-level
▷ Update initial row id of the HQ-level dataset
r_init_lvl = r_end_lvl + 1
▷ Update final row id of the HQ-level dataset
r_end_lvl = r_init_lvl + k .

ωmax
− k .

ω

▷ Add angular acceleration values to the HQ-level dataset
lvl_set(r_init_lvl : r_end_lvl, 1) =

[
k .

ω : k .
ωmax

]
· ∆ .

ω

▷ Add angular jerk values to the HQ-level dataset
lvl_set(r_init_lvl : r_end_lvl, 2) =

[
k..

ω : k..
ωmax

]
· ∆ ..

ω

end function
lvl1_mat = lvl_set

break the for loop
else if all(hqlvl > 0) && any(hqlvl < 3) && any(hqlvl == 2) then

call function Generate Maneuverability-HQ datasets
lvl2_set = lvl_set

else if all(hqlvl > 0) && any(hqlvl == 3) then
call function Generate Maneuverability-HQ datasets
lvl3_set = lvl_set

end if
end for

end for

As reflected in Algorithm 1, the DRM is simulated with varying limits of the body
angular acceleration (

.
#»ωOB

KP
)B

B ∈ R3 and jerk (
..
#»ωOB

KP
)BB

B ∈ R3 generated by the lift thrust
units for each Euler angle attitude. In order to assess the handling quality level for one
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set of angular acceleration-jerk limits, six simulations are performed with attitude angle
step input commands of 20◦, −20◦, 25◦, −25◦, 30◦, and −30◦. For illustrative purposes,
Fig. 2.18 depicts the pitch angle responses for the aforementioned step command mag-
nitudes with varying limits of pitch acceleration and jerk. Only stable cases are plotted
in the referred figure. The peak and minimum change in pitch angle are specifically
marked for every simulated response since the requirement assessment function in
Algorithm 1 is dependent on them.

Additionally, the peak change in the corresponding body rate response is also re-
quired for determining the handling quality level. Therefore, continuing the exemplifi-
cation with the pitch channel, the peak change in the every pitch rate response Fig. 2.19
is also recorded. Finally, through the ratio between the peak rate change and the peak
angle change along with the minima of the angle response are employed to evaluate the
handling quality level for one step angle input command case.
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Figure 2.18: DRM pitch angle responses for step-input command maneuvers
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However, the handling quality level for one set of the angular acceleration-jerk limit
values is not directly determined through the response to one step input angle command.
The lowest handling quality level among the six response cases is deemed as the HQ-
level for that set of limits. Therefore, in order to have Level-1 HQ, all the command cases
must pass the Level-1 criteria of any attitude quickness requirements.
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Figure 2.19: DRM pitch rate responses for pitch angle step-input command maneuvers
As it is intuitively clear, the results from the pitch channel simulations also demon-

strate that with increase in the pitch acceleration and jerk limits (generated by propul-
sors), the pitch angle response improves from handling quality Level-2 to Level-1 in
accordance with the pitch attitude quickness requirement noted in Table 2.4. Figure 2.18
demonstrates the noticeable decrease in the rise time as well as settling time of the
pitch angle step response, which is entirely driven by the increase in the attainable
body rotational acceleration and jerk by the LTUs. Other physical parameters as well as
control bandwidths are kept constant in the closed loop DRM system.

The effect of changing angular acceleration limits is clearly distinguishable in the
pitch rate responses displayed in Fig. 2.19. Pitch rate responses corresponding to Level 2
handling qualities have linear ramp up-down trajectories, which is the cause of high rise
time witnessed in the pitch angle responses. With increasing magnitude of the rotational
acceleration-jerk limits, the peak change in the body angular rate response also increases.
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Consequently, the ratio of peak rate change to peak angle change increases, which
primarily improves the HQ-level when assessed pursuant to the attitude quickness
requirements.

Even though the Climb inceptor’s side-wards deflection is mapped to a heading
angle rate command in the original behavior specification, a heading angle command is
employed for the derivation of the maneuverability phase plane for the yaw channel
instead because the attitude quickness requirement is defined in terms of heading angle
rather than heading rate in the Aeronautical Design Standard for Military Rotorcraft
ADS-33E-PRF [84]. The heading rate command is calculated from the heading angle
command similar to the method utilized in Eq. (2.90) for the calculation of the bank
and pitch angle rate commands.

Ultimately, the datasets extracted by the Algorithm 1 from the DRM simulations
are utilized to obtain the required control maneuverability phase planes. These phase
planes for the three rotational axes are exhibited in Figures 2.20, 2.21 and 2.22. Each
phase plane comprises of the body rotational acceleration and jerk as its x and y axes
respectively. Remember that the quantities depicted in these planes pertain to the
propulsive component of the total producible rotational acceleration and jerk by the
control effectors. Consequently, every phase plane maps the regions for each handling
quality level, which can be achieved if the propulsion units of the given configuration
can produce body angular acceleration and jerk corresponding to that region.

As stated earlier, any other parameters apart from the limits of the angular accelera-
tion and jerk generated by the propulsion systems are not altered in the DRM for the
derivation of the required control maneuverability phase planes. Simply put, any data
point on the generated phase planes indicates the handling quality levels that can
be achieved, given that the considered LTU configuration can produce an angular

Figure 2.20: Required control maneuverability phase plane - roll axis
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Figure 2.21: Required control maneuverability phase plane - pitch axis

acceleration and jerk equal to or greater than the magnitudes specified by that point.
This statement has been emphasized to highlight that the data exhibited by the phase
planes directly relates to the physical limits of the effectors, and gives no statement
on the stability of the closed loop system. Since the stability of the closed loop design
specification can also be affected by the magnitude of these limits, it is important to
point out this distinction.

Figure 2.22: Required control maneuverability phase plane - yaw axis
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As an instance, DRM simulations run using roll acceleration-jerk limits chosen from
the design point [100, 175] in the right side of the green zone (Level 1) in Fig. 2.20 yield
unstable bank angle responses. The bank angle and roll rate response for such a case
are exhibited in Fig. 2.23. It does not imply that the chosen design point is invalid
for sizing the propulsion units. Stable attitude angle response can still be achieved
by choosing appropriate attitude rate command (in Eq. (2.90)) saturations during
the control design. Accordingly, when artificial limits are applied on the bank angle
rate command, which relates to the control design aspect of the closed loop behavior,
stable roll channel responses are obtained as shown in Fig. 2.24 without changing any
parameter in the configuration dependent part of the DRM. Likewise, this observation
applies to the phase planes for pitch and yaw axes in Figures 2.21 and 2.22.

Besides the rotational acceleration and jerk limits obtained from any design point
in the maneuverability phase planes, additional buffer in the design limits needs to be
considered for external disturbance rejection and engine failure cases to achieve the
desired handling quality levels. However, this aspect is not a part of the current analysis,
and would lie in the scope of future works.

The Maneuverability Phase Planes derived in this section using the Design Refer-
ence Model framework from section 2.5 provide the realization of the contribution C.1
Derivation of required maneuverability phase planes through Design Reference
Model simulations for a VTOL transition aircraft.
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Figure 2.23: Unstable bank angle and roll rate response for the phase-plane design point [100, 175]
from the HQ-Level 1 zone

Figure 2.24: Stable bank angle and roll rate response using control design limits for the phase-
plane design point [100, 175] from the HQ-Level 1 zone
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2.7 Summary
This chapter describes the concepts related to the dynamics of vertical take-off and
landing transition aircraft. Most importantly, the translation dynamics denoted in the
control frame are derived, which facilitate an easier formulation of the control problem
over all the flight phases of the VTOL transition aircraft. The C-frame translation
dynamics are further employed to define unified control strategies for lateral and vertical
motion control in the full flight envelope without requiring any flight phase specific
switching procedures for aircraft motion control.

Furthermore, the framework of an aircraft configuration agnostic Design Reference
Model (DRM) is proposed. The DRM provides a flyable specification of the intended
aircraft, which can be employed to validate aircraft behavior from the perspective of
handling qualities, inceptor interpretation, flight mission, and more. Pilot inceptor
interpretation for an attitude and height rate command control strategy is presented. The
thrust inceptor employs a hybrid design which assists in an intuitive pilot operation for
all flight phases. Moreover, the motion control concept details are also described for the
hover flight. Instead of including real effectors, the effector dynamics are incorporated
at the control forces and moment level in the DRM.

Ultimately, the process of obtaining maneuverability phase planes from the DRM is
elaborated. The derived phase planes define the required rotational acceleration and
jerk that must be generated by the control effectors (LTUs for the hover flight phase) to
achieve the handling quality levels according to the attitude quickness requirements
from the Aeronautical Design Standard for Military Rotorcraft ADS-33E-PRF [84]. The
phase planes are defined at the rotational acceleration and the jerk level in order to remain
independent from any aircraft configuration specific parameters. The effects of external
disturbances and failure cases are not included in the analysis performed here. Therefore,
these aspects have to be considered separately in the future works. Additionally, future
works shall include employment of the maneuverability phase planes in the preliminary
sizing of the lift thrust units as well as their spatial configuration during the initial
aircraft design process.
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Chapter 3

Integrated Nonlinear Reference
Model for Vertical Take-Off and
Landing Transition Aircraft

This chapter introduces amodular, configuration-agnostic integrated reference
model architecture for a vertical take-off and landing transition aircraft. One of
the novel attributes incorporated in the proposed reference model structure is
the continuous desired behavior specification capability for all the flight phases
including the transition regimes. Thereupon, a unified control strategy can be
formulated without the requisite of any switching procedures between flight
phase specific control algorithms. The integrated reference model is embedded
in an incremental nonlinear dynamic inversion (INDI) control framework. It
is imperative for a unified strategy that same set of reference pseudo controls
and external states are interfaced with the INDI controller for all flight phases.
Concurrently, preserving an instinctively equivalent aircraft response to the
pilot inceptor inputs is also crucial. With these constraints in consideration,
selection of the control variables is performed. Furthermore, flight phase de-
pendent compliance enforcement among the reference variables, and sequential
desired rotation rate computation in a unified structure is addressed. Explicit
consideration of the wind disturbance rejection behavior conforming to the
current flight state is also encompassed within the integrated reference model.

The problem statements outlined in the motivation for this dissertation highlight
the nonlinearities imposed by varying relative degree of the system along with the
need for modifying pilot stick interpretation to maintain an intuitive aircraft behavior in
every flight phase of transition aircraft configurations, which are predominant in the
UAM ecosystem. The integrated reference model presents a potential solution to these
challenges. The proposed reference model facilitates the operation of a unified, flight
phase agnostic INDI controller in the full flight envelope of VTOL transition aircraft.
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Therefore, preliminaries about the INDI control law for a generic nonlinear system are
presented first. The concepts of the incremental control law bring about the particulars
of the required RM interfaces with the controller.

Secondly, a feasible control variable choice, which aids in the constitution of a consis-
tent response to pilot stick commands is presented. The chosen control variables also
adhere to the realization of a fixed reference model interface with the INDI controller
over the whole flight envelope. Consequently, an identical group of reference pseudo
controls as well as external states are produced by the RM independent of the flight
phases, despite the fact that the control variables mapped to the inceptor deflections
vary according to the current flight phase. Subsequently, the control variables specific
to each phase are transformed to a uniform set of command variables for the RM core
module in all phases by a commands transformation module.

Thereafter, flight phase independent component of the integrated reference model
called the reference model core module is presented. It comprises of the outer loop
reference model, which specifies the reference translation dynamics in terms of load
factors and velocities denoted in the control frame. Reference body angular acceleration,
angular rate and Euler attitude trajectories are generated by the inner loop reference
model. Desired rotation rate command specification for all flight phases of the VTOL
transition vehicle is performed in the inner loop reference model. Moreover, explicit
consideration about wind disturbance rejection behavior is also treated in the inner loop
reference model.

Besides the basic structure of the integrated reference model, approaches to maintain
conformity between different reference variables are also covered. These techniques
involve blending of control variables and rotation rate commands along with flight
phase dependent slaving of reference states. Plant state feedback is also involved to
assist in accurate mapping of the control variables especially in flight conditions with
high wind gradients.

Similar attempts to define control variables that unify the pilot stick interpretation
over the complete flight envelopewere alsomade in literature [157], however the inceptor
design and the corresponding the control variable definitions are quite different from
what is presented in this work. Initial results pertaining to the modular, integrated
referencemodel architecture discussed here were first presented by the author in [82, 87].

3.1 Preliminaries

The preliminaries pertaining to the incremental nonlinear dynamic inversion control
strategy are elucidated in this section. The incremental control law is derived while
outlining the assumptions employed in the procedure. Moreover, concepts pertaining
to generation and protection of the desired trajectories by a reference model are also
covered.
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3.1.1 Incremental Nonlinear Dynamic Inversion
For a generalized derivation of the INDI control technique, a generic nonlinear, time
invariant, Multi-Input Multi-Output (MIMO) system with non-affine inputs is observed

.
x (t) = f (x (t) , u (t)) ,

y (t) = h(x (t)),
(3.1)

where x (t) = [x1(t), x2(t), . . . , xnx(t)]T ∈ Rnx denotes the states of the system, u (t) =
[u1(t), u2(t), . . . , unu(t)]T ∈ Rnu represents the control input vector, y (t) = [y1(t), y2(t), . . . ,

yny(t)]T ∈ Rny presents the system outputs, fnx×1 : Dx,u → Rnx represents the plant
dynamics and the function hny×1 : Dx → Rny signifies the output dynamics of the given
system. With an aim of improving the readability, the dependence of the states, control
inputs and system outputs on time is not shown hereafter. The vector fields f and h

comprise of state and control input dependent nonlinear functions

f (x, u) = [f1 (x, u) , f2 (x, u) , . . . fnx (x, u)]T ,

h (x) =
[
h1 (x) , h2 (x) , . . . hny (x)

]T
, (3.2)

The following assumptions specify additional attributes of the generic nonlinear system
described in Eq. (3.1)
A.3.1 The nonlinear functions constituting the vector fields f and h of the generic

nonlinear system are continuous and sufficiently smooth.
A.3.2 Accurate measurement or estimation of the state vector x is available.
A.3.3 The system is minimum phase.

The ultimate target of any control strategy is to drive a given system’s output to a
desired set point. The specified set point is reached by manipulating the system states
through the control inputs. Therefore, the relation between the system output and the
control input needs to be ascertained. With this aim, each output channel is derived

yi = hi (x) ≜ L0
fh

.
yi =

(
∂hi (x)

∂x

)T

· .
x =

(
∂hi (x)

∂x

)T

· f (x, u) ≜ Lfh (x, u)

..
yi =

(
∂Lfh (x, u)

∂x

)T

· .
x =

(
∂Lfh

∂x

)T

· f (x, u) ≜ L2
fh (x, u) (3.3)

...

(k)
yi =

(
∂Lk−1

f h (x, u)
∂x

)T

· .
x =

(
∂Lk−1

f h

∂x

)T

· f (x, u) ≜ Lk
fh (x, u)

until an order (k) for which the condition holds that
∂

∂u

[
Lk

fh (x, u)
]

̸= 0. (3.4)

Theminimumorder of an output derivative [158, 159] forwhich the condition in Eq. (3.4)
is valid yields the relative degree ri of the corresponding output channel

ri ≜ min
{

k : ∂

∂u

[
Lk

fh (x, u)
]

̸= 0
}

. (3.5)
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Accordingly, vector relative degree [160] for a MIMO system like the general nonlinear
system presented in Eq. (3.1) can be defined.

Definition 3.1.1 (Vector Relative Degree). The nonlinear MIMO system
(3.1) has a vector relative degree [r1, r2, . . . , rny ] at a point (x0, u0) iff

1. ∂

∂u

[
Lk

fhi (x, u)
]

= 0 ∀ k < ri, i = 1, 2, . . . , ny and (x0, u0) in a

vicinity of (x0, u0)

2. ∂

∂u

[
Lri

f hi (x0, u0)
]

̸= 0 ∀ i = 1, 2, . . . , ny

Considering the definition of relative degree, it can be deduced that the Lie derivatives
of the scalar outputs with respect to the vector field f , derived in the Eq. (3.3),do not
depend on the control inputs u until the order ri − 1

Lk
fhi (x, u) = Lk

fhi (x) ∀ k < ri, i = 1, 2, . . . , ny. (3.6)

Further, a coordinate transformation of the nonlinear dynamic system is carried out
to obtain linear input/output dynamics. Although, a linear input-output relation for
an input non-affine system is not achievable, a coordinate transformation is conducted
nonetheless to establish a transformed system, which is then utilized to derive the
incremental control law. Diffeomorphism [40–42, 51, 160], a generalized concept of
coordinate transformation is employed for this purpose.

Definition 3.1.2 (Diffeomorphism [40]). A function Φ : Rn → Rn, de-
fined in a region Ω, is called a diffeomorphism if it is smooth, and if its
inverse Φ−1 exists and is smooth.

The map Φ is a global diffeomorphism if the domain Ω spans the complete space
Rn. However, global diffeomorphism is unlikely to be encountered, therefore a local
diffeomorphism is often pursued. A local diffeomorphism specifies coordinate trans-
formation in the locality of a point x = x0 ∈ Ω. Local diffeomorphism for a nonlinear
function Φ(x) is verifiable through the existence of a non-singular Jacobian matrix ∇Φ
at the point x = x0.

Thereupon, coordinate transformation Φ(x) is defined for the MIMO system [161]
declared in Eq. (3.1)
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Output Channel 1

Φ1 (x) = ξ1
1 = y1 = L0

fh1

Φ2 (x) = ξ1
2 = .

y1 = L1
fh1

...
Φr1 (x) = ξ1

r1 = (r1−1)
y1 = Lr1−1

f h1

Output Channel 2

Φr1+1 (x) = ξ1
2 = y2 = L0

fh2

Φr1+2 (x) = ξ1
2 = ..

y2 = L1
fh2

...
Φr1+r2 (x) = ξ2

r2 = (r2−1)
y2 = Lr2−1

f h2

(3.7)
Output Channel ny

Φr1+r2···+rny−1+1 (x) = ξ
ny

1 = ym = L0
fhm

Φr1+r2···+rny−1+2 (x) = ξ
ny

2 = .
ym = L1

fhm

...
Φr (x) = ξny

rny
=

rny −1
ym = L

rny −1
f hm

State transformation

z1 = Φ1 (x)
z2 = Φ2 (x)

...
zr = Φr (x)

where r is the sum of the relative degrees of all outputs r = r1 +r2 + · · ·+rny . Remember
that the nonlinear state transformation z = Φ(x) in Eq. (3.7) is valid only if it is at least a
local diffeomorphism which means that the mapping has to be uniquely invertible in the
region where the transformation is carried out. In order to guarantee local invertibility,
the Jacobian matrix ∇Φ(x) must be non-singular which implies that its rows have to
be linearly independent. The structure of the Jacobian matrix for the derived mapping
z = Φ(x) is presented in Eq. (C.2). Since the first r rows of every Jacobian contain
Lie derivatives Lk

fhi, it can be proven that these rows are linearly independent [160,
p. 389]. If the given system has full relative degree i.e. the sum of the relative degrees of
all outputs is equal to the number of states r = nx, then the Jacobian ∇Φ is quadratic
and consequently a diffeomorphism. However, if the system does not have full relative
degree r < nx, then nx − r additional rows are required to sustain a diffeomorphism.
Therefore additional nx − r functions η = [η1(x), η2(x), . . . , ηnx−r(x)]T are chosen such
that the rows of ∇Φi, (r + 1) ≤ i ≤ nx are linearly independent to each other as well as
to the r-rows that have already been selected. The additional states are defined as

η1 = zr+1 = Φr+1 (x)
η2 = zr+2 = Φr+2 (x)

...
ηnx−r = znx = Φnx (x) .

(3.8)

These states are often referred to as internal states [161, 162] since they are rendered
unobservable by the feedback linearization.
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Ultimately, the complete state transformation corresponds to

Full state transformation

z = Φ (x) =



zr1

zr2
...

zrny

zr+1

zr+2
...

znx


=



ξ1

ξ2

...
ξny

η1

η2
...

ηnx−r




ξ


η

(3.9)

Transformed states

zr1 = ξ1 =⇒


z1

z2
...

zr1

 =


ξ1

1
ξ1

2
...

ξ1
r1

 zr2 = ξ2 =⇒


zr1+1

zr1+2
...

zr1+r2

 =


ξ2

1
ξ2

2
...

ξ2
r2

 . . .

zrny
= ξny =⇒


zr1+r2+···+rny−1+1

zr1+r2+···+rny−1+2
...

zr1+r2+···+rny−1+rny

 =


ξ

ny

1
ξ

ny

2
...

ξny
rny



The dynamics of the nonlinear input non-affine system, when expressed using the state
transformation Φ(x) yield the MIMO normal form [160, 163, 164] which constitutes
the following ny blocks

.
ξ1

1 = ξ1
2

.
ξ2

1 = ξ2
2 . . .

.
ξ

ny

1 = ξ
ny

2.
ξ1

2 = ξ1
3

.
ξ2

2 = ξ2
3 . . .

.
ξ

ny

2 = ξ
ny

3
... ... . . .

...
.
ξ1

r1 = a1 (ξ, η, u)
.
ξ1

r2 = a2 (ξ, η, u) . . .
.
ξ1

rny
= any (ξ, η, u)

(3.10)

where

ai (ξ, η, u) = Lri
f hi [x, u] = Fi (x, u) = ν (3.11)

denote the pseudo controls ν ∈ Rny for each output channel i, where 1 ≤ i ≤ ny. As
stated earlier, each output channel is derived in Eq. (3.3) till the order of its relative
degree ri, which corresponds to the quantity that can directly be influenced by the
system’s control inputs u. The variables indicated in Eq. (3.11) are the ri-th derivative
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of each output and since they are at the dynamic level of the real control inputs, they are
designated as pseudo controls. Desired set-point values of the lower order derivatives,
which lie within the physical capabilities of the considered system can be tracked as
long as the required demand in the corresponding pseudo control is fulfilled.

Along with the dynamics defined in Eq. (3.10), the normal form also comprises of
the set of additional (internal) dynamics

.
η = q (ξ, η, u) . (3.12)

One can select the additional states η in a manner that their time derivatives do not
depend on the control input u [159]

.
ηk =

(
∂Φr+k (x)

∂x

)T

· .
x =

(
∂Φr+k (x)

∂x

)T

· f (x, u) ≜ LfΦr+k (x, u) ,

LfΦr+k (x, u) = LfΦr+k (x) ∀ 1 ≤ k ≤ nx − r and all x in a vicinity of x0 (3.13)

if the control effectiveness distribution for the given nonlinear system is involutive in
the neighborhood of x0 [165, 166]. In this case, the internal dynamics are independent
of the control input u

.
η = q (ξ, η) (3.14)

and the resultant transformed system dynamics are referred to as input-normalized
Byrnes-Isidori normal form. However, involutiveness of the control effectiveness dis-
tribution is not always fulfilled [159]. Ergo, stability and boundedness of the internal
dynamics remains critical for the realization of feedback linearization. Such proofs are
extensively covered in the literature [42] . Another well-knownmethod to establish local
stability of the internal dynamics is to prove that the zero dynamicswith origin at η = 0
are asymptotically stable [160, 165, 166]. Detailed stability proofs related to internal
dynamics of feedback linearized systems can also be found in the given references.

Ultimately, by gathering the terms corresponding to the ri-th derivative of each
output channel from the normal form in Eq. (3.10), the generic nonlinear system is
reformulated into a new transformed system

νi = Fi (x, u) =
.
ξi

ri
= (ri)

yi where i = 1, 2, . . . , ny (3.15)
ν = F (x, u)

that comprises of the reformulated system dynamics F ny×1 : Dx,u → Rny and ri integra-
tors for each channel. The transformed system uses effector control inputs u along with
the full state feedback x to generate the pseudo control trajectories ν. Figure 3.1 shows
the reformulation of the general nonlinear system from Eq. (3.1) to the transformed
system in Eq. (3.15). For ease of visualization, the system transformation is illustrated
for aMIMO system having full relative degree, which implies that the sum of the relative
degrees of all channels r is equal to the number of system states nx, and hence there are
no internal states.
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…

Figure 3.1: MIMO System Transformation [90]

Given the desired pseudo controls, the transformed system dynamics in Eq. (3.15)
can be solved to compute the required control inputs u. However, the function F that
describes the pseudo control dynamics is not necessarily affine in the control input
u, and hence not explicitly solvable for it. Even if the direct inversion of the function
F was possible, an assumed model F̂ of the transformed system would be required
for inversion as in nonlinear dynamic inversion (NDI). However, as indicated through
the extensive literature review in the state of the art section 1.2, model uncertainties
can drastically reduce the robustness of the model based control strategy. Moreover,
computation of control input commands from Eq. (3.15) directly is not feasible if the
aforementioned system contains redundant control effectors.

To overcome these restrictions, the incremental nonlinear dynamic inversion INDI
control strategy has been proposed and applied in many flight control applications
[56, 57, 59, 60, 72, 82, 88]. Contrary to the inversion of an assumed system model as in
NDI, deriving the incremental control law does not require inversion of the full plant
dynamics. Instead, localized dynamics of the transformed system in Eq. (3.15) are
inverted. These local dynamics are specified at the current state x0 and control input
u0 and derived through Taylor series expansion [167] of the transformed dynamics
with respect to the dependent variables i.e. system state vector x and control effector
inputs u. The consequent locally linearized system dynamics from Taylor’s expansion
are employed to compute incremental control inputs ∆u. Ensuing formulation of the
control law involves feedback of the state derivatives and effector positions. Therefore,
requirement of model knowledge is replaced with the state derivative feedback in the
incremental approach, thereby enhancing robustness against model mismatch [59].
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The first step in the incremental control law derivation is the to obtain a first order
approximation of the pseudo control dynamics from Eq. (3.15) at the current state x0

and control input u0 using the Taylor series expansion

ν = F (x, u) , (3.16)

ν = F (x0, u0) + ∂F

∂x

∣∣∣∣∣
(x0,u0)
· (x − x0) + ∂F

∂u

∣∣∣∣∣
(x0,u0)
· (u − u0) + . . . h.o.t

while the higher order terms are neglected yielding a linear approximation of the trans-
formed system dynamics

ν =

ν0

F (x0, u0) +

Aν(x0,u0)

∂F

∂x

∣∣∣∣∣
(x0,u0)

·∆x +

Bν(x0,u0)

∂F

∂u

∣∣∣∣∣
(x0,u0)

·∆u. (3.17)

The value of the pseudo control variables at the current time step F (x0, u0) is denoted by
ν0 ∈ Rny . Moreover, the Jacobianmatrix of the pseudo control dynamics functionF with
respect to the state vectorx yields the local systemmatrixAν(x0, u0) ∈ Rny×nx . Likewise,
the gradient of the transformed system dynamics with reference to the control input u

provides the local control effectiveness matrix Bν(x0, u0) ∈ Rny×nu . The dependency of
the system state matrix and input effectiveness matrix on the current state and control
input vector (x0, u0) is omitted further for better readability. Furthermore, moving the
current pseudo control ν0 to the left hand side of the Eq. (3.17) leads to the incremental
formulation of the transformed system dynamics

∆ν = Aν · ∆x + Bν · ∆u , (3.18)

where the incremental pseudo control is ∆ν = ν − ν0. For further continuation of the
incremental control law derivation, the following assumptions are taken
A.3.4 The sampling time of the controller is very small (of the order 10−2 s).
A.3.5 The control effector actuators of the system are instantaneously fast.

Owing to these assumptions, the effect of the state perturbation denoted by the
term Aν · ∆x in the incremental dynamics specified by Eq. (3.18) is neglected. Reason
being, the instantaneously fast actuators directly impact the pseudo controls (order
of the relative degree) as compared to the system states which lie further down the
integrator chain. Inherently, the effect of a control input increment ∆u on the state
variation is insignificant in comparison to the change in the pseudo controls within the
small controller computation time step. Consideration of this simplification leads to the
simplified incremental dynamics

∆ν = Bν · ∆u. (3.19)

It must be noted that the neglected state dependent part of the transformed dynamics
is only omitted for the INDI control law derivation. In case of stability and robustness
analysis for the closed-loop system of the control law with the plant, this component is
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considered. Rather than performing an incremental inversion, the classical inversion
of the transformed system in Eq. (3.15) can also be performed at one derivative level
higher than the pseudo controls. More details about this continuous extension of the
INDI strategy is covered in the next chapter.

For a given desired pseudo control trajectory νdes ∈ Rny the incremental control law
emanates by inversion of the approximated incremental dynamics in Eq. (3.19)

∆ucmd = B−1
ν · (νdes − ν̂) . (3.20)

The computation of the incremental control input command ∆ucmd ∈ Rnu in Eq. (3.20)
also employs the feedback of the measured or estimated pseudo control ν̂ ∈ Rny . Infor-
mation about the neglected state perturbation effects is implicitly incorporated in the
incremental control strategy through the pseudo control feedback [167]. Sensitivity to
uncertainties in the aircraft weight and balance parameters such as the moment of inertia
and the position of the center of gravity is also reduced [59]. The steady state effects
produced by the deviations in these parameters are also accommodated by inclusion of
the measured pseudo control in the control law computation.

The term B−1
ν ∈ Rny×nu represents the generalized inverse of the local control input

effectiveness at the point (x0, u0). A large number of aircraft configurations designed to
operate in the UAM domain comprise of redundant control effectors, which implies that
the control input effectiveness matrix contains more columns than rows. Consequently,
determination of a viable control input increment in accordance with the control law of
Eq. (3.20) emerges as an algebraic problem with higher number of dependent variables
(control inputs in this case) than the equations i.e. an infinite number of solutions can
be found. In order to deal with such cases, a considerable number of Moore-Penrose
pseudo inverse based control allocation strategies [168–170] have been proposed in the
literature.

In the incremental control law of Eq. (3.20), the intended response of the system to
either a pilot input or an external disturbance is specified through the desired pseudo
control νdes. This is equivalent to the desired pseudo control definition in a NDI con-
trol architecture. The desired pseudo control is constituted by two components – the
feedforward and the error pseudo control. The feedforward component is generated
based on the control variable commands. The purpose of the feedforward is to induce a
direct command to the control effectors based on the pilot input, thereby initiating an
aircraft response in the direction intended by the pilot without any substantial delay.
Conversely, the error constituent of the desired pseudo control is computed based on
the deviation of the real plant states from the corresponding reference state trajectories.
The module that computes the error pseudo control is referred to as a stabilizing error
controller in literature [51, 68, 76, 82, 88, 90, 171]. The function of the stabilizing error
controller is to pull the plant back to the reference behavior.

The feedforward pseudo control along with the reference state trajectories are spec-
ified by a reference model. Explicit reference models have been utilized in several
model-following flight control applications [51, 78, 79, 171] to establish the reference
behavior of an aircraft. The upcoming section elaborates the basic concepts pertaining
to the reference models.
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3.1.2 Reference Model

Within the framework of flight control, the function of a reference model is to create
smooth desired state trajectories, which conform to the physical limitations of the real
aircraft. The simplest form of reference models are the linear reference models, which
are also referred to as command filters [45, 74, 75]. As the name implies, the linear RMs
filter the pilot commands, thereby generating the desired trajectories intended to be
followed. The goal of a model following control approach is to enforce the tracking of
the reference trajectory specified by the reference model

y(t)
y1 (t)
y2 (t)

...
yny

(t)


!=

yR(t)
y1,R (t)
y2,R (t)

...
yny ,R (t)

 . (3.21)

However, for systems such as the generic nonlinear system given in Eq. (3.1), only the
ri-th derivative of each output channel yi i.e. the pseudo control νi can be affected by the
control input. This statement is intuitively validated by the structure of the transformed
system dynamics in Eq. (3.15), which express the pseudo control dynamics for each
output channel. In essence, the pseudo controls ν can be manipulated through the
control inputs to bring about a change in the lower order derivatives of that channel.

Alternatively, if a pseudo control demand that enables the system to follow a reference
external state trajectory is known, then the desired effect can be generated in the real
system bymapping this pseudo control demand to a control input command ucmd. From
this perspective, the reference trajectory of any output channel delivered by the RM
must be continuous and smooth enough such that derivatives until the order of the
channel’s relative degree ri exist. The reference model is said to be perfectly tracked
when

ξi
yi (t)
.
yi (t)
...

(ri)
yi (t)


!=

ξi
R

yi,R (t)
..
yi,R (t)

...
(ri)
yi,R (t)

 ∀ i = 1, 2, . . . , ny (3.22)

the derivatives of each plant output till their relative degrees ri are equal to the cor-
responding reference signals. Figure 3.2 exhibits the structure of a linear reference
model for the i-th output of a system having ny output channels with relative degrees
[r1, r2, . . . , rny ]. The exhibited framework is employed to determine the reference pseudo
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controls νR ∈ Rny

νR =



ν1,R

ν2,R

...
νny ,R

 =



(r1)
y1,R

(r2)
y2,R
...

(rny )
y ny ,R

 (3.23)

and reference external state trajectories for all outputs ξR ∈ Rr

ξR =


ξ1

R

ξ2
R
...

ξ
ny

R

 ,where ξi
R =


yi,R
.
yi,R
...

(ri−1)
yi,R

 and i = 1, 2, . . . , ny. (3.24)

Figure 3.2: Generalized Linear Reference Model structure for a MIMO system
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The coefficients KR ∈ Rny×r are chosen in amanner such that the generated reference
trajectories stay within the physical capabilities to the aircraft

KR =


K1

R 0 . . . 0
0 K2

R . . . 0
... . . . 0
0 0 0 K

ny

R

 , where Ki
R =

[
Ki

0,R Ki
1,R . . . Ki

ri−1,R

]
. (3.25)

Additionally, desired aircraft response to the commanded control variables can also be
specified by varying these coefficients. Subsequently, the given linear reference model
structure yields the following resultant MIMO reference dynamics

(r1)
y1,R

(r2)
y2,R
...

(rny )
yny ,R

 =


K1

0,R 0 . . . 0
0 K2

0,R . . . 0
... . . . 0
0 0 0 K

ny

0,R


︸ ︷︷ ︸

K0,R

·


y1,c

y2,c

...
yny ,c


︸ ︷︷ ︸

ycmd

−


K1

R 0 . . . 0
0 K2

R . . . 0
... . . . 0
0 0 0 K

ny

R


︸ ︷︷ ︸

KR

·


ξ1

R

ξ2
R
...

ξ
ny

R


︸ ︷︷ ︸

ξR

.

(3.26)

The command scaling factor matrix K0,R ∈ Rny×ny and the reference state feedback
gains denoted by KR ∈ Rny×r specify amplitude independent desired response behavior
to the control variable commands. However, attainable maximum magnitudes of the
control variables are restricted in a real aircraft depending on the control effector limita-
tions (absolute and rate saturations of the actuators) and inherent aircraft dynamics.
In order to specify physically attainable reference dynamics, it is vital to incorporate
these limitations in the reference model. Consideration of the physical aircraft limits is
implemented in the RM using envelope protections.

3.1.2.1 Envelope Protection

An advantageous feature of the reference models is the ability to incorporate flight enve-
lope protections in the definition of the reference aircraft behavior. Through the envelope
protections, any pilot commands and the resultant reference states are confined within
the aircraft operational limits to avoid flight envelope violations. Absolute command
value limitation [172, 173], dynamic output limiting [153] and rate limitations [174, 175]
have been widely employed in flight control design to facilitate envelope protection.
Limitations, based on these mechanisms, are applied to the reference signals in order to
restrict themwithin the flight envelope boundaries. However, incorrect order/method of
the implementation of these limits can lead to unwanted phase delays and inconsistent
responses in the generated reference trajectories [153].
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Linear phase plane based approach has been proposed [176] to maintain consistent
reference response to the pilot inputs even when a saturation is active. Moreover, this
technique enables a smooth transition of the reference signal to its limit value as opposed
to a discontinuous response, which normally occurs if the protected signal hits its
saturation. To avoid this discontinuity, higher orders of the reference signals are also
protected based on the limit margin [173]. The limit margin is defined as the difference
between the limit parameter and its boundary

∆yi,R ≜ yi,up − yi,R,

∆yi,R ≜ yi,lo − yi,R, (3.27)

where yi,up and yi,lo denote the maximum and minimum magnitude of the reference
output yi,R respectively. Likewise, ∆yi,R and ∆yi,R represent the limit margins from the
upper and lower boundaries respectively. Based on the limit margin of lower order
reference trajectories, consecutive higher order limits are computed

yi,up =



yi,up
.
yi,up
...

(ri−1)
yi,up

(ri)
yi,up


=



yi,up

c1 · (yi,up − yi,R)
...

cri−1 ·
(

(ri−2)
yi,up −

(ri−2)
yi,R

)
cri

·
(

(ri−1)
yi,up −

(ri−1)
yi,R

)


,

yi,lo =



yi,lo
.
yi,lo
...

(ri−1)
yi,lo

(ri)
yi,lo


=



yi,lo

c1 · (yi,lo − yi,R)
...

cri−1 ·
(

(ri−2)
yi,lo −

(ri−2)
yi,R

)
cri

·
(

(ri−1)
yi,lo −

(ri−1)
yi,R

)


,

(3.28)

where coefficients c1, c2, . . . , cri
denote the rate of transition of any reference trajectory and

its derivatives to their limit values. These parameters are defined such that the reference
trajectories remain continuous during the approach to their boundaries. Additionally,
the derivatives until the ri-th order of any reference trajectory also exist.

The procedure, outlined by Eq. (3.28), for the computation of the limits for the
higher order derivatives based on the bounds of the lower order trajectories is known
as back-propagation. It also serves as an anti-windup strategy. When a state’s value
nears its saturation, the corresponding bound of the upstream derivative approaches
zero, thereby preventing integrator wind-up. Figure 3.3 illustrates the implementation
of the protection strategy for a second order reference model. Important to note that
the reference trajectories used in the calculation of the limit margins in Eq. (3.27) are
the unsaturated values of the integrator for each reference state i.e. the signal lying
upstream of the limitation. When the saturated signals are used in the calculation of the
limit margins for higher order trajectories, the integrators of the corresponding higher
order trajectories stay fixed at non-zero values in the steady state. While transitioning
from such a steady state condition the higher order state integrator values wind down to
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zero (if the transition occurs in the opposite direction than the current value) before an
effect in the downstream states is observed. This phenomenon can lead to undesirable
phase delays in the control variable reference trajectories.

Figure 3.3: Linear phase plane based envelope protection in a second order linear RM

The phase delay induced by back-propagation of saturated lower order reference
trajectories is illustrated in Fig. 3.4 by the reference control variable trajectory. The control
variable command value ycmd mapped from the pilot inceptor command is higher than
the allowed bounds specified by yup and ylo. It can be observed that the reference
control variable trajectory in the case where the saturated signals are propagated back to
calculate the higher order variable’s bounds exhibits a time delay (rounded areas) before

Parameter Magnitude Parameter Magnitude

K0,R 36 K1,R 12
c1 3.5 c2 1.2
yup 10 ylo -10

Table 3.1: Magnitude of parameters for simulations of the second order linear reference model
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Figure 3.4: Comparison of limitation mechanism in a linear second order RM

moving towards the next set-point. These results correspond to a second order reference
model having a similar structure as demonstrated in the Fig. 3.3. The parameters used
in the simulation results are listed in Table 3.1.

For the simulation results represented in Fig. 3.4, the control variable bounds are
specified as constant values. However, these bounds can also be defined as functions of
current aircraft states to facilitate control margin awareness for the pilot.

An alternative technique to enforce bounds on the reference control variable trajectory
yR is command value limiting. Fundamentally, it involves imposing limits on the control
variable command ycmd to the reference model. Although, the reference control variable
trajectory can be restricted through command value limiting, the higher order derivatives
of the desired trajectory are not protected. For that purpose, the phase plane based
protection offers the benefit of limiting derivatives until the order of the relative degree.
In addition to the limits computed in the Eq. (3.28), absolute allowed bounds yi,up,alw

and yi,lo,alw available to the control designer through aircraft configuration data are also
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incorporated to derive the limits for each output and its derivatives [82]

yi,max = min
(
yi,up,abs , yi,up

)
yi,min = max

(
yi,lo,abs , yi,lo

)
for i = 1, 2, · · · , ny .

(3.29)

This allows for consideration of the most conservative bounds in the definition of the
desired behavior by the reference model.

Thus far, concepts pertaining to linear reference models have been addressed. As
already stated, these reference models establish the desired response intended to be
followed by the aircraft. However, aircraft possess inherent nonlinear dynamics. Linear
reference models could enforce contradictory transient behavior on an aircraft, which
does not match with its nonlinear attributes. Specifically in relation to aircraft designed
for UAM, substantial nonlinearities can be encountered owing to the multiple flight
phases and the operating environment. Therefore, an integrated nonlinear reference
model is developed for the control of a VTOL transition aircraft. Physically motivated
emulation of the aircraft nonlinearities by the RM contribute to reduction in the control
effort and improvement in tracking performance. The basic concepts presented in this
section are built upon to achieve a modular RM architecture.

Prior to presentation of the integrated reference model, the research environment
comprising of the aircraft configuration employed for testing of the developed algorithm
along with the controller framework housing the reference model are introduced.

3.2 Research Environment
This section demonstrates the unmanned tilt-rotor VTOL transition aircraft used for
validation of the integrated reference model architecture. Although, the presented con-
figuration is very unique, modularity of the proposed RM structure is also emphasized
during the development process. Furthermore, incremental nonlinear dynamic inver-
sion based unified controller framework for the given aircraft configuration is elucidated.
Functional description of each controller module and the nature of their interaction with
the integrated reference model is also covered.

3.2.1 Aircraft Configuration
Figure 3.5 displays the illustration of the tilt-rotor VTOL transition UAV along with the
sketch views, which exhibit the available control effectors (enlisted in Table 3.2). The
aircraft possesses four lift thrust units (LTUs). Two main LTUs are fixed on the fuselage
at the front and aft positions from the wing mounting. The rotational rates of the fixed
pitch propellers attached to the front and aft main LTU are denoted by ωF and ωA. The
two remaining thrust units are of tilt-rotor type additionally featuring aerodynamic
control surfaces, which act as ailerons in high dynamic pressure flight phase. The tilt
angles of the left and right tilt rotors are represented by δL and δR respectively. Likewise,
the rotational rates of the propellers on the left and right tilt thrust units are given by ωL

and ωR. Additionally, the aircraft comprises of an all-moving tail whose deflection is
denoted as η.
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Figure 3.5: Tilt-rotor VTOL transition aircraft configuration

Control Effectors of the reference aircraft configuration

η Elevator Deflection
δL Deflection tilt servo left
δR Deflection tilt servo right
ωL Rotational rate tilt propeller left
ωR Rotational rate tilt propeller right
ωF Rotational rate main propeller front
ωA Rotational rate main propeller aft

Table 3.2: Control Effectors of the tilt-rotor VTOL transition aircraft

The dynamics of the given configuration are modeled according to the conservation
of linear and angular momentum governed by Newton’s second law. The translation and
rotational equations of motion elaborated in Eqs. (2.89) and (2.73) describe the rigid
body dynamics denoted in the body fixed frame. Total forces and moments specified
in the rigid body dynamics are build up of the sum of gravitational, propulsion and
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(3.30)

A brief description about the generation of these forces and moments is covered next.
Assuming that the propulsive forces and moments produced within the propeller plane
are negligible, the forces and moments produced by each propeller of the corresponding
LTUs perpendicular to their plane of rotation is modeled [46, 177–181] according to

FP (t) = kT · ω2
P (t) ,

NP (t) = sgn [ωP (t)] · kN · ω2
P (t) .

(3.31)

Here FP (t) ∈ R represents the force produced by the propeller along its rotational axis,
kT ∈ R and kN ∈ R are the thrust and drag coefficients of the propeller correspondingly.
Moreover, ωP (t) ∈ R indicate the angular velocity of the propeller. The second expres-
sion signifies the drag moment NP (t) ∈ R resulting from the drag force of the propeller.
Dependency on time is not shown hereafter for ease of reading.

Utilizing the expressions from Eq. (3.31), the powered lift produced by the main
LTUs is determined

(
#»

F R
P,main

)
B

=


0
0

(Fz,F )B + (Fz,A)B

 =


0
0

− (Fz)MF
− (Fz)MA

 , (3.32)

where (Fz)MF
∈ R and (Fz)MA

∈ R are the forces produced by the front and aft main
thrust units in accordance with the expression in Eq. (3.31). These forces are defined in
the reference frames MF and MA having origin on the centers of rotation for the main
front and aft propellers respectively. The vertical axes zMF

, zMA
of the main propulsion

unit frames are defined positive upwards as compared to that of the body fixed frame,
which is positive downwards. Hence, the propulsive forces produced by the front main
LTU (Fz,F )B ∈ R and aft main LTU (Fz,A)B ∈ R denoted in the body fixed frame are of
the opposite sign.

The propulsive forces generated by the tilt thrust units are resolved in to the longitu-
dinal xB body fixed axis and the vertical zB body fixed axis based on the tilt deflection
angles δL ∈ R and δR ∈ R

(
#»

F R
P,tilt

)
B

=


(Fz)TL

· sin δL + (Fz)TR
· sin δR

0
− (Fz)TL

· cos δL − (Fz)TR
· cos δR

 , (3.33)

where (Fz)TL
∈ R and (Fz)TR

∈ R represent the propulsive force produced by the left and
right tilt propulsion units respectively. The tilt propulsion frame TL ∈ R and TR ∈ R are
fixed to the tilt LTUs having origin at the centers of rotation of the tilt propellers. At 0
tilt deflection angles, the vertical zT -axes of the tilt thrust units are defined as positive
outward in the direction of the produced force. The lateral yT -axis is anti-parallel to the
body fixed lateral axis while the forward tilt rotor frame axes are parallel to the body
fixed xB-axis.
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The moments produced by the main rotors comprise of the pitch moment due to
differential thrust through themoment arms rF ∈ R and rA ∈ R for the front and aftmain
thrust units. In addition to the pitch moment, the yaw moment resulting entirely from
the drag moment due to propeller rotation as expressed in Eq. (3.31) is also produced
by the main LTUs. The sign of the produced yaw moment depends on the rotation
direction of each propeller. Figure 3.5 shows that the front propeller rotates in clockwise
direction, hence the drag moment produced by it acts in the opposite direction, which
in the body-fixed B-frame is a negative yaw moment and vice-versa for the aft propeller

(
#  »

MR
P,main

)
B

=


0

− (Fz,F )B · rF + (Fz,A)B · rA

− (NP,F )B + (NP,A)B

 . (3.34)

In contrast, the tilt rotors can produce additional yawmoment owing to the tilt-able thrust
vectors. The drag moment produced by the tilt propellers is very small as compared to
the yaw moment generated by tilting the thrust produced by them. Hence, this aspect
is neglected in the formulation of moments produced by the tilt LTUs. Additionally,
perfect alignment of the tilt thrust units with respect to the Center of Gravity (CG) is
assumed, therefore they do not generate any pitch moment. Moreover, the tilt LTUs
produce roll moments by generating dissimilar thrust, which acts over the left rL ∈ R
and right rR ∈ R rotor moment arms

(
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B
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0
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 . (3.35)

Thereupon, the total propulsive forces producible in the aircraft body-fixed frame are
obtained by the summation of the expressions in Eqs. (3.32) and (3.33)(
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(3.36)

and likewise the total propulsivemoments are yielded by addition ofmoments produced
by main thrust units (Eq. (3.34)) and tilt thrust units (Eq. (3.35))(
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For the aircraft shown in Fig. 3.5, the mathematical modeling of the aircraft aerody-
namics is categorized in to four main components – wing body (containing tilt surfaces),
full-moving elevator, vertical tail and body drag forces generated by the airframe. Firstly,
the forces and moments generated by each aerodynamic surface acting on their aerody-
namic reference point A are calculated. The resulting forces are directly applicable to
the aircraft reference point R (
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whereas the moments need to be translated depending on the relative position of the
aerodynamic reference from the aircraft reference point(
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Subsequently, the force and moment vector are rotated to the body-fixed frame. Non-
dimensional force and moment coefficients are employed to specify the aerodynamic
forces and moments. For the purpose of modeling the aerodynamics of this aircraft,
the aerodynamic coefficients are defined in the local aerodynamic frame for each aero-
dynamic surface. A generalized formulation of the aerodynamic forces and moments
acting at the aerodynamic center (A) denoted in the aerodynamic (A) frame (Fig. A.2)
is
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 , (3.40)

where q̄ ∈ R represents the dynamic pressure, S ∈ R, c̄ ∈ R and s ∈ R are the surface
area, chord and semi-span of the lifting surfaces respectively. The aerodynamic drag,
side and lift force coefficients CD ∈ R, CQ ∈ R, CL ∈ R along with the aerodynamic
roll, pitch and yaw moment coefficients Cl ∈ R, Cm ∈ R, Cn ∈ R are specified in the
aerodynamic frame. Using this formulation, the forces and moments produced by each
aerodynamic surface for the configuration in Fig. 3.5 are emulated.

The aerodynamics of the wing and the tilt surfaces are modeled together as a single
wing body unit. The aerodynamic coefficients pertaining to the wing body are defined
as functions of the aerodynamic angle of attack at the wing αA,w, body rotational rates
( #»ωOB

K )B and tilt deflection angles δL, δR

Ci,w = Ci,w

(
αA,w,

(
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K

)
B

, δL, δR

)
, (3.41)

where i denotes a common identifier for the forces D, Q, L and moments l, m, n. The
functions specified in Eq. (3.41) are used to create a numeric database. The values
of the force and moment coefficients are extracted from the database subject to the
magnitudes of the dependent variables Eq. (3.41) through a Lookup table. Henceforth,
the aerodynamic forces and moments pertaining to the wing body at the wing reference
point W denoted in the local wing frame W are obtained
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The aerodynamic forces andmoments generated by thewing are translated to the aircraft
reference point and expressed in the B-frame according to the Eqs. (3.38) and (3.39)(
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(3.43)

Here MBW ∈ R3×3, elaborated in Eq. (A.3), represents the frame rotation matrix from
the wing frame to the body-fixed frame using the wing angle of incidence iw. Identically,
the forces and moments produced by the elevator are modeled
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The terms ( #»

F H
A )H ∈ R3 and ( #  »

MH
A )H ∈ R3 denote the aerodynamic forces and moments

respectively, acting on the reference point of the elevator H indicated in a local reference
frame H of the full moving horizontal tail. Similar to the transformations in Eq. (3.43),
the elevator forces and moments are transformed to be expressed in the aircraft body-
fixed frame at the reference point R using the frame rotation matrix MBH ∈ R3×3

(Eq. (A.4)), which utilizes the horizontal tail angle of incidence ih(
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Similarly, the forces andmoments generated by the non-moving vertical tail are modeled(
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+
(

#»r RV
)

B
×
(

#»

F R
A,V

)
B

,
(3.46)

where ( #»

F V
A)V ∈ R3 and ( #  »

MV
A)V ∈ R3 denote the aerodynamic forces and moments

respectively, acting on the reference point of the vertical tail V indicated in a local
reference frame V of the non-moving vertical tail. Like the transformations in Eqs. (3.43)
and (3.45), the forces and moments due to the vertical tail denoted in the body frame
( #»

F R
A,V )B ∈ R3 and ( #  »

MR
A,V )B ∈ R3 are computed. The frame rotation matrix MBV ∈ R3×3

is an identity matrix since the vertical tail is mounted symmetric along the aircraft’s
longitudinal plane of symmetry, and therefore the coordinate axes of the vertical tail’s
local frame are parallel to the body fixed frame axes.

The aerodynamic drag force is simulated as a point mass drag model. Using the
body drag coefficients and the projected surface areas perpendicular to the body-fixed
axes, the body drag force ( #»

F A
A,D)B ∈ R3 at the aircraft’s aerodynamic center A is given,

which is equivalent to the body drag force ( #»

F R
A,D)B ∈ R3 at the aircraft reference point R

(
#»

F R
A,D

)
B

=
(

#»

F A
A

)
B

= −q̄ ·


Sx · CD,x

Sy · CD,y

Sz · CD,z

 . (3.47)

A drag moment is induced from the body drag force in Eq. (3.47) since the aerodynamic
center is not at the same position as the aircraft reference point(

#  »

MR
A,D

)
B

=
(

#»r RA
)

B
×
(

#»

F R
A,D

)
B

. (3.48)

Here ( #»r RA)B ∈ R3 signifies the position of the aircraft reference point R with respect
to the aerodynamic center A. Finally, the total aerodynamic forces ( #»

F R
A)B ∈ R3 and

moments ( #  »

MR
A)B ∈ R3 ensue from the components in Eqs. (3.43) and (3.45) to (3.48)(

#»

F R
A

)
B

=
(

#»

F R
A,w

)
B

+
(

#»

F R
A,η

)
B

+
(

#»

F R
A,V

)
B

+
(

#»

F R
A,D

)
B

, (3.49)(
#  »

MR
A

)
B

=
(

#  »

MR
A,w

)
B

+
(

#  »

MR
A,η

)
B

+
(

#  »

MR
A,V

)
B

+
(

#  »

MR
A,D

)
B

. (3.50)
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Gravitational force is specified as a constant force field

(
#»

F G
G

)
O

= m ·
(

#»g G
)

O
= m ·


0
0
g

 . (3.51)

The gravitational vector, presented by ( #»g G)O ∈ R3 is denoted in the NED-frame (O) and
g ∈ R is the constant acceleration due to gravity. The gravitational force ( #»

F G
G)O ∈ R3

acting at the center of gravity G is equal to the force acting at the reference point R.
Hence, force due to gravity at point R indicated in the body-fixed frame is directly
achieved through the frame rotation matrix MBO described in Eq. (A.2)(

#»

F R
G

)
B

= MBO ·
(

#»

F G
G

)
O

. (3.52)

Emanating from the relative position ( #»r RG)B ∈ R3 of the center of gravity G in compar-
ison to the aircraft reference point R, the moment generated due to the gravitational
force yields (

#  »

MR
G

)
B

=
(

#»r RG
)

B
×
(

#»

F R
G

)
B

. (3.53)

This accomplishes the specification of the forces andmoments in the plant model utilized
for Model-in-the-Loop (MIL) simulation of the unified INDI controller framework
housing the integrated reference model. Prerequisite knowledge about the controller
architecture is presented before advancing to the description of the RM.

3.2.2 Controller Structure
The controller structure, illustrated in Fig. 3.6 comprises of five main components -
Integrated Reference Model (IRM), Estimation module (EST), Error Controller (EC),
On-board Plant Model (OBPM) and Control Allocation (CA). The pilot inceptor com-
mands denoted by δcmd, and the virtual control input commands yν,cmd are mapped to
the physical control variable commands within the integrated reference model. One of
the functions encompassed in the IRM include flight phase contingent interpretation of
the pilot stick deflection commands to sustain a consistent aircraft response. Moreover,
the reference model facilitates generation of physically meaningful desired reference
trajectories νR, ξR in addition to enforcing compliance between different reference vari-
ables for the full flight envelope of the VTOL transition aircraft. The external reference
states ξR denote reference control variables response and their higher order derivatives
up to one order less than the relative degree as shown in Eq. (3.24), and the νR represent
the reference pseudo controls. Likewise, variables ξ and ν represent the external states
and pseudo controls of the real system upon which the reference response tracking
is enforced by the controller. Furthermore, the reference model incorporates RM core
module, which produces the same set of reference pseudo controls and external states
over the full flight envelope of a VTOL transition aircraft, thereby facilitating the design
of a unified control strategy. Wind disturbance rejection behavior is explicitly accounted
for in the reference model definition. Detailed information about all the aspects of the
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IRM

EST

OBPM

EC
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Figure 3.6: Incremental Nonlinear Dynamic Inversion controller structure

reference model are presented in the Section 3.3. Before continuing with the presen-
tation of the integrated reference model concepts, the remaining modules of the INDI
controller structure are described briefly.

3.2.2.1 Estimation

As the name suggests, the estimation module performs the task of estimating current
pseudo controls ν̂, external states ξ̂ and current effector position û based on the sensor
measurements z comprising of the full state feedback and the control input commands
ucmd. Complementary filtering [62, 182–184] is employed to assimilate the benefits of the
measured data with a corresponding high-pass component obtained through a relevant
system model. Body-fixed specific forces ( #̂»

f R
K)B ∈ R3 and rotational accelerations

(
.

#̂»ωOB
K )B ∈ R3 are estimated using the complementary filters(

#̂»

f R
K

)
B

(s) = GLf (s) ·
(
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f R
K,meas

)
B

(s) + [I3×3 − GLf (s)] ·
(
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f R
K,M

)
B

,( .
#̂»ωOB

K

)
B

(s) = s · GL
.
ω (s) ·

(
#»ωOB

K,meas

)
B

(s) + [I3×3 − GL
.
ω (s)] ·

( .
#»ωOB

K,M

)
B

,
(3.54)

where ( #»

f R
K,M)B ∈ R3 and (

.
#»ωOB

K,M)B ∈ R3 are the specific forces and rotational accelera-
tions computed by the on-board plant model, detailed in the section 3.2.2.3, based on
the estimated control inputs û and the state vector x̂. The term GLf is a 3 × 3 diagonal
matrix containing strictly-proper stable transfer functions with unit DC gains intended
for the specific forces in the three coordinate axes of the body-fixed frame. Likewise, GL

.
ω

contains transfer functions for the body angular accelerations. Second-order low pass

96



Chapter 3: Integrated Nonlinear Reference Model for Vertical Take-Off and Landing
Transition Aircraft

filters are employed in the aforementioned transfer matrices, which can be expressed in
the Laplace domain as

GLP (s) = ω2
0

s2 + 2 · ζ · ω · s + ω2
0
. (3.55)

Here ω0 ∈ R and ζ ∈ R denote the corner frequency and the damping ratio of the roll-off
filters. The complementary filter structure in Eq. (3.54) removes the high frequency
noise content from the measurements ( #»

f R
K,meas)B and ( #»ωOB

K,meas)B and simultaneously
incorporates the high frequency system response estimates based on the model used in
the OBPM. Additionally, the use of complementary filter enables to diminish the phase
loss that occurs due to the low-pass filtering of the measured sensor data.

Important to note that the code flashed on the FCC employs discrete forms of the
continuous filter representations shown in Eqs. (3.54) and (3.55). Besides the estimation
of the pseudo controls, all measured signals are filtered using second-order low pass
filters such as the one stated in Eq. (3.55) to remove the noisemanifesting in themeasured
signals due to vibrations, analog to digital conversion and electronic noise occurring in
the sensor interface circuits [185]. Additionally, the Estimation contains effector models
which evaluate the current effector state based on the control input ucmd. The actuators
of the control surfaces i.e. the full moving elevator η and the tilt propeller surfaces
δL, δR are emulated by second order elements, each of which can be represented as a
state-space model[ .

û
..
û

]
=
[

0 1
−ω2

a −2 · ζa · ωa

]
· +

[
û
.
û

] [
0
ω2

a

]
· ucmd. (3.56)

The natural frequency and the damping of the actuator is denoted by ωa ∈ R and ζa ∈ R
respectively. The variables ucmd and û represent the effector command and effector
estimated position for each of the control surfaces. Furthermore, the thrust units (main
and tilt) are modeled as having first order dynamic behavior. In Laplace domain, the
dynamics for every thrust unit are given by

û (s) = ωP

s + ωP

· ucmd (s) , (3.57)

where ωP ∈ R is the cut-off frequency of the corresponding LTU’s first order dynamics.
In addition to the first and second order dynamics for the thrust units and the control
surface actuators, rate and absolute saturations are also incorporated in the actuator
estimation models.

3.2.2.2 Error Controller

In an ideal case, the inversion cancels out the plant dynamics exactly, yielding a system
that is given by a chain of integrators from the reference pseudo control νR to the true
system output y. However, some elements like

1. external disturbances,
2. model uncertainties in the effector models along with the control input matrix B̂

used for control allocation,

97



3.2 Research Environment

3. errors in the estimation of the pseudo control ν̂,
4. delays in measurements from inherent sensor delay, transport delay and delay

caused by estimation filters
can occur in practical applications such that a perfect inversion cannot be realized. As a
consequence, the plant pseudo control ν drifts away from the reference pseudo control.
This deviation accumulates over the ri-integrator chain for each output channel causing
the the true external states ξ to diverge from the reference external states ξR.

A stabilizing error controller (EC) is employed to mitigate the deviation of the real
plant outputs from the corresponding reference states, which is known as the control
error

e =


e1

e2
...

eny

 =


y1,R − y1

y2,R − y2
...

yny ,R − yny

 . (3.58)

Together with the control error, its derivatives until the order ri − 1, which is essentially
the error between the reference and true external states

(ri−1)
e = (ri−1)

yi,R −
(ri−1)

yi ,

(ri−2)
e = (ri−2)

yi,R −
(ri−2)

yi ,

... ... ... (3.59)
..
e = ..

yi,R − ..
yi ,

.
e = .

yi,R − .
yi ,

are multiplied with the error gain matrix to yield the pseudo control error νe

νe = Cer−1 ·
(

(r−1)
yR −

(r−1)
y
)

+ Cer−2 ·
(

(r−2)
yR −

(r−2)
y
)

. . . + Ce0 · (yR − y)

νe =
[

Cer−1 Cer−2 · · · Ce0

]
︸ ︷︷ ︸

Ce

·



(r−1)
yR −

(r−1)
y

(r−2)
yR −

(r−2)
y

...
yR − y


︸ ︷︷ ︸

e

= Ce · e.
(3.60)

In case of a perfect inversion, the poles of the resulting closed loop system lie in the origin
of the complex plane. Since, perfect inversion is not feasible in practical applications,
the gain set Ce ∈ Rny×(r·ny) specified in the error controller is chosen such that the poles
of the feedback controlled system lie in the left half of the complex plane. Furthermore,
the choice of the gains is also driven by constraints from the physical capabilities of the
plant, control effector dynamics, sensor dynamics and time-delay characteristics of the
closed loop system.
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3.2.2.3 On-board Plant Model

On-board Plant Model (OBPM) utilizes an assumed plant model F̂ (x̂, û) to evaluate the
Jacobian matrices B̂ν and Âv required by the control allocation function. The Jacobian
matrices B̂ν and Âv specify effectiveness of the pseudo controls with reference to the
control inputs u and the virtual control inputs yv [62, 88] respectively.

Definition 3.2.1 (Virtual Control Input (VCI)). Virtual Control Input
denotes a state of any system, which can directly produce a change in
another physical variable of the same system, thereby providing the
possibility of regulating the aforementioned variable of interest by serving
as its manipulator.

For example, Eq. (2.70) specifying the bank angle command generation in the C-
frame lateral motion description shows that a demand in the lateral acceleration in the
control frame (fy)C can be fulfilled by producing a bank angle Φ. Although, the bank
angle is not a physical control input of any aircraft, yet within the context of the lateral
acceleration and bank angle pair, the latter is a pseudo control input for the acceleration
command.

The formation of the virtual control effectiveness matrix Aν is discussed next. The
outputs y for the given aircraft are divided to form a distinct unit for treatment of the
virtual control inputs

y[
yv

yc

]
≜

C[
Cv

Cc

]
· x , (3.61)

where the output matrix C ∈ Rny×nx is a unitary matrix, Cv ∈ Rnv×nx denotes the selec-
tion matrix for the virtual control inputs and the matrix Cc ∈ Rnyc ×nx is the remaining
complementary part from the output matrix C. Consider an incremental form of the
output equation (3.61) ∆y = C · ∆x. Since C is a unitary matrix, it can be resorted to
get the inverse of the incremental output equation ∆x = EC · ∆y, where EC = [Ev Ec].
Subsequently, this inverse relation is substituted for the incremental state vector in the
transformed system dynamics given in Eq. (3.19) yielding

∆ν = Aν · EC ·
[

∆yv

∆yc

]
+ Bν · ∆u

∆ν =
[

Av Ac

]
·
[

∆yv

∆yc

]
+ Bν · ∆u.

(3.62)

In the preceding equation, the state matrices are given by Av = Aν ·Ev and Ac = Aν ·Ec.
The incremental output term ∆yc is replaced with Cc · ∆x (based on Eq. (3.61)) yields
the incremental state dependent term, which is neglected based on the assumptions
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A.3.4 and A.3.5 used for INDI control law derivation
∆ν = Av · ∆yv +(((((((

Ac · Cc · ∆x + Bν · ∆u

∆ν ≈
[

Av Bν

]
·
[

∆yv

∆u

]
.

(3.63)

As stated earlier, the state dependent term is always considered for stability analysis
and only neglected for the control law derivation. Furthermore, given a desired pseudo
control command, the combined matrix of Av and Bν can be inverted to compute
incremental virtual and physical control input commands. Based on the estimated state
vector x̂ and control inputs û,the effectiveness matrices are determined in the OBPM

B̂ν = ∂F̂ (x̂, û)
∂û

∣∣∣∣∣
(x̂0,û0)

Âv = ∂F̂ (x̂, û)
∂ŷv

∣∣∣∣∣
(x̂0,û0)

(3.64)

using a single sided numeric perturbation process, whose details are presented in [88].
In addition to the effectiveness matrices, some secondary constraints ĉ are also computed
in the OBPM. These constraints include cost functions on control effector utilization and
flight phase specific effector positioning to facilitate smooth transition maneuvers. The
constraints are formulated as a generic function ĉ = F̂ c(x̂, û), ĉ ∈ Rnc where nc specifies
the number of constraints, which are limited to the surplus of effector commands i.e.
nν + nc ≤ nu. If lesser number of secondary objectives are defined than the number
which equalizes the total count of objectives to the number of effectors, it would imply
that the matrix inversion problem in the CA is not exactly determined. This could
result in an undesirable control effector commands from the infinitely many solutions
possible for such cases [170]. The sensitivity matrices of the secondary constraints to
control inputs and VCIs is estimated similar to the Jacobian matrices in Eq. (3.64). These
matrices are provided to the control allocation function, however this is not illustrated
in Fig. 3.6.

3.2.2.4 Control Allocation

Control Allocation (CA) deals with computation of the incremental control input as
well as the virtual control input commands by solving the linear algebraic expression
specified in Eq. (3.63). Besides solving a system of linear equations, redundancy in
control effectors and actuator saturations are considered by the control allocationmodule.
Keeping in mind the supplementary constraints affiliated with the problem, the control
allocation is described as an optimization of a cost function J under constraint of a
perfect allocation [186–190]

min J (∆x, ∆u) subject to ∆νdes −
[

Av Bν

]
·
[

∆yv

∆u

]
= 0,

∆u ∈ U,

∆yv ∈ V.

In this optimization representation, the equality constraint signifies the perfect allocation
which implies that the goal of achieving the desired pseudo controls is the primary
objective of the control allocation problem. The cost function J (∆x, ∆u) comprises of
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some secondary objectives such as minimization of the control effector/VCI utilization,
or drive effector/VCI to preferred values [∆yv,p, ∆up]T [190] that can result in goals such
as minimization of the drag forces, maintain constant angle of attack during transition,
etc. formulated by Eqs.(3.65) and (3.66) respectively

J = 1
2 ·
[

∆yv

∆u

]T

·
[

∆yv

∆u

]
(3.65)

J = 1
2 ·
[

∆yv − ∆yv,p

∆u − ∆up

]T

·
[

∆yv − ∆yv,p

∆u − ∆up

]
. (3.66)

The definition of secondary objectives is not restricted to the ones defined here. The
control subset is given by U, which includes absolute and rate limits of the effectors

U = { ∆u ∈ Rnu | ∆u ≤ ∆u ≤ ∆u }
∆u = min { u − u0,

.
u · ∆t } (3.67)

∆u = max { u − u0,
.
u · ∆t }.

The control subset is defined by the maximum and minimum control input increments
represented by ∆u and ∆u respectively. These limit magnitudes are specified based
on the worst case between the available control input margins (u − u0 or u − u0) and
the corresponding effector rate limits ( .

u or .
u) (available from actuator characteristics)

within the controller sampling time interval ∆t. Similarly, the virtual control subset V is
also defined based on the absolute and rate saturations of the variables used as virtual
controls

V = { ∆yν ∈ Rnyν | ∆yν ≤ ∆yν ≤ ∆yν }
∆yν = min { yν − yν0 ,

.
yν · ∆t } (3.68)

∆yν = max { yν − yν0 ,
.
yν · ∆t }.

Since the number of control effectors are often greater than the number of pseudo
controls, infinite many solutions are possible to the control allocation problem. Using
Moore-Penrose pseudo inverse [191–194] of the combined control input matrix from
Eq. (3.63) to get the control input (virtual and physical) increments from the desired
pseudo control increments νdes[

∆yvcmd

∆ucmd

]
=
[

Av Bν

]†
· ∆νdes (3.69)

is the simplest allocation strategy. Moore-Penrose pseudo inverse results in a minimum
norm solution, thereby minimizing the allocated control effector increments in the
case an exact solution exists. If there is no exact solution, then the Euclidean norm of
the allocation error ||∆νdes − [Aν Bν ] · [∆u ∆yv]T ||2 is minimized. However, the
pseudo inverse solution is invalid if it lies outside of the subsets U and V. Treatment of
cases in which the pseudo inverse solution lies outside the control subset [168, 169] are
presented in [195, 196] by making use of an iterative redistribution of the pseudo inverse
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Figure 3.7: Integrated Reference Model architecture

solution, with an aim to minimize the allocation error norm. Further improvements
to the redistribution algorithm and their application to the VTOL transition aircraft
configuration given in section 3.2.1 were published in [189, 190]. Details about the
allocation strategy will not be discussed here since it does not lie within the scope of this
dissertation. Finally, the presentation of the controller modules employed in the INDI
controller framework is concluded. The modular integrated reference model framework
will be elucidated next.

3.3 Modular Integrated Reference Model architec-
ture

The Modular Integrated Reference Model architecture, illustrated in Fig. 3.7, is con-
structed from two main components – Command Transformation and the Reference
Model Core module. The purpose of the commands transformation module is to convert
the pilot inceptor deflection to a uniform set of Control Variable (CV) commands inde-
pendent of the current flight phase. The mapped CV commands serve as inputs to the
RM core. Even though the inceptor deflections are ultimately transformed to the same
set of variables, aircraft response to inceptor inputs evolves over the flight envelope,
thereby sustaining an intuitive perception for the pilot over the complete envelope.

The ReferenceModel Core incorporates the translation and rotation referencemodels,
also known as the outer and inner loop reference models. The outer loop reference
models specify the desired translation dynamics through the load factors (translation
pseudo controls) and kinematic velocities denoted in the C-frame. Inner loop dynamics
are accounted for in the reference plant dynamics of the outer loop RM to generate
desired trajectories that are closer to the real aircraft behavior. Reference body angular
acceleration (rotation pseudo controls), body angular rates and Euler attitude angle
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trajectories are defined by the inner loop reference model. Furthermore, the wind
disturbance rejection behavior is explicitly defined through the inner loop RM of the
core framework.

Other features of the proposed framework include approaches to keep consistency
among all the reference variables during transition to different flight phases. Blending of
CVs, flight phase specific body rotation rate command definition along with flight phase
dependent slaving of reference states are the strategies engaged to achieve conformance.
Subsequently, in order to assist in accurate mapping of the control variables especially
in flight conditions with high wind gradients, plant state feedback is used.

Forthcoming section presents the pilot inceptor design aimed at simplifying the flying
experience for a VTOL transition aircraft along with the control variables allocated to
each inceptor. Design constraints that justify the proposed inceptor-control variable
mapping are also provided.

3.3.1 Pilot Inceptor – Control Variables

For manual flight operation of the given configuration, the Human Machine Interface
(HMI) comprises of a dual inceptor design concept illustrated by the Fig. 3.8 [87, 148].
The two inceptors are designated as the Throttle stick δT and the Climb stick δc. The
Throttle stick features hybrid haptic characteristics by combining spring-centered and
spring-free regions along the longitudinal deflection range of the inceptor. The forward
(up) deflection of the Throttle stick is denoted as δT,up and the backward (low) deflection
is given by δT,lo. Furthermore, one detent and three indents have been included in the
Throttle stick design to enhance situational awareness of the pilot. These haptic elements
correspond to

1. Beginning of the transition phase
2. Command to power down the main LTUs and enter wingborne flight phase
3. Thrust lever position for maximum endurance
4. Thrust lever position for maximum range.

In the lateral deflection range, the Throttle stick retains a spring-centered behavior at all
positions. The right and left deflections of the Throttle stick are described by δT,r and
δT,l respectively.

Contrary to the hybrid design of the Throttle stick, the Climb stick possesses a spring-
centered behavior for deflections in any direction. The nomenclature of the Climb stick
deflections are consistent to that of the Throttle stick. The forward and backward Climb
stick travel is represented by δc,up and δc,lo respectively. Moreover, the right and left
deflections are expressed as δc,r and δc,l. Comprehensive information about the design
of the control inceptors is recorded in [148].

103



3.3 Modular Integrated Reference Model architecture
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Figure 3.8: Inceptor assignment in all flight phases of the VTOL transition aircraft [87, 148]

The allocation of the control variable commands to each of the pilot inceptor deflection
is performed based on three degrees of freedom.

1. Intuitive perception for the pilot is a factor of utmost importance, which drives the
selection of the control variables and their allocation to suitable inceptor commands.
Accordingly, the chosen commands in each flight phase must closely conform with
the corresponding conventional command variables for single phase configurations
such as fixed-wing aircraft or VTOL aircraft like multicopters.

2. Secondly, existence of a uniquemapping between each set of control variables for
every flight phase is a prerequisite for the decision on the CV choice. The chosen
variables for any flight phase must allow a direct physical conversion, based on
aircraft dynamics, to the control variables in the other phases, such that a smooth
blending of the CVs can be ensured in the transition phases.

3. The chosen set of commands must lead to the same set of pseudo control and
reference external states over the complete flight envelope, thereby facilitating a
unified controller architecture for the flight control of the VTOL transition aircraft.

Adhering to the presented constraints, control variables for manual flight operation of
the considered tilt-rotor VTOL transition aircraft configuration are defined in Table 3.3.

In the hover flight phase, the pilot stick commands relate to kinematic velocities
[(uR

K)E
C , (vR

K)E
C , (wR

K)E
C ]T denoted in the control frame along with the heading angle rate

.
Ψ.

The forward (uR
K)E

C and lateral kinematic velocities (vR
K)E

C are commanded through the
spring centered deflections of the Throttle stick. The up-down stick travel relates to the
forward kinematic velocity command while the lateral kinematic velocity is commanded
by the left-right deflection. Consequently, the spring centered region of the Throttle
stick determines the motion of the aircraft in the horizontal plane such that the direction
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Inceptor Deflection Control Variables

Hover Forward-flight

Throttle Stick up-down δT,up,lo(spring-centered) (uR
K)E

C –

Throttle Stick up-down δT,up,lo(spring-free) – |V |K , T

Throttle Stick left-right δT,l,r (vR
K)E

C –

Climb Stick up-down δc,up,lo (wR
K)E

C (wR
K)E

C

Climb Stick left-right δc,l,r

.
Ψ .

χ

Table 3.3: Flight phase specific Control Variables set intended for manual flight operation of the
tilt-rotor VTOL transition aircraft

of the stick deflection corresponds to the intended command direction of the aircraft’s
kinematic motion by the pilot. By deflecting the Climb stick to the right or left, the pilot
can command a positive or negative heading angle rate thereby rotating the nose of the
aircraft to any desired heading. Moreover, pulling the Climb stick leads to a positive
height rate and vice-versa command is generated by pushing it forward. Overall, there
are twomajor differences in the inceptor behavior as compared to conventional dual stick
inceptor configuration for multicopters. Firstly, the up-down deflection interpretation of
the Climb stick is chosen such that it resembles the pull-up and push-down behavior of
the inceptor for a fixed-wing aircraft. This makes sure that the vertical channel inceptor
perception remains constant over the complete flight envelope. Secondarily, the Throttle
stick has a relatively small spring centered range in order to incorporate a high resolution
for the wingborne region.

The command variables in forward flight phases – transition and wingborne are
assigned with an aim to facilitate active flight path control. Thereupon, absolute kine-
matic velocity, forward thrust, height rate and side-force free coordinated course angle
rate are employed as control variables in this flight regime. For forward translation,
the region at the end of the spring centered region in the Throttle inceptor (labeled by
end of hover phase in Fig. 3.8) marks the beginning of the transition phase commands.
Absolute kinematic velocity is assigned as the command variable to the stick deflection
in this region until the indent for the wingborne phase. Once the pilot places the stick
at this indent, a thrust level sufficient to maintain 1.2 · Vstall is commanded to the tilt
propellers. Alongside, indents that indicate maximum endurance and range thrust
levels are integrated in the spring-free region. The pilot has to actively push the thrust
lever over these indents to command higher thrust levels. Therefore, these elements also
offer a haptic feedback to the pilot. The intuitive factor pertaining to the piloted flight
missions is enhanced by the interplay between the inceptor haptics and the changing
command variables.
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Conversely, the aircraft response to the Climb stick commands in the forward-velocity
phases remains consistent to that in the hover flight. However, the physical means of
generation for the desired responses varies. While in the hover flight, the height rate
change is regulated through the powered-lift from the main and tilt LTUs, the com-
manded height rate is achieved by varying aerodynamic lift through the aerodynamic
Angle-of-Attack (AoA) in the wingborne phase. The transition flight is a mixed-lift
flight phase in which the powered-lift is commanded complementary to the available
aerodynamic lift at a constant aerodynamic AoA. The sideways deflection of the Climb
stick results in a course angle change through a coordinated bank-to-turn maneuver.
Nonetheless, the ultimate effect of deflecting the Climb stick sideways is to turn the
nose of the aircraft, which is equivalent to the heading angle rate response in hover
flight. Overall, the Climb stick response behavior remains compatible with the side stick
response in a fixed-wing aircraft.

An intuitive set of control variables for each flight phase of the VTOL transition
aircraft have been proposed in this segment. The proposed control variables are agnostic
of the aircraft configuration. The second constraint in control variable choice is to have
a unique mapping between each set of control variables, which is carried out by the
Command Transformation unit of the integrated reference model.

3.3.2 Command Transformation

The command transformation unit forms the link between the HMI and the reference
model core, and by extension to the unified flight control law. Three main functions are
carried out in this module

1. Mapping of the inceptor deflection read-outs to physical control variable com-
mands for each flight phase.

2. Transformation of each flight phase specific CV-set to a uniform set of commands
provided to the RM core.

3. Calculation of interim quantities essential for implementing a consistent control
variable transformation.

As stated in the previous section, the inceptor commands are assigned to physical
variables based on the current flight phase in order to establish a consistent aircraft
response throughout the flight envelope. For the dual inceptor concept illustrated in
Fig. 3.8, the control variables for the three major flight phases of transition vehicles are
proposed
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The final objective of the transformation module is to convert the three command sets
enlisted in Eq. (3.70) to one unique command vector for the core component of the
reference model. Since the absolute kinematic velocity |V |K can be transformed to the
C-frame velocity vector ( #»

V R
K)E

C , owing to the kinematic relation specified later in the
Eq. (3.74), the hover control variables from Eq. (3.70) are chosen as the command set
into which the remaining control variables are transformed. Figure 3.9 demonstrates
the diagrammatic view for the transformation of the transition and wingborne control
variable sets to the hover control variables.

Commands Transformation – forward velocity phases

Velocity 
command 
rotation to 

the 
C-frame

generation

calculation

Stick 
Lookup

value 
limitation

generation

generation

Figure 3.9: Transformation of forward-velocity flight phases control variables to RM core
commands [82]

Stick Lookup Mapping
The first step is the conversion of the stick deflections to the intended variables, which is
performed by the Stick Lookup block in the Fig. 3.9. This functional block contains one
dimensional look-up tables for each stick deflection channel. Every lookup-table outputs
a control variable magnitude corresponding to a stick deflection magnitude. The output
of the Stick Lookup comprises of the thrust level command T p,cmd , absolute kinematic
velocity |V |K,p,cmd , course angle rate .

χK,p,cmd and the vertical velocity command denoted
in the control frame (wR

K)E
C,p,cmd. The C-frame vertical velocity is equal to the negative

of the height rate perpendicular to the ground. The subscript p refers to the command
variable value mapped directly from the stick deflection. The generalized conversion
from stick to command variable employed in this implementation can be described
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through a saturated linear element

CV =



Kδ→CV · δ , if δmin ≤ δ ≤ δmax

Kδ→CV · δmin , if δ < δmin

Kδ→CV · δmax , if δ > δmax .

(3.71)

Here CV ∈ R denotes the magnitude of the mapped control variable, δ ∈ R corresponds
to the inceptor deflection commanded by the pilot and Kδ→CV ∈ R is the linear con-
version factor from the stick deflection to the command magnitude. All the mapped
commands are clipped to their lower and upper limits in the lookup conversion to avoid
absurd output values in case the stick read-out is erroneous or out of bounds. The gener-
alized mapping provided in Eq. (3.71) conforms with the mappings for spring-centered
inceptors. However, the hybrid Throttle inceptor is interpreted through a piecewise-
linear functionmeant for each of the three regions complementing the concept illustrated
in Fig. 3.8.

Figure 3.10 shows the Throttle stick to corresponding command variable mapping
for the full flight envelope of the considered aircraft configuration. When the Throttle
stick lies in its spring-centered (hover phase) region, the inceptor deflection value is
specified linearly between the maximum (uR

K)E
C,hvr,max and the minimum (uR

K)E
C,hvr,min

forward velocities in the control frame. If the pilot stops applying force on the inceptor,
it is pulled to its neutral position denoted by δT,0 (also see Fig. 3.8). The most backward
stick deflection is specified through δT,min. When the pilot wants to accelerate to the
transition phase, they need to actively push the inceptor over the detent at δT,hvr,max.
This detent position is also equal to the stick value δT,tr,min, which signifies the pilot
command to commence the transition. The interpreted control variable after this point
is the absolute kinematic velocity |V |K whose minimum and maximum magnitudes are
given as |V |K,tr,min and |V |K,tr,max respectively.

Beyond the transition-start detent, the Throttle inceptor is automatically pulled
towards the indent between the positions δT,tr,max and δT,wb,min if the pilot does not exert
any force on the stick. Once the inceptor is placed in this indent, a minimum value of
traction thrust level capable of sustaining wingborne flight is commanded to the tilt
thrust units. The pilot can further increase the traction thrust and place the stick in the
maximum endurance δT,e or maximum range δT,r indents. Here the thrust levels for
maximum endurance or range are commanded. In the inceptor range that corresponds
to the wingborne flight, the inceptor behaves like a conventional fixed-wing aircraft’s
Throttle stick.

The sole difference between the transition phase and the wingborne commands is the
forward translation control variable. Thrust level of the tilting thrust units is commanded
in wingborne flight due to a variety of reasons that are configuration specific. The tilt-
rotor transition aircraft presented in section 3.2.1 does not possess an airspeed sensor.
Besides, the maximum cruise airspeed of the aircraft is just 5 m/s greater than the stall
airspeed. Consequently, controlling kinematic velocity in wingborne flight brings high
susceptibility to stall in tailwinds. However, if the airspeed measurement is available,
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Figure 3.10: Hybrid Throttle inceptor command variable mapping

the thrust level command can be replaced by an airspeed command in the wingborne
flight phase. Next the commands transformation algorithm is detailed starting from
the last element Velocity commands rotation to the C-frame and then move to the elements
upstream in Fig. 3.9.

Velocity commands rotation to the C-frame
As stated earlier, the absolute kinematic velocity

(
#»

V R
K

)E

K
=


|V |K

0
0

 , (3.72)
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when specified as a vector quantity can be transformed to the velocity vector denoted in
the control frame through the frame rotation from the kinematic K frame to the control
C frame. Ergo, the next step is the calculation of the angles that form the frame rotation
matrix MCK ∈ R3×3

MCK =


cos γK · cos (χK − Ψ) − sin (χK − Ψ) sin γK · cos (χK − Ψ)
cos γK · sin (χK − Ψ) cos (χK − Ψ) sin γK · sin (χK − Ψ)

− sin γK 0 cos γK

 . (3.73)

The rotation matrix presented in Eq. (3.73) can transform a three dimensional vector
specified in the kinematic frame to an equivalent vector denoted in the control frame
by utilizing the kinematic climb angle γK ∈ R along with the difference between the
kinematic course angle χK ∈ R and the heading angle Ψ ∈ R. In the description of the
lateral motion in the control frame (section 2.3.4), the horizontal kinematic side slip
angle ε ∈ R was defined as the difference between the course angle and the heading
angle in Eq. (2.55). Emanating from this concept, the term χK − Ψ is replaced by the
horizontal kinematic angle ε in the rotation matrix from Eq. (3.73). Subsequently, the
computation of the velocity vector command denoted in the C-frame is simplified as the
multiplication of the first column of the frame rotation matrix MCK with the absolute
kinematic velocity command

(
#»

V R
K

)E

C,fwd
=


cos γK,cmd · cos ε

cos γK,cmd · sin ε

− sin γK,cmd

 · |V |K,cmd , (3.74)

where ( #»

V R
K)E

C,fwd ∈ R3 represents themapped velocity vectorwritten in the control frame
for the forward-velocity phases. Climb angle command γK,cmd ∈ R and the horizontal
kinematic side-slip angle ε ∈ R are employed in the calculation exhibited by Eq. (3.74).
The computation of these angles is described further.

Angle calculations for Command Transformation
The commanded climb angle γK,cmd ∈ R is calculated from the vertical velocity command
(wR

K)E
C,p,cmd ∈ R, which is mapped from the Climb stick up-down deflection (see Fig. 3.9),

and the absolute kinematic velocity command |V |K,cmd ∈ R

γK,cmd = arctan

 −(wG
K)E

C,cmd√
|V |2K,cmd −

[
(wG

K)E
C,cmd

]2
 . (3.75)

The horizontal kinematic side slip angle ε is computed as

ε = χK,pred − Ψ̂. (3.76)

Here Ψ̂ ∈ R indicates the feedback of the heading angle and χK,pred ∈ R is the pre-
dicted course angle in accordance with the course angle rate command .

χK,cmd ∈ R
and the course angle feedback χ̂K . Within the scope of the course angle prediction,
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firstly the course angle rate command is synchronized by use of the lower order equiva-
lent representation of the bank angle dynamics denoted by the transfer characteristics
Gϕcmd→ϕ̂

.
χK,comp = Gϕcmd→ϕ̂ (s) · .

χK,cmd. (3.77)

As pointed out in section 2.3.4, the course angle rate builds up through the bank angle
in forward-velocity phases, therefore the bank angle dynamics are employed to aid
in a physically reasonable prediction of the true course angle rate represented by the
compensated course angle rate .

χK,comp ∈ R. In Eq. (3.77), the bank angle transfer
characteristics Gϕcmd→ϕ̂ are simply the bank angle reference dynamics specified in the
reference model core. However, it is clear that the reference dynamics are not exactly
followed at all times in a flight mission. Any external disturbances can lead to diversion
from the course angle rate response computed in Eq. (3.77). Subsequently, deviation
between the estimated course angle χ̂K ∈ R obtained through sensor measurements
and the predicted course angle χK,pred ∈ R is incorporated through a Luenberger gain
Lχ,pred ∈ R in order to mitigate this divergence

.
χK,pred = .

χcomp + Lχ,pred · (χ̂ − χK,pred) , (3.78)

where the predicted course angle χK,pred ∈ R is simply obtained through integration of
the predicted course angle rate .

χK,pred ∈ R. Linear phase plane based protections for the
external reference states and pseudo controls are incorporated in the reference model
(see section 3.1.2.1), which employed back propagation of the lower order derivatives to
compute the higher order limits. In that case, the limits corresponding to every reference
state are not a function of any other variable. However, limits for course angle rate can
vary depending on the kinematic ground speed. In the command value limitation function
for the course angle rate (Fig. 3.9), the course angle pilot command .

χK,p,cmd is limited
based on the measured absolute kinematic velocity |V̂ |K . For this purpose, the given
kinematic relation for a coordinated turn [197–199] is employed

tan µK = |V |K · .
χK

g , (3.79)

Here µK ∈ R denotes the kinematic bank angle and g ∈ R represents the acceleration due
to gravity. According to the relation in Eq. (3.79) the turn rate .

χK varies proportionally
with the kinematic bank angle. This implies that the turn rate is limited by the maximum
available bank angle in any forward flight condition. Given the maximum available lift
force, the maximum achievable kinematic bank angle can be calculated

k · m · g = 1
2 · ρA · V 2

A,stall · S · CL,max · cos µK , (3.80)

µK,max = arccos
[

2 · k · m · g
ρA · V 2

A,stall · S · CL,max

]
, (3.81)

where k ∈ R is a factor of safetymeant tomaintain a buffer against stall, m ∈ R represents
themass of the aircraft, ρA ∈ R symbolizes the air density, VA,stall ∈ R is the stall airspeed
and S ∈ R denotes the surface area. The maximum lift coefficient CL,max at any airspeed
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Figure 3.11: Kinematic velocity dependent phase-plane envelope protection for turn rate

occurs at the stall angle of attack for a given airspeed. The stall airspeed is utilized
to remain conservative in the calculation of the maximum kinematic bank angle. The
resultant kinematic bank angle limitation in Eq. (3.80) is built up from two elements
– the maximum command-able bank angle µK,cmd,max and the maximum bank angle
buffer retained for disturbance rejection µK,∆,max. Certainly, the command value bounds
of the turn rate .

χK,cmd,max are obtained through the former limit values of the kinematic
bank angle through use of the relation in Eq. (3.79)

.
χK,cmd,max = g · tan µK,cmd,max

|V |K
. (3.82)

Figure 3.11 demonstrates the variation of the turn rate limitswith respect to the kinematic
velocity. In the hover flight phase region, which is represented from minimum hover
velocity (uR

K)E
C,min to the minimum kinematic velocity |V |

K,tr
marking the start of the

transition phase, the turn rate limits stay constant. In practice the course angle rate is
not defined for zero kinematic velocities in the hover phase. Therefore, the illustrated
constant turn rate limits are in essence the heading angle rate bounds for the command
values in the hover phase. The relation derived in Eq. (3.80) is employed to yield the turn
rate limits above the minimum absolute kinematic velocity for transition |V |

K,tr
. The

maximum course angle rate command .
χK,cmd,max limits denoted by .

χhvr,max and .
χhvr,min

at the minimum transition velocity |V |
K,tr

imply that the maximum magnitude of the
kinematic bank angle µK,cmd,max has to be actively selected in order to lead to .

χK,max

at |V |
K,tr

. Beyond the minimum transition velocity |V |
K,tr

, the difference between the
bounds .

χmax and .
χcmd,max is that the latter only refers to the bounds enforced on the
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command values and they are directly derived from the maximum allowable command
limit for the kinematic bank angle. The absolute turn rate limit .

χmax incorporates the
margin that is preserved for disturbance rejection.

Absolute velocity command generation
The absolute velocity command is built up from one of the two sources depending
on the aircraft’s current flight phase. In the transition phase, the command value is
directly provided by the magnitude mapped in the Stick Lookup function. As previously
exhibited through Fig. 3.10, the mapped pilot kinematic velocity command |V |K,p,cmd

is given by the Throttle inceptor range within the positions [δT,tr,min, δT,tr,max] for the
transition phase. Additionally, a thrust level of the tilt thrust units are commanded
during the wingborne flight depending on the deflection in the Throttle inceptor range
[δT,wb,min, δT,max]. Consequently, to sustain a consistent command interface in the wing-
borne phase, an absolute velocity command needs to be produced from a given thrust
level command. In this respect, first the estimated thrust level generated by the tilting
thrust units is calculated

T est = ω̂2
L · sin δ̂L + ω̂2

R · sin δ̂R

ω2
L,max + ω2

R,max

, (3.83)

where the angular rates of the left and right tilt propulsors ω̂L ∈ R, ω̂R ∈ R are estimated
by the first order LTU models given by Eq. (3.57) in the description of the Estimation
module (section 3.2.2.1). Likewise, the estimators of the left and right tilt deflection
angles δ̂L ∈ R, δ̂R ∈ R are also incorporated in the Estimation module. However, second
order elements mentioned in Eq. (3.56) are employed to model the tilt actuators. Follow-
ing the estimated thrust level computation, an absolute velocity increment command
is obtained based on the difference between the commanded and the estimated thrust
level

∆|V |K,cmd = KV,cmd ·
(
T cmd − T est

)
. (3.84)

The gain KV,cmd ∈ R is chosen based on the aircraft mass and the desired kinematic
velocity response required in the wingborne flight. The absolute velocity command
increment computed in Eq. (3.84) is then added to the measured/estimated absolute
kinematic velocity |V̂ |K to finally result in the kinematic velocity command derived from
the thrust level command

|V |K,T ,cmd = |V̂ |K + ∆|V |K,cmd. (3.85)

Depending onwhich flight phase is active, either the absolute velocity commandmapped
from the Stick Lookup function |V |K,p,cmd ∈ R or the command generated through the
thrust level |V |K,T ,cmd ∈ R is selected. The information of the active flight phase is
determined by the System Automation functionality through consideration of pilot stick
position, state feedback and control input commands for the main LTUs produced by
the INDI controller. Generation of flight phase activation flags relating to transition
and re-transition procedures are implemented through a state machine framework
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presented in [200, 201]. The thrust level command is enabled when the pilot has placed
the hybrid thrust inceptor at or beyond the wingborne indent δT,wb,min. Since the velocity
command is calculated through the desired thrust level increment and the feedback of
the true ground speed, no discontinuous behavior is observed in the kinematic velocity
response at the instant of change from pilot stick based velocity command to the velocity
command calculated from the thrust level command in Eq. (3.85). Figure 3.27 verifies
the continuous forward velocity response behavior in transition to wingborne and
re-transition to hover flight phases.

Thrust level command generation
Instead of absolute thrust, a normalized thrust level command is employed to reduce
the dependency on model knowledge. Model parameters in terms of thrust coefficients
would be required to estimate the current thrust if absolute thrust was used as the
control variable. Therefore, normalized thrust produced by the combination of the
two tilt thrust units, as exhibited in Eq. (3.83), is defined as the control variable for the
forward translation channel in wingborne flight. However, a full deflection of the thrust
inceptor by the pilot does not correspond to a command equal to the maximum limit of
the tilt thrust unit propellers. A reserve is saved for maintaining the climb performance
because the impact of the climb angle command (Eq. (3.75)) is not accounted for in the
calculation of the kinematic velocity command increment ∆|V |K . Performing a climb
maneuver at a constant thrust setting leads to a deceleration in the longitudinal channel
as the aircraft’s kinetic energy is used to gain altitude, and this phenomenon is called
bleeding.

In order to prevent this phenomenon, a total energy conservation approach [202] is
employed to design a compensation for the climb angle command. The first step is to
define the total energy of the aircraft which is the sum of the aircraft kinetic Ekin ∈ R
and potential energy Epot ∈ R

Etotal = Epot + Ekin = m · g · h + 1
2 · m · |V |2K . (3.86)

Here h ∈ R denotes the height above ground level. Deriving Eq. (3.86) yields the energy
rate

.
Etotal = m · g ·

.
h + m · |V |K · |

.
V |K . (3.87)

The first term in the total energy derivative from Eq. (3.87) corresponds to the rate of
change of the aircraft potential energy, which depends on the aircraft height rate

.
h ∈ R.

The height rate is related to the climb angle γK ∈ R according to
.
h = |V |K · sin γK . (3.88)

Substitution of the height rate from Eq. (3.88) in the total energy rate (Eq. (3.87)), and
further division by the aircraft mass m ∈ R on both sides results in the specific energy
rate of the aircraft in terms of the climb angle

.
Etotal

m
=
(
g · sin γK + |

.
V |K

)
· |V |K . (3.89)
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The rate at which the energy enters the system is also equal to the specific excess power
generated by the tilt LTUs

.
Etotal

m
= (T − D) · |V |K

m
. (3.90)

Subsequently, comparison of the Eqs. (3.89) and (3.90) returns the excess thrust Tex

incorporating the effect of the climb angle

Tex = (T − D) = m · |
.

V |K + m · g · sin γK . (3.91)

Since, a thrust command level is used as the control variable, the excess thrust described
in Eq. (3.91) is normalized with respect to the maximum thrust of the tilt propulsion
units Tmax = ω2

L + ω2
R

Tex

Tmax

=

T V

m · |
.

V |K
Tmax

+

T γ

m · g · sin γK

Tmax

, (3.92)

where the compensation necessary to avoid bleeding of the horizontal velocity is pro-
vided by the term T γ . Consequently, the thrust level command compensated for the
climb angle command is provided by

T cmd,comp = T cmd + m · g · sin γK,cmd

Tmax

. (3.93)

Important to note that the compensated thrust level command T cmd,comp is ultimately
employed in Eq. (3.84) to produce the absolute kinematic velocity command increment.
Through this chain, it is ensured that the cumulative reduction in forward thrust due
to the upcoming build-up of the real flight path angle γK is already considered in the
command generation. Consequently, the feedforward reference pseudo controls and
the reference external states are also defined accordingly in the Reference Model Core.

Herewith, the generation of three set of control variables each for the hover, transition
and wingborne phases of the VTOL transition aircraft, as defined in Eq. (3.70), is com-
pleted. Through the Commands Transformation - forward velocity phases, control variable
sets of the transition and wingborne phases are converted to a group matching the hover
control variables. This CV group generated for the transition and wingborne phases will
further be addressed as the forward velocity CV set. Remember that the variables in the
commands interface to the reference model core for all flight phases maintain the same
definition as the hover phase control variables. Accordingly, the hover and forward
velocity control variables need to be merged appropriately such that they conform with
the active flight phase. The enforcement of a flight phase dependent compliance not
only applies to the commands but also to the internal variables of the reference model
core. Therefore, the Reference Model Core is presented in the next section before detailing
the strategies used for enforcing compliance among all reference variables.

Flight-phase reliant pilot inceptor interpretation demonstrated in the section 3.3.1
along with the Commands Transformation - forward velocity phases module proposed in
this section provide the realization of the contribution C.2.1 Flight phase dependent
mappings for pilot command variables contained within the reference model.
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3.3.3 Reference Model Core

The reference model core architecture comprises of decoupled translation (outer loop)
and rotation (inner loop) reference models. As the name suggests, the translation
referencemodel generates the desired trajectories pertaining to the translation states. The
reference pseudo controls produced by the outer loop RM are the load factors expressed
in the C-frame and the translation reference external states include the velocity vector
denoted in the control frame. Collectively, they compose the desired behavior for the
velocity commands constituted from the control variable sets defined in Eq. (3.70).

Likewise, the rotation reference model defines the reference external state trajectories
for Euler attitude angles, Euler attitude angle rates, and body angular rates along with
the body angular accelerations as the reference pseudo controls. Virtual Control Inputs
(VCI) (see section 3.2.2.3) comprising of bank and pitch angle commands along with the
heading angle rate command mapped from pilot inceptor deflections serve as inputs to
the rotation reference model. Through the VCIs, the rotation reference model specifies
the rotational accelerations required to achieve the desired load factors by changing the
direction of the available control forces.

The Euler angle commands in the virtual control inputs are calculated by the sum-
mation of an attitude angle increment command to the feedback of the corresponding
attitude angle

Φcmd = Φ̂ + ∆Φcmd,

Θcmd = Θ̂ + ∆Θcmd,
(3.94)

where the bank and pitch angle command increments ∆Φcmd ∈ R, ∆Θcmd ∈ R are
computed by the control allocation module based on the desired load factor increments.
Figure 3.12 presents a schematic of the VCI allocation loop. The lateral load factor
(nR

y )C is generated by tilting the vertical lift (powered or aerodynamic) through a bank
angle according to Eq. (2.63). Therefore, given a desired increment in the lateral load
factor ∆(nR

y )C,des, an increment for the bank angle is computed in the control allocation.
Subsequently, upon addition of the computed increment to the current bank angle
measurement Φ̂, the bank angle command for the rotation reference model is generated.
The reference roll acceleration along with the desired trajectories for the roll rate and
bank angle are then specified by the inner loop RM.

Similarly, the C-frame longitudinal and vertical load factors (nR
x )C , (nR

z )C are reg-
ulated through the pitch angle in the hover and wingborne phase respectively. Note
that in the hover phase, only positive pitch angles are commanded to build up a neg-
ative longitudinal load factor while for accelerating forward the tilt propulsion units
are employed. In the wingborne phase, the aerodynamic lift is regulated through the
pitch angle command while taking the reference bank angle state in to account. De-
tails about the body rotation rate command generation will be presented later in the
subsection 3.3.3.3 pertaining to the rotation reference model.

Consequently, the use of VCIs with the decoupled loops in the reference model
yields the advantage of having a cascaded structure for the unified INDI controller while
having a combined control allocation [189] of the desired pseudo controls. The given
strategy maintains the causal chain of force generation in a manner that the desired
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Virtual Control Inputs RM-CA loop schematic
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Figure 3.12: Virtual Control Inputs concept diagram

body rotational accelerations cannot influence the nominal feedforward of the load
factors. Moreover, the proposed strategy eliminates the requisite of incorporating any
configuration-specific aerodynamics knowledge in the reference model to specify the
desired behavior either for aerodynamic lift regulation or wind disturbance rejection.
Contrarily, sensor data feedback is employed to explicitly define the wind disturbance
rejection behavior within the reference model, as explained in the section 3.3.3.4.

3.3.3.1 Reference Model Core Interfaces

The full overviewpertaining to the input and output interfaces of the inner and outer loop
RM in the reference model core is listed in the Table 3.4 and illustrated in the Fig. 3.13. As
noted earlier, the outer loop RM creates reference trajectories for the translation motion.
Inherently, the inputs to the translation RM contain the velocity commands. Additionally,
the heading angle rate command

.
Ψcmd is applied to generate the inter-axis coupling

term (uR
K)E

C ·
.

Ψ for computation of the reference lateral load factor in accordance with
Eq. (2.61). The outputs of the translation RM consist of the translation reference pseudo
controls i.e. the load factors expressed in the C-frame ( #»nR)C,R and the corresponding
kinematic velocities ( #»

V R
K)E

C,R as the translation reference external states.
The rotation RM takes the Euler attitude angle commands from the VCIs along with

the heading angle rate command. In addition to the the commands, feedback of the
body-frame lateral load factor is also passed to the inner loop RM. The outputs include
the body angular accelerations (

.
#»ωOB

K )B
B as the rotational reference pseudo controls

along with the desired external state trajectories of body angular rates ( #»ωOB
K )B, Euler

attitude angle rates
.

Φ and attitude angles Φ. Additionally, the two loops of the RM
core require the blend kinematics bus blkin that incorporates all the variables related to
compliance enforcement among the reference variables depending on the aircraft flight
phase. Computation of these variables is covered in the section 3.3.4.

Following the interface definition of the RM core, the functional structure of the
translation and rotation reference models is described in the upcoming sections.
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RM core components Inputs Outputs

Translation RM



(uR
K)E

C

(vR
K)E

C

(wR
K)E

C
.

Ψ


cmd

, blkin

 ( #»nR)C,R

( #»

V R
K)E

C,R



Rotation RM



Φcmd

Θcmd

.
Ψcmd

(n̂R
y )B

 , blkin


(

.
#»ωOB

K )B
B,R

( #»ωOB
K )B,R
.

ΦR



Table 3.4: Interface definition for the Reference Model Core components

Reference Model Core interface visual

RM Core

Command
Transformation 

Unit

Translation
RM

Rotation
RM

Figure 3.13: Reference Model Core interface definition

3.3.3.2 Translation Reference Model

The translation or the outer loop reference model, as exhibited in Fig. 3.14, is constituted
by three units – reference translation error controller, reference acceleration inversion
and reference plant dynamics. Apart from defining the desired response characteristics
to the pilot commands, the translation reference model also incorporates envelope
protections for the reference variables associated to all the flight phases.

Reference Translation Error Controller
The first unit, called the reference translation error controller, compares the velocity
command set-point ( #»

V R
K)E

C,cmd ∈ R3 with current value of the corresponding reference
variable ( #»

V R
K)E

C,R ∈ R3 (represented as external states ξo,R) to determine the required
acceleration command (

.
#»

V R
K)EC

C,cmd ∈ R3. In addition to the calculation of the acceleration
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Translation Reference Model

RM Translation
EC

Reference 
Acceleration 

Inversion

Reference Plant 
Dynamics

Figure 3.14: Translation Reference Model

command, the magnitude of the generated command is also limited within the bounds
νo,R,sat , which comprises the maximum and minimum acceleration limits specified as
νo,R,max and νo,R,min from Eqs. (3.117) and (3.118) respectively

U = KV,R ·
[(

#»

V R
K

)E

C,cmd
−
(

#»

V R
K

)E

C,R

]
,

( .
#»

V R
K

)EC

C,cmd
=



U , if
( .

#»

V R
K

)EC

C,min
≤ U ≤

( .
#»

V R
K

)EC

C,max
,( .

#»

V R
K

)EC

C,min
, if U <

( .
#»

V R
K

)EC

C,min
,( .

#»

V R
K

)EC

C,max
, if U >

( .
#»

V R
K

)EC

C,max
,

(3.95)

where (
.

#»

V R
K)EC

C,max ∈ R3 and (
.

#»

V R
K)EC

C,min ∈ R3 are the maximum and minimum allowed
kinematic accelerations denoted in the control frame. Calculation of limit magnitudes
for all the reference variables of the translation RM is discussed later within the scope of
the reference plant dynamics. The gain matrix KV,R defines the amplitude independent
time constant of the desired kinematic velocity response for all axes in different flight
phases. Section 3.3.4 will demonstrate the mechanism and order of changing the gains
(according to flight phases) defined in the matrix KV,R to maintain a consistent response
of the aircraft.

Reference Acceleration Inversion
The next step is to determine the reference load factors by dynamically inverting the C-
frame translation equations of motion given in Eq. (2.53). However, the terms pertaining
to round and rotating earth along with the difference between the aircraft reference
point and center of gravity are neglected on the basis of assumptions A.2.4–A.2.6. The
load factor computation employs feedback of the reference velocity vector along with
the heading angle rate command, which is incorporated in the angular rate vector
( #»ωOC

K )C,cmd ∈ R3(
#»nR
)

C,R
= 1

g

[( .
#»

V R
K

)EC

C,cmd
− MCO · ( #»g )O +

(
#»ωOC

K

)
C,cmd

×
(

#»

V G
K

)E

C,R

]
. (3.96)
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In the reference acceleration inversion from Eq. (3.96), ( #»nR)C,R ∈ R3 represents the
reference load factor vector fed forward to the INDI controller as the reference translation
pseudo control as well as to the reference plant dynamics. The frame rotation matrix
MCO ∈ R3×3 (Eq. (2.1)) is used to rotate the gravitational acceleration vector ( #»g )O ∈ R3

from the NED-frame to the control frame. The angular rate vector ( #»ωOC
K )C,cmd ∈ R3

describes the rotational rate of the control frame relative to the O-frame specified in the
C-frame, and constituted according to Eq. (2.9).

The construction of the inter-axis coupling term ( #»ωOC
K )C,cmd × ( #»

V R
K)E

C,R is very signifi-
cant in order to facilitate bank-to-turn maneuver for the course angle rate command. The
angular rate vector ( #»ωOC

K )C,cmd = [0 0
.

Ψcmd]T is composed of the heading angle rate
command instead of the reference heading rate. Remember that in no-wind conditions
the course angle rate and the heading rate are equal and since no aerodynamic effects
are considered in the purely kinematic outer loop RM, the course angle rate command
can be treated as a heading rate command in the forward-velocity flight phases. As a
direct consequence, the reference lateral load factor (nR

y )C,R generated through Eq. (3.96)
contains the heading rate command

(
nR

y

)
C,R

= 1
g

[( .
vR

K

)EC

C,cmd
+
(
uR

K

)E

C,R
·

.
Ψcmd

]
(3.97)

and is fed-forward to the control allocation. It was stated in the description of VCI
generation that the lateral load factor is allocated to a bank angle command Φcmd. Hence,
in summation a course angle rate command from the pilot is directly translated to a bank
angle command, which is provided to the inner loop RM, thereby enabling bank-to-turn
capability for turn rate commands.

RM Plant Inversion

Reference Plant Dynamics

Reference 
Acceleration 

Inversion

Reference 
Moments 
Emulation

Reference 
Forces EOM

& 
States 

Integration

Envelope 
Protection

Figure 3.15: Reference Dynamics inversion in the Translation Reference Model
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Reference Plant Dynamics
The reference load factors are commanded to the reference plant dynamics, whose
structure is exhibited in the Fig. 3.15. The reference plant dynamics incorporate a
reference forces calculation module, moment emulation unit specifically for the outer loop,
rigid body equations of motion and the reference states integration along with computation of
envelope protection bounds. Figure 3.15 illustrates the signal flow between the individual
units of the reference plant dynamics. Firstly, the reference load factors produced in
the acceleration inversion (Eq. (3.96)) are transmitted to the Reference Forces unit. The
reference forces unit performs two functions

1. Specify the source of generation of the control forces. The control force production
in different axes can either be performed through a control effector or through an
attitude angle. The reference forces unit defines which alternative is used for the
force build up in each axis.

2. Emulate the dynamics of the control force buildup using pseudo-force actuators
An overview of the control force generation mechanism in each axis of the considered
VTOL transition aircraft configuration is presented in the Table 3.5.

Control Forces denoted in
the C-frame

Sources of control force generation

Hover Transition Wingborne

Longitudinal force (XR)C δL,R , ωL,R , Θ δL,R , ωL,R ωL,R

Lateral force (Y R)C ωL,R Φ Φ
Vertical force (ZR)C ωA,F ωA,F Θ

Table 3.5: Sources of control force generation in all flight phases of the tilt-rotor VTOL transition
aircraft

Reference Forces
The reference load factors yield the control force magnitudes simply through

(
#»

F R
)

C,R
= m · g ·

(
#»nR
)

C,R
, (3.98)

where m ∈ R denotes the mass of the aircraft and g ∈ R represents the acceleration due
to gravity. In order to accelerate in the direction of positive xC-axis, the longitudinal
force is produced through the tilt thrust units, however to move along the negative
xC-axis, the pitch angle is used. This does not imply that a positive demand in the
forward force (XR)C is always produced through the tilt propulsors. However, the sign
of the reference forward kinematic velocity (uR

K)E
C,R is considered. In order to brake

while moving backwards requires generation of a positive longitudinal force. In this
case, use of pitch angle is more efficient and provides higher acceleration as compared
to the tilt propellers. Therefore, based on the sign of the velocity (uR

K)E
C,R, the reference
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longitudinal force from Eq. (3.98) is divided into two parts(
XR

)
C,R→act

=
(
XR

)
C,R

, if
(
uR

K

)E

C,R
≥ 0,(

XR
)

C,R→Θ
=
(
XR

)
C,R

, if
(
uR

K

)E

C,R
< 0.

(3.99)

The term (XR)C,R→act represents the longitudinal force commanded to the force actuators
while (XR)C,R→Θ denotes the force intended to be produced by the pitch angle.

The lateral force is always produced through the bank angle, therefore it is forwarded
to the moment emulation module. The generation of vertical forces changes from
powered lift to aerodynamic lift as the aircraft transitions from hover to wingborne
flight. Since no aerodynamic effects are considered in the translation reference model,
the vertical control force from Eq. (3.98) is directly transferred to the force actuators.
Regulation of aerodynamic lift (when available) occurs through the incremental pitch
angle command produced by the CA.With the exception of longitudinal force generation,
the pitch angle command is not used for any other purpose in the outer loop RM.

As stated earlier, the lateral force (Y R)C,R is generated completely through the bank
angle, however the longitudinal and vertical forces can be commanded directly. Conse-
quently, the reference forces vector commanded to the force actuators ( #»

F R)C,R→act ∈ R3

is expressed as

(
#»

F R
)

C,R→act
=


(XR)C,R→act

0
(ZR)C,R→act

 . (3.100)

The reference control forces to be produced directly by the effectors ( #»

F R)C,Ract ∈ R3 are
obtained after multiplication of the force vector output from Eq. (3.100) with the force
actuator matrix GF act

(
#»

F R
)

C,Ract
=


(XR)C,Ract

0
(ZR)C,Ract

 =

GF act
GXR→XRact

(s) 0 0
0 0 0
0 0 GZR→ZRact

(s)

 ·
(

#»

F R
)

C,R→act
,

(3.101)
where the transfer functions GXR→XRact

(s) and GZR→ZRact
(s) represent the second order

force actuators for the forward and vertical control forces respectively, which can be
exhibited in the Laplace domain as

GA (s) = ω2
A

s2 + 2 · ζA · ωA · s + ω2
A

. (3.102)

Likewise, the reference forces vector ( #»

F R)C,R→Φ ∈ R3 to be produced through the
attitude angles Φ ∈ R3 is specified as

(
#»

F R
)

C,R→Φ
=


(
XR

)
C,R→Θ(

Y R
)

C,R(
ZR

)
C,Ract

 with Φ =


Φ
Θ
Ψ

 . (3.103)
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As stated before that the vertical force (ZR)C,Ract ∈ R generation assumes direct lift
control for all flight phases in the translation RM, yet it is forwarded to the forces
commands intended to be produced through attitude angles ( #»

F R)C,R→Φ ∈ R3, since the
vertical force is essential for the computation of the attitude angle commands in the
moments emulation unit.

Reference Moments emulation
The bank angle command is produced in accordance with the relation presented in
Eq. (2.65)

Φcmd = arctan
[

(Y R)C,R · cos Θ
− (ZR)C,Ract

]
. (3.104)

In order to derive the expression for the pitch angle command pertaining to the genera-
tion of the longitudinal force, the equations equivalent to the first and third row of the
frame rotation for the specific forces denoted in the body-fixed to the control frame, as
provided by Eq. (2.62) are considered

(
XR

)
C

=
(
ZR

)
B

· cos Φ · sin Θ,(
ZR

)
C

=
(
ZR

)
B

· cos Φ · cos Θ,
(3.105)

with the conditions that direct control force cannot be produced along the body-fixed xB .
Remember that this pitch angle command is intended for movement along the negative
xC direction and the tilt thrust units are not used for this purpose. Subsequently, dividing
the two expressions from Eq. (3.105) and solving for the pitch angle results in

Θcmd = arctan


(
XR

)
C,R→Θ

(ZR)C,Ract

 . (3.106)

Bank and pitch angle commands are now available through Eqs. (3.104) and (3.106)
respectively, along with the heading rate command, which is mapped from the pilot
inceptor commands in the Command Transformation Unit. Using the feedback of the outer
loop reference states Φo,R ∈ R,

.
Φo,R ∈ R, Θo,R ∈ R,

.
Θo,R ∈ R,

.
Ψo,R ∈ R, the Euler attitude

angle accelerations are obtained

..
Φ = KD,Φ

[
KP,Φ · (Φcmd − Φo,R) −

.
Φo,R

]
,

..
Θ = KD,Θ

[
KP,Θ · (Θcmd − Θo,R) −

.
Θo,R

]
,

..
Ψ = K

P,
.

Ψ ·
( .
Ψcmd −

.
Ψo,R

)
,

(3.107)

where the gains KP,Φ ∈ R and KD,Φ ∈ R are the proportional and derivative gains
specifying the bank angle reference dynamics. Likewise, KP,Θ ∈ R and KD,Θ ∈ R
determine the pitch angle reference dynamics. The heading rate desired dynamics are
specified byK

P,
.

Ψ ∈ R. For the bank and pitch angle reference dynamics, the proportional
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and the derivatives gains are derived from the corner frequency ωdes and damping ratio
ζdes of their corresponding desired second order transfer characteristics

Gdes (s) = ω2
des

s2 + 2 · ζdes · ωdes · s + ω2
des

,

KP,des = ωdes

2 · ζdes

,

KD,des = 2 · ζdes · ωdes ,

(3.108)

whereas for the heading rate dynamics the K
P,

.
Ψ is equal to the corner frequency of a

first order transfer function.
The moments can be computed according to the angular momentum dynamics

described in Eq. (2.73). For that purpose, body angular acceleration (
.

#»ωOB
K )B

B need to
derived from the reference Euler angle accelerations. Consider the relation between
body angular rates and the Euler attitude rates

.
Φ ∈ R3 given by the strapdown equation

from Eq. (2.74)
.

Φ = M (Φ) ·
(

#»ωOB
K

)
B

. (3.109)

Here M(Φ) ∈ R3×3 represents the strapdown matrix (see Eq. (2.74)), which is the
function of the Euler angle vector Φ ∈ R3. Upon differentiation, the strapdown equation
yields

..
Φ =

.
M
(
Φ,

.
Φ
)

·
(

#»ωOB
K

)
B

+ M (Φ) ·
( .

#»ωOB
K

)B

B
. (3.110)

Inverting the final expression derived in Eq. (3.110) and employing reference states
from the translation RM yield the reference body angular acceleration commands( .

#»ωOB
K

)B

Bo,cmd

= M−1 (Φo,R) ·
[ ..
Φo,R −

.
M
(
Φo,R,

.
Φo,R

)
·
(

#»ωOB
K

)
Bo,R

]
. (3.111)

Ultimately, the reference control moments ( #  »

MR)B,R ∈ R3 are computed from the angular
momentum dynamics using the assumptions A.2.4–A.2.6 that were also employed in
the load factor computation

( #  »

MR)B,R =
(
IR

BB

)
·
( .

#»ωOB
K

)B

Bo,cmd

+
(

#»ωOB
K

)
Bo,R

× IR
BB ·

(
#»ωOB

K

)
Bo,R

. (3.112)

Analogous to the force actuators defined in Eq. (3.102), consideration of the actuator
dynamics is also made in the moment channels through second order elements

(
#  »

MR
)

B,Ract
=

GMact
GLR→LRact

(s) 0 0
0 GMR→MRact

(s) 0
0 0 GNR→NRact

(s)

 ·
(

#  »

MR
)

B,R
. (3.113)

The objective of incorporating the reference moments emulation for the translation reference
model is to anticipate the effect of themoment dynamics for force generation and account
for them in the feedforward pseudo controls. Similar results can also be achieved with
other alternatives like
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1. Inclusion of the moment emulation as additional effectors in the force channel.
The desired dynamics for the moment channels, as described by the second or-
der elements in Eq. (3.108), can be specified as additional effectors for the force
generation within the Eq. (3.101).

2. Hedging of the reference moment commands calculated in Eq. (3.112) by the
reference moments specified in the inner loop RM.

However, an explicit reference moments emulation is performed in the translation reference
model because it is not only employed to define reference trajectories for the INDI control
law but also used as a tool to validate the customer requirements at the initial stages of
the design phase. For that purpose, having a six degree of freedom desired behavior
representation through the translation reference model is more appropriate.

Reference equations of motion and states integration
Lastly, the reference forces ( #»

F R)C,Ract ∈ R3 and moments ( #  »

MR)B,Ract ∈ R3 are used in
the rigid body equations of motion to calculate the reference linear and body angular
accelerations respectively. The body rotational accelerations (

.
#»ωOB

K )B
Bo,R

∈ R3 are given
by ( .

#»ωOB
K

)B

Bo,R

=
(
IR

BB

)−1
·
[
( #  »

MR)B,Ract −
(

#»ωOB
K

)
Bo,R

× IR
BB ·

(
#»ωOB

K

)
Bo,R

]
, (3.114)

which are integrated to obtain the outer loop reference body angular rates ( #»ωOB
K )Bo,R

∈
R3. The outer loop reference Euler attitude rates

.
Φo,R ∈ R3 are computed through

the strapdown Eq. (2.74), which are further integrated to get the corresponding Euler
attitude angles Φo,R ∈ R3. The reference kinematic acceleration defined in the C-frame
(

.
#»

V R
K)EC

C ∈ R3 is yielded by( .
#»

V R
K

)EC

C,R
= 1

m
· ( #»

F R)C,Ract + MCO · ( #»g )O −
(

#»ωOC
K

)
Co,R

×
(

#»

V R
K

)E

C,R
, (3.115)

where the angular rate ( #»ωOC
K )Co,R

∈ R3 (Eq. (2.9)) uses the reference heading rate
.

Ψo,R ∈
R to specify the inter-axis coupling in the lateral and forward velocity channels of the
control frame. The reference trajectory of the velocity vector in the control frame is
yielded upon integration of the acceleration resulting from Eq. (3.115). The integrals
for all reference states are limited according to the absolute bounds of the states

ξo,R =



(
#»

V R
K

)E

C,max(
#»ωOB

K

)
B,max.

Φmax

Φmax

 ξ
o,R

=



(
#»

V R
K

)E

C,min(
#»ωOB

K

)
B,min.

Φmin

Φmin

 . (3.116)

Here ξo,R ∈ R12 and ξ
o,R

∈ R12 are the maximum and minimum values to which the
reference states in the outer loop RM are limited. The concept of linear phase plane
protections employed for limiting the reference external states was presented in the
section 3.1.2.1. In a similar manner, the bounds for the accelerations and rates are
specified based on the more conservative values of either the limit margins (Eqs. (3.27)
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and (3.28)) derived from the bounds of the corresponding lower order external states or
the absolute value of the observed variable as demonstrated in Eq. (3.29). Consequently,
the maximum limits of the pseudo controls in terms of translation accelerations and
reference external states are obtained

νo,R,max =
[

min
(( .

#»

V R
K

)EC

C,max
, CVK

·
[(

#»

V R
K

)E

C,max
−
(

#»

V R
K

)E

C,R

]) ]
,

ξo,R,max =



(
#»

V R
K

)E

C,max

min
(( .

#»ωOB
K

)B

B,max
, C .

ω ·
[(

#»ωOB
K

)
B,max

−
(

#»ωOB
K

)
Bo,R

])
(

#»ωOB
K

)
B,max

min
( .
Φmax, C .

Φ · [Φmax − Φo,R]
)

Φmax


,

(3.117)

and likewise the minimum limits are also computed

νo,R,min =
[

max
(( .

#»

V R
K

)EC

C,min
, CVK

·
[(

#»

V R
K

)E

C,min
−
(

#»

V R
K

)E

C,R

]) ]
,

ξo,R,min =



max
(( .

#»

V R
K

)EC

C,min
, CVK

·
[(

#»

V R
K

)E

C,min
−
(

#»

V R
K

)E

C,R

])
(

#»

V R
K

)E

C,min

max
(( .

#»ωOB
K

)B

B,min
, C .

ω ·
[(

#»ωOB
K

)
B,min

−
(

#»ωOB
K

)
Bo,R

])
(

#»ωOB
K

)
B,min

max
( .
Φmin, C .

Φ · [Φmin − Φo,R]
)

Φmin



.

(3.118)

Here the gain matrix CVK
∈ R3×3 contains the parameters that determine the rate at

which the velocities hit their absolute saturations ( #»

V R
K)E

C,max ∈ R3, ( #»

V R
K)E

C,min ∈ R3 by
varying the limits for the kinematic acceleration (

.
#»

V R
K)EC

C,max ∈ R3 based on the current
velocity limit margin ( #»

V R
K)E

C,min/max − ( #»

V R
K)E

C,R. Higher values of CVK
imply that the

reference velocities approach their bounds at a high rate, which can lead to a discontinuity
in the acceleration trajectory at the instant when the velocity hits its boundary. Fig. 3.16
demonstrates the difference in the behavior of the reference forward velocity upon
increasing the magnitude of the CVK

in calculation of the forward acceleration limits
according to Eqs. (3.117) and (3.118). As compared to the first plot, it can be observed in
the second plot that the reference velocity trajectory stops abruptly at the limit boundary.
Although, the velocity commands can be limited through command value limitation, the
linear phase plane based protections are employed to facilitate smooth desired trajectory
generation by the integrated RM since the absolute velocity limits ( #»

V R
K)E

C,max, ( #»

V R
K)E

C,min

vary over the flight envelope of the VTOL transition aircraft mentioned here.

126



Chapter 3: Integrated Nonlinear Reference Model for Vertical Take-Off and Landing
Transition Aircraft

Figure 3.16: Effect of CVK
on rate of convergence to boundary limits

Similarly, gain matrices C .
ω ∈ R3×3 and C .

Φ ∈ R3×3 are defined to compute limit
values for the body rotational acceleration and the Euler attitude rates respectively. It
must be noted that the limit values calculated in Eqs. (3.117) and (3.118) are only meant
to be used for the reference variables in the translation loop RM. Use of the rotation
channel limits calculated here do not comply with the reference variables of the inner
loop RM, since the commands to the rotation reference model is computed based on
sensor feedback to include effect of aerodynamic characteristics of the aircraft along
with the external disturbances that are encountered in a flight environment.

The limit values of the reference pseudo controls and external states in the translation
RM, computed in Eqs. (3.117) and (3.118), are collectively represented as νo,R,sat and
ξo,R,sat respectively, which is also illustrated in Fig. 3.15.

Hereby, the structure of the translation reference model is completed. Physically
motivated feedforward reference load factors along with the kinematic velocities are
transmitted to the INDI controller. For the generation of these reference signals, force
effector dynamics along with the dynamics involved in moment production are also
considered. The necessary Euler attitude angle commands required to achieve the
desired load factor commands are sent to the rotation reference model through the
control allocationmodule. Subsequently, the rotational RM generates desired trajectories
for the rotation acceleration, rates and Euler attitude angles, which is covered next.
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3.3.3.3 Rotation Reference Model

The reference model defining the desired rotational motion behavior of the VTOL
transition aircraft comprises of three main functions – sequential desired rotation rate
generation, rotational acceleration command calculation unit and the rotational reference plant
dynamics (shown in Fig. 3.17). As the nomenclature for each function implies, the
sequential rotation rate commandgeneration dealswith the computation of body angular
rate commands ( #»ωOB

K )B,cmd for hover and forward flight phases based on the inputs
derived from the translation channel. The body rate commands for all phases are
propagated further for calculation of the reference rotational acceleration command
(

.
#»ωOB

K )B
B,R, which are the rotational feedforward pseudo controls to the unified INDI

controller. Subsequently, emulation of the effector dynamics, rigid body rotational
EOM and computation of linear phase plane based limits for the reference states are
incorporated in the rotational reference plant dynamics.

Rotation Reference Model

Sequential 
Rotational

Rate command 
generation 

Rotational 
Acceleration 

command

Rotational 
Reference Plant

Dynamics

Figure 3.17: Rotation Reference Model

Sequential Desired Rotation Rate
As presented before, the virtual control inputs comprise of the bank and pitch angle
command calculated in the control allocation module based on the desired increment
in the load factors. Together with the heading rate command obtained from the pilot
inceptor commandmapping, these attitude angle commands are employed to determine
the desired body rotation rates. In a nutshell, the desired rotation rate specification
originates from the load factor demand, and hence the name sequential desired rotation
rate. The sequential body angular rate computation fulfills the load factor requirement,
which arises from the commanded maneuvers by the pilot as well as from the control
effort needed to mitigate any deviations from the translation reference trajectories in
presence of external disturbances.
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To begin with, the rates of the Euler angles are obtained using a proportional error
controller based on the reference angle values of the bank and pitch angle. Moreover, a
command filter for the heading angle rate is included to filter out any high frequency
content from the inceptor read out

.
Φ
.

Θ
.

Ψf


cmd

=


KΦ,R · (Φcmd − ΦR)
KΘ,R · (Θcmd − ΘR)

G .
Ψcmd

(s) ·
.

Ψcmd

 . (3.119)

The transfer function G .
Ψcmd

(s) denotes a first order transfer function having a structure
similar to the function described in Eq. (3.57) and

.
Ψfcmd ∈ R represents the filtered

heading rate command. The g ains KΦ,R ∈ R and KΘ,R ∈ R define the desired response
behavior to the Euler attitude angle commands. The calculation of the Euler attitude
rates remains consistent to the relations described in Eq. (3.119) over the full flight
envelope.

Following the calculation of the Euler angle rate commands, the body angular rate
commands are generated. Similar to the method followed in Eq. (2.91) pertaining
to the DRM kinematics and control, the hover phase body rotation rate commands
( #»ωOB

K )Bcmd,hvr
for the considered tilt-rotor aircraft configuration are also computed by

inversion of the Euler strapdown equation introduced in Eq. (2.74)
( #»ω OB

K )
Bcmd,hvr

pcmd

qcmd

rcmd


hvr

=


1 0 − sin Θ
0 cos Φ sin Φ · cos Θ
0 − sin Φ cos Φ · cos Θ

 ·


.
Φ
.

Θ
.

Ψf


cmd

. (3.120)

However, the calculation of body rotational rate commands for forward-velocity phases
( #»ωOB

K )Bcmd,fwd
are driven by the requirement of performing a steady-state coordinated

turn in addition to the relations emanating from the strapdown equation. The conditions
required to achieve a steady state coordinated turn are that( .

vG
K

)EB

B
= 0

(
fG

y

)
B

= 0 (3.121)

the lateral acceleration ( .
vG

K)EB
B ∈ R along with the lateral specific force denoted in the

body-fixed frame (fG
y )B ∈ R do not manifest during a turn maneuver. In addition to the

conditions listed in Eq. (3.121), the following constraints also apply
.
Φ = 0

.
Θ = 0. (3.122)

Applying the conditions from Eq. (3.121) to the lateral axis equation of motion in the
body-fixed frame( .

vG
K

)EB

B
=
(
fG

y

)
B

+ g · sin Φ · cos Θ − r ·
(
uG

K

)E

B
+ p ·

(
wG

K

)E

B
(3.123)

yields

0 = g · sin Φ · cos Θ − r ·
(
uG

K

)E

B
+ p ·

(
wG

K

)E

B
. (3.124)
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The resultant expression in Eq. (3.124) is simplified through the approximations

cos Θ ≈ 1(
wG

K

)E

B
≈ 0 (3.125)(

uG
K

)E

B
≈ |V |K

to obtain the trim yaw rate for a steady state bank angle Φ at a constant kinematic velocity
|V |K

rtrim = g
|V |K

· sin Φ. (3.126)

Proceeding from the constraint of constant pitch angle
.

Θ = 0 in Eq. (3.122) and the
approximation of small pitch angle cos Θ ≈ 1 from Eq. (3.125), the relation for yaw rate
from the inverse strap down equation (3.120) returns

r =
.

Ψ · cos Φ. (3.127)

Comparison of Eq. (3.128) with the yaw rate trim in Eq. (3.126) delivers
g

|V |K
· sin Φ =

.
Ψ · cos Φ. (3.128)

Accordingly, a bank angle command Φ .
Ψ,cmd

∈ R corresponding to the filtered heading
angle rate command from Eq. (3.119) is determined

Φ .
Ψ,cmd

= arctan
 |V |K,R ·

.
Ψfcmd

g

 , (3.129)

which is utilized to determine a yaw rate trim command rtrim,cmd ∈ R based on the
Eq. (3.126)

rtrim,cmd = g
|V |K,R

· sin Φ .
Ψ,cmd

(3.130)

Similarly, the equations pertaining to the bank and pitch rate in the inverse strapdown
equation (3.120) together with the constraints, and approximations from Eqs.(3.122),
and (3.125) respectively, yield the trim body rotational rate commands

ptrim,cmd = − g
|V |K,R

· tan Φ .
Ψ,cmd

· sin ΘR = −rtrim,cmd · sin ΘR

cos Φ .
Ψ,cmd

, (3.131)

qtrim,cmd = g
|V |K,R

· sin Φ .
Ψ,cmd

· tan Φ .
Ψ,cmd

= rtrim,cmd · tan Φ .
Ψ,cmd

,

which are further stated in terms of the yaw rate trim command to reduce the number
of floating point operations required in the computation of reference trajectories.

Another important reason for calculating the yaw rate command independent of the
strapdown formulation in the forward-velocity phase is to avoid allocation of the pitch
angle rate command

.
Θcmd to the yaw rate. Upon observation of the yaw rate relation in

Eq. (3.120)

rcmd = − sin ΦR ·
.

Θcmd + cos ΦR cos ΘR ·
.

Ψfcmd (3.132)
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it can be seen that at non-zero bank angles, the pitch angle rate command is mapped to
a yaw rate command with an opposite sign as compared to the trim yaw rate required
for a given bank angle in Eq. (3.130). This implies that during a constant turn maneuver,
a change in the pitch angle command will reflect as a yaw rate command through the
sine component of the bank angle. The magnitude of this component increases with
higher magnitude of bank angle. However, this is not the intention of the pitch angle
rate command generated from the pitch angle command specified in the VCI. In the
forward-velocity phases, the incremental pitch angle is primarily used to regulate the
aerodynamic lift. Allocation of this increment (usually positive in turn flights) through
the inverse strapdown mapping would lead to a negative yaw rate, which in turn leads
to an aerodynamic side-slip, thereby generating lateral body acceleration. Hence, the
yaw rate command for forward-velocity phases (Eq. (3.130)) is derived through the
conditions in Eqs. (3.121) and (3.122) that facilitate a coordinated turn.

Subsequently, the body rotation rate commands for the forwardflight phases, denoted
by ( #»ωOB

K )B,fwd ∈ R3, are constructed from two components. The first part originates
from the force demand in the translation motion. This demand is mapped to the rotation
rate commands (only roll and pitch rates) through the Euler rate commands by means
of the inverse strapdown equation (3.120)

[
pcmd

qcmd

]
=
[

1 0
0 cos ΦR

]
·
[ .

Φ
.

Θ

]
cmd

. (3.133)

Important to note that this component is only constituted by the bank and pitch at-
titude rate commands calculated from the angle commands defined by the VCI. The
second component of the rotation rate commands comprise of the trim rotation rate
commands, which are calculated from the bank angle command Φ .

Ψ,cmd
(Eq. (3.129))

using the filtered heading rate command. The trim rotation rate commands are pre-
sented in Eqs. (3.130) and (3.131). The yaw rate command is only composed of the
trim component. An additional element of the yaw rate required to provide robust
wind disturbance rejection will be specified later. Ultimately, the fusion of these two
components results in

( #»ω OB
K )

Bcmd,fwd

pcmd

qcmd

rcmd


fwd

=



1 0 sin ΘR

cos Φ .
Ψ,cmd

0 cos ΦR tan Φ .
Ψ,cmd

0 0 1


·



.
Φcmd

.
Θcmd

rtrim,cmd

 . (3.134)

Rotational Acceleration Command
Dependent on the flight phase of the aircraft, appropriate body rotation rate commands
among ( #»ωOB

K )Bcmd,hvr
or ( #»ωOB

K )Bcmd,fwd
are chosen to create the reference rotational ac-

celeration commands, which are the pseudo control inputs for the rotational motion
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control. The selection of the valid rotation rate commands is coupled with some factors
in the translation RM as well, therefore they are elaborated in a separate section later.
The final output of the body rate command selection unit is denoted as the ( #»ωOB

K )Bcmd
.

Based on the angular body rate command ( #»ωOB
K )Bcmd

∈ R3 and the feedback of the
reference body rate ( #»ωOB

K )B,R ∈ R3, the reference rotational acceleration is obtained

U = K .
ω ·
[(

#»ωOB
K

)
Bcmd

−
(

#»ωOB
K

)
B,R

]
,

( .
#»ωOB

K

)B

B,R
=



U , if
( .

#»ωOB
K

)B

B,min
≤ U ≤

( .
#»ωOB

K

)B

B,max
,( .

#»ωOB
K

)B

B,min
, if U <

( .
#»ωOB

K

)B

B,min
,( .

#»ωOB
K

)B

B,max
, if U >

( .
#»ωOB

K

)B

B,max
,

(3.135)

where K .
ω ∈ R3×3 represents a diagonal gain matrix comprising of the proportional

gains for each rotational axis. Inverse of each proportional gain defines the amplitude-
independent time interval within which the reference body rate reaches 63% of the step
command. The maximum and minimum magnitudes of the rotational accelerations
(

.
#»ωOB

K )B
B,max ∈ R3, (

.
#»ωOB

K )B
B,min ∈ R3 are computed in the same manner as described in

Eqs. (3.117) and (3.118) for the translation RM. The limit magnitude computations for
the inner loop RM are performed in the rotational reference plant dynamics.

The resultant angular accelerations from Eq. (3.135) act as the feedforward to the
INDI controller as well as inputs to the rotational plant dynamics presented next.

Rotational Reference Plant Dynamics
The rotational reference plant dynamics incorporate the actuator dynamics emulation in
order to define a physical build-up of the rotational acceleration. Moreover, the nonlinear
kinematics describing the relation between the body rate accelerations and the Euler
attitude accelerations are also included in the reference plant.

The reference control rotational accelerations (
.

#»ωOB
K )B

B,Ract ∈ R3, imitating the acceler-
ations to be generated by the control effectors in real aircraft are specified through the
multiplication of the resultant rotational acceleration from Eq. (3.135) with the actuator
matrix G .

ωact

( .
#»ωOB

K

)B

B,Ract
=

G .
ωact

G .
ωx,R→ .

ωx,Ract
(s) 0 0

0 G .
ωy,R→ .

ωy,Ract
(s) 0

0 0 G .
ωz,R→ .

ωz,Ract
(s)

 ·
( .

#»ωOB
K

)B

B,R
. (3.136)

Here transfer functions G .
ωx,R→ .

ωx,Ract
(s), G .

ωy,R→ .
ωy,Ract

(s) and G .
ωz,R→ .

ωz,Ract
(s) denote the

second order rotational acceleration actuators having a structure like the actuator dy-
namics described in Eq. (3.102). The output of the Eq. (3.136) (

.
#»ωOB

K )B
B,Ract ∈ R3 is the

reference control rotational acceleration compensated for the effector dynamics, which
is further employed for the nonlinear attitude kinematics calculation.
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The next step is the calculation of the Euler attitude acceleration from the reference
control rotational acceleration (

.
#»ωOB

K )B
B,Ract ∈ R3 using the strapdown equation derivative

from Eq. (3.110)

..
ΦR =

.
M
(
ΦR,

.
ΦR

)
·
(

#»ωOB
K

)
B,R

+ M (ΦR) ·
( .

#»ωOB
K

)B

B,Ract
, (3.137)

where
..
ΦR ∈ R3 denote the reference Euler attitude acceleration, M(ΦR) ∈ R3×3 is the

Euler strapdown matrix constructed from the reference Euler attitude angles of the
rotational RM and

.
M(ΦR,

.
ΦR) ∈ R3×3 is the derivative of the Euler strapdown matrix of

the attitude kinematics described in Eq. (2.74)

.
M =


0

.
ΘR·sin ΦR+

.
ΦR·cos ΦR·cos ΘR·sin ΘR

(cos ΘR)2

.
ΘR·cos ΦR−

.
ΦR·cos ΘR·sin ΦR·sin ΘR

(cos ΘR)2

0 −
.
ΦR · sin ΦR −

.
ΦR · cos ΦR

0
.
ΦR·cos ΦR·cos ΘR+

.
ΘR·sin ΦR·sin ΘR

(cos ΘR)2 −
.
ΦR·cos ΘR·sin ΦR−

.
ΘR·cos ΦR·sin ΘR

(cos ΘR)2

 . (3.138)

Subsequently, the reference trajectories for the body angular rates ( #»ωOB
K )B,R ∈ R3 are

generated by integration of the rotational accelerations (
.

#»ωOB
K )B

B,Ract ∈ R3. Furthermore,
the Euler angles ΦR and their rates

.
ΦR are obtained upon integrations of the Euler angle

accelerations provided by Eq. (3.137). Although, the body rotational rates and Euler
angle rates lie at the same dynamic level, both the vectors are included in the reference
external states to facilitate freedom of designing the rotational error controller in the
INDI. The error rotational accelerations can then be estimated based on the errors in
either the body angular rates or the Euler angle rates. However, if Euler angle rates are
employed for this purpose, the nonlinearities in the attitude kinematics must be taken
in account.

Analogous to the reference external states in the translation RM, the integrals for all
reference states in the inner loop reference model are limited as well, according to the
absolute bounds of the states

ξi,R =


(

#»ωOB
K

)
B,max.

Φmax

Φmax

 ξ
i,R

=


(

#»ωOB
K

)
B,min.

Φmin

Φmin

 , (3.139)

where ξi,R ∈ R9 and ξ
i,R

∈ R9 are the maximum and minimum values to which the
reference states in the rotational (inner loop) RM are limited. In this case as well, the
concept of linear phase plane protections is employed for limiting the reference external
states. The bounds for the rotational accelerations and rates are derived based from
either the limit margins of the corresponding lower order external states or the absolute
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value of the observed variable, whichever is more conservative
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(3.140)
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(3.141)

Here the gainmatricesC .
ω ∈ R3×3 andC .

Φ ∈ R3×3 are utilized to compute limit values for
the body rotational acceleration and the Euler attitude rates respectively. The saturation
limits calculated in Eqs. (3.140) and (3.141) are specifically intended to be used for
limiting the reference variables in the rotation loop RM only.

Hereby, the full structure of the rotation reference model specifying the reference
trajectories and feedforward for the variables defining the angular motion of the aircraft
is presented. A sequential technique of producing rotation rate commands from the
Euler attitude angle commands, which are derived from the desired load factor demand,
for all flight phases of the VTOL transition aircraft is presented. The Euler attitude angle
commands serve as virtual control inputs for the translation motion in the unified INDI
control strategy. Therefore, the proposed rotation rate command calculation mecha-
nism in tandem with the aircraft physics-oriented rotation reference model delivers the
realization of the contribution C.2.2 Sequential desired rotation rate calculation in a
unified control structure for this thesis.

In addition to the completion of the rotation referencemodel description, the presenta-
tion for the core element of the modular integrated reference model is also accomplished.
As stated explicitly before, the core unit of the reference model architecture enables a
uniform interface definition to the HMI related functions on one side and to the flight
control function on the other side over the complete flight envelope of the considered
tilt-rotor VTOL transition aircraft. Reference Model core framework comprising of the
Translation and the Rotation reference models are the elements pertinent to the contribu-
tion C.2.3 Reference Model core design to facilitate use of same set of variables for the
whole flight envelope of this dissertation. Additionally, the RM core structure proposed
here is sufficiently modular for generating the reference state trajectories specific to any
UAM related aircraft configuration with minor parametric changes.
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3.3.3.4 Explicit Wind Disturbance Rejection Definition

Wind disturbance rejection response behavior is explicitly defined for all flight phases
through this reference model framework. In hover flight, wind is countered by tilting the
powered-lift vector through attitude angles against it except in case of head wind, where
the tilt thrust units are tilted forward to produce thrust in the positive body-fixed xB axis.
The cross-winds are resisted by banking the vertical powered lift against the incoming
direction of the wind flow. Likewise, tail winds are counteracted by pitching up, thereby
balancing out the wind disturbance through the sine component of the powered lift. The
aforementioned mechanism describes the actions taken to reject wind disturbance from
any direction in hover flight. These counter measures are facilitated by the deviation of
the reference states from the corresponding plant states in presence of the wind. The
disturbance due to wind flow excites the control error which is incorporated to the
desired pseudo control through the error controller described in section 3.2.2.2.

The behavior specification in presence of wind during hover flight is defined through
the magnitude of the reference translation states namely velocities. For example, in a
stationary hover state the magnitude of reference C-frame lateral velocity (vR

K)E
C,R is zero.

Upon action of a wind flow along the yC axis of aircraft, the aircraft build up a positive
acceleration and hence a positive (vR

K)E
C velocity, although the corresponding reference

state is defined to be zero. Consequently, the tracking error yields an incremental desired
lateral pseudo control

(
nR

y

)
C,des

= Cev ·
(
0 − (vR

K)E
C

)
+

≜0

(
nR

y

)
C,R

,

∆
(
nR

y

)
C,des

=
(
nR

y

)
C,des

−
(
n̂R

y

)
C

,

(3.142)

where (n̂R
y )C ∈ R is estimated from the body fixed acceleration measurements provided

by the Inertial Measurement Unit (IMU) and the reference lateral load factor in the
control frame (n̂R

y )C,R ∈ R is zero in the stationary hover state being considered for this
explanation. The incremental desired lateral pseudo control ∆(nR

y )C,des ∈ R is used by
the control allocation to generate an incremental negative bank angle command ∆Φcmd

ultimately used to create the bank angle command for the rotation reference model.
Subsequently, a negative bank angle is then built up in order to mitigate the positive
kinematic velocity generated by the wind disturbance. Similarly, tail winds lead to a
positive forward kinematic velocity (uR

K)E
C , which yields corrective negative desired load

factor denoted in the control frame (nR
x )C,des. Negative load factors in the xC axis are

produced through positive pitch angles, thereby reducing the forward velocity to zero.
In the forward-velocity phases, it is desirable to minimize the aerodynamic side-slip

angle βA for increased efficiency when flying through a cross-wind field. Nevertheless,
measurement of the aerodynamic side-slip angle is not available. As an alternative, at
small angles the approximation

(ny)B = q · S · CY β · βA

m · g (3.143)
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relating the lateral load factor in the body-fixed frame (nR
y )B ∈ R to the aerodynamic

side-slip angle βA ∈ R is used. Here q ∈ R represents the dynamic pressure, S ∈ R is the
surface area and CY β ∈ R denotes the dimensionless constant describing the gradient of
the lateral force in the body-fixed frame over the aerodynamic side-slip angle. Based on
the expression in Eq. (3.143), the body lateral load factor is minimized to create the same
effect as that of reducing the side-slip angle, rather than the explicitly minimizing the
aerodynamic side-slip angle. A pictorial representation of the difference in cross-wind
disturbance rejection behavior between hover and forward flight is demonstrated by the
Fig. 3.18.

The estimation of the lateral body load factor (n̂R
y )B ∈ R is further added to the yaw

rate trim command from Eq. (3.130), thereby generating the yaw rate command

rcmd = g
|V |K,R

· sin Φ .
Ψ,cmd

+ Kny ·
(
n̂R

y

)
B

, (3.144)

where Kny ∈ R is a negative gain on the load factor feedback. The yaw rate command in
Eq. (3.144) is finally used in the rotation rate commands vector for the forward-velocity
phases in Eq. (3.134). Consequently, the yaw rate command not only enables the trim
component for a steady state coordinated term but also facilitates minimization of the
body lateral load factor in presence of cross-wind during forward flight. It is important
to emphasize that the C-frame lateral velocity is implicitly defined through the yaw rate
required to achieve zero lateral body load factor. Therefore, it is essential that the lateral
velocity command in forward-velocity flight phases (vG

K)E
C,fwd as computed through

Eq. (3.74) in the Commands Transformationmodule estimates the true kinematic lateral
velocity (vG

K)E
C . If these two velocities are not equal, the desired lateral load factor in

the control frame would additionally comprise of an error component computed by the
stabilizing error controller in the forward-velocity phases(

nR
y

)
C,des

= Cev ·
(
(vG

K)E
C,fwd,R − (vG

K)E
C

)
+
(
nR

y

)
C,R

(3.145)

leading to bank angle command, which would fight against the desired lateral velocity
indirectly specified through the body lateral load factor feedback. More strategies to
avoid this scenario are also presented in the upcoming sections.

Hover flight phase : Forward velocity flight phases :

Figure 3.18: Cross-wind disturbance rejection for all flight phases
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As already stated in the section 3.3.2, a thrust level of the tilt thrust units is com-
manded in the forward-velocity phases. Therefore, the airspeed stays constant in pres-
ence of headwind, although the ground speed reduces at a constant thrust level setting.
Similarly, the airspeed stays constant in case tailwinds, thereby providing robustness
against stall.

Overall, the definition of the desired behavior in presence of wind during hover flight
specified by the reference model is to retain zero kinematic velocities. Furthermore, this
behavior definition is incorporated in the control strategy through the kinematic velocity
tracking errors, which form a component of the desired load factors. The desired load
factors are achieved by tilting the powered lift through attitude angles. In the forward-
velocity flight phases, the cross-wind disturbance rejection behavior is explicitly defined
by employing a feedback of lateral body load factor for the generation of the yaw rate
command. Susceptibility against stall due to tail wind is prevented by commanding
the thrust level of the tilt rotors instead of ground speed. This section along with the
thrust level command concepts described in the Commands Transformation section 3.3.2
provide the functionality pertaining to the contribution C.2.4 Definition of an explicit
wind disturbance rejection behavior over the complete flight envelope within the
Reference Model core design of this work.

3.3.4 Compliance Enforcement between Reference Variables

In the RM modules discussed so far, reference trajectories are computed to accommo-
date changing relative degrees for lift generation along with varying pilot inceptor
interpretation for maintaining an intuitive aircraft response in every flight phase. The
Command Transformation module generates three unique sets of control variables for
hover, transition and wingborne phases as given in Eq. (3.70) based on the pilot inceptor
commands. The Translation RM in the reference model core generates reference load
factors as well as reference kinematic velocity trajectories for the full flight envelope. The
reference variables pertaining to the translation motion must conform with the intended
behavior in each flight phase. For example, the lateral velocity (vR

K)E
C must not be con-

trolled explicitly in the forward-velocity phases, however it is constrained through the
minimization of the body lateral load factor. Therefore, in the forward-velocity phases
the reference lateral velocity (vR

K)E
C,R must be equal to the real velocity such that the

velocity tracking error is not allocated to a bank angle like in the hover phase. Moreover,
the Rotation RM generates different body angular rate commands for hover and forward
flight. All these flight phase dependent variables generated by different reference model
components must be merged in a manner that they conform with each other, thereby
producing a consistent reference behavior at every point in the flight envelope.

3.3.4.1 Kinematic Velocity Commands Blending

The variables that govern the selection of reference variables in order to enforce com-
pliance among them are specified in the Blending Kinematics module. This module is
encompassed within the Command Transformation Unit (see Fig. 3.13) of the integrated
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reference model. As the name implies, the Blending Kinematicsmodule is responsible for
the generation of the blending variables, which facilitate blending between same set of
reference variables but belonging to different flight phases.

The first matter in blending of reference variables pertains to the conformity of
kinematic velocity commands in different flight phases. In the Commands Transformation
– forward velocity phases (shown by Fig. 3.9), a set of control variables comprising of
the kinematic velocities in the control frame was constructed for the forward-velocity
phases as given in Eq. (3.74). The absolute kinematic velocity command |V |K,cmd used
for obtaining the velocity command vector in Eq. (3.74) was either generated through
the thrust level command Eq. (3.85) or directly mapped from the Stick Lookup function.
Selection of the source of absolute kinematic velocity command is made on the basis of
thrust_active_flg, which is determined by the System Automation functionality through
consideration of pilot stick position, state feedback and control input commands for
the main LTUs produced by the INDI controller [200, 201]. Although, the origin of
absolute velocity command changes based on the activation flag, in the end one final
command value is used in the forward-velocity phases to compute the control-frame
velocity command vector ( #»

V R
K)E

C,fwd.
While the velocity command vector for forward-velocity flight phases is available

through Eq. (3.74), its counterpart for the hover flight can be directly obtained through a
stick lookup function based on the spring-centered deflections of all inceptors as inputs,
like the stick to command variable conversion defined by Eq. (3.71)

(
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V R
K

)E

C,hvr
=



(
uR

K

)E

C(
vR

K

)E

C(
wR

K

)E

C


hvr

. (3.146)

In order to generate relevant kinematic velocity commands for the Reference Model
Core, the hover and forward-velocity phase set of command vectors from Eq. (3.146)
and (3.74) respectively, are merged using a blending parameter, which is constructed
from a combination of two sigmoid functions, each having a structure defined by

σ (kσ, |V |K , |V |K,mean) = 1
1 + e−kσ ·(|V |K−|V |K,mean) (3.147)

where σ ∈ R is the value of the sigmoid function that lies in [0, 1] based on the absolute
kinematic velocity |V |K ∈ R, kσ ∈ R determines the rise rate of the sigmoid curve and
|V |K,mean represents the mean value of the absolute kinematic velocity, which specifies
the magnitude by which the sigmoid curve is offset from the origin.

As mentioned earlier, the blending parameter λvel,cmd ∈ R is built up from two
sigmoid functions having the structure like the function presented in Eq. (3.147). The
first sigmoid function describes the variation of the blending parameter during transition
from hover to wingborne, whereas the second function relays the magnitude of the
blending variable during re-transition from wingborne to hover

λvel,cmd =

σfwd (kσ, |V |K , |V |K,m,fwd) , for transition
σbck (kσ, |V |K , |V |K,m,bck) , for re-transition

(3.148)
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Here the magnitude of the mean velocity parameter for the first function |V |K,m,fwd is
defined higher than the function for re-transition |V |K,m,bck, which results in a hysteresis
blending behavior as shown in Fig. 3.19.

Figure 3.19: Blending parameter hysteresis over absolute kinematic velocity

Employing the λvel,cmd variable, the two velocity command vectors from the Com-
mands Transformation – forward velocity phases and the Stick Lookup Hover Phase are blended
together in the Commands Blending, thereby providing the C-frame kinematic velocity
command to the RM core. Figure 3.20 illustrates the signal flow among the different
components of the Command Transformation Unit. Mathematically, the blending of the
velocity commands can be represented as

(
#»

V R
K

)E

C,cmd
=


λ ·
(
uR

K

)E

C,fwd
+ (1 − λ) ·

(
uR

K

)E

C,hvr

λ ·
(
vR

K

)E

C,fwd
+ (1 − λ) ·

(
vR

K

)E

C,hvr

λ ·
(
wR

K

)E

C,fwd
+ (1 − λ) ·

(
wR

K

)E

C,hvr


cmd

, (3.149)

where the blending parameter λvel,cmd is denoted by λ for ease of reading. It is clear from
Eq. (3.149) that the RM core velocity command ( #»

V R
K)E

C,cmd comprise of the transformed
velocity command vector ( #»

V R
K)E

C,fwd from Eq. (3.74) when the blending parameter λ has
a value of 1 while at a magnitude of 0, the velocity commands transmitted to the RM
core contain only the hover velocity command vector from Eq. (3.146). The blending
parameters are encompassed within the bl_kin, which is the output of the Blending
Kinematics function illustrated in the Fig. 3.20.

The hysteresis blending behavior is chosen to facilitate forward-velocity phase com-
mands over larger range during the re-transition to the hover phase. In doing so, the
pilot can change the course angle of the aircraft through the left-right deflection of the
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Command Transformation Unit

Control Variable 
Blending

Blend 
Kinematics

Stick Lookup –
Hover phase

Commands 
Transformation 

– forward 
velocity phases

Figure 3.20: Command Transformation unit

Climb stick leading to a bank-to-turn maneuver at a lower forward kinematic velocity
corresponding to the λbck represented by the blue line in the blending hysteresis plot
from Fig. 3.19. This approach allows the pilot to continue operating with the same
stick interpretation as for the wingborne flight. On the other hand, if the inceptor inter-
pretation is changed to that of the hover phase in accordance with the red line (λfwd)
during re-transition, the pilot has to use the left-right deflection of the Throttle stick
in tandem with the left-right deflection of the Climb stick to maintain/change course
using the lateral velocity command in the C-frame (vR

K)E
C,cmd and heading angle rate

.
Ψcmd respectively. This problem is not perceived during transition to wingborne because
the acceleration due to tilt thrust units is higher as compared to the deceleration during
re-transition, which only occurs on account of the aircraft body drag. Moreover, inad-
vertent pilot commands due to mode confusion are also avoided by offsetting the transit
back to hover inceptor interpretation to lower kinematic velocities. It is also ensured
that there is no jump from one blend curve to another during the blending phase. The
curve exchange occurs only after the aircraft reaches wingborne phase after transition
or hover phase after re-transition.

Ideally, the forward-velocity phase must be defined as the flight with velocity higher
than the minimum control speed VMCA. However, the VTOL transition configuration
from section 3.2.1 is not limited by a minimum speed criteria since the availability of
tilt thrust units implies that roll/yaw control can be performed by a combination of
differential tilt position and thrust in all phases of the flight envelope. Therefore, the
choice of mean velocity parameters for the calculation of the blending parameter in
Eq. (3.148) is driven by pilot’s perception.
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3.3.4.2 Reference Rotation Rate Commands Blending

As specified in the description of the Rotation RM, two sets of rotation rate commands
are computed for hover and forward-velocity flight phases in Eqs. (3.120) and (3.134)
respectively. While in the hover phase, the body rotation rate commands are produced
simply through inversion of the Euler strapdown equations, in forward-velocity phases
the body angular rate commands are derived by addition of trim compensation rates
with the body rotation rates calculated from the Euler angle rates generated to fulfill the
desired load factor commands of the translation channel. In addition to the given parts,
the feedback of body lateral load factor is also considered in the computation of yaw
rate command rcmd as shown in Eq. (3.144).

Consider the lateral rigid body translation equation (2.61) of motion denoted in the
control frame ( .

vR
K

)EC

C
=
(
fR

y

)
C

−
(
uR

K

)E

C
·

.
Ψ, (3.150)

which on substituting the Euler strapdown relation from Eq. (2.74) for
.

Ψ provides
( .
vR

K

)EC

C
=
(
fR

y

)
C

−
(
uR

K

)E

C
·
(

sin Φ
cos Θ · qK + cos Φ

cos Θ · rK

)
. (3.151)

Remember that the yaw rate command is built up from the feedback of the side body-
fixed load factor. Hence, given that the yaw rate tracking behavior is good, the desired
value of the lateral kinematic velocity is implicitly governed by the lateral body load factor
in the forward-velocity phases, additionally also accounting for the wind disturbance
rejection. Hence, the command mapping performed in Eq. (3.74)(

vR
K

)E

C,cmd
= cos γK,cmd · sin ε · |V |K,cmd (3.152)

is simply a pseudo-estimation of the real velocity using simplified trigonometric relations
using the climb angle command γK,cmd ∈ R from Eq. (3.75) and the horizontal kinematic
side slip angle ε ∈ R computed as the difference between the predicted kinematic course
angle χK,pred ∈ R (integration of predicted kinematic course angle rate from Eq. (3.78))
and the measured heading angle Ψ̂ ∈ R

ε = χK,pred − Ψ̂. (3.153)

Since the lateral velocity (vR
K)E

C is not explicitly controlled in the forward-velocity phases,
the objective of the mapping in Eq. (3.152) is to match the commanded lateral velocity
value to the real magnitude as close as possible in order to avoid conflict with the implicit
generation of the lateral velocity due to yaw rate command in cross-wind disturbances.
It is clear that this simplified trigonometric mapping would be violated under high wind
and wind gradient conditions since the C-frame lateral velocity builds up according to
the rigid body dynamics indicated by Eq. (3.151). Methods to overcome such situations
are covered in the next subsection.

Meanwhile, through themechanismof the desired yaw rate computation (Eq. (3.144))
and its impact on the lateral kinematic velocity in Eq. (3.151), it becomes evident that the
rotation rate and velocity commands corresponding to the forward-velocity phases must
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be activated/blended simultaneously such that the reference translation and rotation
channel states conform with each other. Therefore, the rotation rate commands for
the hover and forward-velocity phases from Eqs. (3.120) and (3.134) respectively, are
blended in the Sequential Desired Rotation Rate unit of the Rotation RM using the velocity
command blend parameter λvel,cmd denoted as λ in the following

(
#»ωOB

K

)
B,cmd

=


λ · pcmd,fwd + (1 − λ) · pcmd,hvr

λ · qcmd,fwd + (1 − λ) · qcmd,hvr

λ · rcmd,fwd + (1 − λ) · rcmd,hvr


cmd

. (3.154)

Additionally, the effect of the body lateral load factor in the generation of the yaw rate
command is also weighed according to the blend parameter λvel,cmd

rcmd = g
|V |K,R

· sin Φ .
Ψ,cmd

+ λvel,cmd · Kny ·
(
n̂R

y

)
B

(3.155)

in order to have a smooth transition to and from forward-velocity phases during high
cross-wind situations.

3.3.4.3 Reference Gains Blending and Flight Phase dependent Slaving

For the considered aircraft configuration, the source of lift and moment generation
changes from propulsion units to aerodynamic control surfaces when transitioning from
hover to wingborne flight or vice-versa in re-transition. Naturally, the transformation of
the flying configuration impacts the controllability of the aircraft, since the dynamics
of the control effectors corresponding to each phase differ substantially. Therefore, the
reference dynamics must also be modified to account for the in-flight re-configuration
such that a physically-feasible desired behavior can be defined for the full flight envelope.

Flight phase dependent adaptation of the desired behavior is performed by blending
the reference error controller gains for the translation as well as the rotation RM. The
reference velocity error gain matrix KV,R introduced in Eq. (3.95)

KV,R =


KuC,R 0 0

0 KvC,R 0
0 0 KwC,R

 (3.156)

contains proportional gains for forward, lateral and vertical velocities in the C-frame
given by KuC,R ∈ R, KvC,R ∈ R and KwC,R ∈ R respectively. The gains are altered
according to the the velocity command blend parameter λvel,cmd and thewingborne blend
parameter λwb,active. The wingborne blend parameter is determined through a sigmoid
function (similar to the function described in Eq. (3.147)), whose magnitude changes
from 0 to 1 when the wingborne state active flag’s status becomes true. The wingborne
state active flag is generated by the System Automation functionality as described in [203].
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Subsequently, the reference velocity error gains are defined contingent upon the
blending parameters λvel,cmd and λwb,active

KuC,R = λvel,cmd · KuC,R,fwd + (1 − λvel,cmd) · KuC,R,hvr

KvC,R = λvel,cmd · KvC,R,fwd + (1 − λvel,cmd) · KvC,R,hvr (3.157)
KwC,R = λwb,active · KwC,R,wb+

(1 − λwb,active) · [λvel,cmd · KwC,R,tr + (1 − λvel,cmd) · KwC,R,hvr] .

The forward velocity gain KuC,R,hvr ∈ R specifies the desired dynamics for the reference
trajectory of the velocity along the xC direction (uR

K)E
C,R in hover flight. Thereafter,

the corresponding reference dynamics in the forward-velocity phases are specified
through KuC,R,fwd ∈ R. Although, the physical control variable in the forward-velocity
phases changes from absolute kinematic velocity during transition to tilt rotor thrust
in wingborne flight, the desired behavior can still be specified in terms of the C-frame
velocity owing to the CV conversions performed in the Commands Transformation unit.

Likewise, the reference gains for the lateral velocity in hover and forward-velocity
phases are specified by KvC,R,hvr ∈ R and KvC,R,fwd ∈ R respectively. As stated earlier,
the lateral kinematic velocity (vR

K)E
C,R is not explicitly controlled in the forward-velocity

phases, but implicitly governed by the minimization of lateral body load factor through
the yaw rate (Eq. (3.151)).

Unlike the reference gains for the horizontal plane velocities where only one gain
was defined in the forward-velocity phases for each channel, separate gains in each of
the hover, transition and wingborne phases are specified for the kinematic velocity along
the vertical zC axis (wR

K)E
C . The reference error gain KwC,R,tr ∈ R for the transition phase

is defined considering the variable dynamics of the effectors involved in the mixed lift
generation. Although, direct lift generation by the LTUs is possible, it is not advisable
to perform dynamic maneuvers in the vertical channel to avoid slip stream effects and
high aerodynamic moments imposed by the flapping motion of the propellers while
operating in the transition phase. Consequently, significantly higher time constant
is specified for the vertical velocity which implies slow reference dynamics for the
highly nonlinear transition phase. Contrarily, faster dynamics in the vertical channel are
established through KwC,R,hvr ∈ R and KwC,R,wb ∈ R for the hover andwingborne phases
respectively. Since the vertical specific force demand is regulated through the pitch
channel in the wingborne flight, the pitch angle reference gain KΘ,R, used to compute
the pitch angle rate command in the Eq. (3.119), is also blended to a higher value taking
into account the reference dynamics of the vertical velocity specified by the gain KwC,R,wb.

An important point to consider is that these proportional reference error gains only
define the amplitude independent rise time for a given velocity command. The complete
reference dynamics are obtained through a combined effect of the reference error gains
along with the reference actuator emulation as given in Eq. (3.102).

Flight Phase dependent Reference Variable Slaving
Figures 3.21 and 3.22 indicate that the kinematic mapping used for velocity transforma-
tion in Eq. (3.74) does not hold under the impact of high wind and high wind gradient
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in the forward-velocity phases. High gradient change in wind direction is simulated
by performing a constant turn rate maneuver corresponding to a maximum side-wards
positive deflection of the Climb stick at maximum forward thrust level in a constant
unidirectional wind field. Figure 3.21 corroborates the variation in the ground speed
during the turn maneuver and the corresponding bank angle for a coordinated turn.

As described earlier, the lateral velocity command mapped from the kinematic
velocity command in the forward-velocity phases according to Eq. (3.74) is meant
to emulate the real lateral velocity generated as a result of the minimization of the
body lateral load factor. Figure 3.22 elaborates the lateral velocity command estimation
for a constant turn flight in wingborne phase at different magnitudes of a wind field.
This maneuver makes the aircraft experience high wind gradients since the direction
of the simulated wind field is kept constant while the aircraft performs a constant
turn rate maneuver. It is observed from the plots that the error between the lateral
velocity command (vR

K)E
C,fwd and the true lateral velocity (vR

K)E
C increases with the wind

magnitude. In this case, the reference trajectory for the lateral velocity (vR
K)E

C,R generated
by the translation RM will follow the erroneously defined lateral velocity command,
which is not desired.

Figure 3.21: Kinematic Velocity and bank angle tracking during turn flight in a constant wind
field
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Figure 3.22: Lateral Velocity command response and tracking error during turn flight in a
constant wind field

The increasing deviation of the lateral velocity command from the true velocity with
increasing wind magnitudes proves that the kinematic simplifications employed for
the velocity command mapping (Eq. (3.74)) in the Commands Transformation unit are
violated in high wind gradient flight conditions. It was stated before that the true lateral
velocity is implicitly controlled through minimization of the body lateral load factor. As
the mapped lateral velocity command moves farther away from the real velocity, this
deviation leads to generation of a reference lateral load factor (nR

y )C,R which is allocated
to a bank angle command. This bank angle command acts against the lateral velocity
generated to minimize body lateral load factor. One way to mitigate the allocation of
the lateral velocity error to the bank angle is to specify the reference gain for the lateral
velocity in the forward-velocity phases KvC,R,fwd as zero. Therefore, the reference gain
KvC,R blends to zero as the aircraft accelerates to higher kinematic velocities.

However, if the proportional error gain KvC,R,fwd is specified to be zero, the reference
velocity trajectory (vR

K)E
C,R would stay at its last reference state value before the gain

KvC,R is completely blended to zero. This is not acceptable since the error between the
reference velocity and the true velocity is transmitted to the reference pseudo control
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(ny)C,R ∈ R for construction of the desired pseudo control (ny)C,des ∈ R

(ny)C,des = (ny)C,R + Ke,v ·
((

vR
K

)E

C,R
−
(
vR

K

)E

C

)
, (3.158)

where (vR
K)E

C ∈ R is the lateral velocity denoted in the control frame estimated through
the sensor measurements. It is important to note that although full state measurement
feedback is available, the variables used in the controller feedback architecture are still
called estimated variables since the sensor measurements are processed to filter out
any noise in the Estimationmodule. Equation (3.158) exhibits that the lateral velocity
error forms a part of the desired lateral load factor in the control frame. Therefore, if the
reference lateral velocity differs from the real velocity in the forward-velocity phases,
a non-zero velocity error will be transformed to a incremental bank angle command
through the CA. As it was explained before, this is not intended because the desired
lateral velocity is implicitly specified through the constraint of body lateral load factor
minimization (Eq. (3.155)) in the forward-velocity flight regimes.

Consequently, the requirement for the reference lateral kinematic velocity (vR
K)E

C,R

being equal to the real velocity in the forward-velocity flight phases originates. This
equivalence requirement is fulfilled by slaving the reference variable to the estimated
velocity. The reference velocity state-integrator in the Translation RM is reset to the
magnitude of the real velocity when the blending parameter λvel,cmd reaches 1 during
acceleration to the transition phase as demonstrated by the velocity blending parameter
plot in Fig. 3.30. This ensures that the error term in Eq. (3.158) does not produce
any impact on the generation of the desired pseudo control (ny)C,des, hence only the
reference pseudo control (ny)C,R is commanded to the control allocation. Emanating
from Eq. (3.97), the ( .

vR
K)EC

C,cmd used for the production of the reference pseudo control
(ny)C,R also vanishes since the reference proportional error gain KvC,R is defined to be
zero in the forward-velocity phases, thereby yielding(

nR
y

)
C,R

= 1
g

[(
uR

K

)E

C,R
·

.
Ψcmd

]
. (3.159)

Ultimately, the bank angle generation is only driven by the desired incremental pseudo
control containing the commanded heading rate and is not affected by the error in the
command estimation of the C-frame lateral velocity(
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−
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y
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C

.
(3.160)

Here (n̂R
y )C ∈ R is estimated from the body fixed acceleration measurements provided

by the IMU. Thus, by slaving the reference model kinematic velocity state (vR
K)E

C,R to the
estimated velocity (vR

K)E
C from sensormeasurements, not only the bank-to-turn constraint

is enforced in the forward-velocity phases, the cross-wind disturbance rejection strategy
is also decoupled from the roll channel. Cross-winds are only dealt by turning the nose
towards the direction of the wind by making use of the lateral body load factor feedback
in the yaw rate command specification for the forward-velocity flight phases.
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Therewith, the compliance enforcement among different reference variables to pro-
duce a consistent desired behavior specification through the integrated reference model
is accomplished. Blending of flight-phase specific kinematic velocity commands, rota-
tion rate commands and reference gains along with reference states slaving is employed
to obtain conformity between all channels of the reference dynamics for each phase
of the VTOL transition configuration. The proposed strategies in this section relate to
the contribution C.2.5 Approaches to enforce compliance between different reference
variables of this dissertation.

3.4 Verification

This section presents the verification results for the integrated reference model used in
tandem with the INDI controller framework for the VTOL transition aircraft configura-
tion presented in the section 3.2.1. Simulation verification results are exhibited first, and
further the results from the flight test experiment are also provided.

3.4.1 Simulation Results

In order to verify the proposed strategies in this chapter, simulations are performed
separately for the control variables corresponding to each motion axis in every flight
phase of the full envelope. Later aircraft response is also demonstrated for coupled
maneuver commands in more than one motion axes.

Figure 3.23: Forward velocity tracking in hover flight phase
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Figure 3.24: Lateral velocity tracking in hover flight phase

Firstly, single axis maneuvers in the hover flight phase are commanded. Figure 3.23
illustrates doublet maneuvers for the forward velocity in the C-frame (uG

K)E
C . It is ob-

served in the plots that positive velocity is generated by rotating the tilt LTUs in the
forward direction and negative velocity in the xC axis is produced by tilting the powered
lift through the pitch angle. Moreover, braking while moving with a positive velocity
is also attained using the pitch angle in order to maintain similar transient response
during acceleration and deceleration.

Contrary to the forward velocity, the lateral velocity in the control frame can only be
produced by tilting the powered lift through the bank angle for hover flight. Figure 3.24
demonstrates the aircraft response to lateral velocity doublet commands. It can be seen
that the difference in the rotational rates of the left ω̂L and right tilt LTUs ω̂R facilitates
generation of the roll moment, which further results in the bank angle. Consequently,
the lateral velocity builds up. The tilt angles of the LTUs stay close to zero. Minimal
deviations in the tilt angles are commanded to counteract any disturbances or inter-axis
coupling effects in the yaw channel.

The vertical velocity in hover flight can only be produced through the powered lift
majorly from the main LTUs. The two plots on the left side of the Fig. 3.25 present the
aircraft response to vertical velocity commands in the C-frame. It can be observed that
for command values of ±1 m/s the transient tracking follows the reference trajectory
better as compared to the transient tracking for higher command values of ±3 m/s. The
reason for the deterioration in tracking response is associated with the rate saturations
in the dynamics of the main LTUs. Especially, the rate saturation during deceleration
of the propeller rotational speed is higher as compared to the increase in the propeller
rotational speed because there is no active braking and the braking of the propeller
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Figure 3.25: Vertical velocity and Heading angle rate tracking in hover flight phase

rotational speed only occurs through the aerodynamic drag of the propellers. The
mismatch in reference tracking for higher magnitudes of positive and negative vertical
velocity commands is attributed to the fact that direction dependent saturations are not
specified in the reference vertical force actuator dynamics described by Eq. (3.101).

Additionally, the plots on the right side of the Fig. 3.25 demonstrate the aircraft
response to the heading rate commands. The demand in the yaw angular rate cor-
responding to the reference heading rate trajectories is allocated to the left and right
deflection angles δ̂L and δ̂R of the tilt LTUs. It can be seen that the higher bandwidth of
the heading rate response is achievable owing to the large moment arm with respect to
the tilt LTUs.

In order to assess the effect of inter-axis couplings in the aircraft response, a MIL
simulation test with commands specified for all the control variables within the hover
phase is performed. Figure 3.26 illustrates the response to velocity commands in the
control frame along with the tracking of the Euler attitude (Φ, Θ) and heading rate
(

.
Ψ) commands. Clearly, the reference trajectory tracking for all command variables
is adequate. Although minor, the inter-axis coupling between the vertical and the
longitudinal channel is visible through the vertical velocity response at time stamps of
15, 40 and 70 seconds. As deceleration along the xC axis is commanded, a corresponding
pitch angle is generated to tilt the powered lift in the negative xC direction in order
to fulfill the demand in the negative longitudinal specific force, thereby tracking the
reference velocity set-point. The tilting of the powered lift implies that the main LTUs
need to produce more thrust in order to maintain the altitude. However, the pitch
angle builds up faster through the feedforward path before a disturbance in the vertical
channel is sensed, which is then counteracted through the feedback loop. Although, the
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Figure 3.26: Coupled velocity and heading angle rate maneuvers in hover flight phase

effect of this coupling is incorporated through the moments emulation in the translation
reference model, yet the true pitch angle command computed through the feedback of
the pitch angle is also affected by the sensor dynamics and transport delays in the closed
loop system. These dirt effects add to the coupling effect between the two axes and
result in the minor deviations from vertical velocity reference trajectory as illustrated by
the plot in Fig. 3.26.

Doublets for forward and lateral velocities in the control frame are commanded
between the time intervals 30 and 50 seconds for the simulation test demonstrated in
the Fig. 3.26. Accordingly, reference pitch and bank angle trajectories are specified
dependent on the VCIs. It can be observed that the desired trajectories of the velocities
and angles are followed without significant deterioration when compared to the aircraft
response in single-axis maneuvers from Figs. 3.23 and 3.24.

Moreover, the inter-axis coupling between the longitudinal and lateral translation
channel originating due to the heading rate (Eq. (2.60)) is also examined. A doublet
in heading rate is commanded at the time instance of 50 second in the simulation run.
Shortly after the heading rate is commanded, a forward velocity command is given. It
can be seen from the bank angle response that as the forward velocity starts building
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up while the heading rate remains at the commanded set-point, a reference bank angle
is specified to facilitate a bank-to-turn maneuver. Importantly, the reference and true
lateral velocity in the C-frame are not affected by the inter-axis coupling during the
simultaneous forward velocity and heading rate maneuvers.

Figure 3.27: Forward velocity commands and tracking in Transition/re-transition

Aircraft response to longitudinal velocity/traction thrust command along with corre-
sponding effector trajectories during a straight transition to wingborne flight is exhibited
in the Fig. 3.27. The highlighted region in the forward velocity tracking plot shows the
instant of change in interpretation of the pilot command from velocity to traction thrust
as the aircraft accelerates beyond 12 m/s. Further, as the aircraft accelerates beyond the
aerodynamic stall speed, the main motor state changes from SHUTTING DOWN to OFF
implying that the aircraft is then in wingborne phase. This is also corroborated by the
RPMs of the main LTUs. In order to produce forward acceleration, the tilt LTUs not only
increase their rotational speeds, but their deflection angles are also pointed forward,
where they ultimately align with the body-fixed xB axis. Important to observe that
during the entire transition procedure, the integrated reference model produces a contin-
uous, smooth and intuitively correct desired forward velocity trajectory independent of
the flight phase and the changing pilot inceptor command interpretation. When the pilot
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moves the thrust inceptor to the neutral position in the spring-centered region at 105
seconds intending to command a velocity of 0 m/s and initiate a re-transition to hover
phase, the main LTUs are not immediately powered on. However, the pilot command
is overwritten to a lower inceptor deflection value in the spring-free region in order to
reduce the airspeed to a safe value where the main propellers can start rotating without
bringing about any structural damage to the aircraft. Once the safe airspeed is reached
the main LTUs move to the TURNING ON state and the tilt LTUs are commanded to
zero position, further decelerating the forward velocity. More details on the functions of
the System Automationmodule, such as the calculation of the main motor state and the
overwriting of the pilot inceptor command are described in [200].

Figure 3.28: Vertical channel tracking in wingborne flight

Bi-directional steps along with doublets in the vertical velocity are simulated dur-
ing wingborne flight. Figure 3.28 shows the reference tracking of the vertical velocity
(wG

K)E
C and the tracking response of the reference pitch rate qR generated from pitch rate

command for the forward-velocity phases derived in Eq. (3.134). Results demonstrate
precise tracking of high bandwidth reference trajectories of pitch rate and vertical velocity
in transient as well as steady-state phases. Similar test cases were performed for turning
flight in the wingborne phase. Figure 3.29 illustrates the reference bank angle trajectory
computed from the heading rate command, as in Eq. (3.129), to perform a steady state
coordinated turn. Additionally, reference body angular rates pR, qR and rR were also
defined, which incorporate the trim commands derived in Eqs. (3.130) and (3.131). The
computed reference angular rates satisfy the constraints of a coordinated turn given in
Eqs. (3.121) and (3.122). Accurate tracking of the reference trajectories in this simulation
test case results from the tilt control surface deflections δ̂L and δ̂R, which act as ailerons
during flight in the wingborne phase.
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Figure 3.29: Lateral channel tracking in wingborne flight

An important feature of the proposed reference model structure is the explicit spec-
ification of the wind disturbance behavior especially in cross-wind flight situations.
It was explained in the section 3.3.3.4 that the cross wind is countered in hover flight
phase by tilting the powered lift through a bank angle. This bank angle is produced
as a consequence of the error between the reference lateral velocity (specified as zero
in this case) and the non-zero real lateral velocity caused by the external disturbance.
On the other hand, cross wind is dealt with by turning the aircraft nose in the direction
of the wind by employing the body lateral load factor feedback in order to bring this
load factor to zero. Simultaneously, it must be ensured that the mapped lateral velocity
command in Eq. (3.74) is equal to the true lateral velocity to avoid any conflict with the
desired behavior resulting from the lateral load factor feedback. In order to illustrate
that the intended aircraft behavior is followed, simulation test is performed for transition
to wingborne from hover flight phase. The test case is performed with the aircraft flying
to the north i.e. with a heading of 0◦. The simulated wind disturbance had a magnitude
of 6 m/s blowing towards east i.e. heading of 90◦.
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Figure 3.30: Transition to wingborne flight phase in a cross-wind field

Figure 3.30 demonstrates the transition to wingborne in the cross-wind field having
the parameters specified before. As soon as the wind field simulation is initiated, a
negative bank angle is built up in order to counteract the disturbance. The bank angle
stays constant until the aircraft starts accelerating, and the C-frame lateral velocity
command (vG

K)E
C,cmd to the RM core stays at zero. When the aircraft accelerates beyond 8

m/s, the velocity blend parameter λvel,cmd employed to blend the velocity commands in
Eq. (3.149) goes to 1. Synchronously, the bank angle starts starts reducing to zero and the
cross-wind rejection is thereafter performed by turning the aircraft nose into the direction
of the wind. It can also be observed that the magnitude of the lateral velocity kinematic
command (vG

K)E
C,cmd, computed in the Commands Transformation module according to

Eq. (3.152), converges to the wind velocity magnitude. The convergence only occurs
due to this specific simulation case where the wind velocity has been simulated at a
right angle to the direction of the aircraft velocity. Another important observation is
that the course angle does not show a high variation during the acceleration phase even
though track hold function is not active.
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Aircraft response in high wind gradient conditions in the wingborne phase has
already been covered in the section 3.3.4.3. By synchronously blending the reference
gains for lateral velocity and slaving the reference velocity state to the true velocity, it was
ensured that any inadvertent bank angle incremental command is not generated to coun-
teract the cross-wind in forward speed flight phases, and only the yaw rate command is
employed to minimize the body lateral load factor in cross-wind conditions. Herewith,
the Model-in-the-Loop (MIL) verification of the integrated reference model has been
accomplished. In the next section, the reference variable tracking in an experimental
flight test comprising of an automated flight mission is displayed to substantiate the
feasibility of the proposed algorithms in real application.

3.4.2 Experimental Results

Automated flight test of the aircraft configuration described in the section 3.2.1 was
performed using the INDI control algorithm along with the integrated reference model
proposed in this work. A planned trajectory, illustrated by the Fig. 3.31, was flown during

Figure 3.31: Flight path visualization during automated mission
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the flight test mission. In order to follow the planned trajectory, a guidance module
generated the control frame lateral velocity, course angle rate along with the height rate
commands to the integrated reference model. The forward channel velocity command
set point is specified in the definition of the flight mission, and is interpreted as forward
velocity in the control frame, absolute kinematic velocity or thrust command based on
the flight phase of the aircraft according to the description given in the section 3.3.2.
Important to note that if the flight mission definition specifies a velocity of beyond 12
m/s, it is interpreted as a thrust level command equivalent of the maximum endurance
thrust level δT,e (Fig. 3.8), only in the case of the automated mission. The weather
conditions during the time of the flight test indicated a wind velocity of 7 kts in the
south-west direction at an altitude of 160 ft above ground level. The flight mission
initiates with a vertical take-off maneuver represented by the vertical velocity maneuver
from 20 to 60 s demonstrated by the vertical velocity tracking plot in the Fig. 3.32. After
the vertical maneuver is accomplished, the transition to wingborne flight commenced.
The plot of the forward velocity tracking in the C-frame shows the reference and true

Figure 3.32: Reference velocity and attitude angle tracking in automated flight mission
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forward velocity during the flight mission. It can be observed that the kinematic speed
varies between 20-27 m/s depending on the relative heading of the aircraft with respect
to the wind flow. The course angle rate tracking in order to follow the planned flight
trajectory during the flight mission is attained through the bank angle. For this purpose,
the reference bank angle is calculated according to Eq. (3.129), which is demonstrated
in the bank angle tracking plot of the Fig. 3.32.

In the wingborne flight, the vertical channel is regulated through the pitch channel.
Pitch angle command derived through the virtual control inputs is employed to compute
the reference pitch angle trajectory which is illustrated by the pitch angle tracking
plot. Moreover, during the re-transition to hover phase, the pitch angle is also used to
decelerate as shown by the pitch angle plot between the time stamps 300-350 seconds.
Finally, the mission ends with the vertical landing maneuver as demonstrated by the
positive C-frame vertical velocity maneuver between the timestamps 350-400 seconds
in the vertical velocity tracking plot of the Fig. 3.32. The lateral and vertical position
deviation from the desired trajectory in the wingborne phase is demonstrated by the
Fig. 3.33. It can be observed that there is a steady state positive deviation error in the
vertical channel, which is explained by the fact that there is no integral error controller
employed on the vertical channel position. Although the mean of the vertical deviation
stays at 1.24 meters, the standard deviation is only 0.272 meters. The mean and standard
deviation of the lateral position deviation is 0.133 meters and 0.998 meters respectively.

Figure 3.33: Lateral and vertical position deviation in automated flight mission
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Hence, the verification of the proposed integrated reference model architecture work-
ing in tandemwith the INDI controller is accomplished through theMIL simulations and
flight test experiments. Upcoming section summarizes the important aspects covered in
this chapter.

3.5 Summary

This chapter described the framework of a modular, aircraft configuration-independent
reference model for vertical take-off and landing transition aircraft. The reference model
structure proposed here enabled the application of a unified INDI control strategy over
the complete flight envelope of a transition aircraft, thereby preventing the necessity
of switching between flight phase specific controllers. Three sets of control variables
pertaining to each of the three flight phases of the VTOL transition aircraft – hover,
transition and wingborne were specified. The choice of these control variable sets was
governed by the following constraints.

1. Firstly, the control variable set for each phase must match the conventional CV
choice for single phase configurations such as multicopters or fixed-wing aircraft.
Furthermore, the control variable to pilot inceptor mapping should be performed
in a manner that the aircraft response to pilot commands remains consistent over
the complete envelope.

2. The chosen control variable sets should have a direct kinematic relation to one CV
set, which acts as the input interface for the RM core module.

3. Lastly, the control variable choices should lead to a uniform set of reference pseudo
controls as well as reference external states for the purpose of maintaining a unified
interface to the INDI controller.

The mapping of the pilot inceptor commands to the chosen control variable sets was
performed in the Command Transformation module of the RM based on current flight
phase. Moreover, the transformation of the mapped control variable sets to the reference
model core’s input interfaces was also carried out in this unit.

Structure of the Reference Model core, which is the flight phase agnostic unit of the
integrated RM, was also elaborated. It comprises of the translation (outer loop) and
rotation (inner loop) referencemodels. TranslationRMspecifies the reference trajectories
for load factors and kinematic velocities denoted in the control frame. Composition of
the forward-lateral inter-axis coupling term along with moments emulation and pseudo
force-moment actuators in the reference plant dynamics form a part of the translation
reference model. The rotation RM comprises of the sequential rotation rate command
generation based on the desired load factors from the translation channels. Explicit cross-
wind disturbance rejection is provided by using the body-lateral load factor feedback
for the yaw rate command generation in high dynamic pressure regime. Moreover,
nonlinear attitude kinematics are also considered in generation of the reference body
rotational acceleration, rates and Euler attitude angle trajectories.
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Techniques such as flight phase dependent blending of control variables, reference
gains and rotation rate commands were applied to maintain conformity among the
reference variables. Additionally, feedback of true course angle is employed to establish
accurate mappings between the control variable sets specifically for flight in high wind
gradient conditions. Slaving of the reference states to the true plant states was also
employed to enforce consistency between all reference trajectories.

The effectiveness of the developed RM along with the INDI controller is verified
through model-in-the-loop simulations and flight test experiments. The modularity of
the proposed RM framework is evident through its application by other researchers in
their works [204–206].
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Chapter 4

Jerk-Level Physical Reference Model

This chapter introduces the designmethodology for a jerk-level referencemodel
that generates reference trajectories for a controller based on a continuous exten-
sion of the incremental nonlinear dynamic inversion. The proposed reference
model design assimilates the influence of the identifiable disturbances like
the state dependent damping effects as a part of a design plant. Essentially,
the design plant incorporates aircraft parameters known with some level of
confidence. Nonlinear dynamic inversion of the design plant is employed to
produce an aircraft model based feedforward to the extended INDI framework.
This technique differs from the classical NDI approach in which a systemmodel
is inverted to generate control effector commands. Contrarily, in the presented
approach the model knowledge is only employed to compute the feedforward
signal, which is dynamically one derivative level higher than the relative degree
of the controlled system. The overall control scheme integrates the advantages
of feedback linearization based on the design plant in the feedforward channel
while conserving the robustness properties of the extended incremental ap-
proach in the feedback architecture. Besides the inclusion of the physical plant
parameters, the jerk-level physical reference model framework incorporates
effects of noise-reduction/estimation filters, input/output channel dynamics
and high order effector dynamics to produce an appropriate feedforward and
reference trajectories not only in terms of aircraft physics but the control system
architecture as well.

The advantage of having an effective feedforward strategy is simply stated in the fact
that it is independent of the feedback loop design. The feedback architecture is driven
by a set-point tracking error, hence a control algorithm based solely on feedback reacts
only after the error builds up. However, a feedforward can anticipate and facilitate the
required proactive control action even before the tracking error emanates. Simply put,
the feedforward channel can act before the feedback controller has a chance to react
in many cases. This brings out the motivation for generating an effective feedforward
derived through model knowledge embedded in the reference model. Important to note
that the purpose of the proposed feedforward architecture is not intended to counteract
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against disturbances induced by external environment. This is even causally infeasible.
However, the feedforward strategy targets to preemptively account for the physical
effects of the controlled system, which manifest as a result of a motion command. One
of the examples of such an effect is a system state induced damping which is commonly
referred to as the "A-part" of any linear time invariant system [90].

In accordance with the description in section 3.1.1 and an elaborate literature re-
view, it has been established that the INDI control strategy lowers the dependency on
an explicit aircraft model for inversion in comparison to nonlinear dynamic inversion.
The INDI technique employs inversion of a linearized control effectiveness matrix as
shown in Eq. (3.20). The state dependency ("A-part") is neglected owing to the as-
sumptions A.3.4, A.3.5 of high controller refresh rate and instantaneously fast actuators
respectively. Consideration of these assumptions additionally renders the linearization
error trivial. However, actuators used for practical applications are not instantaneously
fast. An extension to the INDI strategy was proposed in [86], which is derived by invert-
ing the direct time derivative of the nonlinear system. This inversion leads to a control
input derivative computation law. The computation of the control input increment from
its derivative allows for the consideration of the effector dynamics.

Besides, the state reliant dynamics of the linearized system were also omitted in
the derivation of the extended INDI law. The state induced damping terms are non-
trivial for systems like fixed-wing aircraft comprising of slow actuators and relatively
high controller sampling time (order of 10−2 s). Resulting from the omission of these
dynamics, tracking errors accumulate over the integrator chain of the feedback linearized
system, even if the plant is perfectly known and there are no external disturbances.
Therefore, by neglecting the state dependent term, any leverage to be gained by the
known plant dynamics is completely abandoned. Commonly, the neglected terms are
treated through a stabilizing error controller employing proportional tracking error
feedback [51, 66, 82, 88].

This chapter proposes to include the effect of these identifiable disturbances–state
dependent damping terms in the feedforward from the jerk-level reference model. In
the integrated reference model from Chapter 3, the reference plant dynamics are con-
structed using the rigid-body equations of motion only. Therefore, only the kinematic
nonlinearities are considered in the reference model design. Moreover, the calculated
feedforward pseudo controls are simply high-pass filtered elements of the control vari-
ables, which subsequently leads to a preemptive command of the control effector in
the correct direction. However, the control effector command due to the feedforward
component vanishes with the reference pseudo control, similar to the illustration in
Fig. 3.4, because the state variant component is not accounted for explicitly. Contrarily,
the jerk-level reference model structure introduced here employs feedback linearization
of any known model dynamics to generate a feedforward, which is one derivative level
higher than the relative degree of the system. The reference model assimilates additional
system knowledge as a part of a design plant. These model parameters are not used in
the control strategy’s feedback architecture.
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Some of the important aspects covered in the scope of the jerk-level physical reference
model include

1 Feedforward pseudo control derivative generation, which accounts for the "A-
part" omitted in the derivation of the extended INDI control law. The goal of using
this model information is to reduce the impact of the neglected terms by means
of the feedforward. Although, the feedforward can never absolutely compensate
for the approximations made for the control law derivation, it can certainly be
effective in producing a proactive control input command before the feedback
controller kicks in.

2 In the continuous extension of the INDI, effector dynamics were accounted for
in the control law. However, consideration of higher than first order actuator
dynamics required use of a non-causal filter and hence the second order actua-
tors were also approximated as first order elements [86]. The residual higher
order components of the effector dynamics are incorporated in the higher order
reference model.

3 Thirdly, measurement/estimation filter effects are also integrated in the refer-
ence model design to facilitate a phase conformity between the external reference
and plant states. Inclusion of these effects delivers the advantage of faster distur-
bance rejection, since relatively high feedback gains can be used without inducing
oscillations in the system due to phase mismatch.

4 Similarly, influence of input/output channel dynamics in terms of pure time delays
is incorporated in the jerk-level reference model with the aim of maintaining phase
match between the reference and plant variables.

Initial results pertaining to the jerk-level referencemodel were presented by the author in
[90]. This chapter extracts the features of the already published work and further builds
up the jerk-level RM architecture by including the aspects mentioned in points 2, 3 and 4
above. In the upcoming sections, a synopsis of the extended INDI control approach for
a group of nonlinear systems is presented. Thereafter, the rationale to utilize a model
based feedforward pseudo control derivative is described along with the mechanism for
the generation of the feedforward command in the jerk level reference model.

4.1 Extended Incremental Nonlinear Dynamic Inver-
sion

For deriving the control law based on the continuous extension of INDI, a generic
nonlinear system like the one defined in Eq. (3.1) is considered

.
x (t) = f (x (t) , u (t)) ,

y (t) = h(x (t)),
(4.1)

where x (t) = [x1(t), x2(t), . . . , xnx(t)] ∈ Rnx denotes the states of the system, u (t) =
[u1(t), u2(t), . . . , unu(t)] ∈ Rnu represents the control input, y (t) = [y1(t), y2(t),. . . , yny(t)]
∈ Rny presents the system output, fnx×1 : Dx,u → Rnx represents the plant dynamics
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and the function hny×1 : Dx → Rny signifies the output dynamics of the given system.
Henceforth, the dependence of the states, control inputs and system outputs on time is
not shown for better readability.

Through the nonlinear state transformation z = Φ(x) described in section 3.1.1, the
general nonlinear input non-affine system in Eq. (4.1) yields theMIMO normal form as
illustrated in Eq. (3.10). Subsequently, the terms corresponding to the ri-th derivative
of each output channel are collected from the normal form in Eq. (3.10), resulting in a
new transformed system

νi = Fi (x, u) =
.
ξi

ri
= (ri)

yi where i = 1, 2, . . . , ny (4.2)
ν = F (x, u) ,

where ν (t) ∈ Rny represents the pseudo controls of the system and the vector field F :
Dx,u → Rny denotes the transformed system dynamics. TheMIMO transformation of the
nonlinear system in (4.1) to the pseudo control dynamics from Eq. (4.2) is demonstrated
in Fig. 3.1.

Control input commands required to achieve a desired set of pseudo controls can be
calculated by solving the transformed system in Eq. (4.2). Nonetheless, it might not be
possible to directly solve the pseudo control dynamics function F if it is not affine in the
control input u. Even if the system is control input -affine, an assumed system model
would be used for the inversion, which makes the control strategy susceptible to model
uncertainties. Additionally, a direct solution for the transformed system in Eq. (4.2) is
not feasible in case the system comprises of redundant control effectors.

In order to overcome the mentioned restrictions, the INDI control strategy has been
applied in many applications [56, 57, 59, 88]. The incremental control law is derived by
the inversion of a linearized system obtained from Taylor’s expansion of the transformed
system as in Eq. (3.16). The state dependent dynamics of the linear system are neglected
in the incremental control law’s derivation. Furthermore, the incrlemental approach
replaces the requirement of model information availability (state dependent dynamics)
with state derivative feedback. In [86], a continuous extension of the INDI control law
was proposed that not only retains the advantages of the incremental approach but also
incorporates effector dynamics within the control law.

In contrast to deriving the control law by linearization of the transformed system
from Eq. (4.2) as in the normal INDI, the extended incremental control law is derived
by performing an exact time differentiation of the system

.
ν =

Aν(x)

∂F

∂x
· .
x +

Bν(x,u)

∂F

∂u
· .
u,

.
ν =

.
νx

Aν (x) · .
x +

.
νu

Bν (x, u) · .
u ,

(4.3)
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where Aν ∈ Rny×nx and Bν ∈ Rny×nu are the Jacobian matrices with respect to the states
x and controls u. Dependencies of the Jacobian matrices are omitted hereafter for better
readability. The impact of pseudo control rate produced due to state derivative .

νx ∈ Rny

is neglected as compared to the effect of pseudo control derivative due to control input
derivative .

νu ∈ Rny owing to the assumptions A.3.4, A.3.5 of small controller sampling
time (order of 10−2s) and instantaneously fast actuators respectively similar to the
procedure in the normal INDI control law derivation from section 3.1.1. The state
dependent term is neglected for the extended INDI control law derivation, however
it is accounted in the stability analysis of the closed loop system. Subsequently, the
approximate system dynamics

.
ν = Bν · .

u (4.4)

are employed to derive the inversion control law
.
ucmd = B−1

ν · .
νu,cmd , (4.5)

where .
νu,cmd ∈ Rny denotes the pseudo control derivative command generated by the

controller, .
ucmd ∈ Rnu represents the control input rate command and B−1

ν specifies a
generalized inverse of the control effectiveness matrix Bν . Control allocation techniques
such as the ones defined in [168, 169, 189, 190] can directly be used for the allocation of
the pseudo control derivative command to the control effector rate commands. However,
the interface from the FCC to the actuator input is commonly defined at the level
of absolute effector position rather than its derivative. Computation of the control
input commands from the derivative command specified by the control law in Eq. (4.5)
whilst accounting for the effector dynamics is presented next. The calculation for the
first and second order actuator dynamics is covered here since the actuators used in
practical applications are commonly estimated through first or second order transfer
characteristics [27, 51, 156] when operating in nominal ranges. Important to note that
nonlinear elements of real actuators like absolute and rate saturations are not considered
in the following computations.

Control input command for effectors with first order actuators
A first order actuator GA having a natural frequency ωA ∈ R can be represented in the
Laplace domain as

GA (s) = ωA

s + ωA

. (4.6)

The relation between the control input command and the achieved control input is
shown by

u (s) = ωA

s + ωA

· ucmd (s) . (4.7)

By taking the transfer function to the other side( s
ωA

+ 1
)

· u (s) = ucmd (s) (4.8)
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the relation between the command increment and the absolute command is specified in
Laplace domain

s · u (s) =

KA

ωA ·
∆ucmd(s)

(ucmd (s) − u (s)) , (4.9)

which delivers the following expression in the time domain

.
u = KA · ∆ucmd. (4.10)

Given a control input rate command .
ucmd generated through the extended INDI control

law in Eq. (4.5), the incremental effector command is generated by inversion of the
relation from Eq. (4.10)

∆ucmd = K−1
A · .

ucmd. (4.11)

Additionally, it is also possible to combine the effector dynamics consideration from
Eq. (4.11) with the control allocation technique employed to invert the effectiveness
matrix Bν for all control inputs of a MIMO system

∆ucmd = (Bν · KA)−1 · .
νu,cmd, (4.12)

such that the effector position and rate protections in the allocation algorithm [190] are
not violated by post multiplication of the inverse bandwidth matrix K−1

A later in the
chain.

Figure 4.1a illustrates the control input command ucmd generation employing the
first order effector dynamics consideration along with the feedback of the control input.
In this scenario, the transfer characteristics from an incremental command ∆ucmd to the
corresponding actuator output u , denoted as G∆ucmd→u , are given by

G∆ucmd→u (s) = GA

1 − GA

= KA

s (4.13)

Hence, the combined characteristics from control input rate command to the actuator
stateG .

ucmd→u are rendered as an integrator by combining the first order effector dynamics
consideration K−1

A with the transfer function in Eq. (4.13)

G .
ucmd→u (s) = K−1

A · G∆ucmd→u (s) = 1
s , (4.14)

under the assumption
A.4.1 The natural frequency of the first order actuator is perfectly known.

Following the assumption A.4.1 and the relation in Eq. (4.14) straightforwardly yields

G .
ucmd→ .

u (s) = s · G .
ucmd→u (s) = 1. (4.15)
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First order effector 
dynamics consideration

CA
+

+

(a) First-order effector dynamics consideration

Second order effector 
dynamics consideration

CA
+

+

(b) Second-order effector dynamics consideration

Figure 4.1: Effector Dynamics consideration in the continuous extension of INDI

Control input command for effectors with second order actuators
In case of a second order actuator GA having a damping ratio ζA ∈ R and natural
frequency ωA ∈ R

GA (s) = ω2
A

s2 + 2 · ζA · ωA + ω2
A

, (4.16)

the effector position is determined by

u (s) = ω2
A

s2 + 2 · ζA · ωA · s + ω2
A

· ucmd (s) . (4.17)

Similar to the first order case, the transfer dynamics are moved to the LHS(
s2 + 2 · ζA · ωA · s

ω2
A

+ 1
)

· u (s) = ucmd (s) , (4.18)

and the terms from the transfer element are expanded

(
s + 2 · ζA · ωA

ω2
A

)
· s · u (s) =

∆ucmd(s)

(ucmd (s) − u (s)) , (4.19)

s · u (s) =
(

ω2
A

s + 2 · ζA · ωA

)
· ∆ucmd (s) , (4.20)

where the RHS is multiplied and divided by 2 · ζA to deliver the relation between the
incremental control input command ∆ucmd and the rate of a second order actuator .

u

.
u =

Ru(s)(
2 · ζA · ωA

s + 2 · ζA · ωA

)
·

KA(
ωA

2 · ζA

)
·∆ucmd (4.21)

Employing a control input rate command .
ucmd generated by allocation of the related

pseudo control rate command .
νu,cmd , the effector increment command is produced by

inversion of the expression derived in Eq. (4.21)

∆ucmd = K−1
A · R−1

u (s) · .
ucmd,

G .
ucmd→∆ucmd

(s) = K−1
A · R−1

u (s) ,
(4.22)
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which is depicted in Fig. 4.1b as well. Consider the transfer function G∆ucmd→u from
effector increment command ∆ucmd to the effector state u for the second order case

G∆ucmd→u (s) = GA

1 − GA

=

Ru(s)(
2 · ζA · ωA

s + 2 · ζA · ωA

)
·

KA(
ωA

2 · ζA

)
·1s . (4.23)

Clearly, the combined transfer characteristics from Eq. (4.22) and Eq. (4.23) deliver an
integral relation between the effector rate command to the effector state

G .
ucmd→u (s) = G .

ucmd→∆ucmd
(s) · G∆ucmd→u (s) = 1

s , (4.24)

given that the following assumption is valid.
A.4.2 The natural frequency and the damping ratio of the second order actuator is

perfectly known.

Moreover, to obtain the integral transfer characteristic mentioned in Eq. (4.24), the
inverse of the transfer function Ru(s) needs to be computed in the transfer function
G .

ucmd→∆ucmd
(s) as given in Eq. (4.22). This implies that the effector dynamics considera-

tion involves calculation of a derivative because of the presence of the complex variable s
in the numerator of R−1

u (s), which makes it non-causal. One option is to approximate the
time derivative through discrete methods, which is possible in a practical application as
the the control algorithm is run on a FCC. However, this could lead to noise amplification
and cause jittering in the control effector commands. An alternative to tackle the residual
effector dynamics Ru(s), without needing to calculate a time derivative, is presented in
the jerk-level reference model later.

Analogous to the first order actuator case, the actuator bandwidth scaling can be
combined with the control effectiveness matrix, to avoid violation of effector command
protection algorithm [190] included in the control allocation function. Hence, for a
MIMO system the incremental effector command is given by

∆uR,cmd = (Bν · KA)−1 · .
νu,cmd,

∆ucmd = R−1
u (s) · ∆uR,cmd,

(4.25)

where ∆uR,cmd ∈ Rnu represented the control input increment command not compen-
sated for the residual effector dynamics Ru(s) and R−1

u (s) is a diagonal transfer matrix
containing the inverse residual effector transfer function for each control effector.

Closed-loop System Dynamics
Upon substitution of the extended INDI control law from Eq. (4.5) in the differentiated
transformed system dynamics given by Eq. (4.3) the closed loop dynamics are yielded

.
ν = Aν · .

x + Bν · B−1
ν · .

νu,cmd,

.
ν − .

νu,cmd =
∆x= .

νx

Aν · .
x .

(4.26)
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The aforementioned derivation of the closed loop dynamics is valid under the assump-
tion

A.4.3 The control input matrix Bν is perfectly known.

It is observed through the resulting closed loop system dynamics that the neglected
state dependent component of the pseudo control derivative .

νx remains as an error
∆x. The outputs y result from (r + 1) integrations of the pseudo control derivative .

ν.
Consequently, the residual error in the pseudo control rate would proliferate with each
integration even if the plant dynamics are known precisely in an ideal case scenario.
Neglecting .

νx for deriving the extended INDI control law in Eq. (4.5) could be justified
citing the assumptions A.3.4 and A.3.5. Nonetheless, these approximations do not hold
for systems that possess high damping characteristics like fixed wing aircraft with slow
actuators. Additionally, low refresh rate (≈ 50 Hz) of the flight control computer would
also violate the approximation made due to these assumptions.

Normally, an error controller [51, 62, 86–88] is used to pull the plant states towards
the reference states, thereby compensating for the disparity created by neglecting .

νx.
This solution does not take any profit from known plant information. The author
proposes to incorporate the effect of the state dependent pseudo control rate in the
feedforward command from the reference model by utilizing model knowledge. The
effect of the model parameter uncertainties used within the reference model is also
quantified through a simplified linear analysis of the closed loop system. Furthermore,
uncertainty bounds for the model parameters with respect to the actual plant parameters
is derived within which the proposed feedforward improves set point tracking. A
detailed overview of the feedforward generation is given in the next section.

4.2 Jerk-level Reference Model

The extended INDI control law employs the pseudo control derivative command .
νu,cmd

to specify the demand needed to track the pilot command variables ycmd. The pseudo
control derivative command is comprised of a feedback and a feedforward component.
The feedback component of the pseudo control rate command is produced based on the
error between the command variable reference trajectories and the corresponding system
outputs. The feedforward element is generated by the jerk-level reference model, which
contains a design plant using nominal model parameters. The resultant physically
feasible feedforward command attempts to compensate for the state variant terms
neglected in the extended INDI control law derivation. Additionally, appropriate control
variable reference trajectories are also specified by the reference model. Since the design
plant is an imitation of the real plant, a reference system based on the transformed
system dynamics in Eq. (4.3) is considered

νR = F R (xR, uR) . (4.27)
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Identical to the differentiation of the real system, direct time derivative of the reference
system is also computed

.
νR =

Aν,R(xR)

∂F R

∂xR

· .
xR+

Bν,R(xR,uR)

∂F R

∂uR

· .
uR,

.
νR = Aν,R (xR) · .

xR + Bν,R (xR, uR) · .
uR,

(4.28)

thereby obtaining a system that is affine in the reference control input rate .
uR ∈ Rnu .

In the reference model, this system constitutes the design plant. The design plant
incorporates information about the effects of the state dependence, namely the term
Aν,R · .

xR , on the reference pseudo control rate .
νR ∈ Rny . The reference state matrix

Aν,R ∈ Rny×nx is chosen based on the available data about the true system matrix Aν .
For example, the roll damping Lp is a parameter that can be used in the reference state
matrix while designing a roll rate or a bank angle command controller for a fixed wing
aircraft. It is clear that perfect knowledge of the plant system matrix parameters is not
available in real life applications. However, it would be shown later that as long as the
parameters in the reference state matrix lie within a bound of the parameters in the true
state matrix, it leads to an improvement in terms of set-point tracking. These bounds
are also derived through classical linear analysis in further sections.

The compensation for the neglected pseudo control rate .
νx in the closed loop dy-

namics of Eq. (4.26) is achieved through a feedforward pseudo control rate command
produced by the reference model. The first step is to calculate the reference control rate
.
uR ∈ Rnu for a given .

νR,cmd ∈ Rny by dynamically inverting the design plant described
in Eq. (4.28)

.
νR,cmd = Aν,R · .

xR + Bν,R · .
uR,

.
uR,cmd = B−1

ν,R ·
(

.
νR,cmd−

.
νx,R

Aν,R · .
xR

)
,

(4.29)

and then the feedforward pseudo control derivative .
νff ∈ Rny , which can also be de-

noted as the control input rate dependent pseudo control derivative command .
νu,R,cmd ∈

Rny , is simply the product of the reference control input rate command .
uRcmd with the

reference input matrix

.
νff = .

νu,R,cmd = Bν,R · B−1
ν,R · ( .

νR,cmd − Aν,R · .
xR),

.
νff = .

νu,R,cmd = .
νR,cmd − Aν,R · .

xR.
(4.30)

It is clear from the resulting relation that the feedforward rate .
νff is generated from the

given pseudo control rate command by actively accounting for the effect of the state
variant term. The feedforward is propagated to the control allocation. Since the state
reliant damping effect is already anticipated in the feedforward pseudo control rate
based on the design plant feedback Aν,R · .

xR , the allocated effector command counteracts
against the modeled effect without using any real system feedback. Incorporation of the
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reference damping element .
νx,R in the feedforward channel facilitates to counter the

residual component ∆x in the closed-loop system dynamics delivered by continuous
dynamic inversion strategy in Eq. (4.26). Certainly, the true plant could be different
from the design plant, yet the proposed concept improves reference tracking as long as
the model deviation stays within the bounds specified in the section 4.4.1.

IntegratorsDesign Plant

…

Feedback Linearized
Reference Plant

𝑩 ,

Design Plant

𝑩 ,𝑹

Figure 4.2: Feedforward generation in the Jerk-level reference model for a MIMO system

Although, the assumption A.4.3 states that the control input matrix is perfectly
known, its reference counterpart Bν,R ∈ Rny×nu is not even required in the reference
model dynamics. As observed in Eq. (4.30), the Bν,R cancels out in feedforward com-
mand generation. Therefore, the input to the design plant is made in terms of the pseudo
control rate rather than a control input derivative as reflected in Fig. 4.2, while the control
input matrix and its inverse are commented out. Hence, the need of explicitly imple-
menting a control allocation algorithmwithin the RM is avoided. For sake of completion,
the closed loop reference dynamics are obtained by substituting the reference control
input rate from Eq. (4.29) in the higher order reference dynamics from Eq. (4.28)

.
νR = Aν,R · .

xR + Bν,R · B−1
ν,R · ( .

νR,cmd − Aν,R · .
xR) (4.31)

.
νR =

.
νx,R

Aν,R · .
xR +

.
νff

( .
νR,cmd − Aν,R · .

xR) , (4.32)

which trivially simplifies to
.
νR = .

νR,cmd

So far the expression derived for the feedforward generation stems from the mathe-
matical structure of the given system. Nevertheless, rather than adhering to the theoret-
ical framework more advantages are gained by following a physics-centric approach to
the control problem, which results in a physically motivated reference model structure.
Moreover, flight-dynamics as well as system architecture specific components can be
employed to compose the RM structure. Following this design methodology provides
the advantage of defining reference parameters based on aircraft dynamics and control
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system architecture knowledge. In order to explain the jerk level reference model’s
design systemically, the RM structure for a Single Input Single Output (SISO) system is
presented before demonstrating the same for the MIMO case.

4.2.1 Jerk-level Reference Model Structure: SISO system
Consider a scalar equivalent of the generic nonlinear reference system given in Eq. (4.27)

νR = FR (xR, uR) , (4.33)

where FR ∈ R denotes the SISO reference system dynamics dependent on the reference
state xR ∈ R and the control input uR ∈ R. The system in the Eq. (4.33) is defined to have
a relative degree of 1, thereby νR = .

yR. The term yR represents the reference external
state/output of the reference system, which is defined in relation to the reference state
xR according to yR = CR · xR, where CR ∈ R is a scalar value. Similar to the direct time
derivation of the MIMO reference system in Eq. (4.28), the scalar reference system from
Eq. (4.33) is also derived

.
νR =

Aν,R

∂FR

∂xR

· .
xR +

Bν,R

∂FR

∂uR

· .
uR,

.
νR = Aν,R · .

xR + Bν,R · .
uR.

(4.34)

Here Aν,R ∈ R and Bν,R ∈ R define the state dependency parameter and the control
effectiveness and Eq. (4.34) denote the design plant dynamics to be used in the reference
model. As said before, no explicit control allocation is performed in the reference model,
and therefore the input to the design plant is the control input rate dependent pseudo
control derivative .

νu,R = Bν,R · .
uR which renders Eq. (4.34) to
.
νR = Aν,R · .

xR + .
νu,R. (4.35)

For the illustration provided in the Fig. 4.3, the control input rate dependent pseudo
control derivative .

νu,R = .
νff is equal to the feedforward pseudo control derivative if

the saturation limits are not violated. Accordingly, the feedforward pseudo control
derivative .

νff ∈ R is also known as the control input related pseudo control deriva-
tive command .

νu,R,cmd ∈ R. Rather than calculating the feedforward pseudo control
derivative, as per the theoretical derivation in Eq. (4.30) i.e. by inverting the design
plant dynamics for a given reference pseudo control rate command .

νR,cmd

.
uR,cmd = 1

Bν,R

( .
νR,cmd − Aν,R · .

xR) ,

.
νu,R,cmd= .

νff

Bν,R · .
uR,cmd = ( .

νR,cmd − Aν,R · .
xR) ,

(4.36)

the feedforward in the implemented reference model architecture displayed by the
Fig. 4.3 is calculated in the reference actuator according to

.
νff = .

νu,R,cmd = KR,u · (νu,R,cmd − νu,R,act) . (4.37)
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Desired Dynamics Specification

Reference Actuator

State

Dependence 

Compensation Design Plant

+ − +−
++

Figure 4.3: Jerk-level reference model structure for a SISO system

HereKR,u ∈ R is the reference actuator gain, νu,R,cmd ∈ R is the pseudo control command
intended to be produced by the control input, and νu,R,act ∈ R is the state of the reference
actuator. The calculation of the feedforward is done through the reference actuator rather
than the direct inversion at the jerk level as described in Eq. (4.36) in order to facilitate
inclusion of the residual effector dynamics from higher order effectors such as the ones
presented in Eq. (4.21) as well as dynamics of the estimation/noise attenuation filters.
Themechanism of incorporating these elements will be detailed later. In the feedforward
calculation demonstrated by Eq. (4.37), the state dependent effect is contained in the
control input related pseudo control command νu,R,cmd , which is determined as

νu,R,cmd = νR,cmd − νx , (4.38)

where the terms νR,cmd ∈ R for a system with relative degree 1 is calculated according to
K0,R · (ycmd − yR) and νx = Aν,R · xR , which on substituting back in Eq. (4.38) yields

νu,R,cmd = K0,R · (ycmd − yR) − Aν,R · xR ,

νu,R,cmd = K0,R · ycmd − K0,R · yR − Aν,R · xR ,

νu,R,cmd = K0,R · ycmd − K0,R · CR · xR − Aν,R · xR, ∵ yR = CR · xR

νu,R,cmd = K0,R · ycmd − A∗
ν,R · xR − Aν,R · xR, ∵ A∗

ν,R ≜ −K0,R · CR

νu,R,cmd = K0,R · ycmd −
(
Aν,R − A∗

ν,R

)
· xR.

(4.39)

In the structure demonstrated until now, only the state damping effect is incorpo-
rated in the reference model. From an aircraft dynamics point of view not only the
state dependency effect is considered in the reference model design, but the actuator
dynamics are also incorporated. Although, the effector dynamics consideration is easily
merged into the control allocation for effectors having a first order behavior (Eq. (4.12)),
consideration of dynamics for effectors exhibiting second order behavior required use of
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a non-causal transfer function (Eq. (4.25)) [86]. Such an implementation can be avoided
by dealing with the actuator dynamics of higher than the first order within the reference
model.

In terms of the control system architecture, input/output channel dynamics are
considered in the reference model. One significant component of these dynamics is the
dead time delay occurring in a flight control system. Transport delay, sensor delay [92]
and time synchronization delays constitute the cumulative timedelay in the input/output
channel dynamics of a control system architecture. The sensor delay comprises of
delay due to anti-aliasing filters [93] and analog to digital conversion [94]. Transport
delay and sensor delays are constant for a given system architecture, whereas the time
synchronization delays vary depending on the arbitration of the data packets in to
communication protocols being employed. The reference model includes consideration
of only constant delays in the closed loop system. Apart from the pure time delay, the
reference model incorporates higher order effects of measurement/estimation filters
used for pseudo control estimation (high-pass) and noise cancellation (low-pass) in the
extended INDI controller.

The residual effector dynamics Ru(s) (given in Eq. (4.21)) along with the estima-
tion/noise attenuation filter GLP (s) like the low-pass filter described in Eq. (3.55) are
accounted in the higher order effect emulationGL(s), which is embedded in the reference
actuator as demonstrated by the Fig. 4.4. Moreover, the feedforward pseudo control

Desired Dynamics Specification

Design Plant
Reference Actuator with I/O channel

dynamics consideration

State

Dependence 

Compensation

Controller Second order effector 
dynamics

Reference Model

+
− +−

++

RM
+

+ −

+

CA System

Figure 4.4: Delay and Higher order effects inclusion in the jerk-level reference model structure
for a SISO system
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derivative as computed in the Eq. (4.37) is given by

.
νff = KR,u · (νu,R,cmd − νu,R,act) , where

νu,R,act = 1
s · [GL (s) · .

νff,lim] .
(4.40)

Here .
νff,lim is the feedforward commanded limited according to its absolute limits and

the higher order effect emulation GL (s) is composed from the components mentioned
earlier, according to

GL (s) = Ru (s) · GLP (s). (4.41)

Additionally, the input to the design plant .
νu,R , as shown in Eq. (4.35), is calculated

further considering the input and output channel delays denoted by GD,i(s) and GD,o(s)
respectively within the delay emulation GD(s) as presented in the Fig. 4.4. The delay
emulation element is specified to be

GD (s) = GD,i (s) · GD,o (s) . (4.42)

Subsequently, the design plant input pseudo control derivative .
νu,R specified by

.
νu,R = GD (s) · GL (s) · .

νff,lim. (4.43)

With this, the basic architecture of the jerk-level reference model is established. In the
upcoming section, this structure is extended to a MIMO system.

4.2.2 Jerk-level Reference Model Structure: MIMO system

Given the physical structure of the jerk-level reference model presented for the SISO
case, the major components constituting the reference model are defined as the desired
dynamics specification unit, state dependence compensation, reference actuator with input/output
channel dynamics consideration and the design plant for a MIMO system such as the one
presented in Eq. (4.2). The structure of the corresponding jerk-level reference model is
illustrated by the Fig. 4.5. With an aim of maintaining physical correspondence to the
reference model structure, the compensation of the state dependent term is performed at
the pseudo control level rather than the jerk level. This is feasible even for a control input
non-affine system since no explicit control allocation is performed in the reference model.
Furthermore, the control engineer maintains a "god mode" within the reference model
where information about all the reference states is perfectly known, therefore treating
the state reliance at one integration level above the pseudo control derivative/jerk level
does not produce any inadvertent effects.

As stated before in Eq. (4.28), the design plant dynamics obtained by performing a
direct time derivative of the nonlinear reference system from Eq. (4.28) is given as

.
νR = Aν,R · .

xR+
.
νu,R

Bν,R · .
uR ,

.
νR = Aν,R · .

xR + .
νu,R,

(4.44)
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State Dependence
Compensation

Desired Dynamics Specification

Reference Actuator with I/O Channel
 Dynamics Consideration

Design Plant

Figure 4.5: Jerk level reference model for a MIMO system

whose input is the control rate dependent pseudo control derivative .
νu,R ∈ Rny . This

input to the design plant encompasses effects of the higher than first order actuator
dynamics, estimation dynamics and input/output delays. The first step in its calculation
is to obtain a pseudo control command νcmd ∈ Rny from a given control variable com-
mand ycmd ∈ Rny based on certain desired dynamics. As the name suggests, the desired
dynamics specification unit establishes the reference dynamics using the coefficients
KR ∈ Rny×r

KR =


K1

R 0 . . . 0
0 K2

R . . . 0
... . . . 0
0 0 . . . K

ny

R

 ∈ Rny×r, where

Ki
R :=


Ki

0,R

Ki
1,R

...
Ki

ri,R



T

∈ R1×ri : ∀ i = {1, 2, . . . , ny}, ny ∈ N.

(4.45)

Here Ki
R ∈ R1×ri represents a vector of positive definite gain parameters which define

the desired amplitude-independent gradient of the reference external states response to
the corresponding control variable command yi,cmd ∈ R.
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Thereafter, employing the reference coefficients presented in Eq. (4.45), the pseudo
control command νR,cmd ∈ Rny (not explicitly demonstrated in Fig. 4.5) can be computed

νR,cmd =



(r1)
y1,R

(r2)
y2,R
...

(rny )
yny ,R

 =

K0,R
K1

0,R 0 . . . 0
0 K2

0,R . . . 0
... . . . 0
0 0 0 K

ny

0,R

 ·

ycmd
y1,cmd

y2,cmd

...
yny ,cmd

 −

KR
K1

R 0 . . . 0
0 K2

R . . . 0
... . . . 0
0 0 0 K

ny

R

 ·

ξR
ξ1

R

ξ2
R
...

ξ
ny

R

 ,

(4.46)

where ξi
R ∈ Rri for i = 1, 2, · · · , ny comprise of the reference external states for each

output channel similar to the vectors described by Eq. (3.24). As mentioned earlier, the
compensation of the state dependent terms can be performed at the pseudo control level
in the reference model without dealing with the non-affine control inputs. Accordingly,
the reference pseudo control command from Eq. (4.46) is employed to compute the
control input dependent component of the reference pseudo control command νu,R,cmd ∈
Rny

νu,R,cmd = νR,cmd−

νx,R

Aν,R · xR , (4.47)

by using the reference state associated reference pseudo control feedback νx,R ∈ Rny

from the design plant. Important to note that Eq. (4.47) exclusively demonstrates the
mathematics involved in the creation of the reference pseudo control component νu,R,cmd.
However, the implementation is oriented to assist in an intuitive design of the reference
model and remain a close analogue to aircraft physics as far as possible. From this
perspective, the relations in Eqs. (4.46) and (4.47) are combined to yield

νu,R,cmd = K0,R · ycmd − KR · ξR − Aν,R · xR, (4.48)

which calculates the reference pseudo control command intended to be generated by the
control input only. Since the reference transformed system dynamics in Eq. (4.27) are
derived to deliver a linear system of one order higher than the relative degrees of every
output channel, the reference pseudo controls as well as the reference external states
ξR are the result of r integrations of the pseudo control rates. By lieu of the linearized
system, the reference external states ξR can be substituted with a term constituting the
reference states xR through the relation ξR = Cν,R · xR to yield
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νu,R,cmd = K0,R · ycmd−
A∗

ν,R

KR · Cν,R ·xR − Aν,R · xR,

νu,R,cmd = K0,R · ycmd−
∆νx,R(

Aν,R − A∗
ν,R

)
· xR ,

(4.49)

where the coefficient matrix A∗
ν,R ∈ Rny×nx denotes the desired state matrix, which

provides the desired dynamics specification. The difference Aν,R −A∗
ν,R can be perceived

as replacement of the design plant system matrix Aν,R with the desired dynamics A∗
ν,R.

Meanwhile, the gain matrix K0,R ∈ Rny×ny denotes the feedforward gain for the control
variable commands. Subsequently, the final relation in Eq. (4.49) exhibits the generation
of the reference pseudo control command νu,R,cmd implemented in the jerk-level RM as
shown in Fig. 4.5.

The feedforward pseudo control derivative command is then computed through
a reference actuator that additionally accommodates input/output channel dynamics.
The feedforward command is calculated as

.
νff = Ku,R · (νu,R,cmd − νu,R,act) , (4.50)

where .
νff ∈ Rny is the feedforward pseudo control rate, Ku,R ∈ Rny×ny denotes the

reference actuator gain matrix and νu,R,act ∈ Rny is the pseudo control associated with
the reference actuator. The latter originates by applying the higher order emulation
element GL(s) on the feedforward limited according to its absolute values .

νff,lim , and
integrating thereafter

νu,R,act (s) = 1
s · [GL (s) · .

νff,lim (s)] . (4.51)

The higher order emulation element GL(s) denotes a transfer matrix comprising of
strictly stable proper transfer functions with a unit DC gain. These transfer functions
emulate effects from three sources

1 The residual transfer function Ru(s) from the second order effector dynamics
consideration in Eq. (4.23). Exact cancellation of the effector dynamics in the
computation of the incremental control inputs requires inversion of these residual
dynamics as derived in Eq. (4.22). Instead, these residual dynamics are encom-
passed in the higher order emulation element GL(s) of the RM, thereby accounting
for these dynamics through the pseudo control rate feedforward rather than per-
forming a discrete time derivative computation for the inversion of the residual.

2 The effect of noise attenuation filters GLP (s) such as the ones described in Eq. (3.55)
from section 3.2.2.1 and their high-pass components employed to estimate state
derivatives (such as in the complementary filters for angular acceleration estima-
tion in Eq. (3.54)) is also incorporated within the transfer matrix GL(s). Since the
states of the same roll-off filter deliver the noise attenuated signal and state deriva-
tive estimation, the higher order emulation in the RM employs the corresponding
low pass filter for the relevant pseudo control channel.
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3 Lastly, transfer characteristics due to the internal filtering Gsens(s) employed in
the COTS sensors also forms a part of the input-output channel dynamics, and is
added to the higher order emulation element GL(s) if it is known.

For every channel of the MIMO system, the corresponding transfer element GL,i(s)
for i = 1, 2, · · · , ny in the higher order effect emulation GL(s) is built up in accordance
with the respective transfer functions for the given three sources

Ru,i (s) = 2 · ζA,i · ωA,i

s + 2 · ζA,i · ωA,i

,

GLP,i (s) =
ω2

LP,i

s2 + 2 · ζLP,i · ωLP,i · s + ω2
LP,i

,

Gsens,i (s) =
ω2

sens,i

s2 + 2 · ζsens,i · ωsens,i · s + ω2
sens,i

,

GL,i (s) = Ru,i (s) · GLP,i (s) · Gsens,i (s) .

(4.52)

Thereafter, the higher order effect emulation GL(s) is generated as a transfer function
matrix for the ny pseudo control derivatives

GL (s) =


GL,1 (s) 0 . . . 0

0 GL,2 (s) . . . 0
... . . . 0
0 0 . . . GL,ny (s)

 . (4.53)

Furthermore, the sum of confidently known time-delays in the input/output transmis-
sion channels of the closed loop system is reflected by the delay element GD(s) in the
reference model framework from Fig. 4.5. The time-delay element is represented in the
Laplace domain continuous form as

GD (s) =


e−sT1 0 . . . 0

0 e−sT2 . . . 0
... . . . 0
0 0 . . . e−sTny

 , (4.54)

where T1, T2, · · · , Tny represent the time delays in the ny pseudo control channels of the
closed loop system dynamics. Important to note that these time-delays are implemented
as discrete multiples of the FCC refresh rate for the actual control algorithm implementa-
tion. Ultimately, the input to the design plant emanates using the input/output channel
dynamics consideration

.
νu,R = GD (s) · GL (s) · .

νff,lim. (4.55)

The design plant computes reference pseudo control rate according to the dynamics in
Eq. (4.28). Further integrals of .

νR result in desired trajectories for the reference pseudo
controls νR and the external states ξR which are united

ℵR =
[

νR

ξR

]
(4.56)
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to denote the reference trajectories ℵR ∈ Rny+r, which are to be tracked by the extended
INDI control law. This section elucidates the concepts pertaining to the contributionC.3.1
Feedforward pseudo control derivative generation for input non-affine systems of this
thesis. Integration of the jerk-level RMby interfacing the pseudo control rate feedforward
.
νff and the reference trajectories ℵR with the continuous dynamic inversion controller
is elaborated in the next section.

4.3 Jerk level Reference Model in an Extended INDI
Control Architecture

A generic controller architecture pertaining to the continuous extension of the incre-
mental nonlinear dynamic inversion is exhibited by Fig. 4.6. Like any model following
control strategy, the control objective of the illustrated framework

lim
t→∞

∣∣∣∣∣∣
∣∣∣∣∣∣


.
ν

ν

ξ

−


.
ν

ν

ξ


R

∣∣∣∣∣∣
∣∣∣∣∣∣ = 0, (4.57)

is to enforce zero tracking error between the system of interest and the corresponding
higher order reference model in terms of pseudo control rates .

ν, .
νR along with their

lower order derivatives [ν, ξ]T , [νR, ξR]T . Essential to point out that the feedforward
pseudo control derivative .

νff is not equivalent to the reference pseudo control rate .
νR

as observed in Eqs. (4.27)-(4.30). The feedforward command is created in a manner
that if the design plant in the jerk-level RM exactly imitates the real system, then the true
plant achieves the reference trajectories [ .

νR, ℵR]T without any feedback. Verification of
this assertion is easily provided through the closed loop system dynamics derived by
substituting the reference control input rate .

uR,cmd from Eq. (4.29) in the total derivative
of the transformed system dynamics from Eq. (4.3), under the assumptions that the
design plant parameters [Aν,R, Bν,R] are equal to the respective true system parameters
[Aν , Bν ] and the RM states are initialized equal to the system states

.
ν =����:

Aν · .
x + Bν ·

[
B−1

ν,R · ( .
νR,cmd −������:

Aν,R · .
xR)

]
= .

νR,cmd = .
νR. (4.58)

Instead of the reference control input rate command .
uR,cmd , the feedforward comprises

of the pseudo control derivative. Allocation of the feedforward (denoted by the matrix
inversion B−1

ν,R in Eq. (4.58)) to the real control input commands is then performed by a
combination of the control allocation function and effector dynamics consideration as
exhibited in Fig. 4.6. As described in the section 4.1, the exact effector dynamics cancel-
lation is directly feasible for the first-order actuators while consideration of the second
order dynamics requires inversion of a proper transfer function. In order to avoid doing
a discrete inversion, the residual dynamics Ru(s) (Eq. (4.23)) are incorporated within
the higher order effects emulation GL(s) in the RM. Therefore, effector consideration
only for the first order dynamics is performed in the extended INDI controller shown
by the Fig. 4.6.
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Figure 4.6: Extended INDI control architecture with jerk-level reference model [90]

The closed loop system dynamics yielded solely by the feedforward channel in
Eq. (4.58) are only valid for an ideal case of perfect plant knowledge, however it is
irrelevant for practical applications. In a real scenario, the true aircraft’s pseudo control
rate can easily deviate from its reference counterpart due to factors such as unmodeled
dynamics, presence of external disturbances along with model uncertainties. Conse-
quently, the plant pseudo controls ν and external states ξ diverge from the reference
trajectories [νR, ξR]T upon propagation through the (ri + 1) integrator chain.

Similar to the stabilizing error controller described in the section 3.2.2.2, a propor-
tional error controller is employed to counteract the deviation of the plant states from
the reference trajectories. In addition to using the tracking errors of the external states
as in Eq. (3.60), the error controller in the extended INDI controller framework also
incorporates the errors in pseudo control tracking, hence yielding the pseudo control
error rate .

νe ∈ Rny

.
νe = Cer ·

(
(rny )
yR −

(rny )
y

)
+ Cer−1 ·

(
(rny −1)

yR −
(rny −1)

y

)
. . . + Ce0 · (yR − y) ,

.
νe =

Ce[
Cer Cer−1 . . . Ce0

]
·

e

(rny )
yR −

(rny )
y

(rny −1)
yR −

(rny −1)
y

...
yR − y

 = Ce · e ,

(4.59)
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where the gains in the matrix Ce ∈ Rny×[(r+1)·ny ] are chosen such that the poles of the
closed-loop system lie in the left-half plane. The feedforward .

νff accomplishes set
point tracking task without any feedback for the ideal case depicted in Eq. (4.58) by
rendering .

ν = .
νR. Ergo, the tracking error e ∈ R(r+1)·ny comprising of the error in the

pseudo controls and the external states does not manifest since the reference trajectories
are tracked perfectly, thereby maintaining .

νe = 0. The error pseudo control rate .
νe

only reacts when the true plant deviates from the nominal design plant. In the general
INDI controller structure presented in section 3.2.2, the estimated pseudo control ν̂ is
employed to generate the desired incremental pseudo control, which is input to the
control allocation module. However, in the continuous extension the pseudo control
feedback is merged in the error controller through the first term in Eq. (4.59). Therefore,
the desired pseudo control derivative command to the control allocation

.
νdes = .

νff + .
νe (4.60)

is the summation of the feedforward and the error pseudo control derivative. Subse-
quently, the control input rate command .

ucmd is produced by the control allocation
module using the same algorithms employed by the unified controller framework de-
scribed in the section 3.2.2.4. However, the solution produced by the control allocation
algorithm is constrained within the control subset derived from control input rate limits
rather than incremental limits as given in Eq.(3.67). In the case where the effector con-
sideration is merged with the control allocation, as described by Eq. (4.12), the allocated
solution is constrained in the bounds of the control subset as derived in Eq. (3.67). There-
upon, the extended INDI control law for the computation of the effector rate commands
emanates

.
ucmd = B−1

ν · .
νdes = B−1

ν · ( .
νff + .

νe) . (4.61)

Based on the effector dynamics consideration described in the section 4.1, the effector
rate command is equal to the effector rate .

ucmd = .
u given that the assumptions A.4.1,

A.4.2 pertaining to the perfect knowledge of the actuators are valid. Together with the
equality relation and substitution of the control law Eq. (4.61) in the derived system
dynamics from Eq. (4.3), the closed loop system dynamics involving the pseudo control
rate feedforward arise

.
ν = Aν · x +�����

Bν · B−1
ν ( .

νff + .
νe) . (4.62)

Here it is assumed that the control effectivenessmatrix employed in the control allocation
is perfectly known. Subsequently, upon subtracting the closed loop dynamics derived
in Eq. (4.62) from the reference closed loop dynamics in Eq. (4.31) the error dynamics
originate

e .
ν

.
νR − .

ν = Aν,R · .
xR + �

��>.
νff − Aν · .

x − �
��>.

νff − Ce · e,

e .
ν + Ce · e =

.
νx,R

Aν,R · .
xR −

.
νx

Aν · .
x .

(4.63)
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The consequent error dynamics indicate that the tracking error is excited by the difference
in the magnitude of the state dependent pseudo control rate between the design plant
and real system under the considered assumptions and in the absence of any external
disturbances. It can be observed from the error dynamics that the presence of the
reference component Aν,R · .

xR mitigates the magnitude of excitation of the tracking
error. However, if the reference term is omitted then the control error dynamics are
excited by the complete state reliant pseudo control dynamics Aν · .

x neglected in the
continuous INDI control strategy derivation. The reduction in the control error excitation
takes place even if the assumed plant parameters Aν,R utilized in the design plant do
not perfectly match the real parameters. Nonetheless, mitigation of the tracking error
excitation occurs in a range of the reference state matrix relative to the corresponding
real plant matrix Aν , which will be derived in the upcoming section.

Alternative formulation of the error dynamics in Eq. (4.63) can also be presented by
adding and subtracting Aν,R · .

x on the RHS of the equation to visualize the effect of the
model uncertainty Ã = Aν,R − Aν

e .
ν + Ce · e = Aν,R · .

xR−Aν,R · .
x + Aν,R · .

x − Aν · .
x,

e .
ν + Ce · e = Aν,R · ( .

xR − .
x) +

Ã

(Aν,R − Aν) · .
x,

e .
ν + Ce · e = Aν,R · ( .

xR − .
x) + Ã · .

x.

(4.64)

In [207] (attached in Appendix D), the author presented a predictor based model
reference adaptive control framework to estimate the model uncertainty Ã and use
it to adapt the design plant in the jerk-level reference model, thereby increasing the
effectiveness of the feedforward in reducing the excitation of the error dynamics.

4.4 Analysis and Verification
Based on the extended INDI controller architecture containing the jerk-level reference
model, linear analysis is performed in this section emphasizing the advantages of the
design plant based feedforward and inclusion of higher order effects from actuator
dynamics, estimation filters as well as time delays in the RM design. Furthermore, the
proposed concept is verified through time domain simulations.

4.4.1 Linear Analysis - SISO case
Linear analysis of the controller framework proposed in the section 4.3 is performed
for a SISO system in order to assess the closed loop dynamics in a simplified manner.
Effect of the inclusion of noise reduction filters in the RM and uncertainty in the design
plant parameters on the closed loop system performance is also analyzed. Analogous to
the MIMO transformed dynamics in Eq (4.2), a nonlinear SISO system described by the
following transformed dynamics is considered

ν = F (x, u) (4.65)
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having relative degree 1, thereby ν = .
y. In order to simplify the analysis, the system’s

output y is defined to be the system state x, which also implies that ν = .
y = .

x. The total
time derivative of the SISO system yields

.
ν =

Aν

∂F

∂x
· .
x +

Bν

∂F

∂u
· .
u,

.
ν = Aν · ν + Bν · .

u, ∵ ν = .
x ,

(4.66)

where Aν ∈ R and Bν ∈ R are the scalars describing the Jacobian with respect to the
system state x and control u respectively. As said before the output y of the system
is the state x itself, therefore in the upcoming analyses the state dependent term at
the pseudo control ν level in the RM is directly visualized as Aν,R · yR as compared to
Aν,R · xR. This nomenclature is driven by the aim of simplifying the analysis through
omission of the terms pertaining to conversion between the system output and the
state, without loss of generality, as they are not relevant to the current investigation.

The design plant dynamics are also chosen according to the system dynamics in
Eq. (4.66)

.
νR = Aν,R · νR +

.
νu,R

Bν,R · .
uR , (4.67)

and incorporated in the reference model for the SISO case analysis as illustrated in
Fig. 4.7. As already stated during the description of the jerk-level RM in section 4.2, no
control allocation is performed in the reference model, hence Bν,R · .

uR ∈ R is substituted
by the pseudo control rate produced by the effector rates .

νu,R ∈ R. Within the context
of the linear analysis, the following quantities are assumed to be known exactly

1 The control input matrix Bν ∈ R.
2 The natural frequency ωA ∈ R of the actuators, and in addition the damping ratio

ζA ∈ R for the second order actuators wherever applicable.
3 Roll-off filter GLP (s) used for noise attenuation of the sensor feedback.
In this sub-section, the higher order emulation element GL(s) is utilized to take into

account the effects of noise-attenuation filter GLP (s) during generation of the reference
trajectories. The noise attenuation filter GLP (s) is modeled as a first order element

GLP (s) = ωLP

s + ωLP

, (4.68)

and the higher order emulation unit is specified as equal to the noise attenuation filter
GL(s) = GLP (s).

The analysis starts with the calculation of the transfer characteristics of the jerk-level
reference model. As demonstrated in the Fig. 4.7, the reference model comprises of two
components – the reference transfer characteristics GR(s)

GR (s) =
[

Gycmd→νR
(s)

Gycmd→yR
(s)

]
=


νR (s)

ycmd (s)
yR (s)

ycmd (s)

 (4.69)
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Reference Model

Design Plant

+
− +−

++

Reference Model

Figure 4.7: Jerk level reference model - transfer functions in a SISO case

and the feedforward transfer function Gycmd→ .
νff

(s)

Gycmd→ .
νff

(s) =
.
νff (s)
ycmd (s) . (4.70)

The first step in deriving these transfer functions is to obtain the transfer characteristics
from the pseudo derivative feedforward .

νff to the reference pseudo control νR and
reference external state yR. In order to achieve this, the control input dependent pseudo
control derivative .

νu,R is substituted with GL(s) · .
νff (according to Fig. 4.7) in the design

plant dynamics
.
νR = Aν,R · νR + .

νu,R,

s · νR = Aν,R · νR + GL (s) · .
νff ,

(4.71)

to obtain the transfer functions

G .
νff →νR

(s) = νR (s)
.
νff (s) = GL (s)

(s − Aν,R) ,

G .
νff →yR

(s) = yR (s)
.
νff (s) = GL (s)

s · (s − Aν,R) , ∵ yR = 1
s · νR .

(4.72)

It directly follows that the transfer function from the reference pseudo control to the
reference state GνR→yR

is just an integrator

GνR→yR
(s) = 1

s . (4.73)

The next step is to obtain the transfer function from reference control input dependent
pseudo control command νu,R,cmd to the feedforward pseudo control derivative .

νff . For
this purpose, consider the feedforward calculation performed by using the reference
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actuator gain KR,u ∈ R and the pseudo control command intended to be generated by
the system effector νu,R,cmd

.
νff = KR,u ·

(
νu,R,cmd − 1

s · GL (s) · .
νff

)
, (4.74)

Collecting the terms pertaining to .
νff , the transfer function from the control input

dependent pseudo control command to the feedforward Gνu,R,cmd→ .
νff

is obtained

(s + KR,u · GL (s)) · .
νff = s · KR,u · νu,R,cmd,

Gνu,R,cmd→ .
νff

(s) =
.
νff (s)

νu,R,cmd (s) = s · KR,u

(s + KR,u · GL (s)) .
(4.75)

Merging the results from Eqs. (4.72) and (4.75), the transfer characteristics from the
control input dependent pseudo control command νu,R,cmd to the reference external state
yR emanate

Gνu,R,cmd→yR
(s) = Gνu,R,cmd→ .

νff
· G .

νff →yR
= yR (s)

νu,R,cmd (s) ,

Gνu,R,cmd→yR
(s) = KR,u · GL (s)

s2 + (KR,u · GL (s) − Aν,R) · s − KR,u · GL (s) · Aν,R

.

(4.76)

The missing piece in the reference transfer function Gycmd→yR
(s) are the dynamics from

control variable command ycmd to the pseudo control command νu,R,cmd. In order to
derive this transfer function, the relation for computation of pseudo control command
νu,R,cmd , given in Eq. (4.39) is employed

νu,R,cmd = K0,R · ycmd −
(
Aν,R − A∗

ν,R

)
·

Gνu,R,cmd→yR
(s)·νu,R,cmd

yR , (4.77)

where A∗
ν,R = −K0,R specify the desired reference dynamics for the control variable

command response. Consider the relation in Eq. (4.77) in the Laplace domain. Upon
substitution of the reference state yR with the term Gνu,R,cmd→yR

(s) · νu,R,cmd , and further
expanding the transfer function Gνu,R,cmd→yR

(s) as derived in Eq. (4.76), the relation
between the control variable command ycmd and the pseudo control command νu,R,cmd

is acquired

νu,R,cmd =K0,R · ycmd − (4.78)(
Aν,R − A∗

ν,R

)
· KR,u · GL (s)

s2 + (KR,u · GL (s) − Aν,R) · s − KR,u · GL (s) · Aν,R

· νu,R,cmd.

Utilizing the expression in Eq. (4.78), the transfer dynamics from control variable com-
mand ycmd to the pseudo control command νu,R,cmd , denoted by Gycmd→νu,R,cmd

(s), are
derived

Gycmd→νu,R,cmd
(s) = νu,R,cmd (s)

ycmd (s)

Gycmd→νu,R,cmd
(s) = K0,R · s2 + (KR,u · GL (s) − Aν,R) · s − KR,u · GL (s) · Aν,R

s2 + (KR,u · GL (s) − Aν,R) · s − KR,u · GL (s) · A∗
ν,R

.

(4.79)
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Subsequently, the resulting transfer functions from Eqs. (4.79) and (4.76) along with
the relation in Eq. (4.73) lead to the reference transfer characteristics

GR (s) =


Gycmd→yR

(s) = KR,u · GL (s) · K0,R

s2 + (KR,u · GL (s) − Aν,R) · s − KR,u · GL (s) · A∗
ν,R

Gycmd→νR
(s) = KR,u · GL (s) · K0,R · s

s2 + (KR,u · GL (s) − Aν,R) · s − KR,u · GL (s) · A∗
ν,R

. (4.80)

It was mentioned earlier that the relation between the desired state dynamics and the
command scaling is given as A∗

ν,R = −K0,R, which implies that KR,u · GL(s) · K0,R =
−KR,u · GL(s) · A∗

ν,R. Hence, it verifies that the command variable response transfer
function Gycmd→yR

(s) has a unit DC gain. Ultimately, the second component of the
reference dynamics from Fig. 4.7 – the feedforward transfer function Gycmd→ .

νff
(s) is

derived using the combination of transfer functions from Eqs. (4.79) and (4.76)

Gycmd→ .
νff

(s) = Gycmd→νu,R,cmd
(s) · Gνu,R,cmd→ .

νff
(s) ,

Gycmd→ .
νff

(s) =
.
νff (s)
ycmd (s) = s · KR,u · K0,R · (s − Aν,R)

s2 + (KR,u · GL (s) − Aν,R) · s − KR,u · GL (s) · A∗
ν,R

.
(4.81)

Following the computation of the reference transfer dynamics, the transfer function
GyR→y(s) pertaining to the closed loop exhibited in Fig. 4.8 is derived. The SISO closed
loop transfer function from the reference external state yR to the plant output y is also
affected by the feedforward pseudo control derivative. First, the function GyR→ .

νff
(s)

specifying the transfer characteristics from the reference external state to the feedfor-
ward command (shown by Fig. 4.8) needs to be calculated. Rather than taking the
transfer function Gycmd→ .

νff
(s) from the command variable ycmd to the feedforward .

νff ,
the transfer characteristics from the reference external state yR to the feedforward are
used because goal of this analysis is to establish the effect of employing the design
plant in the RM on the tracking error (yR − ŷ), which is computed with respect to the
reference external state yR instead of the command variable ycmd. Subsequently, the
transfer function GyR→ .

νff
(s) is delivered by using the transfer functions from Eqs. (4.81)

and (4.80)

GyR→ .
νff

(s) =
Gycmd→ .

νff
(s)

Gycmd→yR
(s) = s · (s − Aν,R)

GL (s) , (4.82)

which is essentially the inverse of the characteristics G .
νff →yR

(s) defined in Eq. (4.72).
Crucial to mention that the transfer function derived in Eq. (4.82) is not meant for any
real software implementation on account that it is non-causal, but only used for the
purpose of analysis.

As stated before, it is assumed that the parameters of the actuator dynamics are
known perfectly. For the current analysis, the system is assumed to have a first order
effector. Therefore, in accordance with Eq. (4.15), .

ucmd = .
u, and the effector rate input

to the plant is given by

.
u = KB · GyR→ .

νff
(s) · yR + KB· Ce

(
ℵR − ℵ̂

)
, (4.83)
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Figure 4.8: Jerk-level RM in a closed Loop system for a SISO case

where KB = B−1
ν is the inverse of the control effectiveness, and ℵ̂ = [ν̂, ŷ]T comprises of

the estimated pseudo control ν̂ as well as the filtered output ŷ. The pseudo control ν and
output y are available as measurements, and the variables [ν̂, ŷ]T are obtained by filtering
the measurements through the low-pass filter GLP (s) described by Eq. (4.68). The term
ℵR contains the reference trajectories [νR, yR]T . The gain variable Ce = [Cey, Ceν ] is a row
vector of error controller gains Cey ∈ R and Ceν ∈ R for the tracking errors in output
and pseudo control respectively. As stated before, the considered system has a relative
degree of 1, hence the reference and true pseudo controls can be specified in the Laplace
domain in terms of the corresponding outputs s · yR and s · y respectively. Consequently,
the error term in Eq. (4.83) is transformed

Ce

(
ℵR − ℵ̂

)
=

Ge(s)

(Cey + Ceν · s) ·yR−
Ge(s)

(Cey + Ceν · s) ·ŷ,

Ce

(
ℵR − ℵ̂

)
= Ge (s) · yR − Ge (s) · GLP (s) · y, ∵ ŷ = GLP (s) · y . (4.84)

The result is substituted back to the control input rate expression from Eq. (4.83)

.
u = KB · GyR→ .

νff
(s) · yR + KB · Ge (s) · yR − KB · Ge (s) · GLP (s) · y. (4.85)

188



Chapter 4: Jerk-Level Physical Reference Model

In the frequency domain, the SISO system dynamics from Eq. (4.66) can be shown as
.
ν = Aν · ν + Bν · .

u,

s · ν = Aν · ν + Bν · .
u,

(s − Aν) · ν = Bν · .
u,

ν =

GP (s)

Bν

s − Aν

· .
u = GP (s) · .

u.

(4.86)

Dependence on the complex variable s is not shown in the equations hereafter for ease of
reading. To acquire the closed loop transfer dynamics, control input rate from Eq. (4.85)
along with the relation ν = s · y are substituted in the SISO system dynamics from
Eq. (4.86)

s · y = GP ·
[
KB · GyR→ .

νff
· yR + KB · Ge · yR − KB · Ge · GLP · y

]
,

y =

GP̄

GP

s ·
[
KB · GyR→ .

νff
· yR + KB · Ge · yR − KB · Ge · GLP · y

]
,

y =
[
GP̄ · KB · GyR→ .

νff
+ GP̄ · KB · Ge

]
· yR−

L(s)

GP̄ · KB · Ge · GLP ·y,

(4.87)

where L(s) denotes the open loop transfer function of the SISO closed loop system from
Fig. 4.8 in the absence of any feedforward element. Further, by collecting the terms
pertaining to output y on one side

[1 + L] · y =
[
GP̄ · KB · GyR→ .

νff
+ GP̄ · KB · Ge

]
· yR (4.88)

the transfer characteristics from the reference external state yR to the plant output y

emanate
GyR→y (s) = y (s)

yR (s) =
GP̄ · KB · GyR→ .

νff
+ GP̄ · KB · Ge

1 + L . (4.89)

Equation (4.89) depicts the response of the real plant in terms of the output y to a given
set-point of the reference external state yR. However, the control loop does not receive
information about the true plant output, but an estimated/filtered value ŷ. For this
analysis, it is presumed that output and pseudo control feedback is available and no
model based state estimation algorithms are used. Only a first-order low-pass filter
GLP (s) (given in Eq. (4.68)) is employed for processing the raw sensor measurements
of the output y and pseudo control ν. Consequently, the transfer function from the
reference signal yR to the estimated output ŷ is obtained by the product of the transfer
relation GyR→y(s) from Eq. (4.89) and the noise attenuation filter GLP (s)

GyR→ŷ (s) = GyR→y (s) · GLP (s) ,

GyR→ŷ (s) = ŷ (s)
yR (s) =

GP̄ · KB · GyR→ .
νff

· GLP +
L(s)

GP̄ · KB · Ge · GLP

1 + L ,

GyR→ŷ (s) = ŷ (s)
yR (s) =

GP̄ · KB · GyR→ .
νff

· GLP + L
1 + L .

(4.90)
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Finally, the closed loop transfer function in Eq. (4.90) is utilized to derive the transfer
characteristics from the reference external state yR to the perceived tracking error eŷ

eŷ = yR − ŷ = [1 − GyR→ŷ] · yR,

GyR→eŷ
(s) = eŷ (s)

yR (s) =
1 − GP̄ · KB · GyR→ .

νff
· GLP

1 + L ,

(4.91)

which characterizes the tracking performance of the extended INDI controller incor-
porating the jerk-level reference model for the considered SISO case. As stated at the
beginning of this analysis, the control effectiveness Bν and the transfer characteristics of
the noise attenuation filter GLP (s) are known perfectly. For the relation in Eq. (4.91), the
higher order effects emulation GL(s), encompassed in the feed forward transfer function
GyR→ .

νff
(s) (see Eq. (4.82)), is substituted equal to the roll-off filter GLP (s). Additionally,

upon expanding the system dynamics GP̄ (s), the open loop transfer function L(s), and
using the relation KB = B−1

ν in the tracking error transfer dynamics from Eq. (4.91),
the transfer function describing the effect of the difference between the true system
parameter Aν and the design plant parameter Aν,R on the tracking error eŷ is yielded

GyR→eŷ
(s) = (Aν,R − Aν) · s

s2 − Aν · s + Ge · GLP

. (4.92)

Since the difference between the true and design plant parameter (Aν,R − Aν) emanates
in the transfer function from Eq. (4.92), it is a good candidate to perform a sensitivity
analysis of the model uncertainty between the design and true system on the tracking
performance the extended INDI strategy employing the proposed jerk level RM.

The current analysis considers only stable systems, while the treatment of unstable
systems is covered later in the section 4.4.6. Accordingly, the system state parameter Aν

for the SISO transformed dynamics in Eq. (4.66) is given in the Table 4.1. Simultane-
ously, an appropriate value of the control effectiveness Bν is also defined. The control
effectiveness is assumed to be known exactly, therefore KB = B−1

ν . The magnitudes of
the plant parameters along with the controller feedback gains Cey, Ceν are listed in Ta-
ble 4.1. Additionally the reference gains K0,R, KR,u are also given. The noise attenuation
filter GLP (s) with the roll-off frequency ωLP having a structure similar to the first order
element in Eq. (4.68) is considered. The effect of this filter is incorporated in the higher
order effects emulation GL(s) of the RM. Other sensor effects are not included yet to
simplify the analysis.

Results pertaining to the sensitivity analysis are demonstrated in Fig. 4.9. The top left
gain plot illustrates the effect of decreasing design plant uncertainty ∆A = Aν,R − Aν .
Each line represents the gain variation of the transfer function GyR→eŷ

(s) at a given value
of the design plant parameter Aν,R. The value of the design parameter is increased
from zero to 0.9 · Aν and the transfer function magnitude is drawn for each iteration.
Noticeably, when themagnitude ofAν,R lies in [0, Aν ], use of the pseudo control derivative
feedforward from the RM facilitates deamplification of the tracking error eŷ because
the gain of the transfer function GyR→eŷ

(s) offsets to a more negative value as Aν,R
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Parameter Magnitude Parameter Magnitude

K0,R 3 Aν -2
A∗

ν,R -3 Bν 1.5
Ku,R 12 Cex 6
ωLP 20 Ceν 18

Table 4.1: Magnitude of parameters used in the linear analysis of the jerk-level RM with the
extended INDI controller

approaches the true plant Aν . The gain of GyR→eŷ
(s) in the limit case Aν,R = Aν is zero,

which indicates that the closed loop system runs only on the feedforward command
without any control tracking error.

Likewise, in the case where the design parameter lies in the range [Aν , 2 · Aν ], the
design model dependent feedforward also reduces the gain of the tracking error transfer
characteristics GyR→eŷ

(s). The top right subplot shows the transfer function’s gain plots
while increasing the design parameter Aν,R value from 1.1 · Aν to 2.5 · Aν . For every step
increase of the Aν,R value in the range [Aν , 2 · Aν ], the magnitude of the transfer function
offsets to a higher value. However, the gain plots for each of these cases lie below the
gain plot in the situation when Aν,R = 2 · Aν , which exactly matches the gain plot in
the case of Aν,R = 0 as verified by the bottom left plot in the Fig. 4.9. Needless to say,

Figure 4.9: Frequency domain illustration of the effect of model uncertainty in Aν on tracking
error
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the phase characteristics of the transfer function from the reference external state to the
control error GyR→eŷ

(s) are not influenced by the feedforward as demonstrated by the
phase plot for all cases in the bottom right of the Fig. 4.9.

Thereupon, through the above-mentioned analysis it is demonstrated that the set
point tracking of the closed loop system is improved by employing model knowledge
Aν,R in the design plant given that Aν,R lies within [0, 2·Aν ], which is proven by reduction
in the gain of the tracking error transfer characteristics GyR→eŷ

(s).
The desired trajectory of the reference external state yR as well as the feedforward

pseudo control derivative .
νff is dependent on the control variable scaling K0,R , refer-

ence actuator gain KR,u , the design plant parameter Aν,R , the desired state dynamics
specification parameters A∗

ν,R and the higher order effect element GL(s). Important to
note that the control variable scaling K0,R is always defined as negative of the desired
state dynamics specification parameters A∗

ν,R. The design plant parameter Aν,R as well
as the higher order effect element GL(s) are the essential elements for generating an
effective feedforward command, which brings about the deamplification of the tracking
error eŷ.

4.4.2 MUAD Analysis

Primarily, the design of the reference response is conducted based on the handling quality
requirements such as the ones specified in the Tables 2.4 and 2.5. For the considered
SISO case, the reference transfer characteristics Gycmd→yR

(s) from Eq. (4.80) describe the
desired handling qualities by defining the reference external state response trajectory
yR for a command variable set point ycmd specified by a pilot or a remote operator. Upon
substituting the reference external state yR with Gycmd→yR

(s) · ycmd in the closed loop
transfer function GyR→y(s) from Eq. (4.89), the transfer function from the command
variable to the plant output Gycmd→y(s) is obtained

y (s)
yR (s) =

GP̄ · KB · GyR→ .
νff

+ GP̄ · KB · Ge

1 + L ,

y (s) =
GP̄ · KB · GyR→ .

νff
+ GP̄ · KB · Ge

1 + L · yR (s) ,

y (s) =
GP̄ · KB · GyR→ .

νff
+ GP̄ · KB · Ge

1 + L · Gycmd→yR
· ycmd (s) ,

Gycmd→y (s) =
GP̄ · KB · GyR→ .

νff
· GLP · Gycmd→yR

+ +GP̄ · KB · Ge · Gycmd→yR

1 + L .

(4.93)

Here L(s) represents the loop transfer function as derived in the previous section

L (s) = GP̄ · KB · Ge · GLP . (4.94)

The derived transfer function in Eq. (4.93) is used to study the added dynamics in-
troduced in the controlled system due to difference in magnitude of the design plant
parameter Aν,R from the true plant Aν .
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The Maximum Unnoticeable Added Dynamics (MUAD) [208, 209] envelopes define
the frequency domain regions within which any change in the dynamic characteristics
of an augmented system are indistinguishable to the pilot, thereby yielding similar
handling quality ratings as the desired behavior. These boundaries are derived based
on the qualitative ratings of pilots during manual mission task elements in presence
of added dynamics [210]. Therefore, the aim of a control designer is to ensure that
any kind of additional dynamics do not violate the derived envelope boundaries. The
MUAD bounds recorded in [208] are enlisted in the Table 4.2.

Envelope Transfer Function

Upper Gain Envelope 3.16 · s2 + 31.61 · s + 22.79
s2 + 27.14 · s + 1.84

Lower Gain Envelope 0.0955 · s2 + 9.92 · s + 2.15
s2 + 11.60 · s + 4.95

Upper Phase Envelope 68.89 · s2 + 1100.12 · s − 275.22
s2 + 39.94 · s + 9.99 · e0.0059·s

Lower Phase Envelope 475.32 · s2 + 184100 · s + 29456.1
s2 + 11.66 · s + 0.0389 · e−0.0072·s

Table 4.2: Transfer functions for envelopes of Maximum Unnoticeable Added Dynamics[208]

The impact of added dynamics due to the variation between the design and true
plant state damping parameter (Aν,R − Aν) is assessed. The difference of the gain/phase
characteristics between values in the uncertain range Aν,R ∈ [0, 2 · Aν ] and the nominal
value Aν,R = Aν for the closed loop transfer function Gycmd→y(s) (Eq. (4.93)) are plotted
against the MUAD bounds in Fig. 4.10. The gain and phase variation due the added
dynamics (uncertainty in Aν,R) are obtained according to

∆|Gycmd→y (s)| = |∆Gycmd→y (s)| : Aν,R ∈ [0, 2 · Aν ] − |Gycmd→y (s)| : Aν,R = Aν ,

∆∠Gycmd→y (s) = ∠Gycmd→y (s) : Aν,R ∈ [0, 2 · Aν ] − ∠Gycmd→y (s) : Aν,R = Aν .
(4.95)

Fig. 4.10 demonstrates the magnitude and phase difference generated in the loop
transfer function Gycmd→y(s) while iterating the value of the design plant parameter
Aν,R from zero to twice of the true plant parameter Aν . As already stated, the plant
exactly follows the desired dynamics specified in the reference model through the ideal
feedforward in case of perfect plant knowledge without evoking any tracking error. Any
deviation from the ideal case does not change the reference dynamics, however it impacts
the closed loop system response since the feedforward command is no longer ideal and
the induced tracking error is mitigated in accordance with the dynamics specified in the
feedback error controller. It can be deduced from the resulting magnitude and phase
plots in Fig. 4.10 that as long as the value of the design plant parameter Aν,R lies within
±100% of the true plant parameter for the considered case, the transfer characteristics
of the loop transfer function do not violate the MUAD bounds.
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Figure 4.10: Added dynamics by the model uncertainty Aν on the loop transfer characteristics
Gycmd→y(s) with feedforward

In order to demonstrate the effectiveness of the feedforward, the MUAD analysis
demonstrated by the Fig. 4.10 is performed again under the same conditions, while
removing the feedforward signal from the RM to the extended INDI controller. It can be
observed in the Fig. 4.11 that for the considered SISO case, removal of the feedforward
to the controller leads to violation of the phase MUAD bounds considering the closed
loop transfer function Gycmd→y(s) for any value of the design plant parameter at higher
frequencies.

From the analyses performed so far, it is observed that inclusion of the "A-part" for the
feedforward generation in the considered case improves set-point tracking while having
indistinguishable effects on handling qualities given that the deviation of the design
plant parameter does not exceed ±100% as compared to the corresponding parameter
of the real system.
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Figure 4.11: Added dynamics by the model uncertainty Aν on the loop transfer characteristics
Gycmd→y(s) without feedforward

4.4.3 Consideration of High-pass/Estimation filter
In the previous section, the pseudo control feedback was considered to be available.
However, in the common flight controls application, the pseudo controls for the reg-
ulation of the rigid body rotational motion are the state derivatives i.e. body angular
accelerations whose measurements are generally not directly available [211]. One way
to obtain the state derivative is to combine the measurement data and a model data
through a prediction algorithm [59, 212] or a complementary filter [213] (also shown
in Eq. (3.54)). The other method is to compute the time derivative of the state measure-
ment through discrete methods as the control algorithm is run on a FCC, however it
is prone to noise amplification. A common alternative is to use a higher order filter in
order to not only filter the state measurement but also to obtain a filtered state derivative
estimation [60, 61]. In the current analysis for the SISO case, a second order roll-off filter
represented by the state-space model[ .

ŷ
..
ŷ

]
=
[

0 1
−ω2

LP −2 · ζLP · ωLP

]
·
[

ŷ
.
ŷ

]
+
[

0
ω2

LP

]
· y, (4.96)
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is used. Here the filter state
.
ŷ ∈ R serves as an estimation of the pseudo control ν =

.
ŷ,

ωLP ∈ R denotes the roll-off frequency of the second order filter and ζLP ∈ R represents
the damping ratio of the second-order element shown in Eq. (4.96). The estimation of
the state and the pseudo control through the second order filter can be represented in
the Laplace domain as

ŷ =

GLP

ω2
LP

s2 + 2 · ζLP · ωLP · s + ω2
LP

·y = GLP · y,

ν̂ =
.
ŷ = s·

GLP

ω2
LP

s2 + 2 · ζLP · ωLP · s + ω2
LP

·y = s · GLP · y.

(4.97)

Clearly, the pseudo control estimation in the case described here is a filtered high-pass
of the plant output y. Since the filter structure is known perfectly to the control designer,
the dynamics of this estimation filter are directly included in the higher order effect
emulation unit GL(s) of the RM as

GL = ω2
LP

s2 + 2 · ζLP · ωLP · s + ω2
LP

. (4.98)

In order to study the impact of including the estimation filter dynamics through
GL(s) in the RM, consider the transfer characteristics between the reference state and
the true state from Eq. (4.89)

GyR→y (s) = y (s)
yR (s) =

GP̄ · KB · GyR→ .
νff

+ GP̄ · KB · Ge

1 + L , (4.99)

where the plant dynamics GP̄ (s) from Eq. (4.87) and the reference feedforward charac-
teristics GyR→ .

νff
(s) from Eq. (4.82) are substituted in the first term of the numerator for

the ideal case Aν,R = Aν

GP̄ · KB · GyR→ .
νff

= ��Bν

�s ·�����(s − Aν) ·���B−1
ν · �s ·������(s − Aν,R)

GL

= 1
GL

(4.100)

to yield
y (s)
yR (s) = 1 + GP̄ · KB · Ge · GL

GL · (1 + L) , (4.101)

The definition of the loop transfer function L(s) from Eq. (4.94)

L (s) = GP̄ · KB · Ge · GLP (4.102)

is employed in the preceding equation

y (s)
yR (s) = 1 + GP̄ · KB · Ge · GL

GL · (1 + GP̄ · KB · Ge · GLP ) , (4.103)
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demonstrating that if the high order effect emulation element GL(s) in the RM perfectly
matches the estimation filter GLP (s) used in the feedback control loop, the transfer
characteristics from the reference external state yR to the true output y are rendered to

y (s)
yR (s) = 1

GL

=⇒ GL · y (s) = yR (s) ,

ŷ (s) = yR (s) ∵ GL = GLP .

(4.104)

Hence, the estimated output ŷ perfectly follows the reference trajectory yR in the given
ideal scenario. However, as stated before that the true plant parameter is not perfectly
known in most practical applications. On the other hand, the parameters of the estima-
tion filters such as the ones given in Eq. (4.97) are known since they are defined by the
control designer. Assuming this case, the transfer characteristics from the reference ex-
ternal state to the estimated plant output GyR→ŷ(s) derived in Eq. (4.90) are investigated
for the range of the design plant parameter Aν,R ∈ [0, Aν ] with and without using the
higher order effect emulation GL(s) in the reference model.

Figure 4.12 exhibits the transfer characteristics for the two events of inclusion and
omission of GL(s) in the RM. Clearly, the inclusion of the estimation filter dynamics
within the reference model prevents a substantial gain amplification in the frequency
range from 3 to 15 rad/sec and a gain drop beyond 15 rad/sec as compared to the case

Figure 4.12: Effect of the inclusion of GL in RM on the transfer characteristics GyR→ŷ
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when they are not considered in the reference dynamics. The frequency range [3, 15]
rad/sec is of interest because the desired dynamics listed in Table 4.1 lie in it. This
phenomenon of gain variation for the transfer function GyR→ŷ(s) occurs in the full
range of the reference parameter Aν,R ∈ [0, 2 · Aν ] considered for this analysis if the
reference model does not explicitly account for the estimation filter dynamics, even
when Aν,R is exactly equal to the real system parameter Aν .

The noise attenuation/estimation filter such as the one employed in Eq. (4.97) causes
a phase drop between the true output y and its filtered counterpart ŷ. Consequently, the
phase difference is also manifests between the reference and the filtered output. It is
verifiable from the results in Eq. (4.104) that the inclusion of the estimation filter dy-
namics in GL(s) of the RM provides not only a magnitude equivalence but also delivers
a phase conformity between the estimated output ŷ and the reference external state yR.
Figure 4.12 (bottom plots) illustrate the effectiveness of the noise attenuation/estima-
tion filter consideration in the RM to bring phase conformity between the reference
external state and the true output when the design plant state parameter Aν,R lies
within ±100% of the true state parameter Aν . When the filter is not accounted for in
the specification of the reference dynamics considerable phase drop can be observed
in the frequency range [3, 15] rad/sec (bottom right in Fig. 4.12) in comparison to the
case where the higher order effect emulation GL(s) in RM encompasses the roll-off filter
dynamics (bottom left in Fig. 4.12). In this case, the variation in phase is significantly
minimized, thereby facilitating phase conformance between the reference state and the
estimated state.

The advantage of including the estimation dynamics through the element GL(s)
in the reference model is depicted through the tracking response to a 3 − 2 − 1 − 1
maneuver for the considered SISO model in Fig. 4.13. The design plant uncertainty is
not considered for this simulation in order to study the effect of the estimation dynamics
in isolation. It can be observed from the results in Fig. 4.13 that the reference external
state as well as pseudo control tracking deteriorate when the estimation filter is not
considered in the specification of the reference trajectories. Important to note that the
feedback loop gains remain unchanged across both the simulation cases. The sole change
between the two simulation tests is the incorporation and omission of the second order
estimation filter in the higher order effect emulation component GL(s) of the reference
model. The reference trajectories also vary in the two cases because of this modification.
When the GL(s) includes the estimation dynamics, the generated reference trajectories
comply with the phase of the estimated system response, thereby facilitating precise
tracking. On the other hand, when the estimation filter transfer characteristics are not
accounted in the RM, same set of error controller gains [Cey, Ceν ] introduce an oscillatory
component in the pseudo control tracking response owing to the mismatch between
the phase of the reference trajectories [yR, νR] and the estimated plant variables [ŷ, ν̂].
Without having to include the estimation dynamics in the RM, the alternative to mitigate
these oscillations is to reduce the magnitude of the error gains, however it would also
decrease the disturbance rejection capability of the control strategy. Evidently, phase
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Figure 4.13: 3 − 2 − 1 − 1 maneuver simulation to illustrate effect of the inclusion of GL in RM

conformance of the reference trajectories produced by the jerk-level reference model
with the estimated variables from sensor measurements is significant to the performance
of the controller.

The analysis pertaining to the consideration of the noise attenuation/estimation filter
in this sub-section along with the inclusion of the higher order effects emulation unit
in the structure of the jerk-level reference model described by section 4.2 provides the
realization of the contribution C.3.2 Inclusion of measurement/estimation filter effects
in the reference model design to achieve phase conformity between external reference
and estimated plant states.

4.4.4 Consideration of Time Delays

In addition to the estimation filters, another element that leads to a phase mismatch
between the reference set-point and measured/estimated output is the time-delay in the
input/output channel dynamics. Transport, sensor and time synchronization delays are
the major contributors to the cumulative time delay in a flight control system. While
transport and sensor delay are constant for a system architecture, synchronization delays
vary depending on the arbitration of the data packets in the employed communication
protocols e.g. CAN, UART, SPI, and others.

Within the context of the linear analysis in this section, constant time delays emanat-
ing from different components in the input and the output channels of the closed loop
system are assumed to be known exactly.
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The delay unit GD(s) (Eq. (4.54)) incorporated in the jerk-level reference model
architecture (Fig. 4.5) is proposed to take the constant known time delays in to account
while specifying reference variable trajectories. The total sum of time delays in the
input GD,i(s) as well as output channels GD,o(s) are combined and incorporated as one
component in the delay unit of the reference model

GD (s) = GD,i (s) · GD,o (s)


e−sT1 0 . . . 0
0 e−sT2 . . . 0
... . . . 0
0 0 . . . e−sTny

 =


e−sT1,i 0 . . . 0

0 e−sT2,i . . . 0
... . . . 0
0 0 . . . e−sTny,i

 (4.105)

·


e−sT1,o 0 . . . 0

0 e−sT2,o . . . 0
... . . . 0
0 0 . . . e−sTny,o

 .

where T1,i, T2,i, · · · , Tny ,i and T1,o, T2,o, · · · , Tny ,o represent the time delays (unit: seconds)
in the input and the output channels respectively, for each of the ny pseudo controls
in the closed loop system dynamics for a MIMO system. For illustration purposes
the reader can refer to Fig. 4.14, which demonstrates the delay emulation unit GD(s)
included in the reference model compensating for the input GD,i(s) and output GD,o(s)
delays occurring in a controlled SISO system. Therefore, the delay unit is defined as
GD = GD,i · GD,o. Moreover, the SISO system similar to the plant used in the section 4.4.1
is considered to analyze the impact of including the delay emulation in the RM on the
tracking performance. Following the steps used in Eq. (4.72), the transfer characteristic
from the pseudo control derivative feedforward .

νff to the reference external state yR

incorporating the effect of the delay emulation GD(s) is derived

G .
νff →yR

(s) = yR (s)
.
νff (s) = GL · GD

s · (s − Aν,R) . (4.106)

Furthermore, tracing the steps from Eqs. (4.73) to (4.76) the reference transfer functions
involving the consideration of the delay emulation unit GD(s) are obtained

Gycmd→yR
(s) = KR,u · GL · K0,R · GD

D (s) ,

Gycmd→νR
(s) = KR,u · GL · K0,R · GD · s

D (s) ,

(4.107)

where the transfer function in the denominator D(s) is

D (s) = s2 + (KR,u · GL − Aν,R) · s − KR,u · GL · GD · A∗
ν,R +

KR,u · GL · Aν,R · (GD − 1) .
(4.108)
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Reference Model

Design Plant

+
− +−

++

Reference Model

+

++
−

Figure 4.14: Delay emulation in the Jerk level reference model for a SISO system

Likewise, the closed loop SISO transfer dynamics from the reference external state
yR to the true plant output y : GyR→y(s) are obtained by following the procedure as in
the Eqs. (4.83) to (4.89) for the analysis performed in the section 4.4.1. Consequently,
by following these steps, the closed loop transfer dynamics including the input/output
channel delays GD,i and GD,o, as demonstrated in Fig. 4.14, can be observed

GyR→y (s) = y (s)
yR (s) =

GP̄ · KB · GyR→ .
νff

· GD,i + GP̄ · GD,i · KB · Ge

1 + L . (4.109)

Here the loop transfer function L(s) is defined as

L (s) = GP̄ · GD,i · KB · Ge · GD,o · GLP . (4.110)

The current investigation builds up on the analysis carried out in section 4.4.3 where
the estimation dynamics were incorporated within the reference model. The filtered
output and the estimated pseudo control are obtained using a second order estimation
filter GLP (s) described in Eq. (4.97). Additionally, the measured variables are delayed
by the sensor and transport delay cumulatively denoted by GD,o(s). Subsequently, the
transfer characteristics from the reference state to the filtered state GyR→ŷ(s) are derived
by utilizing the estimation filter dynamics GLP (s), the output channel delay GD,o(s) and
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the closed loop transfer dynamics GyR→y(s) derived in Eq. (4.109)

GyR→ŷ (s) = GyR→y (s) · GD,o (s) · GLP (s) ,

GyR→ŷ (s) = ŷ (s)
yR (s) =

GP̄ · GD,i · KB · GyR→ .
νff

· GD,o · GLP + L
1 + L .

(4.111)

Consider the transfer dynamics obtained in Eq. (4.111) for the ideal case Aν,R = Aν , and
KB = B−1

ν . Additionally, it has already been established that the estimation dynamics
denoted by GLP (s) and the input/output delays are also known exactly for the current
analysis. Therefore, the higher order effect emulation in the RM can be defined as
GL(s) = GLP (s), and the delay unit can be specified to fulfill GD(s) = GD,i(s) · GD,o(s).
Subsequently, utilizing these equalities in the inverse feedforward to reference external
state transfer function GyR→ .

νff
(s) obtained from Eq. (4.106), render the first term of the

numerator from Eq. (4.111) to 1

GP̄ ·GD,i·KB ·GyR→ .
νff

·GD,o·GLP = ��Bν

s · (s − Aν) ·���GD,i ·���B−1
ν · s · (s − Aν,R)

��GL ·��GD

·���GD,o ·���GLP ,

GP̄ ·GD,i·KB ·GyR→ .
νff

·GD,o·GLP = 1. (4.112)

which upon substitution in the relation from Eq. (4.111) proves the equivalence of the
reference external state yR and the filtered output ŷ under the conditions state above

ŷ (s)
yR (s) = 1 + L

1 + L ,

ŷ = yR.

(4.113)

Among the perfectly known parameters considered to sustain equivalence between the
reference and filtered output in Eq. (4.113), the state damping parameterAν,R used in the
design plant of the reference model remains most uncertain during the control design
process. The impact of this uncertainty manifests through the feedforward transfer
function GyR→ .

νff
in the closed loop transfer dynamics GyR→ŷ (s) of the SISO system.

To quantify the effect of the deviation of Aν,R from its true value on the SISO system’s
transfer dynamics, the bode plots of the function derived in Eq. (4.111) are illustrated
in Fig. 4.15 for values of the design parameter Aν,R iterating in the range [0, 2 · Aν ] as
performed in the previous analyses as well. Two cases with inclusion and omission of
the delay emulation GD(s) in the RM are compared. The parameters utilized for the
linear analysis of the SISO system including the time delays are enlisted in Table 4.3.

The gain plots of the closed loop transfer characteristics in Fig. 4.15 indicate that the
use of the delay emulation unit GD(s) in the reference model reduces the magnitude
variation between the reference external state and the estimated output in the frequency
range of 1 to 12 rad/sec for all iterations of the design plant parameter’s Aν,R magnitude.
For the parameters specified in Table 4.3, the reference response frequency for a given
command is illustrated by the bode plot of the transfer function Gycmd→yR

(Eq. (4.107)) in
Fig. 4.16. The −180◦ phase crossover frequency is determined to be 6.35 rad/sec, which
lies in the effective frequency range where the use of the delay emulation in the reference
model mitigates magnitude variation for the closed loop transfer characteristics GyR→ŷ.
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Parameter Magnitude Parameter Magnitude

K0,R 3 Aν -2
A∗

ν,R -3 Bν 1.5
Ku,R 6 Cey 2
ωLP 20 Ceν 8
ζLP 1 Ti, To 0.05, 0.05

Table 4.3: Magnitude of parameters used in the linear analysis of the jerk-level RM including
delay emulation with the extended INDI controller

Figure 4.15: Effect of the inclusion of GD in RM on the transfer characteristics GyR→ŷ

One of the important motives behind accounting for the time delays in the input/out-
put channel dynamics is to facilitate phase match between the reference model and the
estimated plant outputs. Figure 4.15 shows that in the considered range of uncertainty
for Aν,R , accounting for time delay in the RMdrastically reduces phase variation between
the reference external state’s set point and the estimated state across the frequency range
[4, 12] rad/sec.

Furthermore, a time domain simulation result for the considered SISO case is pre-
sented in Fig. 4.17 for which the time delay magnitude within the delay emulation
unit GD is varied from 0 ms to 200 ms in the ideal case of design plant knowledge
i.e. Aν,R = Aν . The purpose of this simulation is to study the impact that accurate
knowledge of the input/output time delay has on the system response. The sum of the
system communication time delays Ti, To as mentioned in Table 4.3 is kept at 0.1 s or
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Figure 4.16: Reference response characteristics based on the transfer function Gycmd→yR

100 ms. The results in Fig. 4.17 depict the change in the filtered output response ŷ to
a unit step control variable command as the time delay considered by the reference
model varies from 0 to twice of the real system delay. Evidently, as the accuracy of
the delay considered in the RM improves with respect to the real system’s time delay,

Figure 4.17: Impact of the delay magnitude in Input Output delay emulation GD of the RM on
unit step response of the controlled SISO system

204



Chapter 4: Jerk-Level Physical Reference Model

the set-point tracking performance of the controlled system improves with the same
feedback error gains. The improvement in the tracking performance is owed to the
mitigation of the gain and phase variation between the external reference state yR and
filtered plant output ŷ by accounting for the time delays occurring in the input/output
channel dynamics of the controlled system.

The analyses performed on the consideration of the input/output time delays in this
sub-section along with the inclusion of the delay emulation unit in the architecture of
the jerk-level reference model described by section 4.2 provides the realization of the
contributionC.3.3 Integration of time-delays from the input/output channel dynamics
within reference model design to facilitate phase match between external reference
and estimated plant states.

Applied Control Objective Implicit Control Objective

Real system response

Desired physical system 
behavior

Estimated system response

Desired controlled system 
behavior

tracks tracks

Figure 4.18: Bi-level control design objective in the Jerk level reference model

Incorporation of the higher order dynamics from state estimation and time delays
from the output channel dynamics brings out a bi-level control objective in the proposed
extended INDI strategy with the jerk level reference model. Contrary to the control
objective defined in Eq. (4.57), the control objective pursued by the implemented strategy
is tomake the estimated system response ℵ̂ follow the desired controlled system behavior
ℵR specified by the reference model. Simultaneously, as demonstrated in Fig. 4.18, the
real system responseℵ tracks the desired physical system behaviorℵR̄ which is implicitly
defined in the reference model. The estimation dynamics emulation and the inclusion
of time delays constitute the difference between the desired physical system and the
desired controlled system specification.

Figure 4.19 compares the response of the real system with the estimated system
through a time domain simulation. This simulation test considers an ideal case of perfect
plant knowledge with the controller parameters defined in Table 4.3. The purpose of
this simulation is to visualize the tracking behavior of the real system with respect to the
reference behavior defined for the estimated system. As it can be observed, the estimated
output follows the reference signal, however the true system leads desired controlled
state response specified by the reference signal. The reason for this phenomenon is that
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Figure 4.19: Real vs. Estimated system response corresponding to bi-level control objectives

the reference model specifies the reference external state trajectory for the estimated
output rather than the true output. By defining the desired behavior for the estimated
system rather than the true system, only the deviations of the estimated output from
the reference external state trajectory occurring due to external disturbances result in a
corrective command generated by the error controller (Eq. (4.84)). Most importantly,
the deviation resulting from the phase shift due to the estimation and output channel
dynamics is hidden from the error dynamics since the error is calculated as the difference
between the reference trajectories for the estimated system ℵR and the estimated system
response ℵ̂. The error pseudo control derivative along with the feedforward produce the
control input rate command intended for the true plant (Eq. (4.83)). The control input
rate command is equivalent to the real control input rate because the first order actuator
dynamics considered in this case are canceled exactly. Subsequently, the generated
effector rate makes the real system follow the desired physical system behavior implicit
in the applied reference model.

4.4.5 Consideration of Residual Effector Dynamics

Thus far the analysis and simulations considered first order effector dynamics, which
are accounted according to the first order effector dynamics consideration described by
Eqs. (4.13) - (4.15), thereby resulting in the equivalence of the effector rate command
and real effector rate .

ucmd = .
u. However, as specified earlier in the section 4.1, exact

cancellation for second order effector dynamics is not possible without calculating an
inverse of the residual effector dynamics Ru(s) (Eq. (4.25)) . The inverse computation

206



Chapter 4: Jerk-Level Physical Reference Model

requires calculation of a discrete time derivative which could lead to noise amplification
and inject high frequency content in the control effector commands. Alternatively,
the author proposes to take the residual effector dynamics into account within the
higher order effect emulation GL(s) of the jerk level reference model. In doing so, the
effector gain inverse K−1

A can still be incorporated in the control allocation as specified in
Eq. (4.25) but it eliminates the need of performing an inverse of the residual dynamics
R−1

u (s).

For the sake of simplification, the effect of the residual effector dynamics and its
consideration in the RM is presented through the SISO system being used until now
in other analyses. Figure 4.20 illustrates a schematic for the resultant SISO closed
loop constituted by the extended INDI controller containing the jerk level reference
model and the transformed plant dynamics GP (s) as given in Eq. (4.86). The given
diagram only contains the main elements affecting the transfer characteristics of the
closed loop system and does not demonstrate the real implementation of the flight
control software. The implementation of the extended INDI flight control strategy
to be flashed on a FCC is exhibited by Fig. 4.6. Equation (4.23) describes the transfer
characteristics from an incremental effector command computed by the controller to an
absolute effector positionG∆ucmd→u(s) for an effector comprising of second order actuator
dynamics. Using the relation in Eq. (4.23), the transfer function from the incremental

Second order 
effector dynamics

SISO Closed Loop System

Reference Model

+

++
−

Reference Model

Design Plant

+
− +−

++

Figure 4.20: Jerk level reference model in a closed loop SISO system with second order effector
dynamics
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effector command to the effector rate G∆ucmd→ .
u emanates

G∆ucmd→ .
u (s) =

Ru(s)(
2 · ζA · ωA

s + 2 · ζA · ωA

)
·

KA(
ωA

2 · ζA

)
, (4.114)

which is used to present the effector dynamics in the SISO closed loop illustration
in Fig. 4.20. The effector gain KA ∈ R is nullified by its inverse incorporated in the
control allocation described by the product KB · K−1

A , where KB = B−1
ν . Therefore, only

the residual dynamics Ru(s) remain to be accounted for in the presented closed loop
dynamics.

Following the feedforward transfer relation derived in Eq. (4.106), the inclusion of
the residual effector dynamics in the higher order effect emulation unit GL(s) of the
reference model can be described

G .
νff →yR

(s) = yR (s)
.
νff (s) = GL · GD

s · (s − Aν,R) ,

G .
νff →yR

(s) = yR (s)
.
νff (s) = GLP · Ru · GD

s · (s − Aν,R) ∵ GL = GLP · Ru .

(4.115)

Here the noise-attenuation filter is defined like the second order filter given in Eq. (4.97)

GLP = ω2
LP

s2 + 2 · ζLP · ωLP · s + ω2
LP

. (4.116)

Furthermore, the closed loop SISO transfer dynamics from the reference external state
yR to the true plant output y : GyR→y(s) are obtained by pursuing the steps taken from
Eqs. (4.83) to (4.89). Additionally, the residual dynamics Ru(s) remaining after the can-
cellation of the effector gain KA for the second order effector dynamics are encompassed
in the forenamed steps to deliver the closed loop transfer dynamics

GyR→y (s) = y (s)
yR (s) =

GP̄ · Ru · KB · GyR→ .
νff

· GD,i + GP̄ · GD,i · Ru · KB · Ge

1 + L , (4.117)

where the loop transfer function L(s) is

L (s) = GP̄ · GD,i · Ru · KB · Ge · GD,o · GLP . (4.118)

As stated before, the estimated variables are delayed by the sensor and transport delay
cumulatively as well as the estimation filters. Therefore, the transfer characteristics from
the reference state to the estimated state GyR→ŷ(s) emanate after consideration of the
estimation filter dynamics GLP (s) and the output channel dynamics GD,o(s) along with
the transfer function GyR→y(s)

GyR→ŷ (s) = GyR→y (s) · GD,o (s) · GLP (s) . (4.119)
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By substituting the transfer function GyR→y(s) from Eq. (4.117) in the expression from
Eq. (4.119), the loop transfer function L(s), given by Eq. (4.118), appears as the second
term in the numerator

GyR→ŷ (s) = ŷ (s)
yR (s) =

GP̄ · GD,i · Ru · KB · GyR→ .
νff

· GD,o · GLP + L
1 + L . (4.120)

The current investigation builds up on the analysis carried out in the sections 4.4.3
and 4.4.4, where the estimation dynamics and output channel delays were incorporated
within the reference model. Here the residual effector dynamics from the second order
effectors are incorporated additionally.

In order to bring out the advantage of including the residual dynamics in the higher
order effect emulation unit GL(s) of the RM, the transfer dynamics from Eq. (4.120) are
simplified for the ideal case Aν,R = Aν as performed in Eqs. (4.112) - (4.113) for the
consideration of delays in the input/output channel dynamics. Firstly, inverse of the
feedforward to reference state transfer function from Eq. (4.115) is substituted in the
first term of the numerator from Eq. (4.120) to yield

GP̄ ·GD,i·Ru·KB ·GyR→ .
νff

·GD,o·GLP = ��Bν

s · (s − Aν) ·���GD,i·��Ru·���B−1
ν · s·(s − Aν,R)

���GLP ·��Ru·��GD

·���GD,o·���GLP ,

GP̄ ·GD,i·Ru·KB ·GyR→ .
νff

·GD,o·GLP = 1. (4.121)

which renders the relation from Eq. (4.120) to

ŷ (s)
yR (s) = 1 + L

1 + L ,

ŷ = yR,

(4.122)

thereby proving the equivalence of the reference external state and the estimated output
brought about by the proposed feedforward from the jerk level RM under the conditions
of perfect system knowledge being included in the design plant.

Similar to the procedure in previous analyses, effectiveness of the inclusion of the
residual effector dynamics is quantified in presence of uncertainty in the state damping
parameter Aν,R employed in the reference model design plant. Magnitude and phase
characteristics of the closed loop dynamics in Eq. (4.120) are plotted in Fig. 4.21 for values
of the design parameter Aν,R in the range [0, 2 · Aν ]. Additionally, comparative plots for
the closed loop transfer characteristics without the residual dynamics but including the
previously mentioned considerations in the reference model are demonstrated on the
right side. For the second order effector dynamics values of natural frequency ωA and
the damping ratio ζA are 10 rad/s and 1 respectively. Remaining values of the parameters
utilized for the linear analysis of the SISO system are enlisted in Table 4.3.

It is evident from the magnitude characteristics of the closed loop transfer function
that the gain is not significantly affected by the inclusion of the residual dynamics apart
from the improvement observed in the range of [4, 12] rad/s, in which the reference
response frequency (shown by Fig. 4.16) also lies. The phase variation in the closed
loop transfer dynamics notably reduces beyond the frequency range of 5 rad/sec upon
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Figure 4.21: Effect of the inclusion of Ru in RM on the transfer characteristics GyR→ŷ

inclusion of the residual dynamics in the RM for the parameters utilized in this analysis.
Similarly, any order of effector dynamics higher than the first order can be incorporated
within the reference model, thereby accounting for those components of the effector
dynamics that can not be readily compensated in the extended INDI strategy such as
the residual dynamics Ru(s) for the second order dynamics described in this work.

The analyses performed on the consideration of the residual dynamics from the
second order effector dynamics in this sub-section alongwith their inclusion in the higher
order emulation unit of the jerk-level reference model whose architecture was described
in the section 4.2 provides the realization of the contribution C.3.4 Consideration of
higher than first order effector dynamics in the generation of external reference states
and feedforward pseudo control rate.

In addition to the analyses performed to verify the effectiveness of the feedforward
command emanating from the design plant based reference model given that the refer-
ence state derivative dependent parameter stays within ±100% of the true parameter,
the author also proposed adaptation of the design plant parameters to bring them as
close to the real system values as possible. The strategy and results related to design
plant adaptation in the jerk-level RM were presented in a research article [207] and it
is added in the Appendix D for the reader’s reference.
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4.4.6 Treatment of Unstable Systems

The analyses presented so far considered stable SISO systems. However, many aircraft
configurations being developed within the scope of UAM are multicopter configurations
or VTOL transition aircraft, which are inherently unstable in the hover flight phase.
Therefore, the current section presents the treatment of unstable systems or at least flight
phases in which a system is unstable.

As proven through the analyses before, the feedforward pseudo control derivative
command produced by the reference model remains effective in improving the tracking
performance as long as the design plant parameter Aν,R lies within ±100% of the true
plant parameter Aν . Therefore for an unstable system the design plant parameter can
safely be chosen as zero rather than basing the generation of the reference trajectories
on an unstable design plant. This implies that without the other elements like higher
order effect and delay emulation units proposed to be incorporated in the reference
model, the reference model with a design plant parameter equal to zero would be
equivalent to a higher order linear reference model. However, as discussed before that
apart from the state dependent dynamics, inclusion of higher order effector dynamics,
transport delays and estimation dynamics has a significant impact in producing a feasible
feedforward command, which delivers better tracking performance without having to
alter the feedback error gain set. So even though the knowledge of the state dependent
parameter cannot be effectively utilized in the feedforward generation for an unstable
system, information about estimation dynamics, higher order effector dynamics and
time delays can still be employed.

From this perspective, an unstable SISO system controlled by an extended INDI
controller having a jerk level referencemodel with the parameters defined in the Table 4.4
is considered. In order to display the effectiveness of using the feedforward command
from the jerk-level RM even though the design plant’s state damping parameter Aν,R

was chosen as zero, the bode plot of the closed loop transfer function GyR→ŷ(s) from
Eq. (4.120) is considered in the Fig. 4.22. Two cases with the design plant parameter kept
at 0 are analyzed. Both the cases differ by inclusion and omission of the higher order
effect emulation GL(s) and the time delay emulation GD(s) in the reference model. The
higher order effect emulation GL(s) is built up from the residual effector dynamics of a

Parameter Magnitude Parameter Magnitude

K0,R 0.8 ζA 1
A∗

ν,R -0.8 Aν 0.5
Ku,R 2 Bν 1.5
Aν,R 0 Cey 2
ωLP 20 Ceν 6
ζLP 1 Ti 0.05 s
ωA 10 To 0.05 s

Table 4.4: Magnitude of parameters used in the linear analysis of the jerk-level RM with the
extended INDI controller for an unstable system
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Figure 4.22: Effect of inclusion of Input/Output delay emulation GD and higher order effect
emulation GL in the RM on the transfer characteristics GyR→ŷ for control of an unstable SISO
system

second order effector having natural frequency and damping of 10 and 1 respectively.
Additionally, the estimation filter dynamics from a second order filter, as described in
Eq. (4.97), are also included in GL(s). The time delay emulation GD(s) incorporates the
effect of input and output channel delays of 0.05 seconds each. Figure 4.22 demonstrates
that consideration of the higher order effects and pure time delay in the reference model
mitigates the resonant peak in the gain plot of the closed loop transfer function GyR→ŷ(s),
and it facilitates a phase match between the reference external state and the filtered
output ŷ.

Furthermore, the effectiveness of using the proposed jerk-level RM structure includ-
ing information about the higher order effects GL(s) and time delays GD(s) is also visible
through the results of the time domain simulations illustrated by the Fig. 4.23. Similar to
the linear analysis performed earlier in this section, two cases of inclusion and omission
of GL(s) and GD(s) were compared for these simulations. It was observed from the
results that for control of the considered unstable system, steady state tracking remained
similar for the two cases, however the transient tracking performance improved when
the effects GL(s), GD(s) are accounted by the RM. In the absence of these elements from
the RM, the pseudo control tracking exhibited oscillatory behavior during transients for
the same set of feedback error controller gains.
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Figure 4.23: Impact of the consideration of Input/Output delay emulation GD and higher order
effect emulation GL in the RM on the tracking performance for control of an unstable SISO
system

4.4.7 Experimental Verification

The concept of employing a design plant in a reference model is verified in an exper-
imental setup used to control the rotational rate of a LTU. The block diagram of the
experimental setup is demonstrated in Fig. 4.24. The setup comprises of an Engine
Interface Unit (EIU), which receives the propeller rotational rate command ωcmd ∈ R
and calculates a desired torque command TM,des ∈ R based on the LTU’s rotational rate
feedback ω ∈ R.
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EIU LTU

Figure 4.24: System view for RPM control system of the Lift Thrust Unit

In order to specify the construction of the feedforward from the reference model and
the structure of the LTU rotational rate controller, first the equation of motion for the
LTU comprising of a Direct Current (DC) motor with a fixed-pitch propeller is given

ILT U · .
ω = kN · ω2 + TM . (4.123)

Here ILT U ∈ R denotes the combined moment of inertia of the DC motor and the
propeller, kN ∈ R comprises of the drag moment coefficient of the propeller as well as
the friction coefficient of the motor and TM describes the motor torque. The term kN · ω2

constitutes the load torque originating from the drag produced by the rotating propeller.
This state dependent effect is a good candidate to be included in the design plant of
the RM for generating an effective feedforward command. Considering the dynamics
specified in Eq. (4.123) in terms of a classical linear system .

x = a · x + b · u

.
ω = I−1

LT U · kN · ω2 + I−1
LT U · TM , (4.124)

I−1
LT U · kN is the system state parameter, I−1

LT U originates as the control effectiveness
parameter and TM is the control input to the system. The LTU used in this experiment
accepts desiredmotor torque as an input, therefore the dynamics presented in Eq. (4.124)
can directly be used as a basis for the controller design.

LTU Rotation Rate Controller

Design Plant 
based 

Reference 
Model

+

+
LTU

+
−

Error 
Controller

Figure 4.25: RPM controller of the LTU
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Figure 4.25 illustrates the architecture of the LTU Rotation Rate Controller. The
reference model comprising of the design plant computes the feedforward motor torque
command TM,ff ∈ R and the reference LTU rotational rate. The feedforward torque
TM,ff is computed similar to the relation derived in Eq. (4.39)

TM,ff = K0,R · ω2
cmd +

(
kN,R − k∗

N,R

)
· ω2

R, (4.125)

where K0,R ∈ R is the command scaling for the square of the LTU rotation rate command
ω2

cmd ∈ R, which provides the steady state feedforward command, k∗
N,R ∈ R specifies the

desired dynamics corresponding to the design plant parameter kN,R ∈ R. The design
plant of the reference model takes the feedforward torque as input, thereby generating
the reference rotational rate trajectories

.
ωR = ILT U,R ·

(
kN,R · ω2

R + TM,ff

)
. (4.126)

The parameter ILT U,R ∈ R represents the best estimate for the combined moment of
inertia for the motor and propeller to be used in the design plant of the reference model.
Similarly, kN,R ∈ R is the estimate of the propeller drag coefficient used in the design
plant. Since the current dynamics in the electric motor used by the lift thrust unit are
instantaneously fast, higher order dynamics than the torque level are not pursued in
this experiment.

Furthermore, the feedback error based motor torque TM,e ∈ R is computed in the
error controller

TM,e = ILT U,R ·
(

KP · eω + KI ·
∫

eω · dt
)

, (4.127)

where KP ∈ R and KI ∈ R define the proportional and integral gains for the tracking
error eω = ωR − ω. Finally, the desired motor torque TM,des command to the lift thrust
unit is computed

TM,des = TM,ff + TM,e. (4.128)

In order to verify the effectiveness of the feedforward motor torque generated by
the reference model, two experimental runs are carried out. In the first case, depicted
by the left plot in Fig. 4.26, only the feedforward command is sent to the lift thrust
unit according to the rotational rate commands from 1200 to 1800 RPM in steps of 100
RPM. It can be observed that even without using the feedback loop, the rotation rate
of the lift thrust unit moves in the direction of the commanded value and sustains a
steady state rotation rate, although with a constant error. Naturally, when used along
with the feedback loop, the described rotation rate controller achieves the commanded
setpoint of the LTU rotation rate. As already stated before, the design plant based
feedforward presented in this chapter is only intended to alleviate the control effort
from the feedback loop by anticipating the known disturbances in the system, thereby
enhancing the command response. Accordingly, the utilized feedforward motor torque
command provides an immediate response of the LTU’s rotation rate in the commanded
direction, and the residual tracking error is compensated by the error controller.
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Figure 4.26: Comparison of RPM control in case of only feedforward against the case with both
feedforward and feedback active

4.5 Summary

This chapter described the framework of the jerk-level reference model employed with a
continuous extension of the INDI control strategy. The main feature of the proposed
reference model is the incorporation of state dependent damping terms in the generation
of reference external state trajectories and the feedforward command. The consideration
of the state dependent terms allowed to anticipate the effect of such identifiable distur-
bances and act on them through the feedforward command, even before the control
error develops. The state dependent terms also known as the "A-part" were included in
the design plant of the reference model.

Feedback linearization of the design plant was performed within the jerk-level RM
to produce the feedforward to the extended INDI controller. Rather than the classical
NDI approach where a system model is inverted to produce control effector commands,
dynamic inversion was only utilized to produce a pseudo control derivative feedforward
command in the jerk-level RM. Consequently, the jerk level reference model produced a
physically meaningful feedforward command which results in an effector command
not only in the right direction but also provides a steady state magnitude based on the
aircraft knowledge added in the design plant. Evidently, the feedforward produced
by the jerk-level RM is more effective than the feedforward pseudo control commands
produced by linear reference models, which are simply high-pass filtered components
of the control variable command.
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The jerk level reference model was built up from four functional units, namely –
desired dynamics specification unit, state dependence compensation unit, reference actuator with
input/output channel dynamics consideration and the design plant. As the name suggests,
the desired dynamics specification unit was used to define the reference dynamics for each
control variable channel, while the state dependence compensation unitwas used to compute
the control effector relevant pseudo control command νu,R,cmd for the reference actuators
based on the feedback from the design plant. The reference actuator with input/output
channel dynamics consideration combined effects of the noise attenuation/estimation filters,
pure time delays in the closed loop system and higher than first order actuator dynamics.
The design plant incorporated the system knowledge relevant to each of the pseudo
control channels.

Furthermore, the controller structure embedding the jerk-level reference model in
the extended INDI framework was elaborated. Derivation of resultant error dynamics
for the closed loop system revealed that the presence of the aircraft knowledge in the
design plant mitigated the magnitude of excitation of the tracking error. However,
the mitigation of tracking error excitation only occurred as long as the design plant
parameters stayed within a range of the true plant parameters.

This effective parameter range for the design plant was established through linear
analysis for a SISO case. For the considered case, it was found out that as long as
the design plant parameter is defined to be within a range of ±100% of the true plant
parameter, the use of the proposed jerk-level RM reduced the magnitude of the set-point
tracking error with the same set of feedback controller gains. This analysis was further
elaborated by reviewing the impact of the design plant uncertainty within the effective
parameter range against the MUAD bounds. Results displayed that the MUAD bounds
are not violated as long as the design plant parameter stayedwithin the effective range i.e.
±100% of the real system parameter and the feedforward command from the RM was
utilized by the controller. Omission of the feedforward command in computation of the
desired pseudo control derivative led to violation of the MUAD bounds pertaining to the
phase. Moreover, the facilitation of phase conformity between the reference trajectories
and the estimated variables by incorporating noise attenuation/estimation filters in the
reference model design was also demonstrated through linear analysis and time domain
simulations. Inclusion of the estimation dynamics did not only reduce phase mismatch
between the reference external states and the estimated outputs, but also mitigated the
gain variation between the two, thereby allowing the possibility of using higher feedback
gains and enhancing external disturbance rejection.

Similarly, time-delays of the input/output channel dynamics were added in the RM
to enforce phase match between external reference and estimated plant states. Resulting
bode plots showed that the gain and phase difference between the reference external state
yR and the filtered output ŷ reduced significantly within the effective design parameter
range for the considered SISO case. Addition of the estimation dynamics and the time
delays brings out the bi-level control objective resulting from the inclusion of the jerk
level reference model in the extended INDI strategy. The jerk level RM specifies the
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desired behavior for the estimated system while the true plant is enforced to follow the
implicit reference behavior embedded in the RM, which is equal to the applied reference
behavior without the time delays and the dynamics of the noise attenuation filters.

Higher than first order effector dynamics were not completely accounted by the
actuator dynamics consideration of the extended INDI architecture. It was proposed
that the unaccounted residual dynamics be encompassed in the higher order delay
emulation unit of the reference model. In order to demonstrate this aspect, the effect of
including the residual dynamics for a second order actuator within the jerk-level RM
was provided through linear analysis for a scalar system. The inclusion of these residual
dynamics also facilitated reduction in phase difference between the reference external
state and the estimated output.

Finally, experimental verification for the design plant based referencemodel structure
was provided through a control strategy used for RPM control of a lift thrust unit.
Results showed that even without using the feedback of the current rotational rate, the
feedforward path was able to effectively guide the lift thrust unit in the commanded
direction and maintain a steady state rotational rate, though with a steady state error.
The remaining errors were mitigated by the feedback error controller.

218



Chapter 5

Unified Trajectory Control for
VTOL Transition Aircraft

This chapter proposes a configuration agnostic unified trajectory control strategy
for VTOL transition aircraft. As mentioned in the state of the art section 1.2.3,
nonlinear control strategies deliver the benefit of utilizing the full control au-
thority of the aircraft by considering their physical capabilities. Furthermore,
it was also established through the literature survey that jerk control for path-
following delivers advantages in improving tracking accuracy, consideration of
effector dynamics, enhancing passenger comfort as well as reducing efficiency-
loss in actuators. Therefore, rigid-body kinematic translation jerk dynamics
denoted in the C-frame are derived, which are used to obtain the position jerk
error dynamics and define the terms required in the feedforward path of the
unified trajectory control strategy. In addition to the feedforward terms, feed-
back of position, velocity and acceleration errors is employed in the trajectory
controller to compute specific force rate commands, which are allocated to Euler
attitude rate commands through an interfacing module. Consequently, the
commands generated by the trajectory controller can interface with any kind
of configuration dependent inner loop controller irrespective of the applied
control strategy. Ultimately, the unified trajectory controller along with the
trajectory generationmodules provide a configuration agnostic guidance system
framework that operates in the full flight envelope of a VTOL transition aircraft.

With the emergence of Urban Air Mobility, the demand of strategies yielding high
precision trajectory following in urban airspace has also risen. Urban topology comprise
of high-rise structures, which generate atmospheric disturbances due to boundary later
effects and unsteady wind-fields [95]. Even in presence of these dynamic environmental
conditions coupled with a limited operating volume and high traffic expectancy in the
urban airspace, stringent bounds on the deviation from the desired path still need to be
enforced at all times during a flight mission. With this aim, a unified controller capable
of providing high accuracy for trajectory tracking is developed in this dissertation. In
addition to being aircraft configuration agnostic, the proposed design yields a flight
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phase independent feedback control architecture without having to switch control laws
during transition between hover and forward velocity flight phases for trajectory control
of a VTOL transition aircraft.

Before commencing the theory of the proposed strategy, the nomenclature pertaining
to the trajectory control is recapped. As mentioned in section 1.2.3, the term trajectory
refers to the time history of any state of the system under examination. Since the term
trajectory is used in the context of geometric guidance and control in this chapter, hence it
refers to the time history of the geometric path of an aircraft. Accordingly, the objective of
trajectory control is to track a desired position in space under a time constraint. Contrarily,
in path-following control the time constraint is disregarded, and the control objective
is reduced to following the desired geometric path without any time limitations. In
order to bring out a clear distinction, Table 1.2 displayed the functions incorporated in
trajectory and path-following control.

In this chapter, the derivation of the control law is performed for trajectory control
i.e. the forward translation channel is also included to take the time constraint into
consideration. However, the resulting control law can be easily reduced to path-following
control functionality by neglecting the trajectory controller’s output related to regulation
of the forward translation. Henceforth, trajectory controller and path following will be
used synonymously in this chapter.

The trajectory control technique presented in this work is capable of functioning
in the full flight envelope of a VTOL transition aircraft. One of the important factors
that allow to design this approach is the choice of a valid frame of operation for the
control law in the complete flight envelope. Additionally, employment of kinematic error
dynamics for generation of subsequent commands to the inner loops give freedom from
the requirement of any aircraft model knowledge. Hence, this trajectory/path-following
controller can be applied to any aircraft with marginal effort.

The utility of the C-frame in deriving a unified control law for all flight phases of
a VTOL transition aircraft has already been detailed in the section 2.1. Therefore, this
chapter starts with the derivation of the jerk level translation dynamics in the control
frame. Thereafter, an order analysis for the terms arising in the jerk translation dynamics
is performed to ascertain their impact given the parameter ranges of the control problem.
Depending on the outcome of the order analysis, terms with negligible effects are
removed to obtain the jerk translation equations of motion to be employed for derivation
of nonlinear jerk error dynamics. It is also shown that the derived jerk error dynamics
are linear in the trajectory error states. Subsequently, the unified control law is derived
by dynamic inversion of the nonlinear jerk error dynamics. A modular framework
for the software implementation of the unified controller is elaborated. Additionally,
an interface module, which generates attitude/attitude-rate commands for inner loop
control of any multicopter configuration is also presented. Ultimately, verification of the
proposed unified trajectory control strategy is performed through MIL simulation tests
employing a multicopter aircraft and a simplified INDI based inner loop controller.
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5.1 Jerk-level Translation Dynamics in the Control
Frame

In this section, the jerk level translation dynamics are derived using the translation
equations of motion denoted in the control frame presented by the Eq. (2.53)
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where the acceleration emanating from transport rate ( #»aR
tr)C ∈ R3 as given in Eq. (2.33),

earth’s rotation ( #»aR
e,rot)C ∈ R3 derived in Eq. (2.34) as well as rigid body rotation
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b,rot)C ∈ R3 as shown in Eq. (2.35) are combined in to one term denoting them
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and the colored terms are transformed to their corresponding counterparts of the control
frame using the Euler differentiation rule
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to obtain jerk-level dynamics denoted in the C-frame
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The rotational rate ( #»ωIC
K )C ∈ R3 is made up of three components denoted in the control

frame – earth’s rotation rate ( #»ωIE
K )C ∈ R3, transport rate ( #»ωEO

K )C ∈ R3 and the rotation
of the control frame with respect to the NED-frame ( #»ωOC

K )C ∈ R3

(
#»ωIC

K

)
C

=

( #»ω IO
K )C

(
#»ωIE

K

)
C

+
(

#»ωEO
K

)
C

+
(

#»ωOC
K

)
C

(5.5)

among which the earth’s rotation rate and transport rate are combined
(

#»ωIC
K

)
C

=
(

#»ωIO
K

)
C

+
(

#»ωOC
K

)
C

(5.6)
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and then substituted in Eq. (5.4) to yield( ..
#»

V R
K

)ECC

C
+
[ (

#»ωIO
K

)
C

+
(

#»ωOC
K

)
C

]
×
( .

#»

V R
K

)EC

C
+[ ( .

#»ωOC
K

)C

C
+
[ (

#»ωIO
K

)
C

+
(

#»ωOC
K

)
C

]
×
(

#»ωOC
K

)
C

]
×
(

#»

V R
K

)E

C
+ (5.7)

(
#»ωOC

K

)
C

×
[( .

#»

V R
K

)EC

C
+
[ (

#»ωIO
K

)
C

+
(

#»ωOC
K

)
C

]
×
(

#»

V R
K

)E

C

]
+
( .

#»aoth

)C

C
+

[ (
#»ωIO

K

)
C

+
(

#»ωOC
K

)
C

]
× ( #»aoth)C =

( .
#»

f R
)C

C
+
[ (

#»ωIO
K

)
C

+
(

#»ωOC
K

)
C

]
×
(

#»

f R
)

C
.

In the second row of the above equation, the cross product of the rotational rate ( #»ωOC
K )C ∈

R3 with itself emerges, which is evaluated as zero( ..
#»

V R
K

)ECC

C
+
(

#»ωIO
K

)
C

×
( .

#»

V R
K

)EC

C
+
(

#»ωOC
K

)
C

×
( .

#»

V R
K

)EC

C
+[ ( .

#»ωOC
K

)C

C
+
(

#»ωIO
K

)
C

×
(

#»ωOC
K

)
C

+
=0

(
#»ωOC

K

)
C

×
(

#»ωOC
K

)
C

]
×
(

#»

V R
K

)E

C
+ (5.8)

(
#»ωOC

K

)
C

×
[( .

#»

V R
K

)EC

C
+
(

#»ωIO
K

)
C

×
(

#»

V R
K

)E

C
+
(

#»ωOC
K

)
C

×
(

#»

V R
K

)E

C

]
+

( .
#»aoth

)C

C
+
(

#»ωIO
K

)
C

× ( #»aoth)C +
(

#»ωOC
K

)
C

× ( #»aoth)C =
( .

#»

f R
)C

C
+
(

#»ωIC
K

)
C

×
(

#»

f R
)

C
.

Furthermore, the cross product terms with the two rotational rates ( #»ωIO
K )C and ( #»ωOC

K )C

are collected separately to provide the translation jerk dynamics defined in the C-frame

Linear jerk( ..
#»

V R
K

)ECC

C
+

Centripetal jerk( .
#»ωOC

K

)C

C
×
(

#»

V R
K

)E

C
+

Coriolis jerk due to ( #»ω OC
K )C(

#»ωOC
K

)
C

×
[
2 ·
( .

#»

V R
K

)EC

C
+ ( #»aoth)C

]
+

Centrifugal jerk due to ( #»ω OC
K )C(

#»ωOC
K

)
C

×
[ (

#»ωOC
K

)
C

×
(

#»

V R
K

)E

C

]
+

Coriolis jerk due to ( #»ω IO
K )C(

#»ωIO
K

)
C

×
[ ( .

#»

V R
K

)EC

C
+ ( #»aoth)C

]
+ (5.9)

Triple cross product terms[ (
#»ωIO

K

)
C

×
(

#»ωOC
K

)
C

]
×
(

#»

V R
K

)E

C
+
(

#»ωOC
K

)
C

×
[ (

#»ωIO
K

)
C

×
(

#»

V R
K

)E

C

]
+

Improper Jerk( .
#»aoth

)C

C

=
( .

#»

f R
)C

C
+
(

#»ωIO
K

)
C

×
(

#»

f R
)

C
+
(

#»ωOC
K

)
C

×
(

#»

f R
)

C
.

The first row in Eq. (5.9) constitutes the linear jerk, centripetal jerk and the jerk emanating
from the Coriolis effect due to the rotational rate ( #»ωOC

K )C . Additionally, the centrifugal
jerk due to ( #»ωOC

K )C is presented in the second row along with the Coriolis jerk due to the
rotational rate ( #»ωIO

K )C . The terms pertaining to the triple cross products of the rotational
rates and velocity along with the derivative of the other accelerations (

.
#»aoth)C

C are written
in the third row. Subsequently, the last row consists of the terms emanating from the
differentiation of specific forces.
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5.1.1 Improper Jerk
The vector cross product term ( #»ωIC

K )C × ( #»aoth)C appears in Eq. (5.4) when the jerk with
respect to the inertial frame (

.
#»aoth)I

C is transformed according to the Euler differentiation
rule (Eq. (5.31)) such that it is specified with respect to the control frame (

.
#»aoth)C

C . This
cross product term ( #»ωIC

K )C ×( #»aoth)C is divided into two components each corresponding
to the angular rates ( #»ωIO

K )C and ( #»ωOC
K )C , which are denoted as the Coriolis jerk terms in

Eq. (5.9). Hence, only the improper jerk (
.

#»aoth)C
C ∈ R3 remains which originates due to

the rate of change of other accelerations ( #»aoth)C specified in Eq. (5.1), namely accelerations
due to transport rate, earth’s rotation and rigid body rotation. Likewise, the improper
jerk term can also be represented as a sum of its sources( .

#»aoth

)C

C
=
( .

#»aR
tr

)C

C
+
( .

#»aR
e,rot

)C

C
+
( .

#»aRG
b,rot

)C

C
. (5.10)

Although the jerk terms specified in the equation above do not affect the calculation of
the outputs generated by the trajectory control law, the constituents that form these jerk
terms are derived for the sake of completion.

Jerk due to Transport rate
The acceleration due to transport rate from Eq. (2.37) is derived in the C-frame to
compute the jerk due to transport rate( .

#»aR
tr

)C

C
=
( .
Ω

EO)C

CC
·
(

#»

V R
K

)E

C
+
(
ΩEO

)
CC

·
( .

#»

V R
K

)EC

C
, (5.11)

where (
.

#»

V R
K)EC

C ∈ R3 and ( #»

V R
K)E

C ∈ R3 are the rigid body acceleration and velocity
specified in the control frame. Furthermore, the jerk due to transport rate in Eq. (5.11)
encompasses the skew symmetric matrix (ΩEO)CC ∈ R3×3, presented in Eq. (2.39), as
well as its time derivative

( .
Ω

EO)C

CC
[:, 1] =



0

−
..
λ · sin ϕ −

.
λ ·

.
ϕ · cos ϕ

..
ϕ · cos Ψ +

..
λ · sin Ψ · cos ϕ −

.
Ψ ·

.
ϕ · sin Ψ+

.
Ψ ·

.
λ · cos Ψ · cos ϕ −

.
λ ·

.
ϕ · sin Ψ · sin ϕ



C

CC

( .
Ω

EO)C

CC
[:, 2] =



..
λ · sin ϕ +

.
λ ·

.
ϕ · cos ϕ

0
..
λ · cos Ψ · cos ϕ −

..
ϕ · sin Ψ −

.
Ψ ·

.
ϕ · cos Ψ−

.
Ψ ·

.
λ · sin Ψ · cos ϕ −

.
λ ·

.
ϕ · cos Ψ · sin ϕ



C

CC

(5.12)

( .
Ω

EO)C

CC
[:, 3] =



.
Ψ ·

.
ϕ · sin Ψ −

..
λ · sin Ψ · cos ϕ −

..
ϕ · cos Ψ−

.
Ψ ·

.
λ · cos Ψ · cos ϕ +

.
λ ·

.
ϕ · sin Ψ · sin ϕ

..
ϕ · sin Ψ −

..
λ · cos Ψ · cos ϕ +

.
Ψ ·

.
ϕ · cos Ψ+

.
Ψ ·

.
λ · sin Ψ · cos ϕ +

.
λ ·

.
ϕ · cos Ψ · sin ϕ

0



C

CC

,
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where (
.

ΩEO)C
CC [:, k] ∈ R3 specifies the k-th column of the skew symmetric matrix

derivative (
.

ΩEO)C
CC ∈ R3×3.

Jerk due to Earth’s rotation
Corresponding to the derivation of the transport jerk, the jerk induced by earth’s rotation
(

.
#»aR

e,rot)C
C is obtained through the differentiation of the acceleration due to earth’s rotation

from Eq. (2.45)( .
#»aR

e,rot

)C

C
= 2 ·

( .
ΩIE

)C

CC
·
(

#»

V R
K

)E

C
+ 2 ·

(
ΩIE

)
CC

·
( .

#»

V R
K

)EC

C
+[( .

ΩIE
)C

CC
·
(
ΩIE

)
CC

+
(
ΩIE

)
CC

·
( .
ΩIE

)C

CC

]
·
(

#»r R
)

C
+ (5.13)[(

ΩIE
)

CC

]2
·
(

#»

V R
K

)E

C

in which ( #»r R)C ∈ R3 denotes the position vector of the reference point of the aircraft
in the control frame. Moreover, the skew symmetric matrix derivative (

.
ΩIE)C

CC ∈ R3×3

also appears, which is constructed from the column vectors

( .
ΩIE

)C

CC
[:, 1] = ωE ·


0

−
.
ϕ · cos ϕ

.
Ψ · cos Ψ · cos ϕ −

.
ϕ · sin Ψ · sin ϕ


( .
ΩIE

)C

CC
[:, 2] = ωE ·


.
ϕ · cos ϕ

0
−

.
Ψ · sin Ψ · cos ϕ −

.
ϕ · cos Ψ · sin ϕ

 (5.14)

( .
ΩIE

)C

CC
[:, 3] = ωE ·


.
ϕ · sin Ψ · sin ϕ −

.
Ψ · cos Ψ · cos ϕ

.
Ψ · sin Ψ · cos ϕ +

.
ϕ · cos Ψ · sin ϕ

0

 .

Jerk due to rigid body rotation
Subsequently, by differentiating Eq. (2.50) in the control frame, the jerk emanating from
rigid body rotation at the aircraft reference point R is obtained( .

#»aRG
b,rot

)
C

=
.

MC
CB ·

{[( .
ΩEO

)B

BB
+
( .
ΩOB

)B

BB

]
·
(

#»r RG
)

B
+[(

ΩIO
)

BB
+
(
ΩOB

)
BB

]2
·
(

#»r RG
)

B

}
+

MCB ·
{[( ..

ΩEO
)BB

BB
+
( ..
ΩOB

)BB

BB

]
·
(

#»r RG
)

B
+

2 ·
[(

ΩIO
)

BB
+
(
ΩOB

)
BB

]
·
[( .

ΩIO
)B

BB
+
( .
ΩOB

)B

BB

] (
#»r RG

)
B

}
,

(5.15)

where terms containing (
.

#»r RG)B
B ∈ R3, which is the rate of change of the position of

aircraft reference point R with respect to the center of gravity G are neglected owing
to the rigid body assumption A.2.1. Furthermore,

.
MC

CB ∈ R3×3 is the derivative of the
frame rotation matrix MCB ∈ R3×3 with respect to the control frame

.
MC

CB =


−

.
Θ · sin Θ

.
Φ · cos Φ · sin Θ +

.
Θ · cos Θ · sin Φ

.
Θ · cos Φ · cos Θ −

.
Φ · sin Φ · sin Θ

0 −
.
Φ · sin Φ −

.
Φ · cos Φ

−
.

Θ · cos Θ
.
Φ · cos Φ · cos Θ −

.
Θ · sin Φ · sin Θ −

.
Φ · cos Θ · sin Φ −

.
Θ · cos Φ · sin Θ

 (5.16)
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and (
..
ΩOB)BB

BB ∈ R3×3 is the skew symmetric matrix containing the body rotation jerk

( ..
ΩOB

)BB

BB
=


0 −..

rK
..
qK

..
rK 0 −..

pK

−..
qK

..
pK 0


BB

BB

. (5.17)

The skew symmetric matrix derivative (
.

ΩEO)B
BB ∈ R3×3 is constructed from the elements

of the angular acceleration (
.

#»ωEO
K )B

B ∈ R3 described in Eq. (B.6) according to the generic
skew symmetric matrix form given in Eq. (2.4). Rate of (

.
ΩEO)B

BB ∈ R3×3 also appears in
the Eq. (5.15), however it is not derived due to the high number of terms that appear
in its calculation and it is not even used in the controller design. The skew symmetric
matrices (ΩIO)BB ∈ R3×3 and (

.
ΩIO)B

BB ∈ R3×3 are built up from the elements of the
angular rate ( #»ωIO

K )B ∈ R3 and acceleration (
.

#»ωIO
K )B

B ∈ R3 presented in Eqs. (B.4) and (B.5)
respectively, according to the matrix form in Eq. (2.4).

As stated before, the improper jerk terms described in this section do not affect the
calculation of the outputs generated by the trajectory control law. The constituents that
form these jerk terms were derived only for the sake of completion.

5.1.2 Order Analysis of terms in Jerk-level Dynamics

It is important to quantify the impact of different terms originated from the derivation
of the translation jerk dynamics described in Eq. (5.9). Hence, an order analysis of these
terms is performed in this next section to determine which terms can be neglected in
the control law derivation to reduce complexity.

Triple cross-products in the Jerk Dynamics
The triple cross product terms comprising of the angular rates ( #»ωIO

K )C ∈ R3 , ( #»ωOC
K )C ∈

R3 and velocity ( #»

V R
K)E

C ∈ R3 appear in Eq. (5.9). The magnitude ranges of these terms
are assessed to determine their effect on the jerk level translation dynamics. Firstly, the
two products are expanded to reveal the constituting terms

[ (
#»ωIO

K

)
C

×
(

#»ωOC
K

)
C

]
×
(

#»

V R
K

)E

C
=


−

.
Ψ ·

(
wR

K

)E

C
· σ1

.
Ψ ·

(
wR

K

)E

C
· σ2

.
Ψ ·

(
uR

K

)E

C
· σ1 −

.
Ψ ·

(
vR

K

)E

C
· σ2

 , (5.18)

(
#»ωOC

K

)
C

×
[ (

#»ωIO
K

)
C

×
(

#»

V R
K

)E

C

]
=


.

Ψ ·
[ (

wR
K

)E

C
· σ1 +

(
uR

K

)E

C
·
( .
λ + ωE

)
· sin ϕ

]
−

.
Ψ ·

[ (
wR

K

)E

C
· σ2 −

(
vR

K

)E

C
·
( .
λ + ωE

)
· sin ϕ

]
0

 ,

where
σ1 =

.
λ · cos Ψ · cos ϕ −

.
ϕ · sin Ψ + ωE · cos Ψ · cos ϕ,

σ2 =
.
ϕ · cos Ψ +

.
λ · sin Ψ · cos ϕ + ωE · sin Ψ · cos ϕ.
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It is clear from the terms in the elements (rows) of the triple cross products demon-
strated in Eq. (5.18) that the C-frame velocities along with the heading angle rate

.
Ψ ∈ R

are themajor components that drive their magnitude. TheWGS84 longitude and latitude
rates (

.
λ,

.
ϕ) appear due to the effect of the transport rate due to ellipsoid ( #»ωOE

K )O ∈ R3

(Eq. (2.36)), which is a part of the angular rate ( #»ωIO
K )C ∈ R3. Similarly, Earth’s rotation

denoted in the control frame ( #»ωIE
K )C ∈ R3 (Eq. (2.42)) accounts for the trigonometric

components of the heading angle Ψ ∈ R and latitude ϕ ∈ R. Since the longitude and
latitude rates are directly proportional to the kinematic velocities, only the heading rate
and the latitude remain as the independent variables. Therefore, the magnitude of the
three elements for each triple product in Eq. (5.18) are computed over the range of the
heading angle rate and the absolute latitude range along with the kinematic velocity in
the NED frame ( #»

V R
K)E

O ∈ R3 as specified in Table 5.1. Moreover, the analysis is carried
out for an aircraft flying at a bearing angle Ψ = 45◦. Consequently, kinematic veloc-
ity in the control frame ( #»

V R
K)E

C ∈ R3 is also computed with the frame rotation matrix
MCO ∈ R3×3 that uses the heading angle Ψ. The altitude h is chosen to be 0.

These parameter magnitudes are chosen to visualize the maximum influence that the
elements of the triple products can generate in the jerk level dynamics. The left column
of plots in Figure 5.1 illustrates the magnitude of the three elements for the first triple
product over the specified ranges whereas the right column of plots demonstrates the
elements of the second triple product in Eq. (5.18).

Figure 5.1: Magnitudes of the triple cross product terms in the C-frame Jerk-level translation
dynamics
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States Magnitude and Range

Heading angle rate
.

Ψ range, deg/s [0, 15]
Absolute Latitude |ϕ| range, deg [0◦, 89◦]
NED Velocities ( #»

V R
K)E

O, m/s [75; 75; −6]
C-frame Velocities ( #»

V R
K)E

C , m/s [106.06; 0; −6]

Table 5.1: Magnitude and Range of states for order analysis

For the first product, the z-component (third element) indicates a maximum mag-
nitude of 1.4 × 10−3 at a latitude of 0◦. The magnitude of this term is small enough to
disregard since any minimal deviations caused by it can be easily corrected through
the trajectory error controller. Alternatively, the x-component (first element) in the
second cross product rises abruptly to a maximum magnitude of 0.0207 as the absolute
latitude of 89◦ is approached. This behavior results from the singularity at the latitude
|ϕ| = 90◦ which originates due to the trigonometric term cos ϕ in the denominator of
the longitude

.
λ ∈ R and latitude update

.
ϕ ∈ R described by the position differential

equation (C.1). This singularity can be avoided by using an alternative set of equations
employing normal vector (n-vector) position representation [214], however it is not a
part of this work. Nonetheless, at an absolute latitude of 85◦, its magnitude drops down
to the order of 5.7 × 10−3. Moreover, this value represents a worst-case scenario since
it results from a flight state at 106m/s ≈ 206kts with a turn rate of 15◦/s which would
require a bank angle of 70.54◦ for a coordinated turn. In the configurations utilized for
the purpose of UAM [13–15] high velocities such as the ones used for this magnitude
order calculation coupled with the turn rate and flights at latitudes near the earth’s poles
do not hold much practical relevance and are therefore only presented for theoretical
analysis. Consequently, the second cross product term can also be neglected based
on the reason that errors caused by this approximation are compensated by the error
controller.

Coriolis Jerk due to ( #»ωIO
K )C

The jerk generated due to the angular rate ( #»ωIO
K )C ∈ R3 when an aircraft accelerates

with (
.

#»

V R
K)EC

C ∈ R3 and ( #»aoth)C ∈ R3

(
#»ωIO

K

)
C

×
[ ( .

#»

V R
K

)EC

C
+ ( #»aoth)C

]
(5.19)

as presented in Eq. (5.9) is termed as the Coriolis jerk due to ( #»ωIO
K )C ∈ R3. The impact

of this term is primarily dependent on the magnitude of the angular rate ( #»ωIO
K )C ∈ R3

(
#»ωIO

K

)
C

=


.
λ · cos Ψ · cos ϕ −

.
ϕ · sin Ψ + ωE · cos Ψ · cos ϕ

−
.
ϕ · cos Ψ −

.
λ · sin Ψ · cos ϕ − ωE · sin Ψ · cos ϕ

−
.
λ · sin ϕ − ωE · sin ϕ

 (5.20)
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since the sum of the two accelerations is vector multiplied with the given angular
rate. Table 5.2 shows the range of linear acceleration (

.
#»

V R
K)EC

C ∈ R3 for the aircraft
configurations considered in this thesis along with the ranges for accelerations due to
transport rate and the Earth’s rotation in the control frame.

Vector
Components

Acceleration Ranges( .
#»

V R
K

)EC

C
( #»a tr)C

(
#»a e,rot

)
C

(
.

#»

V R
K)EC

C + ( #»aoth)C

x, m/s2 [−3, 3] [−0.016, 0.017] [−3.25, 3.25] × 10−3 [−3.0192, 3.0202]
y, m/s2 [−10, 10] [−0.091, 0.091] [−0.016, 0.016] [−10.1070, 10.1070]
z, m/s2 [−6, 6] [0, 2] × 10−3 [−0.016, 0.016] [−6.016, 6.0180]

Table 5.2: Ranges of accelerations contributing to Coriolis jerk due to (ω⃗IO
K )C

The control frame longitudinal ( .
uR

K)EC
C ∈ R and vertical ( .

wR
K)EC

C ∈ R accelerations lie
in the ranges [−3, 3] m/s2 and [−6, 6] m/s2 respectively. The lateral acceleration span over
the range [10, −10] m/s2. Additionally, the order of the accelerations due to transport rate
and earth’s rotation included in the term ( #»aoth)C ∈ R3 as calculated in the appendix C.1
are also presented in Table 5.2. However, the acceleration due to rigid body rotation is
considered trivial based on the assumption that the reference point R is located very
close to the center of gravity G.

The order analysis of the angular rate ( #»ωIO
K )C ∈ R3 is carried out for a flight at a fixed

bearing angle Ψ = 45◦ and the absolute latitude range as listed in Table 5.1. The variation
in magnitudes of the components of the angular rate vector ( #»ωIO

K )C ∈ R3 over the given
latitude range and an absolute kinematic velocity range [0, 110] m/s is illustrated in the
Fig. 5.2. The x and y components of the angular rate exhibit a magnitude of the order
of 10−5 and the z component remains with in the order of 10−4 until the singularity
at the absolute latitude of 90◦ is approached. However, a flight mission in the polar
geographical region is not a use-case related to this work. Therefore, the maximum
magnitude of the order of 10−4 is considered for the z-component. Using the negative
range of the latitudes [−89◦, 0◦] only changes the sign of the magnitude of (ωIO

K,z)C ∈ R
since it is composed of the sine component of the latitude ϕ ∈ R.

The maximum magnitudes for each vector component of the angular rate ( #»ωIO
K )C ∈

R3 along with the maximum values of the acceleration ranges from Table 5.2 are utilized
to compute the range of magnitude for the Coriolis jerk term in Eq. (5.19). The results are
compiled in Table 5.3. It is observed that the x and y vector components of the Coriolis
jerk term lie in the magnitude range of the order 10−3 and the vertical component’s
magnitude has the order of 10−4 for the range of inputs considered in this order analysis.
Hence, this term is also dropped on account of reducing the complexity of the upcoming
trajectory control law derivation. Moreover, an approximation of this order can be easily
compensated by the controller.
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Figure 5.2: Magnitudes of (ω⃗IO
K )C

Vector
Components

Range and Magnitude

(
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K

)
C

, rad/s
(

.
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V R
K)EC

C + ( #»aoth)C ,

m/s2

max(|
(

#»ωIO
K

)
C

×
[
(

.
#»

V R
K)EC

C

+( #»aoth)C

]
|), m/s3

x [0, 5.14] × 10−5 [−3.0192, 3.202] 7.8 × 10−3

y [−6.87, 0] × 10−5 [−10.1070, 10.1070] 2.3 × 10−3

z [−7.69, 7.69] × 10−4 [−6.016, 6.0180] 5.0 × 10−4

Table 5.3: Maximum magnitude for the vector components of Coriolis jerk due to (ω⃗IO
K )C

Similarly, the order of jerk emanating from specific forces due to angular rate ( #»ωIO
K )C(

#»ωIO
K

)
C

×
(

#»

f R
)

C
(5.21)

is analyzed in Table 5.4. The range of the specific forces is physically motivated from
the aircraft utilized in this research. The maximum magnitude of the jerk resulting
from rotation of the specific forces is bounded within the order of magnitude of 10−3
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so this term can also be neglected safely. Additionally, neglecting the Coriolis jerk
term of Eq. (5.19) in the left hand side (LHS) of the jerk dynamics derived in Eq. (5.9)
reduces the error that would be generated by ignoring the term of Eq. (5.21) in the right
hand side (RHS) of the jerk dynamics (Eq. (5.9)) since the difference between the two
terms remains very small owing to the vector product with the low magnitude angular
rate ( #»ωIO

K )C . Analytically, the difference between the two terms can be visualized by
rearranging the control frame translation equations of motion from Eq. (5.1) as(

#»

f R
)

C
−
( .

#»

V R
K

)EC

C
− ( #»aoth)C =

(
#»ωOC

K

)
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×
(
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V R
K

)E

C
(5.22)

and taking a vector product with the angular rate ( #»ωIO
K )C on both sides
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K

)E
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]
. (5.23)

The resulting relation shows that the difference in omitting the Coriolis jerk due to the
angular rate ( #»ωIO

K )C ∈ R3 emanating from the accelerations and specific forces on either
side of the jerk dynamics from Eq. (5.9) has amagnitude equivalent to the vector product
of the angular rate ( #»ωIO

K )C ∈ R3 with the inter-axis coupling term ( #»ωOC
K )C ×( #»

V R
K)E

C in the
C-frame translation motion. Given the low magnitude of the angular rate ( #»ωIO

K )C ∈ R3,
the omission of these terms has negligible effects on the jerk translation dynamics.

Vector
Components

Range and Magnitude(
#»ωIO

K

)
C

, rad/s
(

#»

f R
)

C
, m/s2 max(|

(
#»ωIO

K

)
C

×
(

#»

f R
)

C
|), m/s3

x [0, 5.14] × 10−5 [−3, 3] 8.0 × 10−3

y [−6.87, 0] × 10−5 [−10, 10] 2.5 × 10−3

z [−7.69, 7.69] × 10−4 [−15.8, −3.8] 5.0 × 10−4

Table 5.4: Maximummagnitude of jerk emanating from specific forces in C-frame due to (ω⃗IO
K )C

5.1.3 Jerk Translation Equations of Motion
An order analysis of the terms in the C-frame jerk translation dynamics derived in
Eq. (5.9) was performed in Section 5.1.2. Deducing from the order analysis, terms
pertaining to
N.1.1 Triple cross products
N.1.2 Coriolis jerk due to the angular rate ( #»ωIO

K )C .
N.1.3 Jerk emanating from specific forces ( #»

f R)C due to the angular rate ( #»ωIO
K )C

are neglected based on the reasoning that their effect is small enough such that it is
counteracted by the controller designed in the section 5.2. Moreover, the specific force
rate (

.
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f R)C
C ∈ R3 term from Eq. (5.9) is separated into the components emanating from

accelerations (proper and improper) and the gravitational effects( .
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C
=
( .
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a

)C

C
+
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C
. (5.24)

230



Chapter 5: Unified Trajectory Control for VTOL Transition Aircraft

Consequently, the jerk-level equations of motion in the control frame emerge
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The terms associated with the Coriolis and the centrifugal jerk due to angular rate
( #»ωOC

K )C ∈ R3 are rearranged such that equality with the C-frame translation equations
of motion in Eq. (5.1) is realized( ..
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to cancel out the highlighted components from both sides of the equation. Finally, the
jerk translation equations of motion in the C-frame are denoted( ..
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The kinematic specific force rate (
.

#»

f R
K)C

C ∈ R3 only consists of the effects originating
from changes in proper accelerations. The specific force rate originating from gravity
field, though negligible for the application considered in this dissertation, is denoted by
(

.
#»

f R
K,g)C

C ∈ R3.

5.1.4 Nonlinear Jerk-level Error Dynamics
This section derives nonlinear jerk level translation error dynamics, which are employed
in the design of the unified trajectory controller for all phases of a VTOL transition/VTOL
aircraft using Nonlinear Dynamic Inversion (NDI). In this case, NDI is used instead of
the incremental inversion because the jerk error dynamics are pure kinematics, hence
analytic inversion without any uncertainties is feasible. The derived error dynamics
describe the build up of the error between the current aircraft position and a desired
position on the planned trajectory. The resultant dynamics are purely kinematic com-
prising of all the nonlinearities originating due to inter-axis couplings of the aircraft
kinematic motion in the full flight envelope of any VTOL transition/VTOL aircraft.
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5.1 Jerk-level Translation Dynamics in the Control Frame

5.1.4.1 Trajectory Tracking Error Variables

The primary objective of the trajectory control module is to mitigate the deviation
between the current aircraft position and a specific point on the desired trajectory, called
the trajectory footpoint F . The current aircraft position is denoted by its reference point
R.

In the previous works about error dynamics based trajectory controllers for a fixed-
wing aircraft [99, 136], the trajectory tracking errors were defined in the trajectory frame
T . The trajectory frame has its origin at the trajectory footpoint, and is obtained through
rotation of the NED (O) frame by the trajectory course angle χT ∈ R and climb angle
γT ∈ R along the zO and yO axes respectively as illustrated in Fig. 5.3. Forward velocity
control was decoupled from the trajectory control problem, which implies that explicit
dependency on time was not considered. Consequently, the longitudinal component of
the position deviation ∆xT and its derivative ∆uT dropped out from the control problem
for the wingborne phase. In this case, the trajectory footpoint F lies at the foot of the
perpendicular from the aircraft reference point R to the desired trajectory.

However, the unified trajectory controller proposed in this work considers track
errors in the desired path frame (D) as shown by the Fig 5.3. The desired path frame
originates at the trajectory footpoint F and is defined by rotation of the local NED frame
through the desired heading angle ΨF

D ∈ R.

For the hover flight phase the desired trajectory parameters and the track errors
denoted in the desired path frame are directly provided by the Auto Take-Off and
Landing (ATOL) trajectory generation module [215]. Additionally, for the forward
velocity phases – transition andwingborne, the trajectory generation algorithmproposed
in [117, 118] provides the feedforward commands and the deviation of the aircraft
reference point R from the trajectory footpoint F denoted in the trajectory frame T . The
feedforward and error terms denoted in the trajectory frame are transformed to the
desired path frame before utilizing them in the trajectory control law.

The derivation of the unified trajectory controller performed in this chapter con-
siders the trajectory tracking objective along all three axes of the desired path frame,
thereby providing a generic formulation for the trajectory control law including the
time constraint as well. However, if required the time dependency can be removed
by disregarding the feedback of the longitudinal track error ∆xD and its higher order
derivatives. In case of the forward velocity flight phases, the lateral track error in the tra-
jectory frame ∆yT constitutes of both the longitudinal ∆xD and lateral ∆yD components
in the desired path frame as illustrated in the Fig 5.3. As a result, the unified trajectory
controller considers this additional x-component of the error terms in the desired frame
to correct for any lateral deviations from the desired trajectory in the forward velocity
phases. Such an additional longitudinal error component does not manifest in the lat-
eral tracking objective for the hover flight phase since the ATOL module provides the
position, velocity and acceleration errors in the D-frame readily. Similarly, the vertical
deviation errors denoted in the D-frame are provided by the ATOLmodule for the hover
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𝑭
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𝜒
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𝝌
Ψ

Ψ

Hover flight phase Forward velocity flight phases

𝜸𝑭

𝑹 𝑹

Desired 
Trajectory

Figure 5.3: Trajectory tracking error variables

phase, whereas the trajectory generation module specifies the error and feedforward
terms in the trajectory frame, which are transformed to the desired path frame. These
transformations will be presented in the section 5.2.

Tracking
error variables

Flight Phase

Hover Transition Wingborne

∆xD, ∆uD, ∆ .
uD

∆yD, ∆vD, ∆ .
vD

∆zD, ∆wD, ∆ .
wD

∆Ψ, ∆
.

Ψ – –

Table 5.5: Trajectory tracking error variables for each flight phase
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In addition to reducing the deviation of the aircraft from the trajectory footpoint,
the aircraft’s heading orientation surfaces as a supplementary degree of freedom in
the hover phase for the trajectory control module. Consequently, position change and
hold is the predominant functionality of the trajectory control module in addition to
the heading control in hover flight phase. Overall, the aim of the control strategy is to
produce a command for the inner loop such the aircraft follows the trajectory footpoint.
Table 5.5 summarizes all the tracking error variables utilized in each flight phase by the
unified trajectory controller. Employing the feedforward along with the deviation error
from the desired trajectory, the unified trajectory controller produces specific force rate
commands to the inner loop controller such that the desired trajectory is followed. The
attitude orientation of the aircraft is controlled by the inner loop controller based on
flight dynamics constraints like turn coordination and dragminimization. The upcoming
section derives the position jerk error dynamics denoted in the desired path frame to be
used for designing the unified trajectory control law.

5.1.4.2 Derivation of the Position Jerk Error Dynamics in the D-Frame

The following derivation of the position jerk error dynamics does not neglect the error
terms emanating from the transport rate and the curvature of the earth. To start with,
consider the position of the aircraft reference point R with respect to the position on the
desired trajectory represented by the desired trajectory footpoint F , which denotes the
track error ( #»r F R)D ∈ R3

(
#»r F R

)
D

=
(

#»r R
)

D
−
(

#»r F
)

D
=
[

∆xD ∆yD ∆zD

]T
. (5.28)

The track error is differentiated until the third derivative to obtain the jerk level error
dynamics. The first derivative of the position error in Eq. (5.28) with respect to the
D-frame yields the velocity error relative to the desired path frame(

d
dt

)D

·
(
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)

D
≜
(
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K
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D
. (5.29)

The velocity error in Eq. (5.29) is transformed to the deviation rate with respect to the
Earth-Centered-Earth-Fixed ECEF frame (E)(
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using the Euler differentiation rule for any vector X(
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dt
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Emanating from the velocity error in Eq. (5.30), the acceleration error is computed by
differentiating further
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where the acceleration deviation (
.
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K )ED

D ∈ R3 is reformulated in terms of the difference
between the aircraft reference point acceleration (
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The aircraft reference point acceleration with respect to the D-frame (
.

#»

V R
K)ED

D ∈ R3 is
transformed to the acceleration relative to the control frame (

.
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K)EC

D ∈ R3 using the
Euler transformation rule described in Eq. (5.31)
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and substituted in the acceleration error (
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D ∈ R3 from Eq. (5.33) to yield
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Ultimately, the jerk error is derived by differentiating the acceleration error with respect
to the desired path frame
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Linear acceleration and jerk terms pertaining to the aircraft reference point, identified
by the blue and green colors respectively, are recalculated with reference to the control
frame by utilizing the Euler transformation rule from Eq. (5.31). Additionally, angular
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rate and accelerations are expanded according to the relations(
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The terms resulting from the expansion specified in Eq. (5.38) are substituted back in
the jerk error dynamics from Eq. (5.37)
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Additionally, the terms that correspond to the aircraft dynamics are assembled separately
in the first row of the subsequent equation
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Based on the relation ( #»ωDE
K )D = ( #»ωDO

K )D + ( #»ωOE
K )D, the angular rate, acceleration and

jerk terms related to ( #»ωDO
K )D ∈ R3 are separated from corresponding terms pertaining

to the transport rate in the desired path frame ( #»ωOE
K )D ∈ R3 occurring in the last row of

236



Chapter 5: Unified Trajectory Control for VTOL Transition Aircraft

Eq. (5.40)
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Furthermore, the highlighted cross products are replaced with skew-symmetric matrix
multiplications, according to the transformations
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in the D-frame jerk level error dynamics from Eq. (5.41) to result in
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The resultant relation exhibits that the jerk-level position error dynamics expressed in the
desired path frame are affine in deviation ( #»r F R)D ∈ R3, deviation rates ( #»

V F R
K )D

D ∈ R3 as
well as acceleration (

.
#»

V F R
K )DD

D ∈ R3. However, the nonlinearities occur in the kinematic
states and the skew-symmetricmatrices. The derivation of the error dynamics performed
in this section delivers the contributionC.4.1Derivation of nonlinear jerk-level position
error dynamics with respect to the desired path.

Before commencing the derivation of the trajectory control law based on the derived
jerk error dynamics, certain prerequisites are assumed to be fulfilled
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A.5.1 Smooth desired aircraft trajectory, i.e. position differentiable at least up to the
fourth order and heading, course, climb angles at least until the third order, is
available for all flight phases along with position, velocity and acceleration errors
in the desired path frame.

A.5.2 The inner loop controller is designed such that it can interface with the desired
specific force rate outputs generated by the trajectory controller. In case, the
specific force rate output interface is not available, either Euler angle rate command
or Euler angle command interface shall also suffice.

A.5.3 Wind rejection behavior is not specified by the trajectory controller (since it is
purely kinematic). The behavior definition of wind disturbance must be specified
by the inner loop e.g. like the wind disturbance rejection specification by the inner
loop RM in section 3.3.3.4.

5.2 Unified Trajectory Control Law
Making use of the C-frame rigid body jerk dynamics derived in Eq. (5.27)( .
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the specific force jerk and gravitational jerk in the desired path frame can be obtained
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(5.45)

which are substituted for the sum of the blue-colored terms in the jerk error dynamics
from Eq. (5.43) resulting in
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By specifying the trajectory deviations as the output y ∈ R3 of the error dynamics

y =
(
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D
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D

, (5.47)
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the higher orders of the the position deviation by definition correspond to

.
y ≜

(
#»

V F R
K

)D

D
,

..
y ≜

( .
#»

V F R
K

)DD

D
,

...
y ≜

( ..
#»

V F R
K

)DDD

D
. (5.48)

Furthermore, the nonlinear terms in the rows 2 till 5 of the Eq. (5.46) are represented as
G(x), thereby resulting in the trajectory tracking jerk-level error dynamics
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+ G(x). (5.49)

The terms in the error dynamics from Eq. (5.49) are further classified according to the
definition of a generic nonlinear system. The acceleration deviation ..

y ∈ R3 is denoted as
the pseudo control ν ∈ R3 which can be regulated using the specific forces ( #»

f R
K)C ∈ R3

generated by the aircraft effectors. Consequently, the specific forces are denoted as
the control input u for the derived system in Eq. (5.49). Since the error dynamics in
Eq. (5.49) are specified at the jerk level, naturally the derivatives of pseudo control and
control input are used. Additionally, ∆g is the disturbance manifesting as a result of the
change in the acceleration due to gravity. However, the magnitude of this disturbance
term is negligible for the applications considered in this work. Therefore, this term
is omitted in deriving the control law based on the premise that the error feedback
controller (presented in section 5.2.4) suffices to counteract it.

Non-linear dynamic inversion (NDI) is used to compute the trajectory control law
that generates the specific force rates commands in the C-frame, which are the control
input rate commands .

ucmd ∈ R3 specified by the trajectory controller to the inner
loop control. The pre-requisite for the control input generation is the desired pseudo
controls .

νdes = (
..

#»

V F R
des,K)DDD

D that constitutes the feedforward and the feedback error jerk
components required to make the aircraft follow the desired trajectory. Given a desired
pseudo control derivative .

νdes ∈ R3, the control law is defined

.
ucmd = MCD · [ .

νdes − G(x)] . (5.50)

The critical disadvantage of the reduction in the robustness of the NDI control strategy
due to model uncertainties is averted in this application since the closed loop error
dynamics in Eq. (5.49) contain only kinematic variables. Consequently, the aircraft
modes such as the phugoid or short period mode that arise from its aerodynamic
properties as well as higher order effects of actuator and sensor dynamics are deemed
as inner loop characteristics, which are decoupled from the trajectory controller.
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Before presenting the computation of the desired pseudo control rate, the components
constituting the nonlinear function G(x)

G (x) =

Gest(x)
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are elaborated. The nonlinear expression in Eq. (5.51) encapsulates
1. Parameters of the desired trajectory produced by theATOL and the online trajectory

generation module denoted by Gdes(x).
2. Kinematic states measurement and estimated variables like the horizontal side

slip angle ε and its rate .
ε combined in Gest(x).

3. Position, velocity and acceleration error states in the D frame denoted as ( #»r F R)D ∈
R3, ( #»

V F R
K )D

D ∈ R3, and (
.

#»

V F R
K )DD

D ∈ R3 respectively, which are combined in Gerr(x).
In the following subsections, the constituents of the nonlinear term G(x) are elaborated.

5.2.1 Desired Trajectory Parameters in G(x)
Desired Heading angle and higher order derivatives
The desired heading angle at the trajectory footpoint denoted in the desired path frame
ΨF

D ∈ R alongwith its derivatives until the third order specify the direction of the planned
trajectory. These desired trajectory parameters are contained within the skew symmetric
matrix (ΩDO)DD ∈ R3×3 and its derivatives (

.
ΩDO)D

DD ∈ R3×3, (
..
ΩDO)DD

DD ∈ R3×3 which lie
in the fourth row of the jerk-level error dynamics from Eq. (5.46). These matrices are
built from their corresponding angular rate ( #»ωDO

K )D ∈ R3, acceleration (
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and jerk (
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 (5.52)

according to the skew symmetric matrix structure defined in Eq. (2.4). Although,
these matrices are defined in the error component Gerr(x) of the nonlinear function
in Eq. (5.51) since they are multiplied with the errors, it is important to note that they
are constructed from the desired variables shown in Eq. (5.52). In addition to these
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Figure 5.4: Guidance and control function framework

matrices, the desired trajectory parameters are also constituents of the angular rates
( #»ωDC

K )D ∈ R3 and the angular acceleration (
.

#»ωDO
K )C

D ∈ R3 that form vector products with
measured velocities and accelerations in the first two rows of Eq. (5.51).

For the hover flight phase the desired heading angle rate
.

ΨF
D ∈ R and its derivatives

are directly provided by the ATOL trajectory generation module [215], which are then
utilized to construct the rotation rate, acceleration and jerk terms specified in Eq. (5.52).
Additionally, the ATOL module provides position error ( #»r F R)D ∈ R3, velocity error
( #»

V F R
K )D

D ∈ R3 and acceleration error (
.

#»

V F R
K )DD

D ∈ R3 denoted in the desired path frame
as illustrated by Fig. 5.4. Together, these terms build up the nonlinear term G(x), which
is employed in the trajectory control law.

One of the major aspects of this unified trajectory control is to accommodate wind
disturbance rejection behavior for all phases without affecting path following. Usually
for a generic VTOL transition aircraft, cross wind disturbance rejection is achieved
by banking the powered lift to counter the wind in the hover phase. This behavior is
implicitly defined through the hover trajectory control’s position hold function at the
desired waypoint. Lateral wind disturbance leads to deviation in position which in turn
produces lateral specific force rate command to the inner loop. The roll maneuver is
then commanded by the inner loop in order to achieve the desired force rate command.
Moreover, rejection of head or tailwinddisturbance is primarily configuration dependent.
The aircraft that possess traction systems can usually counteract a head wind using the
horizontal propulsion units. The tail wind is resisted by tilting the vertical propulsion
lift through a pitch angle to generate force in the negative xK direction of the Kinematic
frame. In case of multicopter configurations, which do not have any traction units, a
negative pitch angle is also used to create the necessary force to neutralize the effect
of head wind. Nonetheless, the trajectory controller remains configuration agnostic
since it commands specific force rates to the inner loop which then achieves the desired
force commands and fulfills the task of disturbance rejection depending on the available
effectors.
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5.2 Unified Trajectory Control Law

However, consideration of wind disturbance rejection behavior is very critical in the
forward velocity phases with high dynamic pressure, and especially for the proposed
trajectory controller since it uses heading angle feedback which inherently contains
wind direction information in case of a zero body lateral acceleration flight. As shown
in Fig. 5.4 the trajectory generation algorithm [117, 118] used for the wingborne flight
phase delivers desired trajectory course angle χF

T ∈ R and its higher derivatives at the
trajectory footpoint. Henceforth, the desired heading angle ΨF

D ∈ R and its rate, required
by the unified trajectory controller are computed by utilizing the horizontal side slip
angle ε ∈ R and its derivative .

ε ∈ R

ΨF
D = χF

T − ε, (5.53)
.

Ψ
F

D = .
χF

T − .
ε.

The horizontal side slip angle ε ∈ R and rate .
ε ∈ R are estimated by using C-frame veloc-

ity and accelerationmeasurements as demonstrated in Eqs. (2.56) and (2.58) respectively
as

ε = arctan
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 , (5.54)

.
ε =

( .
uG

K

)EC

C
·
(
vG

K

)E

C
−
(
uG

K

)E

C
·
( .
vG

K

)EC

C[
(uG

K)E
C

]2
+
[
(vG

K)E
C

]2 .

The calculation in Eq. (5.53) uses the feedback of the kinematic horizontal side-slip angle
and rate in order to avoid conflict between the objectives of wind disturbance rejection
and path deviation minimization. By removing the information pertaining to the real
kinematic horizontal side-slip rate .

ε ∈ R from the desired course angle rate .
χF

T ∈ R, the
effect of the yaw rotation rate required to achieve zero aerodynamic side slip or body
lateral load factor is decoupled from the rotation rate needed for course change. As
elaborated in the section 3.3.3.4, the wind disturbance rejection occurs through feedback
of body lateral load factor to generate body yaw rate r ∈ R command, which is at the
same dynamic level as the first derivative of the directional angles Ψ ∈ R and χ ∈ R.
Consequently, subsequent higher order derivatives of the heading rate indicated in
Eq. (5.52) are treated as equal to the corresponding derivatives of the desired course
angle in the trajectory controller.

In addition to the derivatives of the desired heading angle until the third order, the
angle itself is required for constructing the rotation matrix MCD for the control law in
Eq. (5.50). The rotation matrix constitutes of the deviation of the true heading angle
from the the desired heading angle

(
ΨF

D − Ψ
)

MCD =


cos

(
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)

− sin
(
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D − Ψ
)

0
sin

(
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)
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D − Ψ
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0
0 0 1

 . (5.55)
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Transport rate and higher order derivatives in the D-frame
The skew symmetric matrix (ΩOE)DD ∈ R3×3 and its derivatives (

.
ΩOE)D

DD ∈ R3×3,
(

..
ΩOE)DD

DD ∈ R3×3, occurring in the last row of the closed loop error dynamics from
Eq. (5.46), are constructed from the negative counterparts of transport rate, acceleration
and jerk denoted in the desired path frame, which are detailed in Eqs. (5.56), (5.57) and
(5.58) respectively. The transport rate and its higher order derivatives denoted in the
D-frame contain the desired heading angle and its derivatives specified by the trajectory
generation. Additionally, the feedback of WGS-84 latitude and longitude along with
their derivatives until the third order occur in these terms. In [99], an order analysis on
the individual elements of the transport rate and its derivative was performed. It was
deduced from the order analysis that the effect of the cross product terms incorporating
the transport rate and its derivative can be neglected because the maximum magnitude
of their corresponding elements is limited to an order of 10−6. Although, the order
analysis was performed for the transport rate denoted in the Trajectory frame ( #»ωEO

K )T ,
rotation to the desired path frame together with the negative complement ( #»ωOE

K )D does
not alter the order of the terms.

The angular rate ( #»ωOE
K )D ∈ R3 denoted in the D-frame is given by the rotation of

the negative transport rate ( #»ωOE
K )O = −( #»ωEO

K )O (Eq. (2.36)) denoted in the NED frame
through the rotation matrix MDO
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First derivative of the angular rate ( #»ωOE
K )D ∈ R3 from Eq. (5.56) with respect to the

desired path frame yields
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Subsequent differentiation of the angular acceleration (
.
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D ∈ R3 from Eq. (5.57)
results in
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Desired Jerk
The desired jerk (

..
#»

V F
des,K)EDD

D ∈ R3 is another important parameter of the reference trajec-
tory. For the hover flight phase, the desired jerk constitutes the feedforward translation
jerk from the ATOL module. The definition of the longitudinal jerk ( ..

uF
des,K)EDD

D ∈ R is
derived either from position control to the next waypoint in the hover flight phase or
from a velocity command when the transition to forward velocity phases is required.
Similarly, the lateral jerk component (..

vF
des,K)EDD

D ∈ R is also generated using the princi-
ple of position or velocity control depending on whether displacement to a stationary
waypoint or transition to the forward velocity phases is desired, respectively. The verti-
cal desired jerk component ( ..

wF
des,K)EDD

D ∈ R is specified by the ATOL module using a
reference vertical velocity command during take-off and landing. If a hover waypoint
is specified with a height different that the current height, the desired vertical jerk is
computed depending on the height difference between the aircraft position and the
specified waypoint. Further details about the command generation by the ATOLmodule
are covered in [215]. Therefore, in hover flight phase the desired jerk contains
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In the forward velocity flight, the unified trajectory controller’s objective is reduced to
path following, which implies that the time constraint to reach any desired waypoint
is not considered. The trajectory controller only aims to reduce the deviation between
the aircraft reference point and its perpendicular projection on the reference trajectory,
which is denoted by the trajectory footpoint F [118]. Hence, the desired longitudinal
translation jerk ( ..

uF
des,K)EDD

D is dropped out. The feedforward for the lateral maneuver
is implicitly included through the vector products of the planned trajectory rotational
rate ( #»ωDO

K )D and rotational acceleration (
.

#»ωDO
K )C

D with the aircraft kinematic velocities
and acceleration respectively. These feedforward elements for the lateral channel in
the forward velocity flight phases are elaborated in the nonlinear terms constructed
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using measurements or estimated variables Gest(x) by Eq. (5.77) and (5.78) in the next
section 5.2.2. As a result, explicit feedforward in the lateral channel is also not defined
through the desired translation jerk.

Nevertheless, the desired climb angle and its higher order derivatives that establish
the feedforward jerk in the vertical channel do not appear in any measured or error
based terms of the nonlinear function G(x). This occurs due to the coincidence of
the z-axis in the C, D and NED frames. Hence, the rotation of the error and aircraft
states with respect to the desired path frame do not contain any vertical axis elements.
Therefore, the desired vertical jerk component ( ..

wF
des,K)EDD

D ∈ R is constructed from the
trajectory footpoint’s climb angle acceleration ..

γF
T ∈ R, climb angle rate .

γF
T ∈ R and

the climb angle γF
T ∈ R to incorporate these feedforward terms through the desired

jerk (
..

#»

V F
des,K)EDD

D ∈ R3 in the nonlinear function G(x) for the forward velocity flight
phase. As illustrated in Fig. 5.4, the trajectory generation module specifies commands
and errors in the trajectory (T ) frame for the forward velocity flight phase. Subsequently
, the desired jerk (

..
#»

V F
des,K)EDD

D ∈ R3 is calculated from the components defined in the
T -frame. Firstly, the acceleration with respect to the desired path frame is transformed
according to the Euler rule from Eq. (5.31)

( .
#»

V F
K

)ED

D
=

MDT ·
( .

#»
V F

K

)ET

T( .
#»

V F
K

)ET

D
+
(

#»ωDT
K

)
D

×
(

#»

V F
K

)E

D
.

(5.60)

The resulting expression is differentiated relative to the desired path frame again( ..
#»

V F
K

)EDD

D
=
( ..

#»

V F
K

)ET D

D
+
( .

#»ωDT
K

)D

D
×
(

#»

V F
K

)E

D
+
(

#»ωDT
K

)
D

×
( .

#»

V F
K

)ED

D
, (5.61)

after which the corresponding jerk in the trajectory frame (
..

#»

V F
K)ET T

T ∈ R3 is extracted

( ..
#»

V F
K

)EDD

D
=

MDT ·
( ..

#»
V F

K

)ET T

T( ..
#»

V F
K

)ET T

D
+
(

#»ωDT
K

)
D

×

MDT ·
( .

#»
V F

K

)ET

T( .
#»

V F
K

)ET

D
+
( .

#»ωDT
K

)D

D
×
(

#»

V F
K

)E

D
+ (5.62)

(
#»ωDT

K

)
D

×
( .

#»

V F
K

)ED

D
.

The jerk and acceleration terms in the trajectory frame contain

( ..
#»

V F
K

)ET T

T
=


( ..

#»

V F
K

)ET T

T

0
0

 ,
( .

#»

V F
K

)ET

T
=


( .

#»

V F
K

)ET

T

0
0

 . (5.63)

The longitudinal jerk (
..
#»

V F
K)ET T

T ∈ R and acceleration (
.

#»

V F
K)ET

T ∈ R component in Eq. (5.63)
are nullified owing to the objective of maintaining a jerk minimal aircraft trajectory
and removing the time constraint from the trajectory following problem. With this
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consideration, the relation in Eq. (5.62) yields

( ..
#»

V F
K

)EDD

D
=
( .

#»ωDT
K

)D

D
×
(

#»

V F
K

)E

D
+
(

#»ωDT
K

)
D

×
( .

#»

V F
K

)ED

D
. (5.64)

Additionally, for disregarding the time component of the trajectory following, trajectory
footpoint velocity ( #»

V F
K)E

D ∈ R3 and acceleration (
.

#»

V F
K)ED

D ∈ R3 are replaced in Eq. (5.64)
by the estimated aircraft kinematic velocity ( #»

V R
K)E

D ∈ R3 and acceleration (
.

#»

V R
K)ED

D ∈ R3

respectively, which are calculated as

(
#»

V R
K

)E

D
= MDK ·

(
#»

V R
K

)E

K
,( .

#»

V R
K

)ED

D
= MDK ·

( .
#»

V R
K

)EK

K
+
(

#»ωDK
K

)
D

×
[
MDK ·

(
#»

V R
K

)E

K

]
, (5.65)

where ( #»

V R
K)E

K ∈ R3 is the measured aircraft kinematic velocity denoted in the kinematic
frame, (

.
#»

V R
K)EK

K ∈ R3 denotes the measured aircraft kinematic acceleration, MDK ∈ R3×3

represents the frame rotation matrix from the kinematic frame to the desired path frame

MDK =


cos γK · cos

(
ΨF

D − χK

)
sin

(
ΨF

D − χK

)
cos

(
ΨF

D − χK

)
· sin γK

− cos γK · sin
(
ΨF

D − χK

)
cos

(
ΨF

D − χK

)
− sin γK · sin

(
ΨF

D − χK

)
− sin γK 0 cos γK

 (5.66)

and ( #»ωDK
K )D ∈ R3 is the angular rotation rate of the kinematic frame relative to the

desired path frame denoted in the D-frame

(
#»ωDK

K

)
D

=


.
γK · sin

(
ΨF

D − χK

)
.
γK · cos

(
ΨF

D − χK

)
.
χK −

.
ΨF

D


D

. (5.67)

Subsequently, the desired jerk (
..

#»

V F
des,K)EDD

D ∈ R3 is defined by substituting the estimated
aircraft velocity and acceleration denoted in the desired path frame from Eq. (5.65) in
Eq. (5.64)

( ..
#»

V F
des,K

)EDD

D
=
( .

#»ωDT
K

)D

D
×
[
MDK ·

(
#»

V R
K

)E

K

]
+ (5.68)

(
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K

)
D

×
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MDK ·

( .
#»

V R
K

)EK

K
+
(

#»ωDK
K

)
D

×
[
MDK ·

(
#»

V R
K

)E

K

]]
.

In the expression from Eq. (5.68), the desired climb rate .
γF

T ∈ R appears in the rotation
rate ( #»ωDT

K )D ∈ R3

(
#»ωDT

K

)
D

=


.
γF

T · sin
(
ΨF

D − χF
T

)
.
γF

T · cos
(
ΨF

D − χF
T

)
.
χF

T −
.

ΨF
D

 . (5.69)
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Moreover, the desired climb rate .
γF

T ∈ R and acceleration ..
γF

T ∈ R also constitute the
rotational acceleration (

.
#»ωDT

K )D
D in Eq. (5.68)

( .
#»ωDT

K

)D

D
=


..
γF

T · sin
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)
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·
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− .

γF
T · sin
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D − χF
T

)
·
( .
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D − .
χF

T

)
..
χF

T −
..
ΨF

D

 . (5.70)

As detailed earlier in this section, only the z-component of the desired jerk is used for
construction of the nonlinear term G(x) in Eq. (5.51) for the forward velocity flight
phase, thereby incorporating the feedforward in terms of the climb rate .

γF
T ∈ R and

acceleration ..
γF

T ∈ R from the trajectory generation module. Subsequently, the vertical
component of the desired jerk ( ..

wF
des,K)EDD

D is elaborated with its individual elements

( ..
wF

des,K

)EDD

D
= V R

K · .
γF

T ·
( .
χF

T − .
χK

)
· sin

(
χF

T − χK

)
· cos γK+

V R
K · .

γF
T · .

γK · cos
(
χF

T − χK

)
· sin γK− (5.71)( .

V R
K · .

γF
T + V R

K · ..
γF

T

)
· cos

(
χF

T − χK

)
· cos γK .

5.2.2 Measurements and Estimated Terms in G(x)

The terms of the nonlinear function G (x), which are constructed from transformed
sensor measurements and estimations based on sensor measurements are contained in
the first two rows of the Eq. (5.51). These terms are collected together to form

Gest (x) =

Estimated(
#»ωOC

K

)
D

×

Measured( .
#»

V R
K

)EC

D
+

Estimated( .
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D
×
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V R
K

)E

D
+2 ·
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K

)
D

×
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D
+

Estimated(
#»ωDC

K

)
D

×
[ Estimated(

#»ωDC
K

)
D

×

Measured(
#»

V R
K

)E

D

]
. (5.72)

Velocity ( #»

V R
K)E

D ∈ R3 and acceleration (
.

#»

V R
K)EC

D ∈ R3 contained in Gest (x) are denoted
in the desired path frame. These terms are obtained by transforming the measurements
of their C-frame counterparts using the frame rotation matrix MDC , which is equal to
the transpose of the frame rotation matrix described in Eq. (5.55)

(
#»

V R
K

)E

D
= MDC ·

(
#»

V R
K

)E

C
,

( .
#»

V R
K

)EC

D
= MDC ·

( .
#»

V R
K

)EC

C
. (5.73)

The first term in Eq. (5.72) specifies the inter-axis coupling of the longitudinal and
lateral accelerations ( .

uR
K)EC

C ∈ R, ( .
vR

K)EC
C ∈ R in the C-frame due to the true heading

angle rate
.

Ψ ∈ R, which is estimated from the body rotational rate and Euler attitude
angle measurements. Moreover, difference between the desired heading angle and the
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measured heading angle ∆Ψ = ΨF
D − Ψ also affects the magnitude of the coupling

(
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)
D

×
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)EC

D
=
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Ψ ·
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Ψ ·
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C
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· sin ∆Ψ

]
0

 . (5.74)

The second term in the first row of Eq. (5.72) contains the angular rotation acceleration
(

.
#»ωDO

K )C
D ∈ R3, which is extended using the Euler rule from Eq. (5.31)

( .
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K
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×
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D
. (5.75)

The rotation acceleration (
.

#»ωDO
K )D

D ∈ R3 and rotational rate ( #»ωDO
K )D ∈ R3 used in the

Eq. (5.75) were introduced in the Eq. (5.52). The rotation rate ( #»ωCD
K )D ∈ R3 describes

the rotation of the desired path frame with respect to the control frame denoted in the
D-frame

(
#»ωCD

K

)
D

=


0
0

.
ΨF

D −
.

Ψ

 , (5.76)

which comprises the difference between the desired heading angle rate of the trajectory
footpoint

.
ΨF

D ∈ R and the true heading angle rate
.

Ψ ∈ R. Similar to the first term of the
estimated nonlinear function Gest(x) in Eq. (5.74), the second term, which is elaborated
in Eq. (5.75), also demonstrates an inter-axis coupling between the longitudinal and
lateral channels through the respective velocities (uR

K)E
C ∈ R and (vR

K)E
C ∈ R denoted in

the control frame. Contrarily, in this term the aircraft reference point velocity is coupled
due to the desired heading angle acceleration

..
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D ∈ R
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×
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C
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]
0

 . (5.77)

Hence, this term constitutes a feedforward component generated from the desired
heading angle acceleration

..
ΨF

D ∈ R for all flight phases. Likewise, the third term of
Eq. (5.72) specifies another inter-axis coupling feedforward component of the estimated
kinematic acceleration (

.
#»

V R
K)EC

D ∈ R3 due to desired heading angle rate
.

ΨF
D ∈ R

2 ·
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 . (5.78)
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The last term in the Eq. (5.72) is the triple cross product, which exhibits the effect
generated by the squared error in heading angle rate ∆

.
Ψ2 = (

.
ΨF

D −
.

Ψ)2 in presence of
non-zero kinematic velocity on the jerk error
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. (5.79)

With the aim of obtaining an expression that facilitates the software implementation
of the part pertaining to the estimated variables in the nonlinear function G(x), the
extended term from Eq. (5.75) is substituted in Eq. (5.72)
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. (5.80)

It is evident from the elements of the terms discussed in this sub-section there are no
feedforward signals in this part of the nonlinear function for kinematic translation in
the hover flight phase (zero kinematic velocity) and for the vertical channel in any
flight phase. The feedforward terms for these channels were presented earlier in the
section 5.2.1.

5.2.3 Error Terms in G(x)

The error component of the nonlinear term Gerr(x) contains the terms constituting the
third row of the Eq. (5.51)

Gerr (x) =
( ..
ΩDO

)DD

DD
·
(

#»r F R
)

D
+ 2 ·

( .
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)D

DD
·
(

#»

V F R
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)D

D
+(

ΩDO
)

DD
·
( .

#»

V F R
K

)DD

D
.

(5.81)

It comprises of the angular rate, acceleration and jerk skew symmetric matrices built
from their corresponding vectors defined in the Eq. (5.52) and the errors denoted in the
desired path (D) frame. The ATOLmodule, illustrated in Fig. 5.4, relays the position, ve-
locity and acceleration errors in the desired path frame. The unified trajectory controller
can utilize the error terms in the D-frame directly to compute the error component of the
nonlinear term Gerr(x). However, the high speed waypoint trajectory generation mod-
ule determines these errors in the trajectory frame. Consequently, the error terms are
transformed relative to the D-frame in the framework of the unified trajectory controller
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according to(
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The frame rotation matrix derivative
.

MD
DT ∈ R3×3 that appears in the acceleration error

is expanded in terms of the frame rotation matrix MDT ∈ R3×3 and the skew symmet-
ric matrix (ΩDT )T T ∈ R3×3. Furthermore, the skew symmetric matrix multiplication
occurring in the last term from Eq. (5.82) is reformulated using(

ΩAB
)

BB
·
(

# »

XG
)

B
=
(
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K

)
B

×
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)

B
(5.83)

to a vector product with the angular rotation rate of the trajectory frame with respect to
the desired path frame ( #»ωDT

K )T ∈ R3
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. (5.84)

The frame rotation matrix MDT ∈ R3×3 used for the transformations in Eq. (5.84) is
given by

MDT =
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and the rotation rate ( #»ωDT
K )T ∈ R3 is denoted as

(
#»ωDT
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)
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=
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· sin γF

T
.
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−
( .
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 . (5.86)

Finally, all the constituting terms of the nonlinear function G(x) for the full flight
envelope of a VTOL transition aircraft have been detailed. It is coherent from the descrip-
tion of these components that the composition of the nonlinear function varies with the
current flight phase of the aircraft. A summary specifying the origin of each component
in the nonlinear function is elaborated in Table 5.6. The transition and wingborne flight
phases have been combined into the forward velocity flight phase because the trajectory

250



Chapter 5: Unified Trajectory Control for VTOL Transition Aircraft

Components of the
nonlinear function G(x)

Flight Phase

Hover Forward velocity

Estimated Terms

Eqns. (5.74), (5.77),
(5.78), (5.79) and (5.80)
with desired heading
angle, rate, and acceler-
ation provided by the
ATOL module

Eqns. (5.74), (5.77), (5.78),
(5.79) and (5.80) with desired
heading angle and rate com-
puted using Eq. (5.53) from
commands of online trajectory
generation module

Desired Terms
Desired jerk in all axis
from Eq. (5.59) specified
by the ATOL module

Vertical desired jerk as shown
in Eq. (5.71) using parameters
specified by the online trajec-
tory generation module

Error Terms

Position, velocity and
acceleration errors pro-
vided by the ATOL mod-
ule

Errors in D-frame calculated
as per Eqns. (5.82) and (5.84)

Table 5.6: Composition of the nonlinear term G (x) for each flight phase

controller is derived by dynamic inversion of the kinematic error dynamics, and does
not differentiate the flight phases based on the source of lift generation. Moreover, the
structure of these error dynamics remains independent of the dynamic pressure as
long as the aircraft is flying with a positive kinematic velocity. Therefore, the trajectory
control problem is treated uniformly in transition and wingborne phases and similarly
the composition of the nonlinear function G(x) also remains identical.

To recap the composition of the nonlinear term G(x) as summarized in the Table 5.6,
the estimated terms denote the jerk deviation produced due to rotation of the measured
kinematic velocity and acceleration if the true heading angle and its rate differ from the
desired heading angle and rate, respectively. Moreover, these terms also provide the
feedforward commands calculated from desired heading angle rate and acceleration.
In the forward velocity phase, the trajectory generation module provides the desired
course angle and rate, therefore the corresponding desired heading angle and rate are
calculated using an estimate of the horizontal side slip variables ε and .

ε as shown in
Eqs. (2.56) and (2.58) respectively.

The desired jerk specification is also flight phase dependent. While for the hover
phase, the desired jerk is directly produced by the ATOLmodule, in the forward velocity
phase only the vertical component of the desired jerk expressed in the desired path D

frame is used. Since the waypoint trajectory generation module provides the desired
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trajectory states only in the T frame, the desired vertical jerk in the D frame is computed
according to Eq. (5.71) using the desired climb and course angle along with their
derivatives specified by the trajectory generation module.

Similarly, rotation of the error deviation and its higher orders through the desired
angular rate ( #»ωDO

K )D acceleration (
.

#»ωDO
K )D

D and jerk (
.

#»ωDO
K )DD

D constitute the error terms,
and are constructed from two sources depending on the flight phase. For the hover
phase, the errors are directly specified by the ATOL module, however in the forward
velocity mode the errors in the D frame are computed from the errors specified by the
waypoint trajectory generation module in the trajectory frame according to the relations
in Eq. (5.82).

5.2.4 Error Feedback Controller

As mentioned before, the position ( #»r F R)D ∈ R3, velocity ( #»

V F R
K )D

D ∈ R3 and acceleration
errors (

.
#»

V F R
K )DD

D ∈ R3 are either directly provided by the ATOL module or are calculated
according to the Eq. (5.82) from the errors in the T -frame, which are specified by the
waypoint trajectory generation module. The two sets of errors are blended based on the
forward C-frame kinematic velocity (uR

K)E
C using the sigmoid blending described in the

section 3.3.4.1. As opposed to the hysteresis blending, the error states are blended using
only one sigmoid element, similar to the function described in Eq. (3.147), independent
of the transition direction between the hover and forward velocity phase.

Subsequently, the position, velocity, and acceleration error are combined together
using a proportional error controller to generate the desired pseudo control rate .

νdes ∈ R3

.
νdes = −Kr ·

(
#»r F R

)
D

− KV ·
(

#»

V F R
K

)D

D
− Ka ·

( .
#»

V F R
K

)DD

D
. (5.87)

Here Kr ∈ R3×3, KV ∈ R3×3 and Ka ∈ R3×3 denote the diagonal positive definite ma-
trices comprising of the proportional error gains for position, velocity and acceleration
errors, respectively. The acceleration error gain matrix Ka is chosen considering the
dynamics of the inner loop controllers. For a VTOL transition aircraft, the inner loop
usually the comprises of the rotational rate control loop for the lateral axis, however the
force generation bandwidths in the longitudinal and vertical axes are directly limited
by the bandwidth of the traction units and the LTUs respectively in hover flight. Addi-
tionally, the bandwidth for the vertical axes control varies depending on the dynamic
pressure since the source of lift generation changes with it. Depending on the limiting
bandwidth of the inner loop for each axis, the acceleration error gain matrix is defined
using the time-scale separation principle. Similarly, the error gains matrices for lower
order errors (velocity and position) are defined maintaining the time-scale separation
between the control loops.

Contrarily, there is one difference when defining the error gains for a multicopter
configuration. Since such aircraft operate only with powered-lift in the full flight mission,
the gains for the trajectory deviations along the lateral as well as the longitudinal axis,
as defined in Eq. (5.87), are always limited by the bandwidth of the corresponding rota-
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tional rate control loop. The force generation bandwidth along the vertical channel does
not vary substantially, therefore the choice of the gain related to the vertical trajectory
error is only dependent on the dynamics of the LTUs.

Finally, employing the nonlinear term G(x) (composition in Table 5.6) along with
the desired pseudo control rate .

νdes ∈ R3 delivered by the proportional error controller
in the proposed law from Eq. (5.50), the unified trajectory control law encompassing all
flight phases of a VTOL transition aircraft emanates

( .
#»

f R
K

)C

C,cmd
=


cos

(
ΨF

D − Ψ
)

− sin
(
ΨF

D − Ψ
)

0
sin

(
ΨF

D − Ψ
)

cos
(
ΨF

D − Ψ
)

0
0 0 1

 · [ .
νdes − G(x)] . (5.88)

The output of the unified trajectory control law is the specific force rate commands
defined in the control frame (

.
#»

f R
K)C

C,cmd ∈ R3. These specific force rate commands can
either be incorporated directly in a inner loop controller based on the extended INDI
strategy, which is covered in Chapter 4 or they can also be transformed to attitude angle
rate commands, especially useful for multicopter VTOL aircraft, as covered later in the
interfacing module of the trajectory controller. Subsequently, the concepts presented in
this section provide the realization of the contribution C.4.2 Unified trajectory control
law for all flight phases of a VTOL transition aircraft. The next section provides a
linear state space formulation of the trajectory tracking jerk error dynamics combined
with the unified trajectory control law defined in Eq. (5.88).

5.2.5 State-space Formulation: Jerk Error Dynamics and Uni-
fied Trajectory Control Law

A linear system formulation of the jerk error dynamics and the closed loop error dy-
namics obtained as a result of employing the feedback stabilizing error control law from
Eq. (5.87) is presented in this section. With this aim, the jerk error dynamics derived in
Eq. (5.46)
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are formulated by transforming the cross product terms to skew-symmetric matrix
multiplications
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In [216], the path following acceleration-level error dynamics were formulated as
a Linear Time-Varying (LTV) system based on which a stability analysis of the trajec-
tory controller from [99] was performed. Similarly, the jerk-level error dynamics from
Eq. (5.90) can be represented as a linear system with the kinematic and gravity induced
specific force rates combined in a total specific force derivative (
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and considering an additional specific force rate component for control (
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 ,

where the reference input r ∈ R3 is the desired jerk (
..

#»

V F
des,K)DDD

D ∈ R3, gac ∈ R9 repre-
sents the influence of the aircraft dynamics on the error derivative .

e ∈ R9. Importantly,
the error dynamics in Eq. (5.91) are linear in the error states e ∈ R9. Furthermore, the
specific force rate component employed for trajectory control (

.
#»

f R
ctrl)C

D ∈ R3 in Eq. (5.91)
is substituted with the stabilizing feedback error component of the control law defined
in Eq. (5.87), thereby delivering the closed loop error dynamics in the form of a state
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space model
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Like the methodology presented in [216], the closed loop linear system derived

in the Eq. (5.92) can be utilized to assess stability of the unified jerk-level trajectory
controller in a classical manner. The stability analysis of the proposed controller does
not lie within the scope of this dissertation and will be covered in the future works.

The upcoming section briefs the framework of the trajectory control module, which
focuses on being independent from any type of aircraft configuration.

5.3 Unified Trajectory Controller Framework

The unified trajectory controller framework comprises of five units, which are defined
based on the type of terms that are required in the subsequent computation of the
specific force derivative commands. The composition of the aforementioned terms is
already covered in the section 5.2. This segment only deals with the organization of
these elements in an efficient and modular software structure. As illustrated in Fig. 5.5,
the units are classified as

1. Rotation matrices generator
2. Rotation rate acceleration jerk calculation
3. Translation states transformation
4. Nonlinear term composer
5. Unified trajectory control law.

Rotation Matrices Generator
As the name suggests, the Rotation matrices generator houses the computation of all the
frame rotation matrices required in the unified trajectory controller framework. The
inputs to this unit comprise of the desired as well as measured angles as reflected in the
Table 5.7 along with their source of origin.
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Unified Trajectory Controller framework
Rotation 
matrices 
generator

Rotation rate 
acceleration 

jerk 
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Nonlinear 
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Unified 
Control 

law

Desired 
angle, rate, 
acceleration

Measured 
angle, rate

Trajectory 
Footpoint states

ATOL errors

Figure 5.5: Aircraft configuration-agnostic Unified Trajectory Controller Framework

Angle Origin source

Desired Heading Angle ΨF
D

ATOL module
Trajectory Course Angle χF

T Waypoint trajectory generation module
Trajectory Climb Angle γF

T Waypoint trajectory generation module
Kinematic Course Angle χK Measurement
Kinematic Climb Angle γK Measurement

Table 5.7: Inputs to the Rotation matrices generator unit

Subsequently, seven orthogonal frame rotation matrices and their inverses are calcu-
lated, through the transpose identity

MBA = MT
AB, (5.93)

in this unit. The frame rotation matrices are summarized in Table 5.8. The rotation
matrices computed in this module are employed by the rest of the units to compute
further terms required in the unified trajectory control law.

Rotation Rate Acceleration Jerk Calculation
The Rotation rate acceleration jerk calculation houses the computations pertaining to the
rotation rates, accelerations and jerk required by the Translation states transformation and
Nonlinear term G(x) composer. Inputs to the current unit comprise of desired angles
and their higher order counterparts, specified by the ATOL module and the waypoint
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Frame Rotation Matrix symbol

Desired Path to NED frame MOD

Desired Path to Trajectory frame MT D

Desired Path to Kinematic frame MKD

Control to NED frame MOC

Control to Desired Path frame MDC

Kinematic to NED frame MOK

Trajectory to NED frame MOT

Table 5.8: Outputs of the Rotation matrices generator unit

trajectory generation, along with the measured kinematic track angles and their rates.
Moreover, frame rotation matrices MDC and MT D provided by the Rotation matrices
generator are also employed in the calculations of the rotational variables. Table 5.9
enlists all the inputs utilized by the Rotation rate acceleration jerk calculation unit.

Inputs Symbols

Desired Heading Angle until third order ΨF
D,

.
ΨF

D,
..
ΨF

D,
...
ΨF

D

Trajectory Course Angle until second order χF
T ,

.
χF

T ,
..
χF

T

Trajectory Climb Angle until second order γF
T ,

.
γF

T ,
..
γF

T

Kinematic Course Angle until first order χK , .
χK

Kinematic Climb Angle until first order γK , .
γK

Frame Rotation Matrices MDC , MT D

Table 5.9: Inputs to the Rotation rate acceleration jerk calculation unit
The rotation rates calculated by the current module are summarized in the Table 5.10.

Besides the rotation rates indicated in the referred Table, their inverse rotation rates are
also provided simply by using the identity(

#»ωXY
K

)
Z

= −
(

#»ωY X
K

)
Z

. (5.94)

In addition to the rotation rates, this unit also encompasses the computation of
rotational accelerations and jerks. The rotational accelerations computed in this module
include

1. Rotational acceleration of the NED frame relative to the D-frame denoted in the
D-frame and derived with respect to the control frame (

.
#»ωDO

K )C
D

2. Rotational acceleration of the desired path frame relative to theNED frame denoted
in the D-frame and derived with respect to the desired path frame (

.
#»ωOD

K )D
D

3. Rotational acceleration of the trajectory frame relative to the desired path frame
denoted in the D-frame and derivedwith respect to the desired path frame (

.
#»ωDT

K )D
D
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4. Rotational acceleration of the trajectory frame relative to the desired path frame
denoted in the T -frame and derived with respect to the trajectory frame (

.
#»ωDT

K )T
T .

Rotation Rate Symbol

C-frame w.r.t. NED frame denoted in desired path (D) frame
(

#»ωOC
K

)
D

Desired path frame w.r.t. Control (C) frame denoted in D-frame
(

#»ωCD
K

)
D

Desired path frame w.r.t. NED frame denoted in D-frame
(

#»ωOD
K

)
D

D-frame w.r.t. Trajectory (T) frame denoted in D-frame
(

#»ωT D
K

)
D

D-frame w.r.t. Kinematic (K) frame denoted in D-frame
(

#»ωKD
K

)
D

Control frame w.r.t. NED frame denoted in C-frame
(

#»ωOC
K

)
C

Trajectory frame w.r.t. Desired path frame denoted in T -frame
(

#»ωDT
K

)
T

Table 5.10: Rotation rates for the unified trajectory control law

Furthermore, the rotational jerk of the desired path frame relative to the NED frame
denoted in the D-frame and derived twice with respect to the desired path frame
(

..
#»ωOD

K )DD
D is also calculated.

Translation States Transformation
The purpose of the Translation states transformation involves

1. Transformation of the measured velocities and accelerations to the desired path
frame

2. Transformation of the trajectory footpoint velocities and accelerations, provided
by the waypoint trajectory generation, to the desired path frame

intended to be used in the construction of the nonlinear term G(x) by the Nonlinear term
composer. The inputs required to perform these transformations comprise of measured
kinematic velocities and accelerations along with the trajectory footpoint velocities and
accelerations. Frame rotation matrices MDC , MDK and MDT are also employed in the

Inputs Symbols

Measured/Estimated velocities
(

#»

V R
K

)E

C

Measured/Estimated accelerations
( .

#»

V R
K

)EC

C
,
( .

#»

V R
K

)EK

K

Trajectory footpoint states
(

#»

V F
K

)E

T
,
( .

#»

V F
K

)ET

T

Rotation rates
(

#»ωDK
K

)
D

,
(

#»ωDT
K

)
T

Frame rotation matrices MDC , MDK , MDT

Table 5.11: Inputs to the Translation states transformation unit
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transformations. Furthermore, rotation rates computed in the Rotation rate acceleration
jerk calculation unit are also used here. Table 5.11 presents the inputs utilized by the
Translation states transformation unit.

The transformed translation states are listed in the Table 5.12. The aircraft reference
point velocity expressed in the desired path frame ( #»

V R
K)E

D and along with the kinematic
acceleration denoted in the D-frame and derived relative to the C-frame (

.
#»

V R
K)EC

D is
calculated according to the Eq. (5.73). Moreover, the kinematic acceleration denoted
in and derived relative to the D-frame (

.
#»

V R
K)ED

D is computed using the Eq. (5.65). The
trajectory footpoint velocity along the desired path frame ( #»

V F
K)E

D is given by rotation of
the footpoint velocity specified in the trajectory frame through the rotation matrix MDT ,
and the trajectory footpoint acceleration (

.
#»

V F
K)ED

D denoted in and derived with respect
to the D-frame is computed based on the Eq. (5.60). The translation states derived in
this module are further used to construct the nonlinear term G(x).

Transformed translation states Symbols

Measured/Estimated velocities denoted in D-frame
(

#»

V R
K

)E

D

Measured/Estimated accelerations denoted in D-frame
( .

#»

V R
K

)EC

D
,
( .

#»

V R
K

)ED

D

Trajectory footpoint states denoted in D-frame
(

#»

V F
K

)E

D
,
( .

#»

V F
K

)ED

D

Table 5.12: Outputs from the Translation states transformation unit

Nonlinear Term Composer
The components of the nonlinear term G(x), as elaborated in the section 5.2 are cal-
culated in the Nonlinear term composer unit. The calculation of the nonlinear term is
sub-divided in to three parts

1. The nonlinear jerk, which incorporates the desired terms from the ATOL module
and the waypoint trajectory generation as detailed in the section 5.2.1

2. The nonlinear terms emanating from the measured/estimated aircraft states ac-
cording to the definitions in the section 5.2.2

3. The error terms incorporating the deviation of the trajectory footpoint from the
aircraft reference point as indicated in the section 5.2.3.

For the hover flight phase, the desired nonlinear jerk (
..

#»

V F
des,K)EDD

D is directly supplied
by the ATOL module. However, for the forward flight phases, the desired jerk is com-
puted according to Eq. (5.62) employing the frame rotation matrix MDT , along with the
rotational rate ( #»ωDT

K )D and acceleration (
.

#»ωDT
K )D

D from the Rotation matrices generator and
Rotation rate acceleration jerk calculation units respectively. Additionally, the kinematic
velocity and acceleration of the trajectory footpoint denoted in the desired path frame
as computed by the Translation states transformation unit are employed. Subsequently,
the desired jerk from the ATOL module in hover flight phase and its corresponding
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counterpart from the waypoint trajectory generationmodule in the forward flight phases
are blended over aircraft kinematic velocity using a sigmoid function like the function
described in Eq. (3.147).

The component of the nonlinear function G(x) arising from the estimated aircraft
states is agnostic of the flight phase. This component is simply computed based on the
relation in the Eq. (5.80).

As stated before, the waypoint trajectory generation module specifies deviation of
the aircraft reference point position, velocity and acceleration from the desired trajectory
footpoint in the trajectory frame. Therefore, these errors are rotated to be specified in the
D-frame according to the expressions detailed in the Eq. (5.82). Furthermore, the errors
transformed from the T -frame and the errors provided by ATOL module are blended
together similar to the blending carried out for the jerk component of the nonlinear
function. Thereafter, the error component of the nonlinear term Gerr(x) is computed
according to the Eq. (5.81). The blended errors for position, velocity and acceleration
are also forwarded to theUnified trajectory control law unit to compute the desired pseudo
control rate according to the Eq. (5.87).

Ultimately, the three components of the nonlinear term are summed up to deliver
the full nonlinear term G(x) for use in the trajectory control law.

Unified Control Law
Corresponding to its name, the Unified Control law unit implements the law defined in
the Eq. (5.88). The desired pseudo control rate .

νdes is computed based on the position,
velocity and acceleration deviation supplied by the error computation in the Nonlinear
term composer in accordance with the Eq. (5.87). Furthermore, the nonlinear term G(x)
is subtracted from the desired pseudo control rate and rotated to the control frame using
the frame rotation matrix MCD presented by Eq. (5.55), thereby resulting in the specific
force derivative commands denoted in and derived with respect to the C-frame.

As noted previously, the heading angle control appears as an additional degree of
freedom in specifying the aircraft orientation in the hover flight phase. Therefore, in
addition to the specific force rate commands, a heading angle acceleration command
..
Ψcmd ∈ R is also calculated using the desired heading angle ΨF

D ∈ R, rate
.

ΨF
D ∈ R and

acceleration
..
ΨF

D ∈ R (feedforward) from the ATOL module along with the heading
angle Ψ and rate

.
Ψ ∈ R feedback through the control law

..
Ψcmd =

..
ΨF

D + K .
Ψ ·
( .
ΨF

D −
.

Ψ
)

+ KΨ ·
(
ΨF

D − Ψ
)

. (5.95)

An aircraft configuration agnostic structure of the unified trajectory controller is pre-
sented here. Modular units encompassing calculations of associated variables form the
basis of the proposed framework. Therefore, any changes in the individual units can be
carried out with relative ease without overhauling the complete architecture. The unified
framework presented in this section relates to the contribution C.4.3 Configuration-
agnostic design of the unified trajectory control framework. The next section defines
an interface module for any multicopter platform having Euler attitude angle or rate
based command variables for its inner loop control law.
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5.4 Interface Module to Multicopter Configurations
The outputs of the unified trajectory controller framework include specific force deriva-
tive and heading angle acceleration commands. For an extended INDI (section 4.1)
based inner loop control, the given trajectory controller commands can be incorporated
directly if the control scheme is defined according to the works described in [86, 87].
Additionally, in this section an interface module generating commands for a generic
multicopter platform having an inner loop control law with control variables as Euler
attitude angle/rate and height rate is derived. The command variable set for such a
platform is equivalent to that of the hover phase of the design reference model presented
in the section 2.5. Common multicopter configurations [13, 33] do not possess any
traction system, and therefore rely on tilting the powered lift through attitude angles to
generate forces for translation in the horizontal plane. Therefore, the trajectory interface
module has been developed according to the same constraints.

Two sets of control variables can be provided by the interface module depending
on the structure of the inner loop being employed. The first set includes bank angle
rate

.
Φcmd ∈ R and pitch angle rate

.
Θcmd ∈ R commands, which involves a direct

transformation of the trajectory specific force rate commands (
.

#»

f R
K)C

C ∈ R3 by making
use of the specific force feedback. The second set is defined with the absolute bank angle
Φcmd ∈ R and pitch angle Θcmd ∈ R commands, however it requires feedback of the Euler
attitude angles. Corresponding to the two sets of the control variables, heading angle
acceleration

..
Ψcmd ∈ R, calculated according to Eq. (5.95), is used as the control variable

for the yaw channel in the first set or the heading angle rate command
.

Ψcmd ∈ R can be
computed using the heading angle rate feedback and heading acceleration command
for the second set of control variables. Likewise for vertical translation, either the
vertical specific force rate command from the unified trajectory controller can be directly
employed as in the extended INDI framework proposed by [86], or an absolute command
can be specified by utilizing the vertical specific force feedback. The two control variable
sets along with the required feedback signals are summarized in the Table 5.13. The
mechanism for the generation of the two control variable sets is presented next.

Firstly, the generation of the Euler attitude rate commands is described. Using the
expression for the tangent of the bank angle based on specific forces denoted in the
C-frame by the Eq. (2.65) with the small angle assumption cos Θ ≊ 1 yields

Φ = arctan

(
fR

y

)
C

− (fR
z )C

 . (5.96)

The expression for bank angle rate emanates by further deriving the relation specified
in the Eq. (5.96)

.
Φ =

−
( .
fR

y

)C

C
·
(
fR

z

)
C

+
(
fR

y

)
C

·
( .
fR

z

)C

C

[
(
fR

y

)
C

]2 + [(fR
z )C ]2

. (5.97)

For the implementation of the bank angle rate calculation derived in Eq. (5.97), feedback
of the lateral specific force (f̂R

y )C ∈ R and the vertical specific force (f̂R
z )C ∈ R denoted

in the C-frame are employed. The second term in the numerator containing the vertical
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Control Variable sets Required Feedback signals
.
Φ
.

Θ
..
Ψ

(
.
fR

z )C
C


cmd

(
#̂»

f R
K

)
C


Φ
Θ
.

Ψ
(fR

z )C


cmd

(
#̂»

f R
K

)
C

, Φ̂, Θ̂,
.

Ψ̂

Table 5.13: Control variable sets produced by the Interface module for the Unified Trajectory
Controller

specific force rate (
.
fR

z )C
C ∈ R is omitted to avoid allocation of the vertical channel

commands to the bank angle, thereby resulting in the bank angle rate command
.
Φcmd ∈ R

given by

.
Φcmd =

−
( .
fR

y

)C

C,cmd
·
(
f̂R

z

)
C

[
(
f̂R

y

)
C

]2 + [
(
f̂R

z

)
C

]2
. (5.98)

Analogous to the relation for the bank angle given in Eq. (5.96), the pitch angle can also
be specified using the longitudinal specific force along the control frame (fR

x )C ∈ R

Θ = arctan

(
fR

x

)
C

(fR
z )C

 . (5.99)

Employing the same procedure for calculation of the pitch angle rate as performed
for the bank angle rate command generation in Eqs. (5.97) and (5.98), the following is
obtained

.
Θcmd =

( .
fR

x

)C

C,cmd
·
(
f̂R

z

)
C

[
(
f̂R

x

)
C

]2 + [
(
f̂R

z

)
C

]2
. (5.100)

As said before, the second set of command variables for the inner loop comprise
of the absolute bank and pitch angle commands. The absolute angle commands can
be generated from the rate commands calculated by the Eqs. (5.98) and (5.100). An
incremental angle command is computed based on the principle used in Eq. (4.11)

∆Φcmd = K−1
Φ ·

.
Φcmd,

∆Θcmd = K−1
Θ ·

.
Θcmd,

(5.101)
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where KΦ ∈ R and KΘ ∈ R represent the desired bandwidth for the bank and pitch
angle response defined in the inner loop controller. Consequently, the absolute angle
commands are obtained by adding the feedback of the Euler attitude angles to the
incremental commands in the Eq. (5.101)

Φcmd = Φ̂ + ∆Φcmd,

Θcmd = Θ̂ + ∆Θcmd.
(5.102)

Along the same lines, the heading angle rate command
.

Ψcmd ∈ R as well as the absolute
vertical specific force command (fR

z )C,cmd ∈ R can also be calculated from the heading
angle acceleration

..
Ψcmd ∈ R and the vertical specific force rate command (

.
fR

z )C
C,cmd ∈ R

respectively
.

Ψcmd =
.

Ψ̂ + K−1.
Ψ

·
..
Ψcmd, (5.103)(
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C,cmd
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f̂R

z
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C

+ K−1
fz

·
( .
fR

z

)C

C,cmd
, (5.104)

where K .
Ψ ∈ R and Kfz ∈ R denote the desired bandwidth of the heading angle rate

and the vertical channel respectively, as specified in the inner loop control law. Hence,
the given interface module can be used to connect the unified trajectory control module
to any suitable inner loop controller of a multicopter aircraft having Euler attitude
angle/rate command interface. This section provides the concepts pertaining to the
contribution C.4.4 Interface function for trajectory controller with inner loop control
law incorporating conversion of specific force rate commands to attitude angle rate
commands for a multicopter platform.

5.5 Verification
In the context of the C2Land project at the Institute of Flight System Dynamics, Technis-
che Universität München, the Unified Trajectory Control framework proposed in this
chapter was verified using an INDI based inner loop controller for a generic multicopter
configuration based on the aircraft illustrated in the Fig. 1.1c.

5.5.1 Reference Configuration
The generic multicopter configuration utilized for the verification of the unified trajectory
control framework comprises of 18 LTUs having fixed-pitch propellers. The forces and
moments generated by each propeller perpendicular to their plane of rotation is modeled
in accordance with the relation described in Eq. (3.31)

FP (t) = kT · ω2
P (t) ,

NP (t) = −sgn [ωP (t)] · kN · ω2
P (t) ,

(5.105)

where FP (t) ∈ R is the force produced by the propeller along its rotational axis whose
positive direction is along the direction of the produced thrust, kT ∈ R and kN ∈ R
denote the thrust and drag coefficients of the propeller respectively. Angular velocity
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of the propeller is represented as ωP (t) ∈ R, and NP (t) ∈ R signifies the drag moment
resulting from the drag force of the propeller. Dependency on time is omitted from here
on for ease of reading.
Through the relation in Eq. (5.105), the propulsive lift is determined

(
#»

F R
P

)
B

=


0
0

18∑
i=1

−kT,i · ω2
P,i · cos δP,i

 , (5.106)

where kT,i ∈ R and ωP,i ∈ R are the thrust coefficient and rotational rate for each of the 18
LTUs. The mounting angle of each LTU with respect to their rotational axes is indicated
by δP,i, where i = 1, 2, · · · , 18. Since the body fixed vertical axis zB is defined positive
downwards and is parallel to the rotational axes of the propellers, the propulsive force
is shown with a negative sign in the body fixed frame. The propulsive moments in the
body frame ( #  »

MR
P )B ∈ R3 are computed as
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. (5.107)

Here (rRPi
x )B ∈ R and (rRPi

y )B ∈ R indicate the x and y coordinates of the position of
an LTUs with respect to the aircraft reference point R for i = 1, 2, · · · , 18. The drag
coefficient of each LTU is denoted as kN,i.

The aerodynamic drag force is modeled as a point mass drag model. The body
drag force ( #»

F A
A,D)B ∈ R3 at the aircraft’s aerodynamic center A is obtained using the

body drag coefficients CD,i ∈ R and the projected surface areas perpendicular to the
body-fixed axes Si ∈ R for i = x, y, z

(
#»

F A
A,D

)
B

= −q̄ ·


Sx · CD,x

Sy · CD,y

Sz · CD,z

 . (5.108)

The body drag force in Eq. (5.108) induces a drag moment because the aerodynamic
center A does not coincide with the aircraft reference point R(

#  »

MR
A,D

)
B

=
(

#»r RA
)

B
×
(

#»

F A
A,D

)
B

, (5.109)

where ( #»r RA)B ∈ R3 represents the position of the aircraft reference point R with respect
to the aerodynamic center A. The gravitational forces and moments are modeled accord-
ing to the Eqs. (3.52) and (3.53) respectively. This accomplishes the description about
modeling of forces and moments performed in the plant model used for verification of
the unified trajectory controller through Model-in-the-Loop (MIL) simulation.
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Attitude 
Controller

Estimation

CA
Body

Rotation
rate 

Controller

Height rate 
Controller

Figure 5.6: Simplified Inner Loop controller used in the verification of the Unified Trajectory
controller

5.5.2 Inner Loop Controller
A simplified INDI based inner loop controller used for control of the multicopter config-
uration is demonstrated in the Fig. 5.6. This controller does not implement the strategies
and algorithms presented in the chapter 4 pertaining to the jerk-level reference model
with the extended INDI framework. However, only a simplified INDI controller is
employed with the intention of specifically demonstrating the capability of the unified
trajectory controller. The simplified INDI controller houses an attitude controller, which
accepts bank angle Φcmd ∈ R, pitch angle Θcmd ∈ R and heading angle rate

.
Ψcmd ∈ R as

the command variables. For the attitude angle commands, first order linear reference
models, based on the generalized structure described in the section 3.1.2, are employed
to produce the reference attitude angle trajectories ΦR ∈ R, ΘR ∈ R along with the
attitude rate feedforward

.
ΦR ∈ R,

.
ΘR ∈ R. Furthermore, a stabilizing proportional error

controller is employed to mitigate any deviations of the measured attitude angles Φ̂ ∈ R,
Θ̂ ∈ Rwith respect to the reference angles to generate the attitude error rate components

.
Φe = KΦ,e ·

(
ΦR − Φ̂

)
,

.
Θe = KΘ,e ·

(
ΘR − Θ̂

)
,

(5.110)

where KΦ,e ∈ R and KΘ,e ∈ R are the proportional error gains for the bank and the
pitch angle respectively. The attitude error rates from Eq. (5.110) are then added to the
reference attitude rate feedforward

.
Φdes =

.
ΦR +

.
Φe,

.
Θdes =

.
ΘR +

.
Θe,

(5.111)
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thereby generating the desired attitude rate
.

Φdes ∈ R3

.
Φdes =


.
Φdes.
Θdes.
Ψcmd

 . (5.112)

Here the heading angle rate command
.

Ψcmd ∈ R is directly fed to the desired attitude
rates.

Furthermore, the desired attitude rates
.

Φdes ∈ R3 are commanded to the rotation
rate controller. In the rotation rate controller, the first step is to compute the rotation
rate commands ( #»ωOB

K )B,cmd ∈ R3 based on the desired attitude rates and the attitude
feedback Φ̂ ∈ R3

( #»ω OB
K )

B,cmd
p

q

r


cmd
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1 0 − sin Θ̂
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 ·
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Θdes.
Ψcmd

 . (5.113)

After the calculation of the body rotation rate commands ( #»ωOB
K )B,cmd ∈ R3, the refer-

ence rotational rate trajectories ( #»ωOB
K )B,R ∈ R3 and rotational acceleration feedforward

(
.

#»ωOB
K )B

B,R ∈ R3 are generated from first order linear reference models. Subsequently, the
desired body rotational acceleration (

.
#»ωOB

K )B
B,des ∈ R3 is computed following the same

process as performed in the attitude controller

( .
#»ωOB

K

)B

B,des
=
( .

#»ωOB
K

)B

B,R
+ K .

ω,e ·
((

#»ωOB
K

)
B,R

−
(

#̂»ωOB
K

)
B

)
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Here K .
ω,e ∈ R3×3 represents the diagonal error controller matrix for the rotation rates.

Finally, the desired incremental rotational acceleration is computed

∆
( .

#»ωOB
K

)B

B,des
=
( .

#»ωOB
K

)B

B,des
−
( .

#̂»ωOB
K

)B

B
. (5.115)

The estimated angular acceleration (
.

#̂»ωOB
K )B

B ∈ R3 is obtained from the derivative state of
a second order roll-off filter as described in Eq. (4.97).

For the vertical channel, height rate
.
hcmd ∈ R is the primary command variable in

addition to the C-frame vertical specific force (fR
K)C,traj as command interface for the

trajectory controller. The specific force command can be activated in the height rate
controller rather than switching to another controller. Firstly, the reference height rate
.
hR ∈ R and reference vertical acceleration

..
hR ∈ R are specified using a first order linear

reference model. The desired vertical acceleration
..
hdes ∈ R is obtained by adding the

stabilizing error controller component

..
hdes =

..
hR + K.

h,e
·
( .

hR −
.
ĥ
)

, (5.116)
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where
.
ĥ ∈ R is the measured height rate and K.

h,e
∈ R is the proportional gain for

the height rate error. The desired vertical specific force denoted in the C-frame can be
obtained based on the desired vertical acceleration in Eq. (5.116)(

fR
z

)
C,des

= −
..
hdes − g. (5.117)

Here g ∈ R denotes the acceleration due to gravity. When the trajectory controller is
activated, the desired specific force in Eq. (5.117) is replaced with the specific force
command (fR

z )C,traj ∈ R generated by the interface module described in the section 5.4.
Furthermore, the desired specific force in the control frame is transformed to be denoted
in the body fixed frame by using the relation in Eq. (2.64)

(
fR

z

)
B,des

=

(
fR

z

)
C,des

cos Φ̂ · cos Θ̂
. (5.118)

Ultimately, the desired incremental specific force (fR
z )B ∈ R is computed using a filtered

measurement of the body fixed vertical specific force (f̂R
z )B ∈ R

∆
(
fR

z

)
B,des

=
(
fR

z

)
B,des

−
(
f̂R

z

)
B
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Based on the desired incremental pseudo control ∆νdes ∈ R4

∆νdes =

 ∆
(
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z

)
B

∆
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#»ωOB
K

)B

B


des

(5.120)

the incremental control input command ∆ucmd ∈ R18 is computed using the incremental
control law described in the Eq. (3.20)

∆ucmd = B† · ∆νdes. (5.121)

Here B† ∈ R18×4 represents a generalized inverse of the control effectiveness matrix
B ∈ R4×18. The inverse of the considered over-actuated system is calculated using
redistributed pseudo inverse method [195, 196]. In this control strategy, each element
∆ui of the incremental control input vector ∆ucmd ∈ R18 is the increment in the square
of the rotational speed of each LTU ∆ω2

i . By doing this, the control effectiveness matrix
can be estimated as a constant matrix. The absolute control input command u ∈ R18

is calculated by the summation of the incremental command with the control input
estimate û ∈ R18

ucmd = ∆ucmd + û (5.122)

The control input estimate û ∈ R18 is obtained from the actuator models displayed as
GA in the Fig. 5.6. The actuators models for the LTUs contain first order elements as
described in Eq. (4.6). The control input commands transmitted to the LTUs, denoted
as uP,cmd ∈ R18, are equal to the positive square root of the corresponding element in
ucmd ∈ R18. This accomplishes the description of the INDI based inner loop controller
used for the verification of the unified trajectory controller. The MIL simulation results
will be presented next.
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5.5.3 Simulation Results

Figure 5.7 displays the planned and the followed aircraft trajectory in the horizontal
plane during the full flight mission simulation test of the unified trajectory controller
in tandem with the inner loop controller described in the section 5.5.2 for the aircraft
configuration presented in the section 5.5.1. The flight mission starts with the vertical
take-off maneuver during which the aircraft heading aligns with the heading of the
first way point. The desired trajectory parameters and error deviations are provided to
the trajectory controller by the ATOL module during this phase. Thereafter, a forward
kinematic velocity of 20 m/s is commanded with a constant climb rate till the end of
the straight leg. Figure 5.8 demonstrates the take-off trajectory, which corresponds
to the Vertical Take-Off (VTO) mentioned in the Means of Compliance for Special
Condition VTOL [135], illustrated by the Fig. 1.5. After the aircraft gains a forward
kinematic velocity (uR

K)E
C of higher than 4 m/s, the desired trajectory parameters and

error deviations specified by the waypoint trajectory generation module are used by
trajectory controller to generate command for the inner loop controller.

Figure 5.7: Full Mission Trajectory tracking in the horizontal plane

The next part of the flight mission involves multiple fly-by and radius-to-fix maneu-
vers at a constant altitude and constant forward kinematic velocity in order to assess the
lateral channel tracking performance of the unified trajectory controller. Referring to the
Fig. 5.9, this part of the flight mission lies within the timestamps 100 s to 300 s. It starts
with a fly-by maneuver at the timestamp of 100 s, followed by two maneuvers each of
which involves a radius-to-fix and two fly-by legs, thereby accomplishing the letter F in
the flight plan. The magnified view of the bank angle tracking in one of the maneuvers

268



Chapter 5: Unified Trajectory Control for VTOL Transition Aircraft

Figure 5.8: Three dimensional visualization of the Automated Trajectory Flight Mission

encompassing one radius-to-fix and two fly-by legs is demonstrated in Fig 5.10. The
absolute bank angle command calculated by the trajectory interface module according
to the Eq. (5.102) has a higher slope at the initiation of a turn maneuver in order to
enforce a faster build up of the reference bank angle and subsequently the true bank
angle. Similar behavior can also be observed at the instances before the bank angle
command reaches a steady state value in order to impose faster transition of the true
bank angle to the steady state value.

For the remaining parts of the flight mission visualized as letters S and D, vertical
axis maneuvers as well as change in forward velocity are commanded along with the
radius-to-fix turn legs in order to assess the lateral tracking performance in combined
maneuvers. The tracking performance along with the forward velocity at which the
maneuvers are performed can be visualized in Fig. 5.9. It can be observed that in the
full flight mission, the lateral position error deviation denoted in the desired path frame
∆yD largely remains within a range of [−0.5, 0.5] m except the deviation initial forward
acceleration phase.

The tracking performance of the trajectory controller in the vertical channel is dis-
played through the Fig. 5.11. Single axis maneuvers for the vertical channel correspond
to the vertical take-off at the beginning of the flight mission and vertical landing maneu-
ver at the end. In both cases, the vertical position tracking error lies within [0.6, −0.4]
m. Additionally, the vertical channel tracking performance during the combined ac-
celeration and climb maneuver towards the first waypoint of the flight plan as well as
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Figure 5.9: Lateral channel tracking in the Automated Trajectory Flight Mission

the combined deceleration and descent maneuver while approaching the landing point
exhibit similar deviation bounds. During the multiple turn maneuvers corresponding
to the letter F in the flight plan (between timestamps 100 s and 300 s), the change
in altitude remains within [−0.4, 0.2] m. Moreover, in the combined radius-to-fix and
climb/descend maneuvers corresponding to the letter S (between timestamps 300 s and
500 s), the deviation of the true altitude from the desired altitude lies within [−0.3, −0.1]
m. The vertical tracking performance deteriorates slightly during the steep climb ma-
neuver in the straight legs between the letters S and D (between timestamps 500 s and
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Figure 5.10: Bank angle tracking in the Automated Trajectory Flight Mission

Figure 5.11: Vertical channel tracking in the Automated Trajectory Flight Mission
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Figure 5.12: Forward channel tracking in the Automated Trajectory Flight Mission

600 s) of the flight plan as visualized in Fig. 5.11. Overall the vertical position error
lie within the bounds [−1, 0.6] m during the simulation of the given flight plan for the
considered aircraft configuration.

Ultimately, the forward velocity tracking during the automated flight mission is
presented in the Fig. 5.12. Important to note that for this simulation test, the desired
longitudinal position of the trajectory footpoint was not tracked, rather only the velocity
of the footpoint (uF

K)E
T from the waypoint trajectory generation module was tracked by

the trajectory controller to generate corresponding specific force rate commands and
subsequently the pitch angle commands for the multicopter configuration according
to Eq. (5.102). Fig. 5.12 demonstrates that acceleration and deceleration in the forward
velocity is brought about by tilting the powered lift from the LTUs through the pitch
angle.

Like the bank angle command generated by the interface module, it can be observed
in the magnified view of the pitch angle tracking shown by Fig. 5.13, a large step in the
pitch angle command is generated to bring about a rapid change in the reference pitch
attitude and as result the true pitch angle. Since the strategies proposed for the jerk-level
reference model in chapter 4 are not employed in the linear reference models used in the
inner loop controller from the section 5.5.2, it can be observed that the measured pitch
angle does not exactly follow the reference pitch angle during the transient period.
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Figure 5.13: Pitch angle tracking in the Automated Trajectory Flight Mission

Hence, the verification of the proposed Unified Trajectory Controller framework
was accomplished using MIL tests with the multicopter configuration presented in
the section 5.5.1. Although, a multicopter configuration was utilized, functionalities
corresponding to hover as well as forward velocity phases could be verified since the
proposed framework is agnostic of the aircraft configuration as well as flight phase-
specific control forces and moments generation mechanism.

5.6 Summary

This chapter presented a configuration agnostic unified trajectory control strategy for
VTOL transition/VTOL aircraft configurations. The proposed strategy produced spe-
cific force rate commands depending on the feedforward from the reference trajectory
specification along with the position, velocity and acceleration deviations. The specific
force rate or the jerk control was chosen as a solution for path-following problem, since
it facilitates improved tracking and possibility of effector dynamics consideration.

Rigid-body kinematic translation jerk dynamics denoted in the C-framewere derived.
After performing an order analysis of the terms in the C-frame jerk-level dynamics, terms
having negligible magnitudes within the bounds of the latitude, kinematic velocities
and turn rates applicable for UAM were removed. The resulting jerk-level dynamics
were utilized to derive position jerk error dynamics. The jerk error dynamics were
affine in position, velocity and acceleration errors and further contained the nonlinear
effects emanating from aircraft velocity, acceleration and specific forces. Except the jerk
error and the specific force rate, the remaining terms of the jerk error dynamics were
encompassed in a nonlinear term G(x).

Nonlinear dynamic inversion (NDI) of the jerk error dynamics was performed which
employed the desired jerk computed from the proportional trajectory track feedback
error controller along with the nonlinear term. The nonlinear term was segregated in to
three components – desired trajectory parameters, measurements/estimated terms and
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the error terms for ease of computation of its constituent terms based on the current
flight phase. Flight phase dependent composition of the nonlinear term along with a
proportional trajectory track error controller yielded a unified trajectory control law,
which not only covers all flight phases of a VTOL transition aircraft but can also be used
for a VTOL multicopter configuration without making any structural changes. A state
space formulation of the jerk error dynamics and the closed loop system employing the
unified trajectory control law was also formulated, which can be employed to perform
stability and robustness analysis of the closed loop system. In addition to the translation
degrees of freedom, yaw channel manifests as an additional independent degree of
freedom in the hover phase. Therefore, a heading angle control law, in addition to the
trajectory control law, was specified which produced heading acceleration commands
for the inner loop controllers.

Unified Trajectory Controller framework demonstrating a modular implementation
of the proposed strategy was also described. The framework comprised of five units,
namely – rotation matrices generator, rotation rate acceleration jerk calculation, translation states
transformation, nonlinear term composer and the unified trajectory control law. Input-Output
interfaces of each unit were described and details about the inter-dependencies among
different units were also provided.

An interface module as an addendum to the unified trajectory controller framework
was presented. The function of this module is to generate attitude rate commands
along with the already calculated heading acceleration and vertical specific force rate
as a possible control variable set for the inner loop controller of a generic multicopter
configuration. Additionally, absolute attitude angle commands, heading angle rate and
vertical specific force command can also be specified as an alternative control variable
set depending on the design of the inner loop controller.

The verification of the proposed trajectory control strategy was performed through
MIL simulation tests for a multicopter configuration, which utilized an INDI based inner
loop controller. Test results showed that for the considered aircraft configuration and
the inner loop controller, the unified trajectory control provided good tracking of the
reference trajectory in cases of single axis maneuvers as well as coupled maneuvers in
multiple axes as defined in the flight plan used for simulations. The position error in all
axes was found to be within 1 m with respect to the desired trajectory.
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Conclusion

One of the key elements essential for the realization of Urban Air Mobility (UAM) is
flight control approaches that can ensure safe operation of novel aircraft configurations
in urban airspace, which is prone to external disturbances generated due to interaction of
wind with buildings and wake turbulence from other entities. Accordingly, challenges
in flight control for UAM originate from two factors – novel aircraft configurations
driven by Distributed Electric Propulsion (DEP) and operational airspace with high
external disturbances. Three main Problem Statements PSs were identified based on the
aforementioned factors in the motivation (section 1.1) of this thesis
PS.1 Changing dynamics and relative degree of the system
PS.2 Uniform behavior over complete flight envelope
PS.3 Precision tracking and disturbance rejection
These problem statements stimulated the development of methods proposed in this
thesis in order to deliver nonlinear flight control strategies suitable for UAM.

An extensive literature review of the techniques employed to overcome these chal-
lenges brought about the gaps that still needed to be closed. The objectives included
investigation of rigid body dynamics of a VTOL transition aircraft in order to specify a
physically motivated aircraft motion behavior in each flight phase and define strategies
to achieve this behavior. In addition to the specification of the desired motion behavior,
a uniform aircraft response to pilot commands over the full flight envelope needed to
be established by selecting appropriate pilot command variables in each flight phase.
Furthermore, specification of physically viable control variable reference trajectories
through an integrated and configuration agnostic reference model design was aimed. By
identifying precisely known higher order effects in the closed loop system architecture,
it was intended that the knowledge of these unmodeled dynamics along with the aircraft
model parameters can be incorporated in the reference models. Consequently, effective
feedforward commands as well as reference trajectories were to be defined, which con-
sider aircraft physics together with system architecture specific effects. Additionally,
development of a unified controller delivering precise trajectory following in all phases
of a VTOL transition/VTOL aircraft was targeted. In pursuit of these objectives, the
common goal was to develop strategies that were modular and agnostic of the aircraft
configuration.
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Aircraft

Considering the aforementioned objectives, this dissertation proposed flight control
strategies and related design methodologies to accomplish the contributions, listed in
the section 1.4, which mitigate the shortcomings identified from the analysis of existing
literature.

6.1 Dynamics and Control of Vertical Take-off and
Landing Transition Aircraft

Chapter 2 depicted the concepts associatedwith dynamics of vertical take-off and landing
transition aircraft. Primarily, translation dynamics were derivedwith the reference frame
as the C-frame in order to obtain a unified formulation of the control problem across
all the flight phases of a VTOL transition aircraft. The resulting C-frame translation
dynamics were utilized to devise unified strategies for motion control in the lateral
and vertical axes for the complete flight envelope without switching between control
techniques tailored for every flight phase.

An aircraft configuration agnostic design of a Design Reference Model (DRM) was
proposed. The purpose of the DRM was to provide a flyable specification of the desired
aircraft behavior, which could be validated with regard to handling qualities, inceptor
interpretation, flight mission requirements, and more, even before a detailed system
design is available in the aircraft development process. Preliminary knowledge of
aircraft-specific parameters was possible to incorporate by using a separate aircraft
configuration specific module. Accordingly, effector dynamics were encompassed in the
DRM at the level of control forces and moments. Interpretation of pilot commands from
a dual inceptor concept, comprising of a hybrid thrust inceptor and a centered climb
inceptor, for a control strategy using attitude angles and height rate as control variables
was elaborated.

Contribution C.1 Derivation of required maneuverability phase planes through
Design Reference Model simulations for a VTOL transition aircraft was effectively
attained by employing the aforementionedDRM framework. Based on the handling qual-
ity requirements pertaining to attitude quickness from the Aeronautical Design Standard
for Military Rotorcraft ADS-33E-PRF [84], maneuverability phase planes (Fig. 2.20–2.22)
specifying required body rotational accelerations and jerk in the hover flight phase to
achieve different handling quality levels were acquired. The resultant required ma-
neuverability phase planes remain independent of any aircraft configuration. Notably,
these phase planes provide rotational acceleration and jerk only for maneuverability.
Additional margins for mitigating the effects of external disturbances and failures must
be considered separately.
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6.2 Integrated Nonlinear Reference Model for Verti-
cal Take-Off and Landing Transition Aircraft

Chapter 3 presented a modular, aircraft configuration-agnostic reference model architec-
ture for VTOL transition aircraft. A significant attribute of the proposed RM design was
to include pilot inceptor command interpretation in terms of physical control variables
for each flight phase – hover, transition and wingborne within a flight phase specific
module named as the Commands Transformation module. Three sets of control variables
corresponding to each flight phase of the VTOL transition aircraft were selected. The
choice of the Control Variable (CV) sets was governed by constraints of providing intu-
itive pilot perception for flight operation in each flight phase, having a direct kinematic
relation to one CV set and that all chosen CV sets lead to the same set of reference
pseudo controls and external states. Furthermore, mapping of the pilot inceptor com-
mands to the CV sets for each flight phase was performed in this module along with
transformation of the mapped control variables to the inputs of the reference model
core. The methodologies applied in the Commands Transformation module provided
the realization of the contribution C.2.1 Flight phase dependent mappings for pilot
command variables contained within the reference model.

The second module of the integrated RM, called the Reference Model Core, was de-
signed to be flight phase agnostic such that it can provide same set of reference pseudo
controls and external states over the complete flight envelope. To that effect, the RM core
was constituted by decoupled translation and rotation reference models. Translation RM
generated reference trajectories for load factors and kinematic velocities specified in the
control frame, while accounting for inter-axis coupling between the forward and lateral
translation axes, moment dynamics emulation as well as pseudo force-moment actuator
dynamics. The rotation reference model encapsulated computation of body rotation
rate commands pertaining to hover and forward velocity flight phases depending on the
virtual control inputs calculated from the desired translation load factors in the control
allocation module. Employing nonlinear attitude kinematics, reference trajectories for
body rotational accelerations, rates and Euler attitude angles were specified by the
rotation reference model that remain physically consistent with the aircraft dynamics
of the current flight phase. The proposed implementation of the rotation reference
model relates to the contribution C.2.2 Sequential desired rotation rate calculation
in a unified control structure. Overall, the design of the RM core module pertains to
the contribution C.2.3 Reference Model core design to facilitate use of same set of
variables for the whole flight envelope.

Explicit wind disturbance rejection behavior was defined as a part of the integrated
reference model framework. For wind disturbance rejection in hover flight, the desired
behavior was specified as maintaining the commanded velocity by the pilot in all trans-
lation directions. In high dynamic pressure regime, the cross wind disturbance rejection
behavior was defined such that the body lateral load factor is minimized. This was
accomplished by utilizing the body lateral load factor feedback in the yaw rate command
generation. Use of tilt LTU thrust command as the control variable in high dynamic
pressure flight provided an implicit airspeed control and increased robustness against
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stall due to tail wind. In this manner, contribution C.2.4 Definition of an explicit wind
disturbance rejection behavior over the complete flight envelope within the Reference
Model core design was achieved with the proposed RM design.

Flight phase reliant blending of the reference bandwidths, body rotation rate com-
mands as well as control variables was performed to facilitate consistency between the
reference variables. To specify accurate mappings between the different CV sets in high
wind gradient environment, feedback of the true course angle was used. Moreover,
reference states were slaved to the true plant states in specific flight phases to enforce
conformity between all reference trajectories. These methods pertain to the contribution
C.2.5 Approaches to enforce compliance between different reference variables.

The integrated reference model architecture proposed in this dissertation enabled
the implementation of a unified INDI controller over the full flight envelope of a VTOL
transition aircraft, hence avoiding the use of flight phase specific controllers and any
switching procedures between them. Simulation and experimental flight test results for
a tilt-rotor aircraft configuration proved the effectiveness of the proposed algorithms.
The modular property of the proposed reference model can be verified based on its
application by other researchers in their works [204–206]. The complete RM architecture
presented in chapter 3 fulfills the contribution C.2 Integrated Nonlinear Reference
Model Structure for Vertical Take-Off and Landing transition aircraft.

6.3 Jerk-Level Physical Reference Model

Chapter 4 presented the concepts and analyses pertaining to the contribution C.3 Jerk-
level Physical Reference Model design. A design methodology was established for
creating a jerk-level reference model, which can specify reference trajectories for con-
trollers based on a continuous extension of the incremental nonlinear dynamic inversion
strategy. The primary feature of the proposed reference model is the inclusion of identifi-
able disturbances like the state dependent damping effects within the RM. Consequently,
the impact of these disturbances can be counteracted preemptively through the feedfor-
ward command even prior to the emergence of the control error. The aircraft parameters
characterizing these state reliant damping terms, also known as the "A-part", were
incorporated in the design plant of the reference model.

The feedforward to the extended INDI controller was produced by feedback lin-
earization of the design plant within the jerk-level RM by using reference state feedback.
Unlike the classical NDI methodology of inverting a plant model to generate control
effector commands, dynamic inversion was employed for generation of a feedforward
pseudo control derivative command in the jerk-level RM, hence directly applicable for
input non-affine systems as well. Subsequently, the physically motivated feedforward
command yielded control effector command acting in the correct direction as well as
maintaining a steady state magnitude depending on the aircraft parameters included
in the design plant. The magnitude of these aircraft parameters cannot be known per-
fectly in practical applications. Therefore, an effective range for the aircraft parameters
included in the design plant was determined by means of linear analysis for a SISO case.
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For the analyzed case, it was identified that employing the proposed feedforward from
the jerk-level RM decreased the magnitude of the set-point tracking error without chang-
ing the feedback gains, provided that the design plant parameter lied within ±100% of
the real aircraft parameter. This analysis was extended by evaluating the influence of
the design plant uncertainty with respect to the MUAD bounds. Findings indicated that
the MUAD bounds were not violated if the magnitude of the design plant parameter
remains within the effective range defined as ±100% of the true plant parameter, and
feedforward from the reference model is used by the controller. Notably, it was observed
that by removing the feedforward component from the desired pseudo control rate
calculation, the MUAD bounds corresponding to the phase were violated. Certainly,
the proposed feedforward command generated by the jerk-level RM is more effective
than the high-pass constituent of a command computed by a linear reference model.
Therefore, the technique employed for the generation of the feedforward command
fulfilled the contribution C.3.1 Feedforward pseudo control derivative generation for
input non-affine systems.

With the purpose of maintaining phase conformity between the reference trajec-
tories and the corresponding estimated variables, noise attenuation/estimation filters
were incorporated in the jerk-level reference model design. Linear analysis revealed
that consideration of estimation dynamics also diminishes gain variation between the
reference external states and measured/estimated outputs in addition to mitigating
phase difference between them for the effective range of the design plant parameter as
defined before. Consequently, higher feedback gains can be employed to elevate external
disturbance rejection capability. Addition of estimation dynamics in the reference model
accomplished the contributionC.3.2 Inclusion of measurement/estimation filter effects
in the reference model design to achieve phase conformity between external reference
and estimated plant states.

Time delays occurring in the input/output channel dynamics are another source
of causing phase mismatch between the reference and measured/estimated variables.
Hence, these time delays were also included in the jerk-level RM in order to reduce the
aforementioned phase difference. Linear analysis results for a SISO case verified that the
addition of the information about time delays in the reference model lowered the gain
and phase difference between the external reference state and the filtered output in the
effective range of the design plant parameter. Assimilation of time delays in the jerk-level
RM relates to the contribution C.3.3 Integration of time-delays from the input/output
channel dynamics within reference model design to facilitate phase match between
external reference and estimated plant states.

Consideration of time delays and estimation dynamics highlighted the bi-level con-
trol objective manifested by using the jerk-level reference model in the extended INDI
framework. The reference model defined the reference behavior for the estimated plant
while the real system follows the desired behavior implicitly specified by the reference
model, which is equivalent to the implemented reference specification without the filter
dynamics and the time delays.
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Along the same lines as the estimation dynamics, higher than first order effector
dynamics were also proposed to be included in the reference model, since the first order
dynamics were already compensated in the extended INDI control law. Efficacy of
the inclusion of these residual dynamics was shown through the linear analysis for a
scalar case using second order effector dynamics. For the analyzed case, consideration
of the residual dynamics also lowered the phase difference between the reference state
trajectory and the estimated output in the effective range of the design plant parameter.
Accordingly, the contribution C.3.4 Consideration of higher than first order effector
dynamics in the generation of external reference states and feedforward pseudo
control ratewas achieved.

The architecture of the jerk-level reference model comprised of four functional units,
called as – desired dynamics specification unit, state dependence compensation unit, reference
actuator with input/output channel dynamics consideration and the design plant. Desired
dynamics for each command variable channel were specified by the desired dynamics
specification unit. The pseudo control command intended to be produced by the control
effectors was computed in the state dependence compensation unit by using the design plant
feedback. As the name implies, the reference actuator with input/output channel dynamics
consideration was comprised of the closed loop system time delays, noise attenuation
filter dynamics and effector dynamics higher than the first order. The design plant
contained the best estimate of the system parameters corresponding to every pseudo
control channel.

Experimental verification of the proposed reference model strategy employing a
design plant was demonstrated by applying it for RPM control of a lift thrust unit.
Findings indicated that by using the feedforward commands only, the lift thrust units
were commanded in the direction of the reference set-point and sustained a steady
state rotational rate, though a residual error remained. The residual error was readily
diminished by the feedback error controller when both the feedforward and feedback
control paths were activated simultaneously.

6.4 Unified Trajectory Control for VTOL Transition
Aircraft

Chapter 5 introduced a modular unified trajectory control strategy for VTOL transi-
tion/VTOL aircraft, which is independent of aircraft configuration specific parameters.
Based on the position, velocity and acceleration error with respect to the desired tra-
jectory as well as the feedforward commands from the reference trajectory definition,
specific force rate commands were generated in the proposed approach to facilitate
trajectory tracking. Specific force rate control, which lies at the dynamic level of trans-
lation jerk, was preferred because it was established through literature review that it
improved tracking performance in other applications. Moreover jerk control offered
future potential for effector dynamics consideration by the trajectory control law.
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Accordingly, C-frame rigid-body translation jerk dynamics were derived employing
the translation equations of motion. Terms having very small magnitudes within the
limits of latitude, turn rates, and kinematic velocities, relevant for UAM, were excluded.
Subsequently, position jerk error dynamics were formulated from the jerk-level transla-
tion dynamics. Importantly, the jerk error dynamics were linear with respect to position,
velocity and acceleration errors and further contained nonlinear terms originating from
aircraft dynamics. The derivation of the jerk error dynamics relates to the contribution
C.4.1 Derivation of nonlinear jerk-level position error dynamics with respect to the
desired path.

The obtained jerk error dynamics did not comprise of any uncertainties since they
were purely kinematic, which implied that an analytic inversion was possible. Therefore,
nonlinear dynamic inversion (NDI) strategy was used to derive the control law. For
this purpose, the jerk error dynamics were categorized into three components – jerk
error, specific force derivative and the remaining terms combined in a nonlinear term
G(x). Using NDI, specific force derivative commands were computed based on the
desired jerk, obtained from a stabilizing proportional error feedback controller, and the
nonlinear term G(x) composed of desired trajectory parameters, measured/estimated
terms and error terms. Consequently, the proportional track error feedback controller
along with a flight phase specific construction of the nonlinear term delivered a unified
trajectory control law, which can be employed over the complete flight envelope of a
VTOL transition aircraft, and even for VTOL configurations such as multicopters. The
yaw channel emanates as an independent degree of freedom in the hover flight phase.
Hence, heading angle control law was also specified alongside the unified trajectory
control law to generate heading angle acceleration command, which was input to the
inner loop controller. The derivation of the unified trajectory control law realized
the contribution C.4.2 Unified trajectory control law for all flight phases of a VTOL
transition aircraft.

The proposed approach for the unified trajectory control law along with the associ-
ated computations were implemented as a modular framework. The framework was
constituted by five units – rotation matrices generator, rotation rate acceleration jerk calculation,
translation states transformation, nonlinear term composer and the unified trajectory control
law. The presented framework pertains to the contribution C.4.3 Configuration-agnostic
design of the unified trajectory control framework.

Moreover, an interface module for the unified trajectory controller was developed.
This module provided the possibility of transforming the specific force rate commands
from the unified trajectory control law to bank and pitch angle rate command. Together
with the heading angle acceleration and vertical force derivative command, they form
a feasible control variable set for the inner loop control law of a generic multicopter
configuration. Alternatively, it was also possible to generate absolute bank and pitch
angle commands along with heading angle rate and vertical specific force commands as
the control variables for the inner loop. The interface module provides the accomplish-
ment of the contribution C.4.4 Interface function for trajectory controller with inner
loop control law incorporating conversion of specific force rate commands to attitude
angle rate commands for a multicopter platform.
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The presented unified trajectory control approach was verified through MIL simu-
lations using a multicopter platform, which employed a simplified INDI based inner
loop controller. Test results showed that the position error from the desired trajectory
lied within 1 m during all the single axis and coupled axes maneuvers performed as
a part of the automated trajectory flight mission. From a the trajectory control point
of view, forward velocity flight phases for multicopter or transition aircraft are similar,
since the trajectory controller is not affected by the mechanism of control force and
moment generation. Altogether, chapter 5 provided the realization of the contribution
C.4 Unified trajectory control module for Vertical Take-Off and Landing transition
aircraft.

6.5 Future Work
The results obtained in this dissertation give rise to further research topics that need to
be inquired.

Consideration of external disturbances in the required maneuverability phase
planes
The maneuverability phase planes derived in the section 2.6 did not include impact of
external disturbances on the required rotational accelerations and jerk. The next part of
this work would involve extending the maneuverability phase planes by quantifying
the effect of external disturbances based on the operational environment.

Preliminary sizing of the Lift Thrust Units
The maneuverability phase planes map the handling quality requirements to physical
variable limits according to handling quality levels. In the future work, these limits can
be used in preliminary sizing of the lift thrust units and their spatial positioning during
the initial aircraft design process.

Employment of state dependent dynamics in the RM for unstable systems
For the treatment of unstable systems proposed in the jerk level reference model as
per the section 4.4.6, the design plant state dependency parameter was considered as
zero. Although, inclusion of higher order dynamics and time delay information for
the feedforward calculation improved reference tracking significantly, no benefit could
be gained through the knowledge about state damping parameters. Inclusion of this
component is a potential topic for further research.

Generic formulation to include any higher order effector dynamics in the ref-
erence model
Chapter 4 only covered inclusion of actuator dynamics until the second order in the
jerk-level reference model. A generic formulation to include any higher order effector
dynamics in the RM is lacking. This aspect can also be covered in further research
attempts.
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Adaptation of unmatched uncertainties in the Design plant
The design plant adaptation in the jerk-level RM proposed by the author in [207] (Ap-
pendix D) focused on identification of the matched parameters in the state derivative
dependency matrix Aν . By accurate identification of the parameters in this matrix, more
accurate feedforward command could be generated thereby improving reference set
point tracking performance. In the futureworks, the design plant adaptive augmentation
architecture can be extended to consider the identification of the unmatched parameters
in the state dependency matrix additionally.

Jerk-level unified reference model for VTOL transition aircraft
As a part of the future development, the concepts proposed in the chapters 3 and 4 can be
utilized to design a jerk-level unified reference model architecture for a VTOL transition
aircraft, which incorporates state dependent damping effects, unmodeled dynamics and
time delays of the closed loop system for specifying the reference behavior.

Stability robustness analysis of the unified trajectory controller
Similar to thework carried out in [216]with relation to stability analysis of an acceleration
error based trajectory controller, stability robustness analysis of the closed loop system
obtained by the application of the unified trajectory control law can be performed while
accounting for parameters varying according to the aircraft envelope.

Consideration of unmodeled dynamics and time delays in the unified trajectory
controller
Further research about the unified trajectory control law can focus on inclusion of the
effector dynamics, unmodeled higher order dynamics, time delays in the generation of
the specific force rate commands to improve the tracking performance of the controller.
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Appendix A

Coordinate Frames and
Transformations

A.1 Coordinate Frame Definitions

Subject Description

Index B

Utilization To denote forces and moments
Origin Aircraft reference point (R)
Translation Translates with the reference point of the aircraft
Rotation Rigid body aircraft rotation rates
Axes: xB Points towards the direction of the nose of the aircraft

yB Points to the right side of the wing forming a right angle to the xB

axis in the horizontal plane
zB Points downwards and orthogonal to both xB, yB axes according

to a right hand system

Table A.1: Body-fixed frame [143]

Figure A.1: Body-fixed Frame [141]
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A.1 Coordinate Frame Definitions

Subject Description

Index A

Utilization To denote the aerodynamic forces and moments
Origin Aircraft reference point (R)
Translation Translates with the reference point of the aircraft
Rotation Rotates with the aerodynamic flow’s direction
Axes: xA Points towards the direction of the aerodynamic velocity

yA Points to the right, perpendicular to xA, zA axes
zA Points downwards perpendicular to the aerodynamic velocity

Table A.2: Aerodynamic frame [143]

Figure A.2: Aerodynamic Frame [141]
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Appendix A: Coordinate Frames and Transformations

Subject Description

Index K

Utilization To denote the flight path of the aircraft
Origin Aircraft reference point (R)
Translation Translates with the reference point of the aircraft
Rotation Rotates with the kinematic velocity direction
Axes: xK Points towards the direction of the kinematic velocity

yK Points to the right, perpendicular to xK , zK axes
zK Points downwards perpendicular to the kinematic velocity and

parallel to the local normal’s projection to the WGS-84 ellipsoid

Table A.3: Kinematic frame [143]

Figure A.3: Kinematic Frame [141]
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A.2 Frame Transformations

A.2 Frame Transformations
The frame transformation matrices applicable in the derivations performed in this
dissertation are presented in this section.
The frame rotation matrix MCB transforms a vector defined in the body-fixed frame B

to the control frame C

MCB =


cos Θ sin Φ · sin Θ cos Φ · sin Θ
0 cos Φ − sin Φ

− sin Θ sin Φ · cos Θ cos Φ · cos Θ

 (A.1)

The frame rotationmatrixMBO that transforms a vector denoted in theNorth-East-Down
frame O to the body-fixed frame B

MBO =


cos Ψ · cos Θ sin Ψ · cos Θ − sin Θ

cos Ψ · sin Φ · sin Θ − sin Ψ · cos Φ cos Ψ · cos Φ + sin Ψ · sin Φ · sin Θ cos Θ · sin Φ
sin Ψ · sin Φ + cos Ψ · cos Φ · sin Θ sin Ψ · cos Φ · sin Θ − cos Ψ · sin Φ cos Φ · cos Θ

 (A.2)

The frame rotation matrix MBW that transforms a vector denoted in the local wing-body
frame W to the body-fixed frame B using the wing angle of incidence iw

MBW =


cos iw 0 − sin iw

0 1 0
sin iw 0 cos iw

 (A.3)

The frame rotation matrix MBH that transforms a vector denoted in the local horizontal
tail frame H to the body-fixed frame B using the horizontal tail angle of incidence ih

MBH =


cos ih 0 − sin ih

0 1 0
sin ih 0 cos ih

 (A.4)

IV



Appendix B

Angular Rotation Rates

The angular velocity of the Earth Centered Earth Fixed (ECEF) frame with respect
to the Earth Centered Inertial (ECI) frame, specifying the rotation rate of the Earth
ωE , expressed in the control frame is denoted as ( #»ωIE

K )C ∈ R3 (Eq. (2.43)). The skew
symmetric matrix pertaining to the angular velocity ( #»ωIE

K )C is

(
ΩIE

)
CC

= ωE ·


0 sin ϕ − cos ϕ · sin Ψ

− sin ϕ 0 − cos ϕ · cos Ψ
cos ϕ · sin Ψ cos ϕ · cos Ψ 0


CC

. (B.1)

Likewise, the angular velocity of the Earth Centered Earth Fixed (ECEF) frame with
respect to the Earth Centered Inertial (ECI) frame expressed in the body fixed (B) frame
is denoted by ( #»ωIE

K )B ∈ R3

(
#»ωIE

K

)
B

= ωE ·



sin Θ · sin ϕ + cos Ψ · cos Θ · cos ϕ

− cos ϕ · (cos Φ · sin Ψ − cos Ψ · sin Φ · sin Θ)−
cos Θ · sin Φ · sin ϕ

cos ϕ · (sin Φ · sin Ψ + cos Φ · cos Ψ · sin Θ)−
cos Φ · cos Θ · sin ϕ


(B.2)

The transport rate is expressed in the control frame as ( #»ωEO
K )C (Eq. (2.43)). The columns

of the skew symmetric matrix pertaining to the transport rate ( #»ωEO
K )C are given by

(
ΩEO

)
CC

(:, 1) =


0

−
.
λ · sin ϕ

.
ϕ · cos Ψ +

.
λ · cos ϕ · sin Ψ

 ,

(
ΩEO

)
CC

(:, 2) =


.
λ · sin ϕ

0
.
λ · cos ϕ · cos Ψ −

.
ϕ · sin Ψ

 , (B.3)

(
ΩEO

)
CC

(:, 3) =


−

.
ϕ · cos Ψ −

.
λ · cos ϕ · sin Ψ

−
.
λ · cos ϕ · cos Ψ +

.
ϕ · sin Ψ

0

 .
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The angular velocity of the NED (O) frame relative to the ECI frame denoted in the
body fixed frame is given as

(
#»ωIO

K

)
B

=



.
λ · sin Θ · sin ϕ −

.
ϕ · cos Θ · sin Ψ + ωE · sin Θ · sin ϕ+

.
λ · cos Ψ · cos Θ · cos ϕ + ωE · cos Ψ · cos Θ · cos ϕ

−
.
ϕ · (cos Φ · cos Ψ + sin Φ · sin Ψ · sin Θ)−

.
λ · cos ϕ · (cos Φ · sin Ψ − cos Ψ · sin Φ · sin Θ)−

ωE · cos ϕ · (cos Φ · sin Ψ − cos Ψ · sin Φ · sin Θ)−
.
λ · cos Θ · sin Φ · sin ϕ − ωE · cos Θ · sin Φ · sin ϕ

.
ϕ · (cos Ψ · sin Φ − cos Φ · sin Ψ · sin Θ)+

.
λ · cos ϕ · (sin Φ · sin Ψ + cos Φ · cos Ψ · sin Θ)+

ωE · cos ϕ · (sin Φ · sin Ψ + cos Φ · cos Ψ · sin Θ)−
.
λ · cos Φ · cos Θ · sin ϕ − ωE · cos Φ · cos Θ · sin ϕ



(B.4)

The angular acceleration of the NED (O) frame relative to the ECI frame denoted in the
body fixed frame and derived with respect to the body fixed frame results in

( .
ωIO

K,x

)B

B
=

..
λ · sin Θ · sin ϕ −

..
ϕ · cos Θ · sin Ψ +

..
λ · cos Ψ · cos Θ · cos ϕ−

.
Ψ ·

.
ϕ · cos Ψ · cos Θ +

.
Θ ·

.
ϕ · sin Ψ · sin Θ +

.
Θ ·

.
λ · cos Θ · sin ϕ+

.
Θ · ωE · cos Θ · sin ϕ +

.
λ ·

.
ϕ · sin Θ · cos ϕ + ωE ·

.
ϕ · sin Θ · cos ϕ−

.
Ψ ·

.
λ · cos Θ · sin Ψ · cos ϕ −

.
Ψ · ωE · cos Θ · sin Ψ · cos ϕ−

.
Θ ·

.
λ · cos Ψ · sin Θ · cos ϕ −

.
Θ · ωE · cos Ψ · sin Θ · cos ϕ−

.
λ ·

.
ϕ · cos Ψ · cos Θ · sin ϕ − ωE ·

.
ϕ · cos Ψ · cos Θ · sin ϕ( .

ωIO
K,y

)B

B
=

.
Φ ·

.
ϕ · cos Ψ · sin Φ −

..
λ · cos Φ · sin Ψ · cos ϕ−

..
ϕ · sin Φ · sin Ψ · sin Θ −

..
λ · cos Θ · sin Φ · sin ϕ −

..
ϕ · cos Φ · cos Ψ+

.
Ψ ·

.
ϕ · cos Φ · sin Ψ −

.
Ψ ·

.
λ · cos Φ · cos Ψ · cos ϕ−

.
Ψ · ωE · cos Φ · cos Ψ · cos ϕ −

.
Φ ·

.
ϕ · cos Φ · sin Ψ · sin Θ−

.
Ψ ·

.
ϕ · cos Ψ · sin Φ · sin Θ −

.
Θ ·

.
ϕ · cos Θ · sin Φ · sin Ψ−

.
Φ ·

.
λ · cos Φ · cos Θ · sin ϕ −

.
Φ · ωE · cos Φ · cos Θ · sin ϕ+

.
Φ ·

.
λ · sin Φ · sin Ψ · cos ϕ +

.
Φ · ωE · sin Φ · sin Ψ · cos ϕ−

.
λ ·

.
ϕ · cos Θ · sin Φ · cos ϕ − ωE ·

.
ϕ · cos Θ · sin Φ · cos ϕ+

.
Θ ·

.
λ · sin Φ · sin Θ · sin ϕ +

.
Θ · ωE · sin Φ · sin Θ · sin ϕ+

.
λ ·

.
ϕ · cos Φ · sin Ψ · sin ϕ + ωE ·

.
ϕ · cos Φ · sin Ψ · sin ϕ+

..
λ · cos Ψ · sin Φ · sin Θ · cos ϕ +

.
Φ ·

.
λ · cos Φ · cos Ψ · sin Θ · cos ϕ+

.
Φ · ωE · cos Φ · cos Ψ · sin Θ · cos ϕ +

.
Θ ·

.
λ · cos Ψ · cos Θ · sin Φ · cos ϕ+

.
Θ · ωE · cos Ψ · cos Θ · sin Φ · cos ϕ −

.
Ψ ·

.
λ · sin Φ · sin Ψ · sin Θ · cos ϕ− (B.5)

.
Ψ · ωE · sin Φ · sin Ψ · sin Θ · cos ϕ −

.
λ ·

.
ϕ · cos Ψ · sin Φ · sin Θ · sin ϕ−
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ωE ·
.
ϕ · cos Ψ · sin Φ · sin Θ · sin ϕ( .

ωIO
K,z

)B

B
=

..
ϕ · cos Ψ · sin Φ −

..
ϕ · cos Φ · sin Ψ · sin Θ −

..
λ · cos Φ · cos Θ · sin ϕ+

..
λ · sin Φ · sin Ψ · cos ϕ +

.
Φ ·

.
ϕ · cos Φ · cos Ψ −

.
Ψ ·

.
ϕ · sin Φ · sin Ψ−

.
Ψ ·

.
ϕ · cos Φ · cos Ψ · sin Θ −

.
Θ ·

.
ϕ · cos Φ · cos Θ · sin Ψ+

.
Φ ·

.
λ · cos Φ · sin Ψ · cos ϕ +

.
Ψ ·

.
λ · cos Ψ · sin Φ · cos ϕ+

.
Φ · ωE · cos Φ · sin Ψ · cos ϕ +

.
Ψ · ωE · cos Ψ · sin Φ · cos ϕ+

.
Φ ·

.
ϕ · sin Φ · sin Ψ · sin Θ +

.
Φ ·

.
λ · cos Θ · sin Φ · sin ϕ−

.
λ ·

.
ϕ · cos Φ · cos Θ · cos ϕ +

.
Φ · ωE · cos Θ · sin Φ · sin ϕ−

ωE ·
.
ϕ · cos Φ · cos Θ · cos ϕ +

.
Θ ·

.
λ · cos Φ · sin Θ · sin ϕ+

.
Θ · ωE · cos Φ · sin Θ · sin ϕ −

.
λ ·

.
ϕ · sin Φ · sin Ψ · sin ϕ−

ωE ·
.
ϕ · sin Φ · sin Ψ · sin ϕ +

..
λ · cos Φ · cos Ψ · sin Θ · cos ϕ+

.
Θ ·

.
λ · cos Φ · cos Ψ · cos Θ · cos ϕ +

.
Θ · ωE · cos Φ · cos Ψ · cos Θ · cos ϕ−

.
Φ ·

.
λ · cos Ψ · sin Φ · sin Θ · cos ϕ −

.
Ψ ·

.
λ · cos Φ · sin Ψ · sin Θ · cos ϕ−

.
Φ · ωE · cos Ψ · sin Φ · sin Θ · cos ϕ −

.
Ψ · ωE · cos Φ · sin Ψ · sin Θ · cos ϕ−

.
λ ·

.
ϕ · cos Φ · cos Ψ · sin Θ · sin ϕ − ωE ·

.
ϕ · cos Φ · cos Ψ · sin Θ · sin ϕ

The angular acceleration of the NED (O) frame relative to the Earth Centered Earth
Fixed (E) frame derived with respect to the B-frame and also denoted in the B-frame
comprises of the elements

( .
ωEO

K,x

)B

B
=

..
λ · sin Θ · sin ϕ −

..
ϕ · cos Θ · sin Ψ +

..
λ · cos Ψ · cos Θ · cos ϕ−

.
Ψ ·

.
ϕ · cos Ψ · cos Θ +

.
Θ ·

.
ϕ · sin Ψ · sin Θ +

.
Θ ·

.
λ · cos Θ · sin ϕ+

.
λ ·

.
ϕ · sin Θ · cos ϕ −

.
Ψ ·

.
λ · cos Θ · sin Ψ · cos ϕ−

.
Θ ·

.
λ · cos Ψ · sin Θ · cos ϕ −

.
λ ·

.
ϕ · cos Ψ · cos Θ · sin ϕ

( .
ωEO

K,y

)B

B
=

.
λ · cos ϕ ·

( .
Φ · sin Φ · sin Ψ −

.
Ψ · cos Φ · cos Ψ +

.
Φ · cos Φ · cos Ψ · sin Θ+

.
Θ · cos Ψ · cos Θ · sin Φ −

.
Ψ · sin Φ · sin Ψ · sin Θ

)
−

..
ϕ · (cos Φ · cos Ψ+

sin Φ · sin Ψ · sin Θ) −
.
ϕ ·
( .
Φ · cos Φ · sin Ψ · sin Θ −

.
Ψ · cos Φ · sin Ψ−

.
Φ · cos Ψ · sin Φ +

.
Ψ · cos Ψ · sin Φ · sin Θ +

.
Θ · cos Θ · sin Φ · sin Ψ

)
− (B.6)

..
λ · cos ϕ · (cos Φ · sin Ψ − cos Ψ · sin Φ · sin Θ) −

..
λ · cos Θ · sin Φ · sin ϕ+

.
λ ·

.
ϕ · sin ϕ · (cos Φ · sin Ψ − cos Ψ · sin Φ · sin Θ) −

.
Φ ·

.
λ · cos Φ · cos Θ · sin ϕ−

.
λ ·

.
ϕ · cos Θ · sin Φ · cos ϕ +

.
Θ ·

.
λ · sin Φ · sin Θ · sin ϕ

( .
ωEO

K,z

)B

B
=

..
ϕ · (cos Ψ · sin Φ − cos Φ · sin Ψ · sin Θ) −

.
ϕ ·
( .
Ψ · sin Φ · sin Ψ−

.
Φ · cos Φ · cos Ψ +

.
Ψ · cos Φ · cos Ψ · sin Θ +

.
Θ · cos Φ · cos Θ · sin Ψ−
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.
Φ · sin Φ · sin Ψ · sin Θ

)
+

.
λ · cos ϕ ·

( .
Φ · cos Φ · sin Ψ +

.
Ψ · cos Ψ · sin Φ+

.
Θ · cos Φ · cos Ψ · cos Θ −

.
Φ · cos Ψ · sin Φ · sin Θ −

.
Ψ · cos Φ · sin Ψ · sin Θ

)
+

..
λ · cos ϕ · (sin Φ · sin Ψ + cos Φ · cos Ψ · sin Θ) −

..
λ · cos Φ · cos Θ · sin ϕ−

.
λ ·

.
ϕ · sin ϕ · (sin Φ · sin Ψ + cos Φ · cos Ψ · sin Θ) +

.
Φ ·

.
λ · cos Θ · sin Φ · sin ϕ−

.
λ ·

.
ϕ · cos Φ · cos Θ · cos ϕ +

.
Θ ·

.
λ · cos Φ · sin Θ · sin ϕ
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Appendix C

Miscellaneous

The translation motion of the aircraft relative to the earth changes the position of the
aircraft. In order to describe the position propagation of the aircraft, the following
position differential equations are employed


.
λ
.
ϕ
.
h


E

O

=



vG
K

(Nµ + h) · cos ϕ

uG
K

(Mµ + h) · cos ϕ

−wG
K



E

O

. (C.1)

The nonlinear state transformation z = Φ(x), presented in the section 3.1.1, for a generic
nonlinear system defined by Eq. (3.1) is valid only if it is at least a local diffeomorphism
i.e. uniquely invertible in the local region where the transformation is defined. Local
diffeomorphism can be verified through the linear independence of the first r rows of
the Jacobian matrix

∇Φ (x) = ∂Φ
∂x

=



∂Φ1

∂x1

∂Φ1

∂x2

∂Φ1

∂x3
· · · ∂Φ1

∂xnx

∂Φ2

∂x1

∂Φ2

∂x2
· · · · · · ∂Φ2

∂xnx

... ... . . . . . . ...

... ... . . . . . . ∂Φr−1

∂xnx

∂Φr

∂x1

∂Φr

∂x2

∂Φr

∂x3
· · · ∂Φr

∂xnx



. (C.2)
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C.1 Order Analysis of Improper Accelerations

C.1 Order Analysis of Improper Accelerations

C.1.1 Acceleration due to Transport Rate
The resulting magnitude from the order analysis of acceleration due to transport rate
in Eq. (2.40) is presented over absolute latitude |ϕ| and control frame forward velocity
in Figure C.1. The magnitudes of the acceleration’s vector components are computed
based on the values and ranges of the states listed in Table C.1.

States Magnitude

Forward Velocity in C-frame
(
uR

K

)E

C
, m/s [0, 110]

Lateral Velocity in C-frame
(
vR

K

)E

C
, m/s 20

Vertical Velocity in C-frame
(
wR

K

)E

C
, m/s −10

Absolute Latitude |ϕ|, deg [0, 89]
Yaw angle Ψ, deg 45

Table C.1: Magnitude of states for order analysis of acceleration due to transport rate

Due to the presence of the singularity in
.
λ at a latitude of 90◦, the x-component of

( #»aR
tr)C increases to a magnitude of 0.017 m/s2 at 89◦ from 1.8 × 10−3 m/s2 at 80◦ while

the control frame velocity is constant at 110 m/s. Upon opposing the signs of lateral
and vertical velocities in Table C.1, the resultant magnitude of (aR

x,tr)C for same forward
velocity are −0.012 m/s2 at 89◦ and −2.4 × 10−3 m/s2 at 80◦ latitude.

Similarly, the lateral component of ( #»aR
tr)C rises drastically to −0.0905 m/s2 at a lati-

tude of 89◦ owing to the singularity in
.
λ. Until the latitude of 80◦, the maximum value of

(aR
y,tr)C is observed to be −8.9 × 10−3 m/s2. Alternatively, the vertical component (aR

z,tr)C

does not consist of any singularity and it reaches a maximum magnitude of 2 × 10−3

m/s2.
If the latitudes of the southern hemisphere [0◦, −89◦] are considered, the x and y

components of the acceleration flip their signs. Table C.2 summarizes the resultant
ranges of magnitude for all components of ( #»aR

tr)C in this analysis.

Vector
Components

(
#»aR

tr

)
C
at (Latitude◦, (uR

K)E
C m/s)

(±89, 110) (±80, 110) (±65, 110)

x, m/s2 [−0.016, 0.017] [−1.3, 1.8] × 10−3 [−5.9, 7.8] × 10−4

y, m/s2 [−0.091, 0.091] [−8.9, 8.9] × 10−3 [−3.4, 3.4] × 10−3

z, m/s2 [0, 2] × 10−3 [0, 2] × 10−3 [0, 2] × 10−3

Table C.2: Range of components of acceleration due to transport rate in C-frame
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Appendix C: Miscellaneous

Figure C.1: Magnitudes of (a⃗R
tr)C

C.1.2 Acceleration due to Earth’s Rotation

The effect pertaining to the centrifugal acceleration due to Earth’s rotation in Eq. (2.46)
has the square of the rotational rate of Earth ω2

E as a multiplier which amounts to
5.2885 × 10−9. Other terms of notice in this component are the local position coordinates
in the control frame. Since the maximum range of the configurations considered in this
work lie within 300 km = 3 × 105 m, the centrifugal acceleration generated by Earth’s
rotation is neglected. Only the Coriolis acceleration produced by rotation of the Earth is
used in the subsequent analysis.

The magnitudes of the vector components of ( #»aR
e,rot)C are illustrated in Figure C.2

over a range of absolute latitude and forward velocity in the C-frame similar to the
ranges specified in Table C.1. The lateral and vertical velocities are set to zero for the
generation of the plots in Figure C.2. Therefore, the x-component of this acceleration
remains at zero because it is only affected by the lateral and vertical velocity in the
control frame. However, a maximum value for x-component

(
aR

xe,rot

)
C

= 2 · ωE ·
((

vR
K

)E

C
· sin ϕ −

(
wR

K

)E

C
· sin Ψ · cos ϕ

)
(C.3)
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C.1 Order Analysis of Improper Accelerations

is calculated by using the values in Table C.3. The velocities mentioned in this table
lie outside the physical envelope of any aircraft considered in this thesis. These values
are chosen to maximize the magnitude of (aR

xe,rot
)C so that a quantitative justification is

available for neglecting this term in the control law derivation. The resultant magnitude
of the vector component in Eq. C.3 is 3.25×10−3. If the signs of the velocities in Table C.3
are opposed, the resulting magnitude is −3.25 × 10−3. Hence, (aR

xe,rot
)C lies in the range

[−3.25, 3.25] × 10−3.

States Magnitude

Lateral Velocity in C-frame
(
vR

K

)E

C
, m/s 20

Vertical Velocity in C-frame
(
wR

K

)E

C
, m/s −10

Latitude ϕ, deg, 63
Yaw angle Ψ, deg, 90

Table C.3: Magnitude of states for order analysis of the x-component of acceleration due to
transport rate and Earth’s rotation

As stated earlier, the lateral and vertical velocities are not considered in the order
calculation for the remaining vector components since these velocity ranges are small as
compared to the forward velocity range therefore no major effects are neglected. As the
earth’s north pole is approached at the velocity of 110 m/s, the y-component approaches
a maximum negative magnitude of −0.016 m/s2. If the full latitude range [−89◦, 89◦]
is considered instead of the absolute latitude, the y-component would lie in the range
[−0.016, 0.016]. Although, this acceleration does not contain any singularity at the poles,
their latitudes ±90◦ are not considered here to remain consistent with the analysis done
earlier. This component’s magnitude reduces to a range of [−9.5, 9.5] × 10−3 within
the maximum kinematic velocity 65 m/s = 126.35 kts which is a realistic upper limit
of kinematic velocity for an urban aviation purposes. Furthermore, the z-component
reaches the maximum magnitude of 0.016 m/s2 at the velocity of 110 m/s at the 0◦

latitude with a bearing of 90◦. Nonetheless, within the operating velocity range of 65
m/s, it is also reduced to a magnitude of 9.5 × 10−3. Table C.4 summarizes some of the
ranges of the acceleration due to Earth’s rotation at different latitudes and velocities that
are of importance for some derivations in this work.
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Vector
Components

(
#»aR

e,rot

)
C
at (Latitude◦, (uR

K)E
C m/s)

(±89, 110) (±89, 65)

x, m/s2 [−3.25, 3.25] × 10−3 [−3.25, 3.25] × 10−3

y, m/s2 [−0.016, 0.016] [−9.5, 9.5] × 10−3

z, m/s2 [−0.016, 0.016] [−9.5, 9.5] × 10−3

Table C.4: Range of components of acceleration due to Earth’s rotation in C-frame

Figure C.2: Magnitudes of (a⃗R
e,rot)C
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Parameters of the state dependent damping terms incorporated in the design plant of a higher
order reference model are adapted. Accurate identification of these parameters augments
the feedforward pseudo control derivative generation, which improves the set point tracking
performance of an extended incremental nonlinear dynamic inversion controller. A state
predictor based adaptive control architecture is employed for the parameter identification task.
This strategy is different from the predictor based model reference adaptive control approach in
which the identified difference between real plant and desired dynamics is used to compute an
adaptive control input. Contrarily, in the proposed framework, the estimated deviation between
the design plant and the true plant parameters is utilized to produce an augmented feedforward
command. Additionally, physically meaningful bounds of the adapted parameters available
using classical linear analysis of the closed loop system are used to restrict the adaptation of the
parameters, thereby retaining the robustness of the extended incremental strategy.

I. Nomenclature

𝒙 = State vector
𝒖 = Control input vector
𝒚 = Output vector
𝑟 = Relative Degree
𝝂 = Pseudo control vector
𝑨𝜈 = System matrix of the transformed system
𝑩𝜈 = Control input matrix of the transformed system
G = Transfer function
𝒂 = Internal reference model coefficients
𝑪 = Gain vector
𝑲 = Diagonal gain matrix
𝒆 = Error vector
𝚯∗

𝜈 = Ideal state deviation matrix
�̂�𝜈 = State deviation matrix estimate
𝑋𝑖𝑅 = Internal reference signal 𝑋
𝑋𝑅 = Reference variable/signal 𝑋
𝑋 𝑓 𝑓 = Feedforward signal 𝑋
𝑋𝑐𝑚𝑑 = Command signal 𝑋
𝑋𝑒 = Error signal 𝑋
𝑋𝑃 = Plant signal 𝑋
(𝑟 )
𝑋 = 𝑟 − 𝑡ℎ derivative of variable 𝑋

II. Introduction

Incremental nonlinear dynamic inversion (INDI) has been proposed as a robust alternative to nonlinear dynamic
inversion (NDI) in recent times [1–6]. The increased robustness of the INDI strategy is credited to substituting a full
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plant model inversion (as in NDI) by the inversion of a linearized control input matrix facilitated through use of state
derivative measurements or estimates. Therefore, use of INDI disposes the need of having an accurate plant model
while still providing high control performance. In the derivation of the INDI control law, it is assumed that the actuators
are instantaneously fast and the controller is operated at a high refresh rate. Following these assumptions, the state
dependent component of the linearized plant dynamics was neglected in the control law derivation.

Assumption of instantaneously fast actuators is not practical. Therefore, in order to consider actuator dynamics
within the control law, continuous dynamic inversion was proposed in [7, 8]. The continuous strategy eliminated the
need of the linearization approximation by utilizing direct time derivatives of the nonlinear system. No additional plant
feedback was required in the continuous extension to the incremental strategy. However, the state variant term was still
disregarded in the control law derivation. For systems with considerable state dependent damping such as a fixed wing
aircraft, and flight control architectures having a low controller sampling frequency, this assumption is invalid. In such
cases, application of this assumption would generate errors which further enhance on traversing across the integrators of
the feedback-linearized system even in absence of any model uncertainties and external disturbances. Usually these
errors are compensated by using a proportional feedback error controller [9]. Nonetheless, an error controller does not
provide a benefit in terms of improving controller performance which can otherwise be gained by using any knowledge
of the plant dynamics.

A higher order reference model (HORM) structure was proposed in [10], which uses dynamic inversion of the design
plant in the reference model (RM) to generate a feedforward command that can compensate for the state dependent
damping terms. This was made possible by incorporating estimates of real plant parameters in the design plant.
Moreover, it was demonstrated that the use of plant parameter estimates in the design plant of the HORM reduced the
feedback control effort even when the parameter estimates were uncertain. Closed loop frequency domain analysis was
performed to derive the range of this uncertainty in the design plant parameters as compared to the true parameters. It
was shown that within this range of parameters, applying the HORM lowered the feedback control effort and significantly
improved set point tracking.

Precise knowledge of true plant dynamics is not always available during practical applications. Therefore, in
this article, the uncertain parameters related to the state dependent damping terms are estimated. The estimates are
then incorporated in the design plant of the HORM. By identifying the real plant parameters accurately, the design
plant can be brought closer to the true plant. Consequently, the feedforward pseudo control derivative generated by
using the adapted design plant improves the set point tracking performance of an extended incremental nonlinear
dynamic inversion controller. A state predictor based adaptive control architecture is employed for the parameter
identification task. Usually, a predictor based model reference adaptive control (MRAC) is used to compute an adpative
control input by identification of the plant dynamics [6, 11]. However, the proposed approach is different since in
this method the estimated deviation between the design plant and the true plant parameters is utilized to produce an
augmented feedforward command. One of the advantage of using the MRAC architecture in this framework is that the
parameters to be identified can be limited using meaningful bounds. For the purpose of this application, the bounds are
dependent on the allowed uncertainty ranges derived in [10] through classical linear analysis. Therefore, the robust-
ness of the extended incremental strategy is not degraded by restricting the adaptive parameters within the derived bounds.

III. Preliminaries
This section presents the theory of the continuous extension to the incremental nonlinear dynamic inversion (INDI)

[7] for a general nonlinear system. Furthermore, the theory behind utilization of the state dependent terms for generation
of the feedforward signal is detailed. The architecture of the nominal jerk-level reference models emanates from the
philosophy of the feedforward command generation. The design plant of the reference model uses parameters which
can differ from the true plant parameters. A predictor based model reference adaptive control approach is proposed to
identify the true plant parameters for use in the design plant of the jerk level reference model, thereby aiding in the
computation of an ideal feedforward command which produces the desired response in the plant without using the
stabilizing error controller in case of no external disturbances.
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A. System Description
A general nonlinear, input non-affine and time invariant system is considered for which the extended INDI control
strategy will be derived later

¤𝒙 (𝑡) = 𝒇 (𝒙 (𝑡) , 𝒖 (𝑡)) ,
𝒚 (𝑡) = 𝒉(𝒙 (𝑡)), (1)

where 𝒙 (𝑡) ∈ R𝑛𝑥 denotes the state vector, the control input vector is represented by 𝒖 (𝑡) ∈ R𝑛𝑢 and 𝒚 (𝑡) ∈ R𝑛𝑦

stands for the plant output vector. The nonlinear function 𝒇 𝑛𝑥×1 : 𝐷𝒙 → R𝑛𝑥 specifies the plant dynamics and
𝒉𝑛𝑦×1 : 𝐷𝒙 → R𝑛𝑦 indicates the output dynamics of the generic, nonlinear system. The dependency on time for the
components of the nonlinear system 𝒙, 𝒖, 𝒚 in Eq. (1) is not shown further in this article for improving readability. Every
output 𝑦𝑖 of the system in Eq. (1) is differentiated repeatedly with respect to the control input 𝒖

𝜕
(𝑘 )
𝑦𝑖
𝜕𝒖

= 0𝑇 , ... 𝜕
(𝑟𝑖 )
𝑦𝑖
𝜕𝒖

≠ 0𝑇 ∀ 𝑘 ∈ [0, 1, ...𝑟𝑖 − 1] . (2)

until a non-zero derivative
(𝑟𝑖 )
𝑦𝑖 occurs. The order 𝑟𝑖 of this non-zero derivative is the relative degree of the output

channel 𝑦𝑖 for the nonlinear system in Eq. (1). It is assumed that the sum of the relative degrees for all outputs is equal
to the number of states 𝒙 of the nonlinear system, thereby asserting that the system has no internal states. Results for
every output from Eq. (2)

𝜈𝑖 = 𝐹𝑖 (𝒙, 𝒖) = (𝑟𝑖 )
𝑦𝑖 , (3)

are collected together to show the transformed system in terms of the pseudo control vector 𝝂 (𝑡) which contains the
derivatives 𝑦 (𝑟𝑖 )𝑖 for all output channels

𝝂 = 𝑭 (𝒙, 𝒖) . (4)

Here, the reformulated plant dynamics are denoted by the function 𝑭𝑛𝑥×1 : 𝐷𝒙 → R𝑛𝑥 . The transformation of the
general nonlinear system to the reformulated system in Eq. (4) is depicted in Fig. 1. This transformed system is
significant since it provides a straight forward path to derive the extended incremental nonlinear dynamic inversion law
in the next section.

𝒇(𝒙, 𝒖)
1

𝑠

ሶ𝒙 𝒙
𝒉(𝒙)

𝒚𝒖

System

𝑭(𝒙,𝒖)
1

𝑠

𝑦𝑖
(𝑟𝑖)

𝑟𝑖 Integrators

𝑦𝑖
𝒖

Transformed System

…
1

𝑠

𝒚

𝝃𝑖 =

𝑦𝑖
⋮

𝑦𝑖
(𝑟𝑖−1)

𝝃 =

𝝃1
⋮

𝝃𝑛𝑦

, 𝒙 = 𝚽 𝝃

𝝂

Fig. 1 System Transformation [10]

B. Extended Incremental Nonlinear Dynamic Inversion
The derivation of the INDI control law in [1–5] uses a Taylor series approximation of nonlinear system dynamics given
by Eq. (4). Consequently, the derived control strategy delivers the advantage of inverting linearized aircraft dynamics
based on current state 𝒙0 and control input 𝒖0 feedback instead of full aircraft dynamics. Additionally, state derivative

3



feedback is needed for the online linearization of the aircraft dynamics. As a result, INDI provides increased robustness
against model uncertainties as compared to nonlinear dynamic inversion (NDI) control strategy by utilizing model
information inherent in the state derivative feedback. Nevertheless, in [7] a new method was proposed which, along
with retaining the advantages of INDI, also provides the possibility of accounting for actuator dynamics within the
control law.

For deriving the extended INDI control law, the reformulated system defined in Eq. (4) is considered. Computing
the first order time derivative of the pseudo control 𝝂 results in

¤𝝂 =
𝜕𝑭

𝜕𝒙︸︷︷︸
𝑨𝜈

· ¤𝒙 + 𝜕𝑭

𝜕𝒖︸︷︷︸
𝑩𝜈

· ¤𝒖,

¤𝝂 = 𝑨𝜈 · ¤𝒙︸︷︷︸
¤𝝂𝑥

+ 𝑩𝜈 · ¤𝒖︸ ︷︷ ︸
¤𝝂𝑢

.

(5)

It is assumed that the controller sampling time is small (order of 10𝑒−3𝑠). Additionally, it is assumed that the actuators
are faster than the state dynamics. Therefore, the effect of ¤𝝂𝑥 on ¤𝝂 is negligible when compared to the effect of ¤𝝂𝑢 within
the small controller sampling time such that approximately

¤𝝂 = 𝑩𝜈 · ¤𝒖. (6)

Given a pseudo control rate command ¤𝝂𝑢,𝑐𝑚𝑑 to be produced by the control input rate, the inversion law is computed
from Eq. (6)

¤𝒖𝑐𝑚𝑑 = 𝑩−1
𝜈 · ¤𝝂𝑢,𝑐𝑚𝑑 . (7)

Detailed information on the generation of the effector control input command 𝒖𝑐𝑚𝑑 from the control input rate command
¤𝒖𝑐𝑚𝑑 is given in [7]. Closed loop dynamics of the controller with the nonlinear system are derived by substituting the
control law from Eq. (7) in the transformed system from Eq. (5) to gain more insight

¤𝝂 = 𝑨𝜈 · ¤𝒙 + 𝑩𝜈 · 𝑩−1
𝜈 · ¤𝝂𝑢,𝑐𝑚𝑑 ,

¤𝝂 − ¤𝝂𝑢,𝑐𝑚𝑑 = 𝑨𝜈 · ¤𝒙︸︷︷︸
Δ𝑥

. (8)

The residual pseudo control rate error Δ𝑥 , emanating from the neglected state dependent part in the closed loop dynamics,
would generate an error in the outputs 𝒚 by propagating through a chain of 𝑟 + 1 integrators. The error propagation
occurs even in the ideal case where the plant dynamics are known exactly. Generally, a stabilizing output error controller
is used [5, 7, 8] to subside the error propagation. Nevertheless, no system parameter knowledge is leveraged.

It was proposed in the previous work [10] to include the effect of the state dependent term in the feedforward
command. The resulting strategy improved the set point tracking of the closed loop system as long as the design plant
parameters in the reference model stayed within the derived bounds [10] compared to the real plant parameters. However,
true plant parameters are not always known. To overcome this issue, predictor based model reference adaptive control
(PMRAC) is used in the RM to identify the real plant parameters and further update the design plant parameters, thereby
generating a perfect feedforward pseudo control rate command. Before introducing the incorporation of predictor based
MRAC in the RM, the structure of the jerk-level RM using ideal parameters is briefly presented.

C. Jerk-level Higher Order Reference Model
The reference model consists of a design plant model that incorporates known plant knowledge. The effect of the design
plant dynamics, especially the reference state variant term 𝑨𝜈,𝑅 · ¤𝒙𝑅 is accounted in the generation of external reference
state trajectories 𝝃𝑅 and the feedforward pseudo control derivative ¤𝝂 𝑓 𝑓 . In this section, the structure of the higher order
reference model is derived assuming that the real plant is known exactly.

The design plant in the jerk level reference model is derived from a nonlinear, time-invariant and input non-affine
reference system, which is based on the structure of the reformulated system in Eq. (4)

𝝂𝑅 = 𝑭𝑅 (𝒙𝑅, 𝒖𝑅) , (9)
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ሶ𝑭𝑅(𝒙𝑅, ሶ𝒙𝑅, 𝒖𝑅, ሶ𝒖𝑅)
1

𝑠

𝑦𝑘,𝑅
(𝑟+1𝑘)

𝑟 + 1𝑘 Integrators

𝑦𝑘,𝑅ሶ𝒖𝑅

Design Plant

…
1

𝑠

𝒚𝑅

𝝃𝑘 =

𝑦𝑘,𝑅
⋮

𝑦
(𝑟𝑘)

𝑘,𝑅𝜉 =

𝜉1
⋮
𝜉𝑛𝑦

, ሶ𝒙 = Φ 𝜉

ሶ𝝂𝑅

Feedback Linearized Reference Plant

ሶ𝝂𝑖𝑅,𝑐𝑚𝑑

−+

ሶ𝝂𝑥,𝑅

ሶ𝝂𝑓𝑓

𝑩𝜈,𝑅
−1

ሶ𝒖𝑅

Design Plant

𝑩𝜈,𝑹

Fig. 2 ¤𝝂 𝑓 𝑓 Generation in the Reference Model [10]

whose direct time derivative yields the design plant model in Fig. 2, which is utilized in the higher order reference model

¤𝝂𝑅 =
𝜕𝑭𝑅

𝜕𝒙𝑅︸︷︷︸
𝑨𝜈,𝑅

· ¤𝒙𝑅 + 𝜕𝑭𝑅

𝜕𝒖𝑅︸︷︷︸
𝑩𝜈,𝑅

· ¤𝒖𝑅,

¤𝝂𝑅 = 𝑨𝜈,𝑅 · ¤𝒙𝑅 + 𝑩𝜈,𝑅 · ¤𝒖𝑅 .

(10)

It is assumed throughout this article that the reference input matrix 𝑩𝜈,𝑅 is equal to the real control input matrix 𝑩𝜈 .
This assumption is practical since the input matrix constitutes the control effectiveness of all control effectors which are
known or estimated early in the controller design phase. The reference state dependent term 𝑨𝜈,𝑅 · ¤𝒙𝑅 includes the
reference state matrix 𝑨𝜈,𝑅. The ideal feedforward pseudo control derivative command is generated if the reference
state matrix is equal to the real plant state matrix 𝑨𝜈 . The estimation of the state matrix using a state predictor and its
inclusion in the reference model is presented in the next section.

The feedforward generated by the RM constitutes a part of the pseudo control rate command ¤𝝂𝑢,𝑐𝑚𝑑 in Eq. (7) which
is then allocated to a control effector rate command. Similarly, using a given internal reference pseudo control rate
command ¤𝝂𝑖𝑅,𝑐𝑚𝑑 , the reference effector rate command ¤𝒖𝑅𝑐𝑚𝑑 can be calculated by inverting Eq. (10)

¤𝝂𝑖𝑅,𝑐𝑚𝑑 = 𝑨𝜈,𝑅 · ¤𝒙𝑅 + 𝑩𝜈,𝑅 · ¤𝒖𝑅,

¤𝒖𝑅𝑐𝑚𝑑 = 𝑩−1
𝜈,𝑅

( ¤𝝂𝑖𝑅,𝑐𝑚𝑑 − 𝑨𝜈,𝑅 · ¤𝒙𝑅
)
.

(11)

The internal reference pseudo control rate command ¤𝝂𝑖𝑅,𝑐𝑚𝑑 is generated by using a linear command filter [10] that
incorporates handling qualities consideration and accommodates time-domain response requirements like rise time,
maximum overshoot and settling time in the design of the jerk-level RM. Furthermore, the design plant response is
assessed through the closed loop reference dynamics, which are obtained by substituting the reference control input rate
from Eq. (11) in Eq. (10)

¤𝝂𝑅 = 𝑨𝜈,𝑅 · ¤𝒙𝑅 + 𝑩𝜈,𝑅 · 𝑩−1
𝜈,𝑅

( ¤𝝂𝑖𝑅,𝑐𝑚𝑑 − 𝑨𝜈,𝑅 · ¤𝒙𝑅
)
,

¤𝝂𝑅 = 𝑨𝜈,𝑅 · ¤𝒙𝑅︸     ︷︷     ︸
¤𝝂𝑥,𝑅

+ ( ¤𝝂𝑖𝑅,𝑐𝑚𝑑 − 𝑨𝜈,𝑅 · ¤𝒙𝑅
)

︸                       ︷︷                       ︸
¤𝝂 𝑓 𝑓

, (12)

which consequentially shows that the design plant exactly follows the internal reference pseudo control rate command

¤𝝂𝑅 = ¤𝝂𝑖𝑅,𝑐𝑚𝑑 . (13)

It can be observed from the relation in Eq. (12) that the feedforward pseudo control derivative ¤𝝂 𝑓 𝑓 includes the effect of
the state damping component ¤𝝂𝑥,𝑟 , thereby facilitating cancellation of the effect of the neglected term Δ𝑥 in the control
law from Eq. (7). However, exact cancellation of the neglected term is only possible in an ideal case where the ideal
reference state matrix 𝑨∗

𝜈,𝑅, equal to the true state matrix 𝑨𝜈 , is known. This leads to the ideal feedforward command

¤𝝂 𝑓 𝑓 ,𝑖𝑑 = ¤𝝂𝑅 − 𝑨∗
𝜈,𝑅 · ¤𝒙𝑅 . (14)
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Here the term 𝑨∗
𝜈,𝑅 · ¤𝒙𝑅 represents the ideal state dependent pseudo control rate. If the ideal feedforward from Eq. (14)

is used as ¤𝝂𝑢,𝑐𝑚𝑑 in the closed loop system dynamics from Eq. (8)

¤𝝂 − ¤𝝂𝑅 +�����:𝑨∗
𝜈,𝑅 · ¤𝒙𝑅 =����:𝑨𝜈 · ¤𝒙, (15)

¤𝝂 = ¤𝝂𝑅
it follows that the real plant tracks the desired reference trajectories without any feedback, provided that the initial
conditions of the reference and the plant states are also equal. Moreover, it is evident from Eq. (12) that any control
allocation is not needed in the RM since the reference control input matrix 𝑩𝜈,𝑅 cancels out. This aspect is also shown
in Fig. 2 which exhibits the generation of feedforward pseudo control derivative by dynamic inversion of the reference
system in Eq. (10).

The feedback linearized design plant takes the internal pseudo control rate command as the input. This internal
command is computed by summation of the feedforward part ¤𝝂𝑖𝑅,𝑟𝑒 𝑓 from the internal reference model and the feedback
error component ¤𝝂𝑖𝑅,𝑒𝑐 from the RM error controller

¤𝝂𝑖𝑅,𝑐𝑚𝑑 = ¤𝝂𝑖𝑅,𝑟𝑒 𝑓 +
[
𝑪𝑅𝑛𝑦

𝑪𝑅𝑛𝑦−1 . . . 𝑪𝑅0

]
·



(𝑟𝑛𝑦 )
𝒚𝑖𝑅 −

(𝑟𝑛𝑦 )
𝒚𝑅

(𝑟𝑛𝑦 −1)
𝒚𝑖𝑅 −

(𝑟𝑛𝑦 −1)
𝒚𝑅

...

𝒚𝑖𝑅 − 𝒚𝑅


, (16)

where 𝑪𝑅𝑘 ∈ R𝑟𝑛𝑦 denotes the reference error gain vector for the 𝑘-th derivative of the reference error
(𝑘 )
𝒚𝑖𝑅 − (𝑘 )

𝒚𝑅. Here
𝑘 represents the order of the derivative of the reference command variable response 𝒚𝑅. Together, the three modules –
internal reference model, RM error controller and the feedback linearized design plant, constitute the jerk-level reference
model architecture which is depicted in Fig. 3. Details about the modules of the higher order RM are available in [10].

RM Error 

Controller

Internal Reference Model ሶ𝝂𝑖𝑅,𝑟𝑒𝑓

1

𝑠

1

𝑠

+

+

+

𝒚𝑐𝑚𝑑 1

𝑠

+

+

+

Feedback Linearized Reference Plant

Design Plant
ሶ𝝂𝑖𝑅,𝑐𝑚𝑑

−+

ሶ𝝂𝑥,𝑅

ሶ𝝂𝑓𝑓

ሶ𝝂𝑢,𝑅

𝝂𝑅

𝝃𝑅

RM EC

𝝂𝑖𝑅,𝑟𝑒𝑓

𝒚𝑖𝑅
𝑘

𝒚𝑖𝑅

+
+

ሶ𝝂𝑖𝑅,𝑒𝑐

𝝂𝑅, 𝝃𝑅

𝐆𝐿

Fig. 3 Higher Order Reference Model [10]

The transfer function G𝐿 used in the feedback linearized plant is meant to include higher order effects of actuator
and sensor dynamics in the reference model. Without inclusion of such dynamics, the dynamic inversion in the RM is
perfect and there is no need for an error controller. So far only the generation of an ideal feedforward command has
been discussed which requires accurate information about the true state matrix 𝑨𝜈 . However, this is usually not the case
in real applications. Therefore, the plant state matrix is identified using a predictor based MRAC strategy, using which
the reference state matrix 𝑨𝜈,𝑅 is updated to make the feedforward command approach the ideal feedforward command.
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D. Design Plant Adaptation in Jerk-level Reference Model
If the reference state matrix 𝑨𝜈,𝑅 is equal to the true state matrix 𝑨𝜈 , the generated feedforward pseudo control
derivative, as shown in Eq. (12), is the ideal feedforward command on which the closed loop system could run without
using any state feedback. Uncertainties in 𝑨𝜈,𝑅 lead to the generation of a feedforward command that is different from
the ideal feedforward command. Assuming that the difference between the reference state matrix and the true plant
matrix, which is equal to the ideal state matrix 𝑨∗

𝜈,𝑅, lies within the span of the control input matrix 𝑩𝜈 the following
parameterization is realized

𝑨𝜈︷︸︸︷
𝑨∗
𝜈,𝑅 − 𝑨𝜈,𝑅 = 𝑩𝜈 ·𝚯∗

𝜈

𝑨𝜈 = 𝑨𝜈,𝑅 + 𝑩𝜈 ·𝚯∗
𝜈

(17)

where 𝚯∗
𝜈 denotes the ideal values of the estimated parameter matrix �̂�𝜈 obtained through the adaptive update law

contained in the PMRAC. The parameterization in Eq. (17) is generally known as the matching condition in literature
[11, 12], and it indicates that the difference between the ideal and the assumed reference matrix is a matched uncertainty.
In other words, this uncertainty can be compensated directly through an appropriate input to the control effectors. Since
the plant state matrix 𝑨𝜈 is unknown, it is divided into the known reference state matrix of the design plant and the
unknown ideal part 𝑩𝜈 ·𝚯∗

𝜈 by employing the matching condition in the real plant dynamics defined in Eq. (5)

¤𝝂 =
[
𝑨𝜈,𝑅 + 𝑩𝜈 ·𝚯∗

𝜈

] · ¤𝒙 + 𝑩𝜈 · ¤𝒖. (18)

Hence, if the ideal state matrix deviation parameter 𝚯∗
𝜈 is known, then these parameterized plant dynamics will exactly

mimic the true plant dynamics. In order to estimate the state deviation matrix 𝚯∗
𝜈 , a predictor based model reference

adaptive control strategy is utilized. Using the estimated value �̂�𝜈 of the ideal parameter in the parameterized plant
dynamics of Eq. (18), the predictor dynamics are defined as

¤̂𝝂 =
[
𝑨𝜈,𝑅 + 𝑩𝜈 · �̂�𝜈

] · ¤𝒙 + 𝑩𝜈 · ¤𝒖 − 𝑲𝑃 · 𝒆𝑃 ,
¤̂𝝂 = 𝑨𝜈,𝑅 · ¤𝒙 + 𝑩𝜈 ·

[ ¤𝒖 + �̂�𝜈 · ¤𝒙
] − 𝑲𝑃 · 𝒆𝑃 .

(19)

where 𝑲𝑃 ∈ R𝑛𝑦×𝑛𝑦 is a positive definite gain matrix using which the effect of the pseudo control prediction error
𝒆𝑃 ∈ R𝑛𝑦

𝒆𝑃 = �̂� − 𝝂 (20)

is included in the predictor dynamics. The gain matrix 𝑲𝑃 is chosen such that −𝑲𝑃 is stable according to the Lyapunov
equation [13]

−𝑲𝑇
𝑃 · 𝑷 − 𝑷 · 𝑲𝑃 = −𝑸0, (21)

in which 𝑷 and 𝑸0 are positive definite, symmetric matrices. The derivation of the update law for the estimated
parameter �̂�𝜈 using the prediction error dynamics is detailed later. First, the inclusion of the predictor and the adaptive
update algorithm in the reference design plant is demonstrated as a block diagram in Fig. 4.

It can be observed from the block diagram and also the predictor dynamics in Eq. (19), that the state predictor
requires the estimated plant state derivative ¤𝒙, the estimated matrix �̂�𝜈 and the effector command derivative ¤𝒖 as inputs.
The prediction error 𝒆𝑃 is used by the adaptive update law in addition to a regressor, which is the state derivative
estimate. Finally, the estimated state deviation matrix �̂�𝜈 is used to compute the uncertainty estimate 𝑩𝜈,𝑅 · �̂�𝜈 and add
it to the reference state matrix, yielding the adapted design plant dynamics

¤𝝂𝑅 =
[
𝑨𝜈,𝑅 + 𝑩𝜈,𝑅 · �̂�𝜈

] · ¤𝒙𝑅︸                          ︷︷                          ︸
¤𝝂𝑥,𝑎𝑑

+ 𝑩𝜈,𝑅 · ¤𝒖𝑅 . (22)

The ideal state dependent pseudo control rate from Eq. (14) is replaced by the adapted pseudo control rate due to the
state dependency ¤𝝂𝑥,𝑎𝑑 , thereby generating the adaptive feedforward pseudo control derivative command

¤𝝂 𝑓 𝑓 = ¤𝝂𝑖𝑅,𝑐𝑚𝑑 − [
𝑨𝜈,𝑅 + 𝑩𝜈 · �̂�𝜈

] · ¤𝒙𝑅 . (23)

Note that the adaptive feedforward uses the real input matrix 𝑩𝜈 in place of the reference input matrix 𝑩𝜈,𝑅 because it
is assumed throughout this article that the plant input matrix is known. It was proved using linear analysis in [10] that
using the proposed higher order reference model structure led to improvement in set-point tracking given that 𝑨𝜈,𝑅 lies
in the range [0, 2 · 𝑨𝜈]. Consequently, this derived range of allowable uncertainty can be used to specify conservative
bounds on the adapted parameter �̂�𝜈 without degrading the reference tracking of the closed loop system.
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Fig. 4 Design Plant Adaptation in Jerk-level Reference Model

E. Parameter Update Laws
In this subsection, the parameter update law for the state deviation matrix �̂�𝜈 is derived. Firstly, the prediction error
dynamics are calculated. Based on the states that occur in the error dynamics, a Lyapunov function candidate is derived.
Using the condition of stability from the Lyapunov stability theorem, the parameter update law is obtained. Detailed
Lyapunov’s analysis is not covered in this article since it has already been extensively covered in literature [11–14].

The purpose of the predictor defined in Eq. (19) is to accurately imitate the plant response given that the ideal value
of the estimated deviation matrix has been identified. Subsequently, the control input rate to the predictor is modified
through the adaptive feedforward from Eq. (23) to make the predictor follow the desired dynamics [6, 11, 15]. Since, the
predictor behaves like the true plant and the modified control input rate makes it follow the desired dynamics, providing
the same control input rate to the real plant makes it behave like the reference model.

The first step is to compute the prediction error dynamics, which is accomplished by subtracting the parameterized
true plant dynamics given in Eq. (18) from the predictor dynamics of Eq. (19)

¤𝒆𝑃 = −𝑲𝑃 · 𝒆𝑃 + 𝑩𝜈 · �̃�𝜈 · ¤𝒙, (24)

where �̃�𝜈 represents the error in the state matrix deviation parameters

�̃�𝜈 = �̂�𝜈 −𝚯∗
𝜈 . (25)

The Lyapunov candidate function, incorporating the squares of the error states of the predictor dynamics, is chosen

𝑉 =
1
2
· 𝒆𝑇𝑃 · 𝑷 · 𝒆𝑃 + 1

2
· Tr

[
�̃�𝜈 · 𝚪−1 · �̃�𝑇

𝜈

]
(26)

where 𝚪 specifies the learning rate of adaptation and Tr denotes the trace of a matrix. Differentiation of the Lyapunov
candidate function with respect to time and substitution of the predictor dynamics along with the Lyapunov equation
(21) in the resulting expression [9, 13] yields

¤𝑉 = −1
2
· 𝒆𝑇𝑃 · 𝑸0 · 𝒆𝑃 + Tr

[
�̃�𝜈 ·

(
¤𝒙 · 𝒆𝑇𝑃 · 𝑷 · 𝑩𝜈 + 𝚪−1 · �̃�𝑇

𝜈

)]
(27)

In the Lyapunov function derivative, the positive definite matrix 𝑸0 occurs with a negative sign which implies that the
first term stays negative thereby satisfying the stability criterion in the sense of Lyapunov. However, no statement can
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be made about the second term, since its sign is unknown. Therefore, by equating this term to zero, the state matrix
deviation estimate update law is derived

�̂�
𝑇
𝜈 = −𝚪 · ¤𝒙 · 𝒆𝑇𝑃 · 𝑷 · 𝑩𝜈 . (28)

Global stability and boundedness [14] of the errors 𝒆𝑃 and �̃�𝜈 is proven by Lyapunov’s stability analysis. Additionally,
asymptotic convergence of the errors is proven through Barbalat’s Lemma [13, 16]. Thus, the estimate of the state
deviation matrix is computed with the update law in Eq. (28), which is then further used to generate the adaptive
feedforward command from Eq. (23).

In addition to Eq. (28), which uses only instantaneous error data to update the adaptive parameters, concurrent
learning can be used to store data points in a buffer and update �̂�𝜈 , even when the system states are not persistently
exciting. Background on concurrent learning, its definition and benefits can be found in [17, 18]. The extended update
reads

�̂�
𝑇
𝜈 = −𝚪1 · ¤𝒙 · 𝒆𝑇𝑃 · 𝑷 · 𝑩𝜈 − 𝚪2

𝑝𝑚𝑎𝑥∑︁
𝑗=1

¤𝒙 𝑗𝝐
𝑇
𝑗 . (29)

Next, the application of the adaptive jerk-level RM in an extended INDI controller framework is presented.

IV. Extended INDI Controller Framework with Adaptive Jerk-level Reference Model
This section presents the incorporation of the adaptive jerk-level reference model in a controller framework that

employs the extended INDI strategy. Firstly, the controller architecture is explained. Furthermore, the effect of the
adaptive feedforward is analyzed by deriving the closed loop error dynamics of the given controller and the generic
nonlinear system from Eq. (1).

A. Controller Framework
Figure 5 exhibits a controller structure that uses the adaptive jerk-level RM. The adaptive reference model constitutes of
the nominal higher order RM functionality along with the adaptive update for the design plant in the reference model.
It gets the pilot commands 𝒚𝑐𝑚𝑑 as inputs which serve as the control variables. The adaptive update consists of the
predictor model that estimates the state deviation matrix �̂�𝜈 . This estimate is used to update the design plant state
matrix 𝑨𝜈,𝑅. Ultimately, the adaptive HORM produces the feedforward command given in Eq. (23) along with its lower
order derivatives ℵ𝑅 = [𝝂𝑅, 𝝃𝑅]𝑇 that contain the reference pseudo control and external states.

The control objective is to track ¤𝝂𝑅 and consequently the lower derivatives ℵ𝑅, which constitute the control variable
reference trajectories. The reference pseudo control rate ¤𝝂𝑅 is exactly tracked if the ideal feedforward ¤𝝂 𝑓 𝑓 ,𝑖𝑑 from

Fig. 5 Controller Framework
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Eq. (14) is produced by the RM. This statement further highlights the concept covered earlier through Eqs. (10) and
(12) that ¤𝝂 𝑓 𝑓 ≠ ¤𝝂𝑅. The feedforward command only contains the component of the pseudo control rate that would
be produced by the control input while excluding the effect of state dependent damping terms from the reference
pseudo control rate. However, feedforward alone cannot provide robustness against model uncertainties and external
disturbances which are abundantly encountered in practical applications.

Therefore, a stabilizing error controller [5, 6, 19] is used in the presented controller architecture. It computes a
proportional feedback pseudo control rate ¤𝝂𝑒 based on the tracking error, which is defined as the deviation of the plant
variables ℵ from their corresponding reference variables ℵ𝑅

¤𝝂𝑒 = 𝑪𝑒 · [ℵ𝑅 − ℵ] = 𝑪𝑒 · 𝒆 =
[
𝑪𝑒𝑟 𝑪𝑒𝑟−1 . . . 𝑪𝑒0

]
︸                               ︷︷                               ︸

𝑪𝑒

·



(𝑟𝑛𝑦 )
𝒚𝑅 −

(𝑟𝑛𝑦 )
𝒚

(𝑟𝑛𝑦 −1)
𝒚𝑅 −

(𝑟𝑛𝑦 −1)
𝒚

...

𝒚𝑅 − 𝒚

︸                     ︷︷                     ︸
𝒆

¤𝝂𝑒 = 𝑪𝑒𝑟 ·
( (𝑟𝑛𝑦 )
𝒚𝑅 −

(𝑟𝑛𝑦 )
𝒚

)
+ 𝑪𝑒𝑟−1 ·

( (𝑟𝑛𝑦 −1)
𝒚𝑅 −

(𝑟𝑛𝑦 −1)
𝒚

)
. . . + 𝑪𝑒0 · (𝒚𝑅 − 𝒚)

(30)

The error controller gains specified in the gain vector are chosen such that the poles of the resulting closed loop system
lie in the left-half plane and hence facilitate in directing the real plant outputs to their desired trajectories when any
deviation occurs. If the ideal feedforward pseudo control derivative ¤𝝂 𝑓 𝑓 ,𝑖𝑑 from Eq. (14) is known, the tracking error
and hence, the error pseudo control derivative ¤𝝂𝑒 is zero. Therefore, the feedback error based correction ¤𝝂𝑒 from
Eq. (30) generated to counteract the deviations only manifests when the nominal reference system deviates from the true
plant dynamics. Subsequently, the desired command to the control allocation module is calculated by addition of the
feedforward pseudo control derivative and the error correction

¤𝝂𝑑𝑒𝑠 = ¤𝝂 𝑓 𝑓 + ¤𝝂𝑒 . (31)

Next, the control allocation module converts the desired pseudo control rate ¤𝝂𝑑𝑒𝑠 to control effector command rates
¤𝒖𝑐𝑚𝑑 through a generalized inverse of the control input matrix 𝑩𝜈

¤𝒖𝑐𝑚𝑑 = 𝑩−1
𝜈 · ¤𝝂𝑑𝑒𝑠 = 𝑩−1

𝜈 · ( ¤𝝂 𝑓 𝑓 + ¤𝝂𝑒
)
, (32)

which yields the control law for the given extended INDI control structure. Several control allocation techniques
described in the literature [20] for INDI controllers are also compatible with this controller framework. Finally, actuator
dynamics consideration is used to calculate the absolute control input command 𝒖𝑐𝑚𝑑 to the plant, which is extensively
covered in [7, 10].

In order to assess the effect of the adaptive feedforward on the controlled system, the error dynamics need to be
evaluated. For that reason, first the closed loop system dynamics are obtained by substituting the control law from
Eq. (32) in the total derivative of the transformed nonlinear system from Eq. (5)

¤𝝂 = 𝑨𝜈 · ¤𝒙 + 𝑩𝜈 · 𝑩−1
𝜈 · ( ¤𝝂 𝑓 𝑓 + ¤𝝂𝑒

)
(33)

in which the adaptive feedforward command using the estimate of the state deviation matrix �̂�𝜈 from Eq. (23) is applied

¤𝝂 = 𝑨𝜈 · ¤𝒙 + ¤𝝂𝑅 − [
𝑨𝜈,𝑅 + 𝑩𝜈 · �̂�𝜈

] · ¤𝒙𝑅 + ¤𝝂𝑒 . (34)

Following from the parameterization specified by Eq. (17) in section III.D, the true state matrix 𝑨𝜈 is replaced using the
nominal design plant state matrix 𝑨𝜈,𝑅 and the ideal parameter 𝚯∗

𝜈

¤𝝂 =
[
𝑨𝜈,𝑅 + 𝑩𝜈 ·𝚯∗

𝜈

] · ¤𝒙 + ¤𝝂𝑅 − [
𝑨𝜈,𝑅 + 𝑩𝜈 · �̂�𝜈

] · ¤𝒙𝑅 + ¤𝝂𝑒 (35)

to bring about the error dynamics of the closed loop system with adaptation

¤𝝂𝑅 − ¤𝝂 + ¤𝝂𝑒 = 𝑨𝜈,𝑅 · 𝒆 ¤𝑥 − 𝑩𝜈 ·𝚯∗
𝜈 · ¤𝒙 + 𝑩𝜈 · �̂�𝜈 · ¤𝒙𝑅 . (36)
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The error between the reference and true pseudo control derivatives ¤𝝂𝑅 − ¤𝝂 is further denoted as the error derivative
¤𝒆 while the error pseudo control derivative ¤𝝂𝑒 is substituted by the expression in Eq. (30). Moreover, by adding and
subtracting 𝑩𝜈 · �̂�𝜈 · ¤𝒙, the closed loop error dynamics are transformed

¤𝒆 + 𝑪𝑒 · 𝒆 = 𝑨𝜈,𝑅 · 𝒆 ¤𝑥 + 𝑩𝜈 · �̂�𝜈 · ¤𝒙 − 𝑩𝜈 ·𝚯∗
𝜈 · ¤𝒙 + 𝑩𝜈 · �̂�𝜈 · ¤𝒙𝑅 − 𝑩𝜈 · �̂�𝜈 · ¤𝒙,

¤𝒆 + 𝑪𝑒 · 𝒆 = 𝑨𝜈,𝑅 · 𝒆 ¤𝑥 + 𝑩𝜈 · �̂�𝜈 · 𝒆 ¤𝑥 + 𝑩𝜈 · �̃�𝜈 · ¤𝒙,
¤𝒆 + 𝑪𝑒 · 𝒆 =

[
𝑨𝜈,𝑅 + 𝑩𝜈 · �̂�𝜈

] · 𝒆 ¤𝑥 + 𝑩𝜈 · �̃�𝜈 · ¤𝒙.
(37)

The components that excite the closed loop error dynamics can be analyzed from the resulting relation in Eq. (37). The
coefficient for the error in state derivative 𝒆 ¤𝑥 has a stabilizing effect since the reference state matrix 𝑨𝜈,𝑅 is chosen as
Hurwitz. Additionally, taking the control input matrix 𝑩𝜈 into account, the state deviation matrix estimate �̂�𝜈 is limited
such that the sum

[
𝑨𝜈,𝑅 + 𝑩𝜈 · �̂�𝜈

]
also stays Hurwitz. It is already proven through Lyapunov analysis in section III.E

that the estimated state deviation matrix is driven to its ideal value by the parameter update laws in Eq. (28). Hence, the
second term tends to null, thereby establishing the stability of the closed loop error dynamics of the controlled nonlinear
system.

V. Results
The proposed controller framework in section IV was tested for the short period approximation model of a stable

aircraft. The simulation environment describes the parameterization of the reference dynamics used for a pitch rate
𝑞 command controller. Further, the adapted state variation term is derived which is used to calculate the adaptive
feedforward command. After defining the plant and controller systems, results of the numerical simulations are
discussed.

A. Simulation Environment
The short period dynamics of an aircraft, linearized around a steady-state trim condition, are defined as in [21][

¤𝛼
¤𝑞

]
︸︷︷︸

¤𝒙

=

[
𝑍𝛼 1 + 𝑍𝑞

𝑀𝛼 𝑀𝑞

]
︸             ︷︷             ︸

𝑨

[
𝛼

𝑞

]
︸︷︷︸

𝒙

+
[
𝑍𝜂

𝑀𝜂

]
︸︷︷︸

𝑩

𝜂︸︷︷︸
𝑢

. (38)

For further simplification, it is assumed that 𝑍𝜂 ≈ 0. Next, the output to be tracked is defined as the pitch-rate, thus, the
pseudo control and its rate becomes

𝑦 = 𝑞,

𝜈 = ¤𝑦 = ¤𝑞 = 𝑀𝛼𝛼 + 𝑀𝑞𝑞 + 𝑀𝜂𝜂,

¤𝜈 = ¥𝑦 = 𝑀𝛼 ¤𝛼 + 𝑀𝑞 ¤𝑞 + 𝑀𝜂 ¤𝜂, (39)

in which Eq. (39) is similar in structure to Eq. (5) and the angle-of-attack 𝛼 acts as an internal state with the dynamics

¤𝛼 = 𝑍𝛼𝛼 + (
1 + 𝑍𝑞

)
𝑞. (40)

Consequently, the nominal design plant is defined using the same structure, but reference parameters as

¤𝜈𝑅 = 𝑀𝛼,𝑅 ¤𝛼𝑅 + 𝑀𝑞,𝑅 ¤𝑞𝑅 + 𝑀𝜂,𝑅 ¤𝜂𝑅, (41)
¤𝛼𝑅 = 𝑍𝛼,𝑅𝛼𝑅 + (

1 + 𝑍𝑞,𝑅
)
𝑞𝑅 . (42)

Since in general 𝑀𝛼,𝑅 ≠ 𝑀𝛼 and 𝑀𝑞,𝑅 ≠ 𝑀𝑞 , the adaptive augmentation as proposed in section III.D is introduced.
Following the outlined methods, it is assumed that the input gain is perfectly known, thus 𝑀𝜂,𝑅 = 𝑀𝜂 . Due to the
input matrix being 𝑩𝜈 =

[
0 𝑀𝜂

]𝑇 , a deviation in 𝑀𝛼 and 𝑀𝑞 is matched, while 𝑍𝛼 and 𝑍𝑞 are unmatched parameters.
Consequently, two adaptive parameters are required, giving

�̂�𝜈 =
[
Θ̂𝛼, Θ̂𝑞

]𝑇
. (43)
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The auxiliary Eq. (42) thereby stays constant while the design plant pseudo control rate Eq. (41) with adaptation becomes

¤𝜈𝑅 =
(
𝑀𝛼,𝑅 + 𝑀𝜂 · Θ̂𝛼

)
· ¤𝛼𝑅 +

(
𝑀𝑞,𝑅 + 𝑀𝜂 · Θ̂𝑞

)
· ¤𝑞𝑅 + 𝑀𝜂 · ¤𝜂𝑅 . (44)

The state predictor that utilizes state variation matrix estimate �̂�𝜈 is defined according to section III.D. Using the state
derivative estimate ¤𝑥 = [ ¤𝛼, ¤𝑞]𝑇 , the update law is given by Eq. (28) or Eq.(29) depending on whether the concurrent
learning update is used or not. Finally, the state dependent damping term is extracted as

¤𝝂𝑥,𝑎𝑑 =
(
𝑀𝛼,𝑅 + 𝑀𝜂 · Θ̂𝛼

)
· ¤𝛼𝑅 +

(
𝑀𝑞,𝑅 + 𝑀𝜂 · Θ̂𝑞

)
· ¤𝑞𝑅 (45)

and used in the feedforward pseudo command rate (see Eq. (23)).

B. Test Results
The simulation results for an uncertain case in which the design plant adaptation was active is presented in Fig. 6.
Uncertainties of 80% were defined in the matched parameters by setting 𝑀𝛼,𝑅 = 1.8𝑀𝛼 and 𝑀𝑞,𝑅 = 0.2𝑀𝑞 . The
predictor and adaptation parameters were

𝚪 =

[
75 0
0 75

]
, 𝑸0 =

[
1 0
0 1

]
, 𝑲𝑃 =

[
−3 0
0 −9

]
(46)

Only the instantaneous parameter update law Eq. (28) is used at this point. The results show that the uncertainties in the
reference state matrix 𝑨𝜈,𝑅 are estimated accurately using the adaptive RM architecture. The parameters �̂�𝜈 used in the

Fig. 6 Control Signals for Pitch Rate Command Responses with Design Plant Adaptation
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parameterization of the state matrix 𝑨𝜈 converge to their ideal values 𝚯∗
𝜈 . Consequently, as the estimated parameters

�̂�𝜈 converge towards their ideal values, the tracking performance with respect to the commanded reference trajectory 𝑞𝑅
improves. This is corroborated by the pitch rate and pitch acceleration tracking errors that constitute the error controller
pseudo control derivative ¤𝝂𝑒.

The tracking errors and hence ¤𝝂𝑒 = 0 converge to zero because the parameters �̂�𝜈 converge towards their ideal values,
and therefore the closed loop system runs on the feedforward signal alone. Lastly, with the parameter convergence, the
prediction error in 𝜈 = ¤𝑞 also goes to zero. As the auxiliary equation for the angle-of-attack only depends on unmatched
parameters, which are assumed to have no uncertainty in this scenario, the resulting prediction error is permanently zero.

To improve the convergence behavior, the extended update law Eq. (29) can be used. In the data stack, a maximum of
𝑝𝑚𝑎𝑥 = 50 points were stored. The adaptation rate for the concurrent update was defined as 𝚪2 = 0.1𝚪1. The resulting
adaptive parameter trajectories and the tracking errors are depicted in Fig. 7.
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Fig. 7 Control Signals for Pitch Rate Command Responses with Concurrent Design Plant Adaptation

In comparison to Fig. 6, the convergence of �̂�𝜈 towards 𝚯∗
𝜈 is smoother and, more importantly, significantly faster

when leveraging concurrent data. As a result, the tracking error in pitch rate and pitch acceleration is lower in magnitude
and converges faster towards zero.

VI. Conclusion
Design plant adaptation for a jerk-level higher order reference model based on a state predictor has been proposed

in this article. The difference between the design plant and the true plant was identified, which was then used to
update the design plant parameters. Consequently, the adaptation of the design plant led to generation of an augmented
feedforward pseudo control derivative command. It was established that by adapting the design plant parameters with
the estimates of the true plant, the generated feedforward command enhanced the reference tracking of the closed loop
system. Furthermore, the parameter and error convergence was accelerated by additionally storing and leveraging
concurrent data points. Compensation of second order actuators and consideration of dirt-effects in measurements will
be dealt with in future works.
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