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Abstract

Gas sensing is an essential field of research and industry, driving and enabling many processes and
new research frontiers. A large field of gas sensing is absorption spectroscopy, as it allows fast and
reliable quantification of multiple molecules simultaneously. Absorption spectroscopy reaches its limits
when trace gas concentrations are under investigation, and intricate techniques have been developed to
improve the sensitivity. One of those techniques is photoacoustic spectroscopy, which has an excellent
potential for miniaturization but is typically applied toward only one gas component. Recent advances in
laser technology allow the development of spectral photoacoustic measurements and thus enable multi-
component quantification of trace gases, which is especially interesting in, for example, natural gas
processing or medical breath analysis. To enable multi-component quantification in those challenging
environments, machine learning methods have started to gain attention. However, the high cost of
generating labeled data hinders the application and full usage of the advancements in machine learning.

This thesis addresses multiple application challenges of more data-intensive machine learning meth-
ods. First, the adaptation of measured absorption spectra to different environmental configurations is
extended. Commonly used simulation frameworks only allow for the simulation of small molecules,
while only measured data is available for larger molecules. This data has often not been collected at the
required environmental configuration and therefore is of inferior quality. A deep learning framework is
presented and evaluated for the adaption of measured absorption spectra to new pressure configurations.
This allows using more adequate spectra during synthetic data generation and sensor development.

Secondly, a method to generate synthetic photoacoustic spectra from absorption spectra is presented.
This method can estimate physically grounded parameters associated with the measurement setup from
just a few measurements and then generate samples over a large range of concentrations. Two examples
are presented using amplitude and wavelength-modulated photoacoustic data One is an application from
medical breath analysis, and the other is for methane quantification in natural gas monitoring. The method
also allows for the integration of the effect of non-radiative relaxation, which affects photoacoustic spectra.

Finally, the generated synthetic data is used in machine learning tasks for multi-component quantifica-
tion. Here, it is compared to measured datasets or augmentations thereof over a range of machine learning
techniques. This provides the first extensive comparison of synthetic spectra for machine learning models
in gas absorption spectroscopy. While the advantages of synthetic spectra in machine learning only apply
under certain conditions, the method holds great potential for complex multi-component spectra, which
can only be interpreted by larger machine learning models.
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Kurzzusammenfassung in Deutscher Sprache

Die Gassensorik ist ein wichtiger Bereich in Forschung und Industrie, der viele Prozesse und Entwick-
lungen vorantreibt und ermöglicht. Ein großes Feld der Gassensorik ist die Absorptionsspektroskopie.
Sie ermöglicht eine gleichzeitige, schnelle und zuverlässige Quantifizierung mehrerer Analyten. Aber
die Sensitivität ist oft nicht ausreichend, um Spurengaskonzentrationen zuverlässig zu quantifizieren.
Daher wurden verschiedene Techniken entwickelt um eine höhere Empfindlichkeit zu erreichen. Eine
dieser Techniken ist die photoakustische Spektroskopie, welche ein großes Potenzial zur Miniaturisierung
bietet, aber in der Regel nur für einzelne Gaskomponenten angewendet wird. Fortschritte in der Laser-
entwicklung ermöglichen nun spektrale photoakustische Messungen und damit die Quantifizierung von
Mehrkomponenten-Spurengasen. Dies ist beispielsweise bei der Erdgasverarbeitung oder in der medi-
zinischen Atemanalyse von besonderem Interesse. Um die Multikomponenten-Quantifizierung in diesen
schwierigen Umgebungen zu ermöglichen, werden Methoden des maschinellen Lernens verwendet. Die
hohen Kosten für die Aufnahme gelabelter Daten verhindert jedoch die Anwendung der Fortschritte im
Bereich des maschinellen Lernens.

Diese Arbeit befasst sich mit mehreren Herausforderungen des Einsatzes datenintensiverer,
maschineller Lernmethoden in der photoakustischen Gasspektroskopie. Zunächst wird die Methodik der
Anpassung gemessener Absorptionsspektren an verschiedene Umgebungsparameter erweitert. Gängige
Techniken erlauben nur die Simulation kleiner Moleküle, während für größere Moleküle meist Messdaten
herangezogen werden müssen. Diese Daten sind oft nicht bei den erforderlichen Umgebungsparametern
aufgenommen, was die Qualität der aus diesen Daten abgeleiteten Spektren beeinträchtigt. Es wird ein
Deep Learning Framework zur Anpassung gemessener Absorptionsspektren an neue Druckkonfiguratio-
nen vorgestellt und evaluiert. Dies ermöglicht die Verwendung geeigneterer Spektren bei der Generierung
synthetischer Daten und in der Sensorentwicklung.

Außerdem wird eine Methode zur Erzeugung synthetischer photoakustischer Spektren aus Absorp-
tionsspektren vorgestellt. Mit dieser Methodik können physikalisch fundierte Parameter aus nur wenigen
Messungen geschätzt und schließlich Spektren über einen großen Konzentrationsbereich erzeugt wer-
den. Es werden zwei Beispiele mit amplituden- und wellenlängenmodulierten photoakustischen Daten
vorgestellt. Die Methode ermöglicht auch die Integration des Effekts der nicht-radiativen Relaxation, die
photoakustische Spektren beeinflusst.

Schließlich werden die generierten synthetischen Daten mit Methoden des maschinelles Lernens zur
Quantifizierung von Multikomponentenproben aus zwei Anwendungsbereichen verwendet. Hier wer-
den sie mit gemessenen Datensätzen oder deren Augmentierungen über eine Reihe von Methoden des
maschinellen Lernens verglichen. Dies ist der erste umfassende Vergleich von synthetischen Spektren für
Methoden des maschinellen Lernens in der Gasabsorptionsspektroskopie. Obwohl die Vorteile synthetis-
cher Spektren beim maschinellen Lernen nur unter bestimmten Bedingungen zum Tragen kommen, birgt
die Methode ein hohes Potenzial für komplexe Mehrkomponentenspektren, die nur durch anspruchsvollere
Methoden des maschinellen Lernens interpretiert werden können.
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Chapter: 1 Introduction

1 Introduction

For centuries increased knowledge of the air surrounding us has ensured safety and fueled development.
From canaries in coal mines to detect explosive gases to current-day fine-tuned process management in
power to gas plants [1]. Or from the "fishy reek of advanced liver disease" to current precise breath
analysis systems for early disease detection [2]: Gas sensing has enabled engineering advances and new
research frontiers. During the Coronavirus Disease 2019 (COVID-19) pandemic, the use of CO2 sensors
for indoor air quality control peaked, and research in breath gas analysis techniques for early COVID-19
detection expanded [3]. Cheap, miniaturized sensors for single components like CO2 and large, expensive,
precise systems like gas chromatography coupled with mass spectroscopy employed in breath analysis are
available. Between those two poles, accurate but cheaper multi-component sensing systems are needed to
enable further developments, for example, breath analysis for a large group of patients during a pandemic
[3], [4]. With the ability for precise, specific detection of multiple gases, optical gas sensing shows
excellent potential to fill this gap [1], [5].

Optical gas sensing uses light absorption by gas molecules to measure the gas composition. The
absorption pattern of each molecule is unique and thus allows differentiation and, with additional cal-
ibration, even quantification of the concentration of the analyte. This popular absorption gas sensing
technique is used in various fields, ranging from environmental and process monitoring to medicine [1],
[6], [7]. Each field and application holds its challenges and requirements, demanding specific designs
in sensor development. With complex gas matrices, the absorption patterns of different molecules can
overlap, leading to spectral interference. Simulations of the absorption spectra are typically employed
during development to account for spectral overlaps. In addition to spectral interference, different sensing
approaches and devices can lead to additional interference in exchange for, i.e., higher sensitivity or a
broader spectral range. The development of a new sensor has to balance all those requirements.

To this end, Photoacoustic Spectroscopy (PAS), a subclass of absorption spectroscopy, has gained
a lot of interest in sensor development. PAS is, in contrast to most absorption sensing technologies, a
direct measurement technique and thus can achieve higher sensitivities. At the same time, it has excellent
potential for miniaturization [8]. While most typical PAS sensors are targeted at one specific molecule,
recent approaches have successfully combined laser tuning with machine learning approaches to detect
multiple components simultaneously [9]. The output wavelength of a laser can thereby be tuned by
altering the input current or temperature of the laser, thus one laser can cover a range of wavelengths. In
PAS additional non-linear effects occur during the signal generation [10], making the quantification more
demanding than from pure absorption spectra.

Often, machine learning is portrayed as an easy solution to those problems, allowing a fast and reliable
suppression of the interferences [11]. Nevertheless, the amount of training data required for machine
learning models is very high and currently hinders the integration of machine learning solutions in sensor
development as no large datasets are available. Sensor-specific acquisition is cumbersome [11]. Recently,
a few examples of using simulated spectral data to train absorption spectroscopy machine learning algo-
rithms have emerged [12], [13]. While those works highlight the feasibility of this approach, no evaluation
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Chapter: 1 Introduction

of the scopes and limits of synthetic data for machine learning in gas spectroscopy has been performed.
In PAS, prior to this work, synthetic data has not been employed to train machine learning algorithms to
the best of the author’s knowledge. This is due to the additional effects during signal generation that are
not incorporated in current simulations.

The main gaps in the current research covered by this thesis are summarized as follows:

• Insufficient simulation of more complex gas molecules absorption spectra at certain environmental
configurations

• Lacking methods to transform absorption spectra to photoacoustic spectra in a physically plausible
approach

• Evaluation of the use of synthetic data in gas spectroscopic machine learning scenarios

Insufficient absorption simulation: Synthetic gas absorption spectra are commonly obtained by line-
data-based simulation approaches grounded in physical chemistry. Those are collected in line databases,
for example, in the High-Resolution Transmission Molecular Absorption Database (HITRAN) [14] and
provide simulation capabilities for more than fifty molecules at a broad range of environmental configu-
rations. For the remaining, more complex molecules, measured absorption cross-sections are available.
Those measured data are not easily transferred to other environmental configurations, such as a different
pressure or temperature. While those measured cross-sections are sometimes used without adaption at a
different configuration this can lead to falsified claims, especially in highly sensitive systems. A known
method for adapting to different environmental circumstances are Estimated-Pseudo Line Lists (EPLLs)
developed by Toon et al. [7], [15], which require much knowledge about and multiple measurements of
the molecule in question. This thesis presents and evaluates a deep learning-based method for environ-
mental adaption of measured cross-sections, which only requires one measurement and is independent of
the molecule in question. Those reduced requirements allow for a broader application but also limit the
method’s applicability to only increasing pressure configurations as of now. Further improvements are
outlined in this work to increase the capabilities of this approach.

Photoacoustic simulation: The main difference between typical absorption and photoacoustic spec-
troscopy lies in signal generation. While in absorption spectroscopy, the difference between the emitted
light and the light collected after passing through a gas is considered, in photoacoustic spectroscopy,
the amplitude and phase of a standing pressure wave are required. This pressure wave is generated by
a modulated light beam, leading to molecular excitation by absorption and subsequent relaxation. This
alternation in the system’s energy causes the pressure wave which is measured. This process is further
elaborated on in Section 3.4. This technique can detect far smaller concentrations because the signal can
be amplified physically and computationally. In addition, the signal can be measured directly, not as in
absorption spectroscopy as the difference of two signals. On the other side, the photoacoustic signal gen-
eration introduces additional artifacts from the modulation and non-linear effects, such as non-radiative
relaxation. Those additional effects have previously not been considered for synthetic spectra, hindering

3



Chapter: 1 Introduction

the use of synthetic data for machine learning. Müller et al. [16] developed an algorithmic approach to
compute the non-radiative relaxation efficiency. This approach is integrated with a simulation of the sig-
nal acquisition in this work to provide physically grounded synthetic photoacoustic spectra and parameters.

Evaluation of synthetic data for machine learning: While synthetic data is commonly used in
computer vision or reinforcement learning to augment the training distribution of datasets [17, Chapter
3, 7], it has only recently been tapped into for gas absorption spectroscopy. Previous publications by
Goldschmidt et al. [12] and Prischepa et al. [13] provide the first studies of the use of machine learning
models - neural networks in those cases - trained on synthetic data for gas absorption spectroscopy.
Nevertheless, they lack an evaluation of the impact of synthetic data on their models, as they did not
compare them to models trained on measured data. An evaluation of the influence of synthetic compared
to measured data is performed in this work for two photoacoustic sensing setups. This evaluation covers
a range of machine learning methods.

This thesis aims to provide a starting point for integrating simulated absorption spectra with machine
learning, focusing on photoacoustic gas sensor development. The current status and availability of absorp-
tion simulations and data are summarized. Techniques to adapt measured spectral data to environmental
circumstances are explained, and a new approach for pressure adaption is presented. This new deep
learning-based adaption technique can still be used when there is too little information for the other meth-
ods. All optical gas sensor developers require those simulation tools to account for spectral interference.
In addition, simulated spectra can be adapted further to train machine learning algorithms. Here, a focus is
placed on the adaption of synthetic spectra to PAS. The modeling of Amplitude Modulation (am) as well
as Wavelength Modulation (wm) PAS signals is described, as well as an example for each measurement
technique presented. This includes a methane sensor under challenging humidity conditions and a breath
analysis PAS sensor tailored towards the simultaneous detection of acetone, ethanol, and water. The use
of synthetic data combined with machine learning algorithms allows for a faster detection required for
clinical implementation of this sensor. For both approaches, extensive comparisons of the use of synthetic
versus measured training data depending on the underlying machine learning model are performed to
outline the scopes and limits of this approach.

This thesis also explores and extends the use of simulation in gas sensor development. Using simulated,
synthetic data as a basis for machine learning models is evaluated. Applying synthetic data in machine
learning during (PAS) gas sensor development can enable new research areas as it allows for integrating
machine learning approaches into the workflow. In addition, it speeds up the sensor development process,
as no cumbersome generation of a large measured training dataset is required. This enables faster, better
sensor designs when multi-component detection is needed, as in breath analysis, to provide affordable
point-of-care devices during a pandemic.

4



Chapter: 1 Introduction

Structure of this Thesis

This thesis is partitioned into multiple sections and chapters. Following the introductory Part I, the state
of the art and theory are described in Part II, followed by the experiments and results of this thesis in Part
III. Finally, a summary and conclusion can be found in Part IV.

The state of the art described in Part II is partitioned into multiple chapters, each outlining one im-
portant topic of this thesis. First, the physical chemistry underlying the effect of molecular absorption is
described in Chapter 2. Electronic, as well as vibrational and rotational energy transitions are described.
The relation between line intensity and the physical process is explained. In addition, physical effects influ-
encing the line shape are outlined, including natural, Doppler, collision broadening, and Dicke narrowing.
Chapter 3 focuses on gas sensing and photoacoustic signal acquisition. First, the Lambert-Beer law, as
the foundation of all absorption sensors, is described, and an overview of optical gas sensing techniques is
presented. This is followed by an in-depth introduction to photoacoustic spectroscopy, including the phys-
ical process of signal generation. The different measurement setups like Quartz-Enhanced Photoacoustic
Spectroscopy (QEPAS) and other techniques to increase the system’s sensitivity are described. This also
includes different modulation techniques. Finally, the non-spectral effects applicable to photoacoustic
spectroscopy are described. This concludes the theoretical principles regarding physical chemistry. Next,
the computational methods of absorption modeling are presented in Chapter 4. The most commonly used
Voigt line shape model is presented, as well as the more extensive Hartman-Tran model, which includes
the integration of more physical effects than the Voigt model. Next, an overview of the available line
databases and the simulation code is given. The line-based modeling approach’s limitations are outlined,
and alternate measurement cross-section databases are presented. Finally, approaches to adapt spectra
to other environmental configurations as well as ab initio spectral generation approaches are presented.
An overview of machine learning in gas spectroscopy is presented in Chapter 5. This includes a broad
introduction to machine learning and supervised learning algorithms for spectroscopists. The current
use of machine learning in photoacoustic gas spectroscopy is reviewed, and an overview of standard
techniques in the field of spectroscopy are presented, which differ from typical machine learning. Finally,
the fields of variable selection and spectral machine learning are summarized.

Part III describes and evaluates the research and results from this thesis. In Chapter 6, the deep
learning method to adapt cross-sections to different environmental conditions is described and evaluated.
After a description of the methodology, including the dataset creation and the model architecture, the
results on pressure adaption to fixed values for synthetic, in-dataset evaluation are presented. To evaluate
the model on measurement data, an out-of-dataset evaluation on measured absorption cross-sections is
presented and compared to the Estimated-Pseudo Line List (EPLL) technique. The model is extended to
continuous pressure adaption, and its limits are outlined on the example of temperature adaption. The next
chapter, Chapter 7, is focused on the use and generation of synthetic data in photoacoustic spectroscopy.
After an outline of the simulation process for Photoacoustic Spectroscopy (PAS) synthetic data, the two
case studies are presented. First, in Section 7.1, a Quantum Cascade Laser (QCL) based Amplitude
Modulation (am) PAS sensor for human breath analysis for acetone, ethanol, water, and carbon dioxide
is presented. The synthetic data generation process, including the estimation of measurement setup
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Chapter: 1 Introduction

uncertainties and their integration into the modeling chain, is presented. This is followed by an extensive
study of the influence of synthetic training data on eight different machine-learning algorithms. Finally,
the application of synthetic data in combination with variable selection to reduce the measurement time
is presented. The second case study in Section 7.2 describes a Wavelength Modulation (wm) QEPAS
sensor for methane quantification under difficult humidity conditions. Here, the synthetic data generation
process is extended by integrating the relaxation efficiency and wavelength modulation. This is followed
by a similar evaluation of the effect of synthetic data as done for the previous case study.

In Part IV, the methods and results of this work are summarized in Chapter 8. Next, an outlook for
future work in the covered areas is provided in Chapter 9. Finally, the conclusions divided into spectral
adaption and the use of synthetic data are presented in Chapter 10.
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Chapter: 2 Absorption Spectra

2 Absorption Spectra

To successfully create synthetic spectra, and analyze and improve chemometric machine learning algo-
rithms, a deep understanding of the physical processes behind the underlying data, the absorption spectra,
is required. Therefore, the following chapter will provide an overview of the essential effects governing
absorption spectroscopy.

Optical spectroscopy is a powerful technique to analyze gases, liquids, or solids to detect or quantify
components and gain insights into molecular structures. It is based on the interaction of light with matter.
Many possible interactions exist, including absorption, transmission, scattering, or reflection of the light.
While this work will focus on absorption spectroscopy, thus the absorption of a light quantum (photon)
by a molecule, other effects also yield great results in trace gas analysis and have a substantial potential
for the application of spectral chemometrics.

The following sections will provide insights into the physical fundamentals of molecular absorption.
The three possible categories of absorption that constitute any spectrum will be explained. The position,
strength, and shape of absorption lines will be addressed. Since this work focuses on gas analysis, effects
that only affect liquid or solid spectroscopy will not be discussed.

Note that some knowledge about the structure and nature of molecules and quantum theory is assumed.
The interested reader might, therefore, refer to [18, chap. 11, 12].

2.1 Absorption Spectra

The process of absorption constitutes an energy transfer. The energy of a photon can be expressed as:

⇢ph = h · aph (1)

with h being Planck’s quantum of action, also known as the Planck constant, and aph being the
frequency of the photon. The photon frequency is in the context of absorption spectroscopy often given as
the photon wavenumber ãph for Infrared (IR) and the wavelength_ph for Ultraviolet (UV) and Visible (VIS)
regions. Those can be converted by:

aph = ãphc0 =
c0
_ph

(2)

with c0 being the speed of light in vacuum. The advantage of using the wavenumber is that it is
directly proportional to the photon’s energy. Thus, it displays as energy equidistant spacing in spectral
plots, leading to an x-axis that is also directly proportional to the energy.

The wavelength regions of light are visualized in Figure 1 with their wavelength. The UV, VIS, and
IR regions are indicated. The UV region can be further divided into the UVC region from 10 – 280
nm, the UVB region from 280 – 320 nm, and the UVA region from 320 – 400 nm [20, Page 2]. Due to
its smaller size, the VIS region is normally not divided further for molecular and atomic spectroscopy.
The IR region again is typically subdivided into three regions according to ISO 20473:2007 [21]. The

8
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Microwaves
10-3 - 10-0 m

Radiowaves
100 - 103 m

visible
400 - 780 nm

x-ray
10-11 - 10-8 m

γ-ray
10-13 - 10-11 m

UV
10 - 400 nm

IR
780 nm - 10-3 m

nIR
 0.78 - 3µm

mIR
 3 - 50µm

fIR
 50 - 1000µm

Figure 1: The wavelength regions of electromagnetic waves, important in molecular and atomic spec-
troscopy (figure adapted from [19, Page 43]).

Near-infrared (nIR) stretches from 0.78 – 3 `m (= 12 820.5 – 3 333.3 cm�1, in wavenumbers). This is the
most commonly used region for molecular gas analysis as most molecules possess absorption bands in
this spectral region [22, Page 336]. It is also known as the fingerprint region. The region from 3 – 50 `m
(= 3 333.3 – 200 cm�1) is defined as the Mid-infrared (mIR) region while the Far-infrared (fIR) reaches
from 50 – 1 000 `m (= 200 – 10 cm�1).

Absorption of a photon can happen with a certain probability when its energy is equal to the energy
difference of two energy states of a molecule. This results in a promotion of the molecule into a higher
energy state. Three types of transitions are possible and will be explained in the next sections:

• electronic transitions

• vibrational transitions

• rotational transitions

Combinations of those basic transitions are also possible depending on the energy the photon provides.
Interactions of all three basic transitions are called a molecules rovibronic transition, and a combination
of the rotational and vibrational transition is called the molecules rovibrational transition.

2.1.1 Electronic Transitions

Electronic transitions will be denoted as ⇢4 and have the highest energy gap from the three transitions
mentioned before, with ⇢E for the energy of a vibrational and ⇢A for the energy of a rotational transition.

⇢4 > ⇢E > ⇢A (3)

The most famous electronic transitions are known as the Fraunhofer lines, first observed in 1814 by
Joseph Fraunhofer in the spectrum of sunlight [23]. These dark regions in the spectrum correspond to
transition lines of electronic transitions of several different molecules in the atmosphere. Under ambient
conditions, molecules are usually in their electronic ground state. The energy needed to promote the
molecules to a higher electronic energy level can only be provided by UV and VIS photons. Therefore,
they are not visible in IR spectra [18, Page 557].

9
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Not all electronic transitions are allowed, and selection rules apply. Since this work is focused on IR
spectroscopy where electronic transitions don’t occur, the inclined reader is referred to [18, chap. 17] for
more information on electronic transitions, their selection rules, and relaxation pathways.

2.1.2 Rotational Spectra

Pure rotational spectra can only be excited in microwave spectroscopy, where they are used for chemical
analysis like the determination of binding lengths [18, Page 531]. In IR spectroscopy, at least rovibrational,
in VIS and UV spectroscopy, rovibronic states are excited. Those consist of an interaction of rotational
and vibrational or rotational, vibrational, and electronic transitions, respectively.

To compute the energy of a certain transition of rotational states, the rotation constant ⌫̃ is usually
used [18, Page 524]:

⌫̃ =
h

8c2c0�
(4)

where I is the moment of inertia.
Most rotations can be computed with the help of classical physics and selection rules for allowed

transitions from quantum mechanics. Only polar molecules exhibiting a permanent dipole moment show
a pure rotation spectrum. Besides, the selection rule � 9 = ±1 applies to all topologies. Here, 9 denotes
the total angular momentum quantum number. This means the rotation energy level can only be excited
to the next higher level. In addition, the rotational energy levels can be distorted by different effects like
centrifugal extension and degeneration. Those special distortion effects, a further discussion of selection
rules, and examples for the computation of the rotational energy states for different topologies are given
in [18, Page 522 ff].

2.1.3 Vibrational Spectra

In the IR spectral region, rotational and vibrational energy transitions are excited. Those will be explained
separately first, even though, due to their smaller energy gap, rotational transitions are typically observed
in combination with vibrational transitions. Those rovibrational transitions will be further explained in
Chapter 2.1.4.

In its simplest approximation, a molecule can be regarded as a spring system where each connection
of the atoms is approximated by a spring. The potential curve + (G) corresponds to that of a harmonic
oscillator, which has the shape of a parabola:

+ (G) = 1
2
:EG

2
A (5)

where :E is the spring force constant and GA is the atoms’ bond length displacement. Considering the
Schrödinger equation [24], this leads to vibrational energy levels given by:

⇢E = (E + 1
2
) h
2c
l with l = ( :E

<eff
) 1

2 and E = 0, 1, 2, ... (6)

10
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with E being the vibrational quantum number and<eff the effective mass of the molecule. This effective
mass for a diatomic molecule is given by
<eff = 1

<1
+ 1

<2
with the mass m1 and m2 of the two atoms constituting the molecule. The descrip-

tion of vibrational states can thus be simplified to:

⌧ (E) = (E + 1
2
) ã with ã =

l

2cc0
(7)

This leads to a constant energy gap between each allowed state of�⇢E = ⌘
2cl. However, this harmonic

oscillator approximation neglects the anharmonicity, which significantly affects vibrational transitions,
especially at higher vibrational quantum numbers.

This anharmonicity is rooted in the fact that molecules are actually not harmonic oscillators but can
dissociate given a certain potential energy. This can be modeled by using the Morse-potential, which
accounts for this anharmonicity [25]:

+ (G) = hc0⇡̃4 [1 � 4�0" GA ]2 with 0" =
✓
<eff

2hc0⇡̃4

◆ 1
2

l (8)

with 0" as a displacement factor and ⇡̃4 as the depth of the potential well corresponding to the
energy needed for the dissociation. The anharmonicity of the potential curve is visualized against the
curve of a harmonic oscillator in Figure 2. Combining the Morse potential with Equation 7, we arrive at
the description of vibrational states as

⌧ (E) = (E + 1
2
) ã � (E + 1

2
)2
ãG4 with E = 0, 1, 2 (9)

with G4 being the anharmonic constant

G4 =
0

2
"h

4c<effl
=

ã

4⇡̃4
(10)

This leads to a finite number of possible states E = 0, 1, 2, ..., E<0G , and the energy gap between
different states gets smaller with higher vibrational quantum numbers. For vibrational transitions to be
visible in the IR spectrum, the molecule’s dipole moment needs to change with the transition. This entails
that typically diatomic molecules of the same atom (like N2 or O2) are not IR active since their dipole
moment does not change with vibrational transitions. In addition, the selection rule of �E = ±1 applies
to vibrational transitions. This selection rule is, however, not strict since it only applies to harmonic
oscillators. Due to the anharmonicity of the vibrations, bigger transitions are partially allowed and are
called overtones with �E = +2 and higher. They only appear at a much smaller intensity, though.

11
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Figure 2: The potential of an harmonic oscillator (Equation 5) and the Morse potential (Equation 8)
visualizing the potential energy V against the displacement x. This shows the anharmonicity of molecular
vibrations at higher energies. The depth of the potential well hc0⇡̃4 is also visualized.

Bigger molecules of more than two atoms can be excited by different types of vibrations. The number
of vibrational degrees of freedom can be computed for non-linear molecules by 3#�C><B �6 and for linear
molecules by 3#�C><B � 5. [18, Page 543]. Vibrations of molecules can be categorized into the basic
categories of [20, Page 47]:

• stretching vibrations, which change the bond lengths within the molecule

• deformation vibrations, which alter mainly the bond angles.

Another classification scheme regards the symmetry of the vibrations. This is further described in
[18, Page 544 ff].

2.1.4 Rovibrational Spectra

As already mentioned in Chapter 2.1.3, vibrational transitions are typically only observed in combination
with rotational transitions [18, Page 539]. Such a spectrum is shown in Figure 3. Here a simulated ab-
sorption cross-section of CO2 is presented. The spectrum was created with data from the High-Resolution
Transmission Molecular Absorption Database (HITRAN) database [14] and the Voigt simulation algo-
rithm [26] in HITRAN Application Programming Interface (hapi) [27]. This simulation process will
be further described in Chapter 4. This spectrum shows a typical structure of a rovibrational transition,
which displays a P, Q, and R–branch marked in the spectrum. This structure results from the selection
rule of a rovibrational spectrum, which only allows transitions with � 9 = ±1 for all molecules, resulting
in the P–branch with � 9 = �1 and the R–branch with � 9 = +1. CO2 also shows a typically forbidden
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transition of � 9 = 0, which results in a strong Q–branch. Their exemplary transitions are visualized
in Figure 4. The Q-branch transition is only allowed for a few certain transitions due to the molecule’s
symmetry. Therefore, many spectra typically show a space of the size 4⌫̃ between the P and R–branches.
The peaks within the branches have an equidistant spacing of 2⌫̃. The different intensities visible for the
different branches will be discussed in Chapter 2.2.

Figure 3: The simulated absorption cross-section of CO2. The differences between P, Q, and R-branch
are indicated.
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v = 0 j = 0
j = 1
j = 2

j = 4

j = 5

v = 1 j = 0
j = 1
j = 2

j = 4

j = 5

j = 3

j = 3

...

Q RP
Figure 4: A visualization of exemplary rovibrational transitions of the P, Q, and R-branch. The vibrational
quantum numbers (v) and rotational quantum numbers (j) are shown on the y-axis.

Another noteworthy feature of rovibrational spectra is the effect of isotopes. Since isotopes differ only
in their weight but not in structure, they show very similar spectra except for a small shift in the peaks of
the rotational substructure. [18, Page 534]. When bigger molecules are under investigation, additional
effects take place, which makes the interpretation of spectral peaks a lot more difficult. These additional
effects stem from a higher interaction of the molecule’s atoms and functional groups. The observed effects
might even lead to misinterpretation. Some of those will be discussed in the following [20, Page 49 f.]:

• Coupling happens between two vibrational modes within the same molecule. This coupling arises
due to anharmonicity, leading to deviations from simple harmonic behavior. It includes mode
mixing and resonances between similar frequency modes. Especially spatially adjacent groups
influence each other’s corresponding frequencies.

• Fermi resonance can be described as a coupling of a fundamental vibration with an overtone. This
leads to a frequency shift and increased intensity of the overtone.

• Combination bands occur when one light quantum excites two vibrations simultaneously. The
absorbed light quantum has the combined/added energy of the two vibrational states it excites. This
further hinders the interpretation since one of those transitions might not be visible in the infrared
spectrum due to no change in the dipole moment.

• Difference bands signify the transition of an already excited state to a higher energy vibrational
state. The energy needed for this transition is the difference between the two states. Difference
bands typically have very low intensity.
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Figure 5: The measured absorption cross-section of Isoprene [28] with annotated transitions. This shows
the more complex features of bigger molecules in the fingerprint region.

Even though those effects hinder the interpretation of spectra of bigger molecules, some techniques
for spectral interpretation and common markers can be identified. The spectral region from 400-1400
cm�1 is often called the fingerprint region due to the great variety of structures, which are hard to attribute
to a specific transition. Figure 5 gives an example of transitions and spectral features. A multitude of
tables are available to assist in the interpretation of those spectra and to identify specific structures and
connect them to a vibrational mode. One is, for example, given in [20, Page 44-59].

2.2 Line Intensity

The absorption cross-section of a molecule is connected to the line strength B by:

f�(ã) = B · 5!( (ã) (11)

with 5!( as the line shape function. The line shape function will be discussed in more detail in the next
Subsection 2.3 and in Chapter 4.1. The parameter B specifies the line strength of a certain transition. For
example, B=< specifies the line strength of the transition from state n to state m. It is proportional to the
difference of the population densities of the two participating states d= and d< with their corresponding
energy levels ⇢= and ⇢< as well as the Einstein coefficient for absorption for this specific transition ⌫=<,
which provides the probability of the transition [18, Page 517]. The full formula is given by:

B=< =
hã=<
dc0

⌫=< (d= � d<) (12)
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Often in literature, the Einstein coefficients of stimulated emission ⌫0 and spontaneous emission �
are used to express those relations. They can be converted by:

⌫
0 = ⌫ (13)

� =
✓
8chã3

c03

◆
· ⌫ (14)

The Einstein coefficient of absorption can be calculated by [18, Page 518]:

⌫ =
2c2

3n0h2 |` |
2 (15)

where n0 is the vacuum permittivity constant and ` as the transition dipole moment. This correlates
the change of the dipole moment caused by the transition with the height of the observed absorption.
Thus, only transitions that show a change in dipole moment < 0 are visible in the spectrum. The difference
in the population states between the two participating states can be calculated:

d= � d< = d=


1 � exp

✓
�hc0 ã=<

k)

◆�
(16)

using the Boltzmann distribution [20, Page 9]:

d=

d<
= exp

✓
��⇢

k)

◆
= exp

✓
�hc0 ã=<

k)

◆
(17)

with the temperature ) and the Boltzmann constant k. Inserting Equation 16 in 12 we arrive at [29,
A1-A3]:

B=< =
hã=<
dc0

⌫=<d=


1 � exp

✓
�hc0 ã=<

k)

◆�
(18)

The population density of the lower state d= is given by [29, A3]:

d= = d
6̃=

&8=C ())
exp

✓
�⇢=

k)

◆
(19)

with 6̃= as the statistical weight of the lower state = and&8=C ()) as the total internal partition function
at temperature T. The statistical weight 6̃= is often called the degree of degeneracy in literature. The
total internal partition function is temperature dependent and can be computed by the sum of all internal
energy states (rotational, vibrational, electric, etc.) weighted by their statistical weight [29, A4]:

&8=C ()) =
’
8

6̃8exp
✓
� ⇢8

k)

◆
(20)

An in-depth description of how the total internal partition function is computed is given in [18, chap.
20]. Another thorough description as well as tabulated partition functions for many molecules is given
in [30], which is also used with the HITRAN database [14]. Since, in most databases, line intensity is
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Figure 6: The line intensities of CO2 from HITRAN at 180 and 296 Kelvin. This shows the change in
transition probability dependent on the temperature.

one of the parameters used for spectral simulation, the temperature dependency must be removed from
the line intensity parameter. To achieve this, HITRAN and other databases provide the line intensity at a
reference temperature ()ref = 296 for the HITRAN database [29]). To get the line intensity at another
temperature, a temperature correction has to be applied [29, A11]:

B=< ()) = B=< ()ref)
&8=C ()ref)
&8=C ())

exp
⇣
�⇢=

k)

⌘

exp
⇣
� ⇢=

k)ref

⌘
h
1 � exphc0 ã=<

k)

i
h
1 � exphc0 ã=<

k)ref

i (21)

A closer look at computations used for simulating spectral absorption will be provided in Section 4.1.
Finally, a simplified visualization of the effect of this temperature-dependent line intensity is provided in
Figure 6. Here, the line intensities of CO2 are plotted at two different temperatures. Computations were
performed with hapi [27] using line data from the HITRAN database [14]. For the higher temperature,
the Q–branch transition from the ground state becomes less pronounced due to a higher probability of
molecules being already in an elevated rotational state. The redistribution of the internal partition function
is visible through the higher intensities, especially in the outermost parts of the P– and R–branches at
higher temperatures.

2.3 Line Shape

In the previous sections, transition energies and line intensities were determined. However, in real
applications, spectra don’t appear as simple, easily separable lines, but each transition line shows a certain
line shape of finite width. This shape is described by the normalized function 5!(:
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1 =
π 1

0
5!( · dã (22)

This chapter will describe some effects that cause and explain the obtained line shapes. This section
will treat the four main factors influencing the line shape: natural broadening, Doppler broadening,
collision broadening, and Dicke narrowing. There are additional effects slightly influencing the line shape
for which the inclined reader is referred to [31]. Here, the different effects will be described from a
physical point of view. In Chapter 4.1, a more practical stance will be adapted as different simulation
algorithms, which account for specific effects of broadening, are introduced.

2.3.1 Natural Broadening

Even if all other parameters that affect the line shape, like pressure and temperature, would be eliminated
by perfect measurement conditions, the spectral line would not be infinitely sharp. The most fundamental
effect influencing the line shape is natural broadening. Natural broadening is a quantum mechanical
phenomenon linked to Heisenberg’s uncertainty principle [32], [22, Page 354]:

�⇢8�g8 �
h

2c
(23)

Since the lifetime of molecular state g8 can be determined, we can can transform Equation 23:

�⇢8 = hc0�ã8 =
h

2cg8
(24)

The line shape caused by natural broadening is Lorentzian and determined by the uncertainty of the
energies of the upper and lower state as shown in Figure 7. Since the depopulation of the energy levels
follows an exponential decay pattern, it results in the Lorentzian line shape 6=0C (ã) with a Full Width at
Half Maximum (FWHM) of �ã=0C = 1

2cg . This leads to:

6=0C (ã) =
�ã=0C/2c

(ã � ã0)2 + (�ã=0C/2)2 with �ã=0C =
1

2c

✓
1
g=

+ 1
g<

◆
(25)

after a Fourier transformation to the spectral domain. Thus, the uncertainty of the energy of a molecular
state and, therefore, the broadening is inversely proportional to the state’s lifetime. Since electronic states
have a very short lifetime their natural broadening is in the range of 10�4cm�1. Rotational states, on the
other hand, show a rather long lifetime leading to natural broadening in the range of 5 · 10�15cm�1 [18,
Page 521]. Therefore, natural broadening for rovibrational transitions can typically not be observed using
standard equipment.

2.3.2 Doppler Broadening

The Doppler broadening effect [33] in spectroscopy is very similar to the acoustic Doppler effect well
known in daily life. It can be observed when an ambulance passes with the siren seemingly changing
frequency after it passes the observer. While the ambulance is driving toward the observer, the acoustic
waves are compressed, so their frequency appears higher to the observer. On the other hand, after the
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m

n

ΔE

Figure 7: A schematic visualization of the upper (m) and lower (n) state of an exemplary molecular
transition with their corresponding uncertainties. Those uncertainties lead to the Lorentzian spectral
shape of natural broadening.

ΔE
ΔE

Figure 8: A schematic visualization of the molecule’s motion relative to the incident light and its effect
on the energy required for a transition. This is commonly known as the Doppler effect.

ambulance has passed the observer, the frequency seems lower since the acoustic waves are stretched due
to the movement of the ambulance away from the observer.

Molecules in gas spectroscopy are moving with high velocities in all directions since they show
Brownian motion [34], [35]. The distribution of velocities is given by the Maxwell–Boltzmann distribution
?", given by [36], [37]:

?", (E) = 4c
✓
"8

2cR)

◆ 2
3

E
2 · exp

✓
�"8E

2

2R)

◆
(26)

with R as the ideal gas constant and "8 as the molar mass of the molecule 8. For the spectroscopic
Doppler effect, the incident light can be considered the observer, while the molecules show high-velocity
motion. Therefore, a shift in the absorbed wavelength can be observed proportional to the molecule’s
velocity in the direction of the incident light beam as visualized in Figure 8.

This symmetrical effect results in a line shape following a Gaussian distribution. The FWHM �ã3>?
of this distribution is given by [18, Page 519]:

�ã3>? =
2ã0
c0

s
2k) ln (2)

"8
(27)

For simulation purposes the Half Width at Half Maximum (HWHM) W⇡ is commonly used, which
can be simplified to:

W⇡ =
1
2
�ã3>? = ã0

r
)

"8
3.581165 · 10�7 (28)
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In general, the Doppler broadening of a molecule increases with increasing temperature, and its effect
is more pronounced in lighter molecules. Typical values for the HWHM of Doppler broadening in IR
spectroscopy at room temperature are around 10�3cm�1 [31, Page 74] and can therefore only be observed
with high-resolution measurements at very low pressure.

2.3.3 Collision Broadening

Up to now, only the absorbing molecule and its interaction with the incident light were considered for
the resulting line shape. However, a gas volume is typically under investigation, containing multiple
molecules. Thus, collisions of those molecules have to be taken into account. With increasing pressure,
those collisions become more likely. Therefore, all collisional effects are highly dependent on pressure.

For the effect of collisional broadening, often called pressure broadening, we only account for inelastic
and dephasing collisions [38]. Inelastic collisions refer to those that lead to energy transfer between the
colliding molecules. Dephasing collisions, on the other hand, are defined by a loss of phase coherence
within the molecule. The mean time between two collisions is given by g2>; , also called the collision
lifetime. If we now assume that each of those collisions results in a change in the molecular state, this can,
just as for the natural broadening, be linked to Heisenberg’s uncertainty principle in Equation 25 leading
to:

�ã2>; =
1

2c0cg2>;
(29)

Giving the collision FWHM �ã2>; . The collision lifetime g2>; depends on the relative velocity EA4;
of the two colliding molecules and their collision cross-section given by f2>; . For a system containing
only one molecular species, this can be simplified to:

g
�1
2>; = d8EA4;f2>; (30)

The relative velocity of two molecules is given by [18, Page 876f]:

EA4; =

s
8k)
c`8 9

with `8 9 =
<8< 9

<8 + < 9
(31)

with `8 9 as the reduced mass of the two colliding molecules. The velocity is thus dependent on the
interacting molecules’ temperature and reduced mass. The collision cross-section, on the other hand, is
given by [18, Page 876f]:

f2>; = c(A8 + A 9 )2 (32)

with A8 and A 9 as the radii of molecule i or j, respectively. Thus, the collision lifetime g2>; and,
therefore, the broadening parameter �ã2>; as well depend on the different components in a gas mixture.
Those parameters need to be adapted if the composition of the gas sample changes. When considering a
system containing only the analyte species 8 those calculations greatly simplify and Equations 30, 31 and
32 can be combined leading to:
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g
�1
2>; = 16A2

8 ?
c

k)<8
(33)

Recalling that d8 = #8
NA
+<

and +< = R)
? . This reveals the influence of temperature on the broadening

coefficient:
�Ẽ2>;,B4; 5 /

1
)

(34)

Until now, only the state change caused by the collision was considered. The phase shift, on the other
hand, results in a shift in the wavelength. This effect stems from interactions between the perturbing
molecule and the analyte, which influence the shape of the potential curves [39]. It can cause a negative
or positive shift in the peak wavenumber, depending on the strength of deformation for both energy levels.
One approximation to deal with this effect in line shape modeling is to add an imaginary (frequency
shifting) part to the correlation function ⇠ (C) [31], [40, Page 77]:

⇠ (C) = 4�(1+8�B⌘8 5 C)C (35)

With the frequency shift given by �B⌘8 5 C . The Fourier transform of the correlation function leads to
the line shape of the transition in question, and a frequency shift here results in a shift in wavenumbers.
Combining those two effects leads to an unnormalized line shape function 62>; (ã):

62>; (ã) =
�ã2>;/2c�

ã � ã0 � �B⌘8 5 C/2
�
+ (�ã2>;/2)2 (36)

This function is also known as the Lorentz profile and will be described further in Chapter 4.1.

2.3.4 Dicke Narrowing

The last effect that will be presented is the so-called Dicke narrowing [41]. Dicke narrowing characterizes
one of the effects of velocity-changing collisions. If we consider an analyte molecule with a certain
velocity E along the same axis as the light beam, this molecule is bound to collide with other molecules.
If those collisions have a velocity-changing effect on the analyte molecule, this effect will, on average,
decrease the velocity of the molecule in question. With the decrease of the average velocity of the
molecule follows a narrowing of the Doppler broadening. This effect is independent of the direction of
the molecule’s velocity. The HWHM �ã382:4 of the dicke narrowing is inversely proportional to the
pressure [31, Page 78]:

�ã382:4 /
1
?

2 (37)

The effect of Dicke narrowing becomes only applicable at high pressures and is, therefore, barely consid-
ered during laboratory spectroscopy measurements at atmospheric conditions.
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The effects presented in this section outline the most prominent influences that change the line shape
of an absorption. It is not comprehensive, and the inclined reader is referred to [31] for additional reading.
Nevertheless, the fundamentals of the physics of absorption and the most critical influences on the line
shape and height have been described. This knowledge provides a basis for the simulation of spectra in
Chapter 4 and the deep learning system for spectral adaption presented in Section 6. The next chapter
presents the spectroscopic methods that exploit the physical effect of absorption to analyze a gas mixture.
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3 Spectroscopic Methods

The physical processes of molecular absorption can be utilized to analyze gas mixtures in multiple ways.
This chapter provides an overview of optical gas absorption spectroscopy methods, including an in-depth
description of the photoacoustic measurement principle. This measurement principle will later form the
basis for generating synthetic photoacoustic spectra.

Most optical gas spectroscopy methods are based on the Lambert-Beer law presented in the first section
of this chapter. The application fields of optical gas sensing are extensive, covering health care, energy,
air pollution monitoring, industry quality monitoring, and many more [42]. Similarly, the applications
span a wide range of different requirements. Therefore, various techniques have been developed to satisfy
those demands. Here, a small subset of all possible sensing methods will be presented, which are the
most common absorption spectroscopic methods. Additional focus will be placed on photoacoustic trace
gas analysis.

First, different sensing systems focused on quantitative absorption detection of an analyte are outlined.
Afterward, an introduction to the photoacoustic measurement method is presented. This includes the
signal generation process, as well as different measurement setups and modulation techniques. Finally,
the non-spectral effects complicating Photoacoustic Spectroscopy (PAS) are outlined.

3.1 Lambert-Beer

Up to now, only the physical absorption process has been qualitatively discussed. Quantitative IR and
UV / VIS spectroscopy relies on the measured quantities transmittance )̃ (ã) and absorbance �̃(ã) of a
sample at a certain wavenumber. The relation between absorbance and transmittance is given by:

)̃ (ã) = �1 (ã)
�0 (ã)

and �̃(ã) = �ln )̃ (ã) (38)

with �0 (ã) and �1 (ã) being the incident and transmitted light intensity. Attention must be paid to the
fact that absorption �0 (ã), which is in this work used as a qualitative physical term, often refers to the
amount of light that is absorbed by the sample and must not be confused with absorbance �̃(ã):

�
0 (ã) = �0 (ã) � �1 (ã)

�0 (ã)
= 1 � �1 (ã)

�0 (ã)
(39)

The transmitted light intensity can also be expressed by:

�1 (ã) = �0 (ã)4� �̃( ã) (40)

which is commonly known as the Lambert-Beer Equation [43], [44]. The absorbance can be replaced
by:

�̃(ã) = n (ã)28 ;>?C (41)
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where 28 is the concentration of the analyte 8, ;>?C is the optical pathlength and n (ã) is the extinction
coefficient at that wavenumber. This shows that the absorbance is directly proportional to the optical
path–length and the concentration. Equation 41 holds if only one analyte and no other components absorb
at the corresponding wavenumber; otherwise, it needs to be extended. For gaseous samples Equation 41
is normally rewritten to:

�1,=0?4A80= (ã) = �0 (ã)4�U( ã);>?C (42)

Using U(ã) the absorption coefficient, which replaces n (ã)28 . Besides, absorbance can be expressed
in Naperian (base-e, 42) or logarithmic base (base-10, 43). The Naperian notation has historical reasons
and has been retained in some databases. The logarithmic version can be computed as:

�1,;>6 (ã) = �0 (ã)10�U( ã);>?C (43)

This has to be kept in mind when considering spectra from different databases as explained more
deeply in Chapter 4.2. Another commonly used quantity is the absorption cross-section f�(ã), which
can be converted to the absorption coefficient by:

U(ã) = f�(ã)d8 with d8 = #8
NA
+<

(44)

Where d8 is the particle density of the analyte, #8 is the volume ratio of the analyte 8 and NA is the
Avogadro constant and +< is the molar volume. Since the particle density d8 depends on environmental
parameters such as pressure and temperature, the absorption cross-section can be regarded as a version of
the absorption coefficient independent of ambient pressure. Absorption cross–section (9a), the absorption
coefficient (9b) as well as the absorption (9c) and transmittance (9d) of the molecule CO2 are shown in
Figure 9. Those plots were created using the HITRAN [30] line–database and the Voigt [26] simulation
algorithm in hapi [27]. HITRAN and hapi use Naperian notation. In the transmittance and absorption
spectra (9c, 9d), the effect of saturation can be seen. Here all light is absorbed �0 (ã) = 1 and none is
transmitted )̃ (ã) = 0. This is an undesirable effect for spectroscopy, which can be prevented by decreasing
the path–length or smaller concentrations.
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(a) Absorption cross–section of CO2. (b) Absorption coefficient of CO2.

(c) Absorption spectrum of 100 % CO2 for a path–length
of 1 cm.

(d) Transmission spectrum of 100 % CO2 for a path–
length of 1 cm.

Figure 9: Absorption cross-section (a), absorption coefficient (b), absorption spectrum (c), and transmit-
tance spectrum (d) of CO2 simulated using the HITRAN database and a Voigt profile. For the absorption
(c) and transmittance spectrum (d) the saturation effect can be seen.

3.2 Non-Dispersive Infrared Sensors

The most widespread and most straightforward technique in optical gas sensing is Non–dispersive Infrared
(NDIR), which was first applied in 1943 [45]. In typical NDIR sensors, a broadband emitter in the NDIR
wavelength regime is used, which passes through the gas volume. Two different filters are placed in
front of the detector, one covering the absorbing region and one a non-absorbing region of the analyte.
Those two signals’ differences can now be used to determine the analyte concentration. This technique is
visualized schematically in Figure 10a. This approach is often extended to include a dual beam approach
or rotating filters [42]. It can be used for multi-component sensing by introducing multiple filters.

Tunable Diode Laser Absorption Spectroscopy (TDLAS) is conceptually similar to NDIR but uses
a laser as an emitter, thus reaching a very narrow emission peak, which can be tuned to an analyte
absorption line. This concept is visualized in Figure 10b. It is often coupled with a two-beam approach
employing a reference channel filled with a reference sample. NDIR and TDLAS spectroscopy only
use small spectral points; thus, they do not rely on the line shape of the spectra or multiple absorption
lines. Nevertheless, precise knowledge of the peak positions is needed to select the wavelengths in

25



Chapter: 3 Spectroscopic Methods

question. Spectral interference with other substances present in the sample in one of those regions poses a
significant problem for those sensors. On the other hand, this concept lends itself well to miniaturization
and the production of specialized, possibly cheap optical gas sensors. The two approaches NDIR and
TDLAS measure the transmission, which can be converted to the absorption of a sample. To increase the
sensitivity of those methods, wavelength modulation is often employed. An introduction to wavelength
modulation is provided to the inclined reader in [19, p. 64 ff]. Nevertheless, the sensitivity of NDIR and
TDLAS is limited by the optical path length and the detector quality.

EmitterProbe

Detector

(a) Schematic overview of an NDIR gas sensor.
EmitterProbe

Detector

(b) Schematic overview of a TDLAS gas sensor.

Figure 10: Schematic overview of the NDIR (a) and TDLAS (b) gas sensing approaches. For the NDIR
(a) sensor, broadband light (yellow waves) passes through the probe and two different filters (blue, orange)
before the detector while at the TDLAS (b) sensor laser light (blue wave) covering only a small wavelength
region passes through the probe.

3.3 Fourier Transform Infrared Spectroscopy

There are two main approaches concerning spectrometers, which cover a broad part of the spectrum. They
differ in acquisition type. Both methods employ a broadband light source as their emitter. The scanning
approach uses a monochromator such as a prism or an optical grating to differentiate the wavelengths.
This monochromator is moved over time and performs a full scan of the spectrum. One of the main
disadvantages of this approach is the long duration of one measurement, up to a few seconds or even
minutes [20, p. 43]. On the other hand, it is very well suited for studying pulsed signals.

A Fourier Transform Infrared (FTIR) spectrometer is the other, more common approach. FTIRs
employ a Michelson interferometer to differentiate the wavelength signal [46]. A Michelson interferometer
splits the original beam into two parts through a beam splitter. Both beams are reflected back on mirrors
and combined again before they reach the detector. Due to the differing path lengths, the two beams
now interfere. One mirror is kept at a constant distance, and the other is moving; thus, the relative path
length between the two beams is altered. This leads to the two beams being either in or out of phase,
resulting in an interferogram. A Fourier transformation can be employed to transfer this interferogram
from the time domain to the frequency domain, hence providing the transmission spectrum. This provides
multiple advantages over the traditional scanning approach, such as higher measurement speed and a
better signal-to-noise ratio [20, p. 44]. FTIR are commonly used for (gas) analysis in many laboratories
and provide a baseline for most sensor developments. Even though they allow for sensitive and selective
quantification of gases, they are often bulky, expensive, and require trained staff, which limits their
application in consumer technology.
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3.4 Photoacoustic Spectroscopy

When handling trace gases at very low concentrations, the transmission shows a very high level. The
incident light intensity only changes slightly due to the absorption of the analyte. This creates the need for
expensive high-resolution detectors and long optical paths to allow for the induced signal alteration to be
detected. A technique to circumvent this problem is PAS. PAS can be considered a direct measurement
technique, using the pressure changes caused by light absorption and subsequent non-radiative relaxation
processes. It was first discovered in 1880 [47] and first employed in gas analysis in 1938 [48].

A laser serves as an emitter for most current PAS setups. The laser is modulated or manually chopped
to generate a modulated signal. During the on phase, the analyte absorbs the light and reaches higher
rovibrational states. During the off phase, relaxation occurs. If this relaxation is non-radiative, this
leads to heat production, which can be detected as a change in the pressure. Since on and off phases
occur periodically, this pressure signal can be measured as a microphone’s soundwave of the modulation
frequency. Its amplitude is directly proportional to the absorption signal of the probe. Hence, without any
absorption, no signal is generated, which renders this measurement method a so-called direct method. A
schematic overview is given in Figure 11. While tackling the problem of the high signal level, PAS itself
has some challenges of its own, including that only non-radiative relaxation processes can be detected, and
additional non-spectral interferences have to be accounted for. Modulation methods to increase sensitivity
are available, similar to absorption spectroscopy.

Gas

Laser

t

I

Mic

Pressure Wave

Signal

Figure 11: Schematic concept of a photoacoustic gas sensor. The modulated laser beam (yellow) is
generated by a rectangle shaped driving current. It generates a standing pressure wave within the tube
shaped cell filled with the gas sample. This pressure wave is measured using a microphone.
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3.4.1 Signal Generation

The photoacoustic signal is generated in multiple steps, as visualized in Figure 12. Since the absorption
process has already been described in the previous sections, we focus on heat production and acoustic
wave generation, which is specific to PAS. First, we focus on the heat production rate §� (C), which can be
computed as [49]:

§� (C) = §�04
8 (lC�q) (45)

with
§�0 = df(ã)�0nA4;0G (46)

acoustic 
detection

local heat 
production

excitation of 
energy states

modulated 
laser beam

periodic density 
fluctuation

 

absorption non-radiative 
relaxation

expansion/ 
contraction

standing 
wave

Figure 12: Schematic of the photoacoustic signal generation principle. (adapted from [49])

The heat production rate modulates over time with the angular frequency of the laser modulation
l and the phase lag between the modulated laser beam and local heat input q. The heat production
rate is often also called power density. Its amplitude §�0 depends on the volume particle density d, the
absorption cross-section f at the laser output wavenumber ã as well as the incident light intensity �0
and the efficiency of the molecules relaxation nA4;0G . In this equation, the laser output is simplified to
be at precisely one wavenumber. The absorption cross-section and the relaxation efficiency need to be
computed for the exact combination of molecules in a mixture.

The efficiency of the molecule’s relaxation of an individual energy state E can be defined as

nA4;0G,E =
1p

1 + (lgE)2
(47)

where gE is the non-radiative lifetime constant of E andl is the angular frequency of laser modulation.
If 100% of the excited states can return to their ground state within one laser cycle, the relaxation efficiency
becomes nA4;0G = 1. The total lifetime of an exited state gE is the reciprocal sum of the radiative gA and
non-radiative time g= constants. The total lifetime of an excited state gE corresponds to the time until 1

4

of the corresponding state decays.

g
�1
E = g�1

= + g�1
A (48)

The radiative lifetime corresponds to a radiative transition, including a generated photon. This
radiative lifetime for excited vibrational and rotational states is relatively long (0.01 - 1 s) [50]. Therefore,
in a PAS setting where the laser signal is modulated at a higher frequency than radiative relaxation is
possible, it can often be neglected. This topic is covered in more detail in Section 3.4.4.
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The acoustic wave generation is governed by multiple physical laws, including the momentum con-
servation law, mass conservation law, energy conservation law, classical fluid mechanics, classical ther-
modynamics, and the thermodynamic equation of state [51]. Its complete derivation is beyond the scope
of this thesis, and the inclined reader is referred to [19, Page 80-84]. The solution of the non-damped
inhomogeneous equation links the frequency-dependent heat production rate with the generated acoustic
wave by [52]

✓
� + l

2

2
2
B

◆
?0 (ÆA,l) =

✓
W � 1
2

2
B

◆
8l §� (ÆA,l) (49)

with
?0 (ÆA, C) =

π
dl?0 (ÆAl) 4�8lC (50)

and

§� (ÆA, C) =
π

dl §� (ÆAl) 4�8lC (51)

Where 2B is the speed of sound,l the angular frequency of laser modulation, � the Laplace operator, ÆA
the three-dimensional position vector, ?0 the absorption-induced sound pressure, and W the heat capacity
ratio. Using a typical tube-shaped resonator at the resonator eigenfrequencies l 9 of the 9 C⌘ normal mode,
the final photoacoustic signal can be described with

?0
�
ÆA,l 9

�
= ⇠24;;nA4;0Gdf(ã)%>4

�` 9
? 9 (ÆA) (52)

with the cell constant ⇠24;;

⇠24;; = (W � 1)
& 9

l 9

!'

+'
? 9 (53)

where %0 is the incident optical power, and ` 9 the reciprocal light-to-sound coupling factor of the
9
C⌘ mode. The pressure distribution ? 9 (ÆA) is the only factor depending on spatial coordinates. In the

case of the first longitudinal mode excitation, this simplifies to a sinusoidal half-wave from 0 to 1 [53].
The cell constant depends on the mode’s & 9 factor, the length and volume of the cell !' and +', and the
normalization coefficient ? 9 . Again, in the first longitudinal excitation mode, this normalization factor can
be simplified to ? 9 =

p
2 [52], [53]. For a more in-depth explanation and additional resonator geometries,

the reader is referred to [19, chap. 2.3].
The acquired photoacoustic signal is a complex signal consisting of the pressure magnitude and phase

in relation to the laser modulation. While the signal amplitude is used for most applications, the phase
also holds information, especially about relaxation pathways. Finally, this acoustically resonator-enhanced
pressure signal is acquired by a pressure transducer, often a microphone. The method of detection of the
signal greatly depends on the selection of the measurement setup.
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3.4.2 Measurement Setups

A broad range of photoacoustic measurement setups exist that are specialized for different purposes. A
full description of the wide variety of different setups is beyond the scope of this thesis. The two setups
used during this thesis will be explained in this chapter, while resources on other principles and setups
are provided. Photoacoustic measurement setups can differ in their use of different light sources and their
usage, as well as the photoacoustic cell design and choice of signal transducer. Weigl et al. [49] provide
a good overview of the different techniques, focusing on the design of a breath analysis PAS sensor.

While broad-range light sources are used for FTIR spectroscopy, in PAS, lasers and diodes are more
common. The criteria for the choice of light source selection include the optical power of the light
source, the output wavenumber, the precision of the output wavenumber, beam configuration, and cost.
While diodes are typically relatively cheap, mainly if they are also applied in other areas, for example,
telecommunication, they do not allow tuning of the output wavenumber and usually do not provide a
focused beam profile. Recently, Interband Cascade Laser (ICL) and Quantum Cascade Lasers (QCLs) have
been increasingly employed for multi-component detection due to their tunability of a few wavenumbers
and the higher optical power. In the research context, sometimes Optical Parametric Oscillators (OPOs)
have been applied, which are a laboratory instrument with a very broad tuning range, far beyond the
capabilities of ICLs and QCLs. The high cost of OPOs discourages their use in actual sensor products.
Other light sources, such as CO2–lasers, are also possible but uncommon. A QCL and an ICL have been
employed in this work.

Microphone

Resonance Volume
Buffer Volume

Figure 13: Schematic of an H-shaped resonant photoacoustic cell design as employed in the QCL
measurement example. The windows are shown in light blue, while the gas volumes remain white. Two
buffer volumes enclose the resonance volume in the middle that holds the standing pressure wave. The
microphone is placed at the middle where the highest amplitude change is expected.

One of the two measurement setups used within this thesis is an H-shaped resonant cell, with a
microphone placed in the middle of the tube as visualized in Figure 13. Two buffer volumes enclose the
resonance volume in the middle. A simple Micro Electro Mechanical System (MEMS) microphone is
placed in the middle of the resonance volume, detecting the pressure change. The acoustic resonance
gained by this setup has been described in the previous section and can be further increased by using a
Lock-in Amplifier (LIA) as the modulation frequency is known.

30



Chapter: 3 Spectroscopic Methods

Figure 14: QEPAS photoacoustic prong measurement setup as employed in the ICL measurement example.
The laser is focused between the two prongs to excite their resonance frequency. The tube resonators
enhance the signal.

The second measurement setup is a Quartz-Enhanced Photoacoustic Spectroscopy (QEPAS) setup
as visualized in Figure 14. The QEPAS setup achieves the signal amplification by exciting the quartz
tuning forks’ resonance, which replaces the microphone in this setup. Additional acoustic resonance can
be gained by the tube resonator placed in close proximity to the prongs. Quartz Tuning Forks (QTFs)
require elaborate beam focusing of the light source through the prongs. QTFs also provide better ambient
noise immunity than standard microphones [54]. On the other hand, the QTF double-resonant systems
are more prone to detuning, which increases the difficulty of calibration [49], [55].

3.4.3 Modulation Techniques

To generate a photoacoustic signal, the light has to be modulated. Two distinct modulation techniques
are commonly used in PAS. Those are referred to as Amplitude Modulated Photoacoustic Spectroscopy
(am-PAS) and Wavelength Modulated Photoacoustic Spectroscopy (wm-PAS). In amplitude modulation,
the light is periodically turned on and off. Often, this chopping can be achieved by modulation of the
operating current of the light source. An alternative is a mechanical chopper [56]–[58]. The duty cycle
of the modulation is typically at around 50 % but can be far lower for pulsed signal generation [59].

The wavelength modulation is illustrated schematically in Figure 15. The light source driver supplies
a constant offset current IOffset. The light source, therefore, generates an output at the center wavelength
_2. The output is modulated around this center wavelength. To achieve this, typically, a small sinusoidal
modulation current Imod on top of the offset current is applied. Thus, the laser output wavelength
is modulated, and when intercepting with a slope in the absorption signal, an acoustic PAS signal is
generated. This 2 5 -signal increases in height as the slope of the absorption increases. Thus, not the
absorption signal itself is measured but its derivative.

When WM-PAS is applied as an on-peak measurement technique, the modulation depth is optimized
to correspond to the FWHM of the peak in question to increase the PAS signal. For spectral acquisition,
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the offset current is slowly ramped during the measurement, resulting in multiple WM-PAS measurement
points. In this case, the modulation depth is a compromise between signal intensity and slope correctness.
While the 2 5 -signal generation of this technique brings several advantages, i.e., the constant absorption
background does not contribute to the signal, it also makes the signal more sensitive to changes in peak
shape, often resulting from pressure changes.
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Figure 15: The wavelength modulation principle in photoacoustic spectroscopy. The laser driver generates
a current signal modulated around a center current IOffset. This signal pumps the laser to emit light
oscillating around a center wavelength _peak. The rightmost plot shows the absorption coefficient (dark
blue) of the transition over the wavelength. The incident light generated by the laser is indicated in orange
and oscillates around the center wavelength. This oscillating signal generates the light blue acoustic
pressure signal. (Adapted from [49])

3.4.4 Non-Spectral Effects

Even though PAS can achieve great sensitivity for trace gas spectroscopy as it is a direct measurement
technique, it comes with some disadvantages. This includes additional non-spectral effects that differen-
tiate the photoacoustic signal from traditional absorption spectra. Those have to be considered, especially
in complex gas mixtures. The most critical non-spectral effects include:

• Non-radiative molecular relaxation

• Acoustic attenuation

• Changes in heat capacity ratio
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Non-radiative molecular relaxation
Non-radiative molecular relaxation relates to the parameter nA4;0G introduced in Equation 47. It

simplifies to one if all molecules excited by the absorbed light relax non-radiatively during one laser
cycle. Those relaxation processes include collisional relaxation processes. When the excited molecule
collides with another molecule, it can transfer all (VT relaxation) or part of its vibrational energy (VV
relaxation) as translational energy. VV relaxation can happen as an inter- or intramolecular energy
transfer, so the translational energy is transferred to the collision partner or onto itself. Those processes
are visualized in Figure 16.

a)

b)

c)

d)

Figure 16: Schematic representation of the non-radiative relaxation processes. After a collision with
another molecule (a), intramolecular energy transfer (b), a VT relaxation (c), or a VV relaxation (d) can
take place. (adapted from [49])

With more complex gas mixtures, the number of possible intermolecular transitions increases sig-
nificantly, rendering the computation of the radiative lifetime more complex. To compute the radiative
lifetime correctly, all possible transitions must be included. The exact efficiency of the relaxation also
depends on the gas composition and pressure, as the number of collisional partners impacts the probabil-
ity of a particular transition happening. Those thoughts have long been neglected and simplified in PAS
[16]. Recently, analytical approaches to deal with those relaxational effects in changing gas compositions
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have been reported that show good agreement with measured data [53], [55], [60], [61]. An algorithm to
compute the collision-based non-radiative efficiency has been introduced by Müller et al. [16]. It has been
shown exemplarily on a NIR methane transition. Even though this algorithm and the previous analytical
solutions allow a simulation of the relaxational-induced signal alterations, many transitional parameters
are needed for each composition and transition, which are often hard to obtain.

Acoustic attenuation
From Equation 49, the dependence of the standing wave in the acoustic resonator on the speed of sound

2B becomes evident. When the gas matrix changes significantly, the speed of sound of the medium also
changes, leading to shifts in the resonance frequency of the system. In this case, the resonance frequency
needs to be adapted; otherwise, substantial deviations from the calibrated value can be observed [62].

Heat capacity ratio
The cell constant of the resonator depends on the heat capacity ratio W of the gas matrix corresponding

to the ratio of the specific isobar and isochore heat capacities, ⇠? and ⇠+ . This heat capacity ratio of
gaseous media can generally be expressed as

W =
⇠?

⇠+
= 1 + 2Õ

5

(54)

where
Õ
5 is the sum over all Degree of Freedoms (DOFs). Those DOFs include linear motion and

the molecules’ rotational and vibrational states. At lower temperatures and faster acoustic frequencies, no
longer all vibrational DOFs can be considered to contribute to sound propagation, leading to changes in
W. A more detailed description and derivation can be found in [49, Chap. 4.3.1.] and [63].

This chapter provides an overview of the spectroscopic methods in optical gas spectroscopy, focusing
on photoacoustic signal generation. This knowledge is applied in Chapter 7 to generate synthetic photoa-
coustic spectra. Another important part of synthetic photoacoustic spectra is the underlying absorption
spectra, whose computation will be presented in the following chapter.
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4 Absorption Modeling

The physical processes described in Chapter 2 can be used to simulate synthetic absorption spectra. The
common toolchains for their computation are described in this chapter. The simulated absorption spectra
form the basis of the synthetic photoacoustic spectra presented in Chapter 7 and the training data for the
adaption deep learning model presented in Chapter 6.

Leveraging the knowledge of the physical effects governing molecular absorption, modeling the
absorption spectra and their characteristics is possible. With those methods, an expected spectrum of the
absorption of a specific gas composition can be obtained. The line data-based simulation can be compared
to and evaluated against an actual, measured spectrum. This kind of simulation allows for determining
the composition of a gas mixture.

In the following section, the modeling of absorption spectra will be introduced. After introducing two
line shape models, the easy-to-determine Voigt and very precise Hartman-Tran model, the different line
databases currently available online are presented and compared. Next, an introduction to the applied
simulation code provided by hapi [27] is given. Finally, the limitations of the line-based modeling approach
are discussed. The available cross-section databases and additional methods to simulate absorption spectra
are presented as alternatives.

4.1 Line Shape Models

Various line shape models exist, incorporating various molecular effects and requiring a different amount
of compute and input parameters. Therefore, researchers and sensor developers must select a line
shape model applicable to their use case. One point of consideration are the ambient parameters at
which the measurement will be conducted, as different effects dominate the line shape at different
ambient configurations. For example, the Doppler effect shows at very low pressures, while Dicke
narrowing only becomes notable at high pressures, rendering specific effects important for different
ambient configurations. Another parameter to consider is the availability of line shape parameters.
Simpler profiles like the Voigt model, which will be explained in Section 4.1.1 only require a few
parameters, while more intricate models, as the Hartman-Tran model presented in Section 4.1.2 require
many additional line shape parameters which might not be available for many transitions or molecules.
Last, computation time and the needed wavenumber resolution must be considered for line shape selection.
One spectrum often consists of many thousands of transitions, and line-shape algorithms are usually not
yet fully parallelized. In this subsection, the most common line-shape algorithms are presented. The
section is intended to provide an overview of available line shapes but is by no means complete. A more
exhaustive overview can be found in [31]. All algorithmic descriptions used here are based on their
implementation in hapi (Version 1.1.0.9.7) [27].
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4.1.1 Voigt Model

The widely used Voigt profile [26] combines the dephasing collision broadening presented in Section 2.3.3
and the temperature induced Doppler broadening presented in Section 2.3.2. It is, therefore, applicable,
especially in the medium pressure range at normal temperatures, which corresponds to the ambient
configuration on Earth. It also provides the basis for many more intricate line-shape models [31, p. 79ff].

The Voigt profile is the Laplace transform of the product of the two time-dependent dipole autocorre-
lation functions of the Doppler and Lorentz profile normalized to area 1 [31, p. 79]:

�+ (G, H) =
π +1

�1
�⇡ (G0) �! (G̃ � G0, H) 3G0 (55)

Where �+ is the voigt profile, �⇡ the Doppler profile and �! the Lorentz profile. The variables G, G̃
and H are dimensionless parameters introduced by [64], [65], to ease computation. They are defined as
follows:

G = (ã � ã0)
p

ln (2)
W⇡

(56)

H =

p
ln (2)
W⇡

W0 (57)

G̃ = G �
p

ln (2)
W⇡

�B⌘8 5 C (58)

Where W0 is the HWHM of the collisional broadening which corresponds to 1
2�ã2>; described in

Equation 29 and W⇡ the HWHM of the Doppler broadening. Using those parameters, the Lorentz and
Doppler profile functions can be defined as follows [31, p. 79ff]:
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Hence, the function for the Voigt profile from Equation 55 can be rewritten as:

�+ (G, H) = 1
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where  (G̃, H) is the Voigt function which is normalized to area
p
c. An extensive description of the

Voigt function can be found in [66]. It is not analytically solvable. The Voigt function corresponds to the
real part of the complex probability function [67, p. 298 ff]:

F (G, H) = 8

c

π +1

�1

e�C2

G � C + 8H 3C (62)

36



Chapter: 4 Absorption Modeling

Multiple efficient computational approximations have been developed for this function and are used in
practice [68]–[70]. In the hapi [27] code the approach proposed by Schreier et al. [70] has been adopted.
As such, the computation of the Voigt profile is typically performed as follows:

�+ (G, H) = 1
c

Re [F (G, H)] (63)

The difference between the Voigt and Lorentz profiles is visualized in Figure 17. The graph was
computed using hapi [27] for CO2 at 50°C at 1 atm pressure. The region of the changes is best visible
in the lower part of the plot, where the difference in the profiles is depicted. The absolute peak height
and the slope of the peak are most affected. The difference between the two line shapes increases with
decreasing pressure.

While the Voigt model is standard for many applications, its shortcomings have been thoroughly
presented in [31, p. 79ff]. Since the measurement resolution has dramatically improved over the last
decades, more accurate modeling is needed. While many different models were created to incorporate the
effects of velocity-changing collisions and their speed dependence and speed dependence of their shifts,
it took some time to define a standard model recognized in the community. This was an especially crucial
step since the line databases only provided Voigt parameters for a long time. The higher precision model
that finally emerged is the so-called Hartmann–Tran (HT) model or Partially–Correlated Quadratic–
Speed–Dependent Hard–Collision (pCqSDHC) profile [71], which will be described in the following
section.
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Figure 17: Difference of the Voigt and Lorentz profile of CO2 at 50°C and 1 atm. The top plot shows the
two simulated peaks. Here the difference is almost to small to notice. Therefore, the lower plot shows the
difference between the simulations, enhanced by three orders of magnitude.
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4.1.2 Hartman-Tran Model

After the standardization process described in [71], the HT or pCqSDHC model has also been adapted by
HITRAN [14] and hapi [27] which now provide the parameters needed to compute this Non–Voigt profile
whenever possible. The advantages of this line shape model have been summarized in [72] as:

• sufficiently physically based

• meaningful line parameters

• just slightly larger compute time

• many other profiles as limit cases

• compatible with line mixing effects

Having multiple other profiles as limit cases allows the usage of the model even if some required
parameters remain unknown as the model then reverts to other profiles. Those are further described
later on. The model includes multiple physical effects in addition to Doppler and Lorentz broadening
by dephasing collisions. The pCqSDHC model considers collision-induced velocity changes, speed-
dependent broadening, shifting coefficients, and a correlation between velocity and internal-state changes
[72]. It thereby expands the previously described Dicke narrowing 2.3.4 by considering the speed
dependence of this effect. To fully integrate all those effects, seven parameters are needed. Those are
presented in Table 1.

Parameter Name Unit
a0 Unperturbed position of the transition [2<�1]
W⇡ HWHM of Doppler broadening [2<�1]
W0 HWHM of collisional broadening (speed–averaged) [2<�1]
W2 Speed dependence of the line–width [2<�1]
�0 Speed–averaged line–shift [2<�1]
�2 Speed dependence of the line–shift [2<�1]
E+⇠ Velocity–changing frequency [2<�1]
[ Correlation parameter [1]

Table 1: Line shape parameters for the computation of the HT-profile

Profile Reference Limit of the PCqSDHC profile
Voigt [26] E+⇠ = [ = W2 = �2 = 0

Rautian [40][ [ = W2 = �2 = 0
quadratic speed dependent Voigt [73] E+⇠ = [ = 0

quadratic speed dependent Rautian [40] [ = 0

Table 2: Limit cases of the PCqSDHC profile.
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The profile is computed as [27, Version 1.1.0.9.7]:
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where F(G) is the complex probability or Voigt function defined as [67, p. 297ff]:
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with:
⇠0 = W0 + 8�0 and ⇠2 = W2 + 8�2 (71)

⇠̃0 = E+⇠ + (1 � [) (⇠0 � 1.5⇠2) and ⇠̃2 = (1 � [)⇠2 (72)

Using a combination of Voigt functions F(I) dramatically reduces the computational power needed
for this model as the same approximations described in Section 4.1.1 can be used. The limit cases of the
pCqSDHC model are described with corresponding references in Table 2. Those models can, therefore,
easily be modeled by setting the corresponding parameters to zero. As such, a meaningful line profile is
still provided for many parameter settings with unknown parameters.

4.2 Line Databases

The parameters used in absorption modeling are collected in so-called line databases. They are typically
curated and include or adapt parameters only after a quality assessment. Most databases can be found
in the virtual atomic and molecular data center [74], [75], which aims to unify access to this kind of
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data. Several line list databases are available there. They are specialized for different applications and
use cases. Bernath [76] comprehensively compares the various databases available and their application
cases. It is essential to keep in mind the different units used in different databases and their conversion
as well, as no standardization between the databases has been reached. The HITRAN database [14] was
chosen for all subsequent experiments and simulations as it covers a wide range of spectral regions and
molecules and broadening parameters. For those reasons, it is the most common database in trace gas
sensor development. Parameters in HITRAN are based on a combination of precise spectral measurements
and physical chemistry. It is frequently updated and extended. The database currently holds line data for
55 molecules. Each parameter also contains an uncertainty associated with it, which can be relatively
high. Typically, broadening parameters for self and air are contained. Only a few molecules include
additional broadening parameters (for example, water has CO2 broadening parameters). As such, the full
HT model can hardly ever be used with data available from HITRAN. It also has to be remembered that
the simulation parameters are not necessarily correct. Even though great care is taken by the curators,
some parameters are still somewhat vague and thus can cause misinterpretations if too much weight is
given to the simulated data.

4.3 Simulation Code

In combination with the HITRAN online web interface [77], the simulation and interface code in Python
called hapi [27] was introduced. This implementation has been continuously improved and includes
a download Application Programming Interface (API) and the spectral modeling functions presented
previously. With the 2020 update to the HITRAN, database [14], a new version of hapi, hapi2, was
introduced, which is intended as a complete do-over of the API. Currently, it covers only the download
API but is intended to include the full hapi functionality. The work in this thesis has been performed with
the original hapi code (Version 1.1.0.9.7). Still, a transition to hapi2 is advisable for future work once the
full functionality is implemented, as the code is expected to be cleaner and faster due to the improvements.

HITRAN and hapi often use the so-called HITRAN parameters, which refers to the presentation of
the absorption cross-section in cm2/molecule, while other databases and codes typically provide cm�1.
A conversion can be performed by multiplying the HITRAN units with the volume number density d in
molecules

m3 . The conversion is provided in Equation 73 and depends on the current environmental settings
of pressure ? and temperature ) . The Boltzmann constant : is needed for conversion as well. Notably,
inside hapi, the Centimeter-Grams-Seconds unit system is used.

⇥
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4.4 Limitations

Even though the line based simulations have greatly improved in the last decades, the following limitations
have to be considered when using them:

• Not all molecules are available

• Not all transitions are available

• Parameters are not without error

• Not all parameters are available for each transition

• Broadening can mostly only be simulated for synthetic air and self

• Depending on the parameters and algorithm used, not all physical effects are considered

• Parameters are often provided with a big error margin

• Extreme environmental circumstances necessitate different simulation approaches

While some of the mentioned limitations are easily accessible during experimentation, such as the
unavailability of specific molecules, others are often overlooked by practitioners. The broadening effects
of air, for example, are often used as a proxy even though the actual broadener is vastly different. This is,
for example, the case for broadening in a natural gas deposit where CH4 and other hydrocarbons are most
prominent. Therefore, careful and mindful use of the available tools is required. Due to those limitations,
additional databases containing cross-sections of well-known molecules and mixtures are needed. Those
are presented in the following section.

4.5 Cross-Section Databases

Precise measurements are often employed for molecules where simulation is not amendable, but that
are of great interest in research. The most extensive compilation of those measurements, converted
to absorption cross-sections in cm2

molecule is available from HITRAN [78] including also a large portion
of the Pacific Northwest National Laboratory (PNNL) library [28]. The measurements are available
through HITRAN online [77] and include the original reference data. Currently, more than 2000 spectra
from 328 molecules are available. Typically, multiple measurements at different environmental settings
were collected at comparatively high resolution (around 0.5-0.1 cm�1). Those can be incorporated with
simulated data to obtain approximate mixture spectra.

Care must be taken to ensure correct data handling when using measured absorption cross-sections
in simulation. Measured cross-sections typically contain measurement artifacts that cannot be prevented.
Those are commonly noted in the original publication, for example, in [79] and often include fringes from
the measurement device and spectral residuals from other molecules, mainly water. Those need to be kept
in mind when using those measured absorption cross-sections in downstream tasks, as especially machine
learning approaches could overfit on those artifacts. In addition, the noise in regions without absorption
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should not be underestimated. Therefore, those measured cross-sections are not easily scaled to high
concentrations. The maximum sensitivity on each absorption measurement has to be considered separately
for every original publication, but cross-sections of less than 10�25 cm2

molecule can typically not be considered
applicable. Some original publications have also published the measurements from which the final
absorption cross-section was derived. Those measurements can be used to include additional variation
in the data. Finally, measured absorption cross-sections are only available at specific configurations of
pressure and temperature, and interpolation is not readily available.

4.6 Other Approaches

In addition to the presented databases for spectral data, simulation from line data, and measured absorption
cross-sections, additional techniques exist. For the simulation of absorption cross-sections, ab initio
approaches, which do not include any parameters like collisional broadening, are also available. Those
simulation approaches have not yet reached a quality to be of interest for their use in sensor development
or industry, but an overview can be found in [31]. Another interesting approach has been followed by
Michalenko et al., who used a neural network to predict some of the line parameters for atomic spectra
[80].

Finally, Toon et al. [7], [15] have developed Estimated-Pseudo Line Lists (EPLLs) at the Jet Propulsion
Laboratory (JPL) to allow environmental adaption of measured absorption cross-sections to different
pressure or temperature configurations. To create an EPLL, the partition function of the molecule in
question needs to be known, and multiple high-precision measurements of the molecule in question at
different environmental configurations are required. With this knowledge, an over-constraint physical
model is created. This model corresponds to a devised line list with evenly spaced lines on a wavenumber
grid. For each pseudo line, the lower state energy E” and its strength are fitted from the measurement
spectra employing the Voigt line shape function. Standard simulation can now be conceived from this
pseudo line list, leading to absorption cross-sections at new environmental configurations. An extensive
collection of EPLLs can be found at [81] including documentation on their generation process. EPLLs
have been successfully employed in atmospheric composition research [82], [83]. Their advantages
include compensation for measurement impurities, as multiple measurements are used for the generation
and easy handling in combination with line-data bases. Their disadvantage includes the need for a large
amount of high-precision measurements and precise knowledge of the molecule, including the partition
function.

The presented simulation approaches and databases provide the underlying data for the results in
part III. In Chapter 6, a deep learning approach to achieve cross-section adaptation to different pressure
configurations is presented, which provides an alternative to EPLLs and uses hapi simulated absorption
spectra as the training data. Similarly, the synthetic photoacoustic spectra described in Chapter 7 use
simulated or measured absorption cross-sections as input parameters.
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5 Machine Learning and Chemometrics

In this chapter, the machine learning techniques applied in the result section, Chapter 7 and the deep
learning models used in Chapter 6 are introduced. An overview of the field of chemometrics and the
associated machine learning methods with a focus on absorption spectroscopy is provided. After a short
introduction of chemometrics and Artificial Intelligence (AI) in general, where we classify the techniques
covered in this thesis, a more in-depth overview of supervised methods in gas spectroscopy will be given.
Afterward, essential practices in machine learning focused on spectral data are described, including
preprocessing, data augmentation, and hyperparameter tuning. Next, an overview of variable selection
techniques focused on spectral data is provided. Finally, the adaption of spectral data with the help of
machine learning is presented. Here, the different spectral metrics available to compare the similarity of
spectra are highlighted.

While chemometrics is a broad topic, including the interpretation of all chemical signals, here we
only focus on the interpretation of spectra, namely absorption spectra. The field is partially visualized
in Figure 18, indicating its broadness. Chemometrics can be defined as the use of mathematical and
statistical methods to analyze chemical data and design measurement setups [84]. Chemometrics includes
the analysis of spectral data and covers all kinds of chemical applications, like molecular synthesis and
experiment design. When handling spectral data, a broad range of measurement techniques and data types
remain. So not only absorption spectra but also Nuclear Magnetic Resonance (NMR) or Raman spectra
can be handled by chemometric methods [85], [86]. Even though machine learning techniques applied to
those spectroscopic methods can be similar and used as inspiration, the underlying physical principle of
the data differs for each kind of spectroscopy. Therefore, a direct transfer of machine learning models or
even approaches is not always possible [87]. Even at the most fundamental level, absorption spectra still
show substantial differences when taken in different physical states. For example, spectra acquired from
solid or fluid materials suffer from strong scattering effects, which is not the case for gaseous samples
[88]. Spectral data from different measurement techniques or materials might appear very similar to the
untrained observer but require a very different treatment during analysis.
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Figure 18: Schematic overview of the field of chemometrics and the allocation of gas absorption spec-
troscopy.

While chemometrics started at the forefront of pattern recognition and, thereby, machine learning
in the 1970s, Brereton, one of its most recognized current leaders, describes it as a field that strongly
diverged from the mainstream machine learning and pattern recognition community, focusing on evolving
their own, highly specified tools with little communication to other disciplines [89]. The field has been
extensively reviewed in a series of publications. From its beginnings in the 1970s [90], [91], followed by
the review from the period from 1985-1995 focused on multivariate analysis [92]–[94] and more recent
advances in supervised multivariate analysis [95], [96]. Due to the divergence of the fields, early adapters
of typical machine learning technologies in absorption spectroscopy have often provided tutorials focused
on a translation between the two disciplines [87], [97], [98]. Even though larger deep learning models
like Convolutional Neural Networks (CNNs) and Transformer models have been applied in absorption
spectroscopy, the amount of data available for training remains often at a few thousand samples, which
results in a strong risk of overfitting and limits the application of large models [99], [100]. The risk of
overfitting will be further described in the context of neural networks in Section 5.3.

5.1 Artificial Intelligence and Machine Learning

The influence of Machine Learning (ML) and AI on the field of chemometrics has grown in recent years.
This increase is visualized in Figure 19. The topic of ML in chemometrics increased from around 12.5
% in 2014 to 30 % in 2022. Data on the number of publications was acquired from apps.dimension.ai
using a free-text search for the keywords "chemometrics", and "chemometrics" and "machine learning"
simultaneously. Since AI and ML cover an extensive range of techniques and applications, their full
description is beyond the scope of this thesis. Here, only the techniques used within the thesis will be
described, and a focused overview of the applications in absorption spectroscopy will be provided. For a
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complete overview of the field and a fundamental understanding of the techniques, the inclined reader is
referred to excellent books on the topic [101]–[103].

Figure 19: Percentage of publications containing the keyword "Chemometrics" and also "Machine Learn-
ing". (created using apps.dimension.ai)

As AI and ML are umbrella terms, each covering a broad field, a more precise definition for this thesis
is required. The research community has not yet conceded to one full definition [104]. In this thesis, we
follow the commonly used definition of the Oxford dictionary 1 and treat AI as a vast field that is defined
by algorithms that perform tasks that usually require human intelligence. ML itself is a subset of AI, as
it is considered to achieve this intelligence by extracting knowledge from data without being explicitly
programmed. Within ML, three main types of learning are commonly differentiated, which are visualized
in Figure 20 [103, Chapter 18].

Supervised learning is the most common type of learning, referring to a situation where the input
and associated output data are available. This refers to, for example, having a fully labeled spectroscopic
dataset where the actual gas composition is known for each acquired spectrum. On the other hand,
unsupervised learning refers to the training situation where this labeling information is unavailable.
In spectroscopy, this can, for example, be the case in quality monitoring, where the actual chemical
composition of the analyte is not known, and only deviations from the norm need to be analyzed. For this
example task and many other cases, those two types of learning can overlap. It can often occur when only
a few labeled samples are available, but a vast amount of unlabeled data can be acquired at a lower cost.
This is then considered semi-supervised learning. An extensive range of methods to combine the two
kinds of learning exists. Finally, reinforcement learning is applied to an entirely different situation. Here,
an environment and an agent interact to achieve a good acting policy, which can maximize the agent’s
reward. This is commonly known as the setup of gaming scenarios, for example, in the Chinese game of
Go (with the agent Alpha Go) and other games. In spectroscopy, this kind of learning is less common,

1https://www.oxfordlearnersdictionaries.com
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but techniques from reinforcement learning might be used, for example, in experiment design. As this
thesis focuses on the application of supervised learning in gas absorption spectroscopy, an overview of
applications and approaches will be provided in the next chapter.

Supervised
Learning

Input Output

Model

Unsupervised
Learning

Input

Model

Reinforcement
Learning

Model

Environment

Agent

Semi-supervised Learning

Figure 20: Overview of the different types of machine learning.

5.2 Supervised Learning - Algorithms

The field of supervised machine learning and the available range of algorithms is very vast and has grown
tremendously in the last few years. Many approaches from ML were applied in spectroscopy. Therefore,
the focus will be on models commonly used and applied within this work. The selected algorithms are
summarized in Table 3, including their essential characteristics like linearity, ease of interpretation, and
if they are considered an ensemble method. After introducing the respective models, examples of their
application in (gas) spectroscopy will be presented in the following sections. Due to the vast number of
models, only a broad introduction to each model is provided. Citations for a more in-depth discussion
and further explanations of the models are provided in each respective section. Due to their importance
and diversity, neural networks will be covered in a separate section.

Model Non-linear Ensemble Interpretation References
MLR – – – + [101, Chapter 3.1]
MCR – – – ++ [105], [106]
PLS – – + [107], [108]
SVR + – – [101, Chapter 7.1.4]
RF ++ + – [101, Chapter 14.4]
GB ++ + – [109, Chapter 10]

ANN ++ – – – [102]

Table 3: Overview of machine learning approaches described and their characteristics.
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MLR Multi Linear Regression (MLR) is the most basic linear model, which can be seen as an extension
of simple linear regression. As presented in Equation 74, it is a linear combination of the adapted weights
, and the input variable G. The weights are typically fitted using, for example, least-squares regression.
An additional component can extend the input vector G to provide a bias term that is not dependent on the
input variable. An in-depth description can be found in [101, Chapter 3.1]. MLR does not cope well with
the high collinearity of spectral data, leading to poor performances in those cases.

5 (, , G) = ,)
G (74)

MCR: Multi Curve Regression (MCR) has been specifically designed to tackle the mixture problem,
where multiple spectral signals overlap. It does so by recreating the measured spectrum through a linear
weighted combination of single-component spectra weighted by their estimated concentration. Errors of
this fitting are indicated by the error term, which is minimized. This represents a bilinear combination
of already-known base spectra. Many fitting algorithms can execute the optimization, but least-squares
remains the most popular approach. An in-depth tutorial and review on techniques and best practices by
de Juan et al. can be found here [105] and here [106]. This method incorporates physical information in
the form of base spectra, thus providing a straightforward interpretation. This makes it highly dependent
on the quality of those spectra and does not easily allow for an application when additional, changing, or
unknown components are included.

PLS: Partial Least Squares (PLS) or Partial Least Squares Regression (PLSR) can be considered an
extension of MLR, which allows for the use of latent variables and adds the optimization of the correlation
of those latent variables. It thereby can cope better with the high collinearity of spectral data. PLS can
be considered the workhorse of chemometric analysis [107]. The PLSR is linear in its parameters. A
non-linearity can be included via a non-linear kernel function, which transforms the input space. The
usage of kernel functions is not very common in chemometrics. The difference to MLR stems from the
different optimization of the weights. In the first step, the correlation of the latent variables with the target
variables is optimized. Next, the loading vector is estimated. The number of latent variables in the model
needs to be optimized during hyperparameter tuning. Multiple in-depth tutorials focused on spectral data
exist [107], [108]. PLS results can be interpreted by analyzing the loading and score vectors.

Support Vector Regression: While Support Vector Machine (SVM) for classification is based on
maximizing the margin between the classes, Support Vector Regression (SVR) has a small margin around
the correct prediction, which is not penalized. Similar to SVM, SVR is typically extended with a kernel
function, which transforms the input parameters to a different space, which might allow for a better
regression. An in-depth explanation can be found in [101, Chapter 7.1.4]. Using a kernel function allows
the SVR model to go beyond the linear modeling and integrate non-linear behavior. The kernel function
needs to be tuned during hyperparameter tuning.

Random Forest: Random Forest (RF) is an ensemble model which combines multiple Decision
Trees (DTs). A DT is a simple, sequential model that divides the input space. It can be adapted for use in
regression. This results in a non-linear, step-wise estimation. The model and fitting process are described
in depth in [101, Chapter 14.4] and [103, Chapter 18.3]. While those tree models are easily created, they
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are not very expressive. Therefore, an ensemble of DTs, called RF, is used. Here, many DTs are fitted
on different subsets of the training data and input attributes. Their predictions are averaged to generate
the final output. With the ensemble, outliers in the data can be compensated for. Hyperparameters for
pruning the underlying DTs and the combination of DTs into a RF need to be tuned. While RFs bring
all the positive aspects of an ensemble method, the underlying DT models suffer from problems with
interpolation between training data points as they were originally intended for classification.

Gradient Boosting: Gradient Boosting (GB) is rather similar to RFs as it is an ensemble method
built on DTs as the base model. It differs from RF in the generation of the model. While in RF, each tree
is constructed independently, and the results are aggregated, in GB, each DT depends on the result of the
previous iteration, and the results are combined one at a time. An in-depth explanation of GB is provided
in [109, Chapter 10]. The hyperparameters of the pruning of the DTs and the GB generation need to be
tuned. The advantages and disadvantages are similar to those of RFs.

5.3 Neural Networks

Artificial Neural Networks (ANNs) form the basis of many new applications around ML and have
dominated the developments in the last decade. Therefore, a more in-depth discussion of the different
architectures and techniques surrounding neural networks is provided in this thesis.

Even though ANNs are inspired by the architecture of brain neurons, they significantly differ and
fail to incorporate essential features of our brain. They are now ubiquitous in many domains, including
chemometrics. The simplest kind of neural network is a concatenation of weighted functions, including
an activation function. Those neurons can be combined in layers, and multiple layers form a network. The
weights within those networks are adapted to the training data using backpropagation. Any function can
theoretically be fitted with enough neurons, which renders the ANNs universal function approximators.
The more adaptable parameters or weights are available to the network, the more samples must be contained
in the training data to counter overfitting. Overfitting specifies a too-perfect network performance on the
training dataset, failing to generalize well on the validation and test dataset. It can be colloquially compared
to having learned the training samples by heart and not being able to apply the pattern behind the data.
Many techniques and specialized layers have been developed to improve neural network performance and
counter overfitting. An in-depth overview of neural networks and essential techniques can be found in
[102].

Like other ML techniques, multiple training parameters of ANNs need to be tuned. Various methods
exist, which are only partially described in standard references [102], as they are continuously developed
and improved upon. In addition to the training process, the architecture of the network can be tuned.
Here, a wide variety of possible layer types can be used. We only cover the layers applied within this
work, as a full review would be out of scope:
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• Fully Connected: A standard fully connected layer consists of weights, and an activation function
� as presented in Equation 75. An additional component can extend the input vector G to provide a
bias term that is not dependent on the input variable. Each neuron of the incoming layer is connected
to each neuron of the outgoing layer via a weight that can be adapted during training. The choice
of activation function depends on the task at hand and serves to integrate the non-linearity in the
network. Often, a Leaky Rectified Linear Unit (ReLu) function is applied.

H = �(,G) (75)

• Convolutional Layer: A CNN contains convolutional layers which became popular in image
recognition [110]. Those convolutional layers perform a discrete convolution on a window from
the input data as presented in Equation 76 and slide over the full range of input data. This
way, the convolutional filter weights are shared for the full spectrum. While most examples of
convolutions are used in image processing and apply to two-dimensional data, their application to
one-dimensional spectral data is not uncommon. The learned convolutional filters have been found
to resemble typical spectral preprocessing steps like differentiation [97]. It is often combined with
batch normalization or pooling layers described in [102].

H =
1
G

’
8

F8G8 (76)

• Residual Blocks: When the model depth is increased beyond a dozen layers, the vanishing gradient
problem can cause the training to fail. To counter this continuous shrinking of the backpropagated
gradient through multiple layers, the residual connection was introduced by He et al., allowing
much deeper architectures [111]. A residual connection can be considered a direct routing where
the input is added to the output. This creates a residual block, which can include multiple different
layers. A schematic of this block is visualized in Figure 21.

scale

ReLu ReLu

add

Figure 21: The basic schematic of a Residual block. The input is split into two paths, one passing through
two layers, commonly convolutional layers, while the other is scaled and added to the output of the first
path before leaving the residual block.
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• Squeeze and Excite Blocks: Squeeze and Excite (SE) connections as presented in [112] have
been used within this work. They have been inspired by recent transformer networks adding cross-
channel connections to the architecture. It is visualized in Figure 22. A global average pooling
operation extracts the channel mean. Those averages can interact in a very small two-layered linear
fully connected neural network before being reintroduced to the full block input via multiplication.
This way, a scaling of each channel dependent on the other channels is achieved.

linear linear

global
average
pooling

ReLu

sigmoid

multiply

Figure 22: The basic schematic of a Squeeze and Excite block. The input is split into two paths. The upper
one passes through a global average pooling to extract the channel means, which are fed to a two-layer
network. The output is scaled by a sigmoid function and multiplied by the input data from the second
path.

Two more important concepts specific to neural networks need to be presented for the remainder of this
thesis. The first is the Latent Representation. Layers within the network are referred to as latent layers
as they contain a transformed version of the input data after activation, which is not easily interpretable.
This latent information can nevertheless be used for specific applications. This includes regression on
the latent representation, denoising, anomaly detection, and compression [113]. It is typically obtained
using an Autoencoder (AE) architecture as depicted in Figure 23. This unsupervised architecture is
hourglass-shaped with respect to the parameters, with a bottleneck in the middle. The same data point
fed into the network is used as the target, so the AE learns to reconstruct the data. The latent information
in the bottleneck can then be extracted and used [113]. There are many expansions around the basic
AE, including Variational Autoencoders (VAEs) or Wasserstein-Autoencoders, as well as combinations
of Generative Adversarial Networks (GANs) and AEs. For a more in-depth discussion, the inclined reader
is referred to [113]
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Figure 23: The basic architecture of an autoencoder used to create an expressive latent representation.
The output data of an autoencoder corresponds to the input data. The encoder compresses the data to fit
the latent representation. The decoder then reconstructs the input data from the latent representation.

Finally, the concept of Fine Tuning is one of the most successful approaches to counter overfitting
in the case of small specialized datasets. It refers to adapting a previously trained network on the final,
specialized dataset. Therefore, the network is initialized with the weights of the previous training and
trained for a few additional epochs on the small, specialized dataset. This fine-tuning can be applied
to the full network or only to the last few layers, depending on the domain gap between the previous
and final datasets. This allows using the knowledge the model has previously acquired, especially in the
first few layers, which are often quite general, to be used in the final task. This approach is common in
chemometrics and often applied in the context of calibration transfer [114], [115].

5.4 Supervised Learning - Applications

ML in absorption spectroscopy already spans a vast field. Therefore, here we focus on an extensive review
of the application of machine learning techniques in photoacoustic multi-component gas spectroscopy
while highlighting important works and reviews that cover the broader area. An overview of essential
publications applying machine learning to PAS is summarized in Table 4, which will be described in more
detail in this section.

The first multi-component PAS detection systems were devised for freon-125 and acetone quantifica-
tion by Lewicki et al. in 2007 [116] and further developed by Kosterev et al. in 2010 [117]. While those
two publications show photoacoustic spectral measurements, which demonstrate the separability of the
spectral components via MCR, they lack a rigorous evaluation of the proposed concept over a broad range
of concentrations. The concentration error was not quantified during either experiment. They mainly
present the feasibility of the MCR approach on Amplitude Modulation (am) QEPAS measurements over
a relatively broad spectral range (1196-1281 cm�1) with no non-spectral interferences.
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Reference Algorithm Approach PAS Technique Analytes
[116] MCR Regression AM QEPAS Freon 125, Acetone
[117] MCR Regression AM QEPAS Freon 125, Acetone,

Ethanol, water
[118] PCA + SVM Classification LaserBreeze LC and COP
[119] SVM Classification LaserBreeze four illnesses
[120] PCA + SVM Classification LaserBreeze Myocardial infarction
[121] MLR Regression WM QEPAS Methane, Ethane
[122] PLSR Regression WM QEPAS Methane, Ethane
[123] MCR Regression AM QEPAS CH4,N2O
[124] PLSR Regression WM QEPAS CO2,N2O and

CH4,C2H2,N2O
[125] MLR Regression AM PAS Acetone, Ethanol,

Water

Table 4: Publications applying machine learning approaches in PAS.

Another interesting development was the creation of the photoacoustic spectrometer called Laser-
Breeze [126], which was developed and used for exhaled breath analysis. It was operated by a combination
of two OPOs and could cover a range from 2.5 - 11 µm, applying am PAS. It was used in multiple studies
that involved machine learning [118]–[120]. Those all combined a Principal Component Analysis (PCA)
analysis and SVMs to classify illnesses. Those studies suffered from small datasets (72 samples [120],
61 samples [119], unknown [118]) and did not use an additional independent test set. Therefore, they
did not provide actual insight into the performance of the proposed methods nor their applicability in the
medical context.

Menduni et al. developed and evaluated different methane/ethane sensors using
Wavelength Modulation (wm) PAS. A first sensor consisting of two light sources detecting peaks at
6047 and 5938 cm�1 used a simple linear regression at the two peak positions to differentiate the two
components [121]. A more complex interaction was presented in the second sensor analyzing peaks in the
area from 2988-2991 cm�1. Here, non-spectral interferences and the sensor saturation made quantifying
the two components more complex and required a more intricate approach than MLR. For this reason,
a PLSR was trained on 42 measurements to estimate the methane and ethane concentration. Special
care was taken to make the system robust against changes in propane concentration, which also generates
non-spectral effects [122].

Giglio et al. apply a MCR approach on previously measured spectra to separate the composite
spectrum and quantify the concentration of CH4 and N2O in the area from 1240-1320 cm�1 [123]. They
employed amplitude-modulated PAS and acknowledged that non-spectral interferences, for example, from
an added water concentration, would require a more intricate quantification algorithm. Zifarelli et al.
employed PLSR to differentiate and quantify mixtures of CO2 and N2O on wm QEPAS in the spectral
range from 2189 to 2191 cm�1 and CH4,C2H2 and N2O in the spectral range of 1295.5-1296.5 cm�1.
Notably, they did not only train the PLSR on measured test sets but also employed data augmentation by
training the algorithm on a linear combination of their measurements [124].
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The works presented within this thesis, which were partially published, present an am PAS system in
the wavenumber region from 1209-1210 cm�1 for acetone, ethanol, and water quantification [125]. This
work and an extension to other ML techniques will be presented in Section 7.1.2 and offer an in-depth
comparison of different machine learning approaches and their interaction with synthetic or measured
training data.

From the presented publications, it becomes evident that PAS spectral analyses applying machine
learning are not the most common and currently only apply basic machine learning approaches. PAS
is mainly used as a single-point measurement technique, focusing on one analyte in a region with little
to no interference. Spectral measurements can provide additional insight but are more complicated
to understand than simple absorption spectra, as non-spectral interferences can influence the signal
additionally. When those problems can be overcome, as suggested within this thesis by using simulation
and machine learning, PAS spectral measurements can be used to combine the advantages of PAS as a
direct signal and high signal amplitudes thanks to lock-in-amplification, with multi-component analysis.

The photoacoustic non-spectral interferences are why PAS needs to be considered differently than pure
absorption measurements, as integrated with standard FTIR instruments. Those typically can be handled
by MCR as no additional non-linear effects occur. In this application, the advantages in ML techniques are
mostly faster processing, especially when handling many components. Goldschmidt et al. present an ANN
for the prediction of CO and N2O using a dual-comb spectrometer in the wavenumber range from 2186-
2119 cm�1. Notably, they trained their network on synthetically generated data, adapted for the deviations
of the spectrometer in question, and reduced the inference time from 484s to 303µs [12]. On a similar
note, Prischepa et al. [13] trained a neural network to detect multiple gas components but focused more on
a criterion for the reliability of the prediction. Absorption spectroscopy on non-gaseous samples suffers
from stronger interference and thus has much earlier started the adaption of machine learning methods.
A review of the field can be found in [11], [127]–[129]. The algorithms presented in the previous section
have been employed on non-gaseous samples in (photoacoustic) absorption spectroscopy, including SVR
[119], [120], [130], ANNs [12], [131], and RF [99], as well as GB [132]. Also, more intricate neural
network designs have been tested for the classification and regression of components. Those range from
shallow CNNs [133]–[135] to deeper CNN architectures [99] and also include recent transformer models
[100]. Applying large neural network models is often considered difficult, as only comparatively few
sample spectra are used (few thousand) [11].

5.5 Common Techniques in the Field of Spectroscopy

As reproducibility in chemistry and chemometrics plays a crucial role, common methods must be estab-
lished for machine learning experiments to ensure comparability. Due to the long separation of the fields
[95], [96], a number of tutorials especially for chemists exist [87], [89], [97], [136]. This thesis will
provide an overview of the commonly used methods along the model development chain. We will present
dataset splitting, preprocessing, data augmentation, hyperparameter tuning, and evaluation of quantitative
models focused on gas absorption spectroscopy.
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5.5.1 Dataset Splitting

In chemometrics, small datasets containing many features are the norm. Therefore, additional care must be
taken when splitting the dataset into training, validation, and test sets. Here, we follow the nomenclature
of Bishop et al. [101, Chapter 1.3]. As the name implies, the training set is used for training the algorithm,
while the validation set is used to adapt the hyperparameters of the training process or algorithm. Finally,
the test set is only used after tuning to estimate the algorithm’s performance on an unseen dataset. Typical
splitting scenarios are visualized in Figure 24. Standard ratios for the splits are 70% training data, 20%
validation data, and 10% test data. When very few samples are available, cross-validation can be used
to increase the amount of training data available. The cross-validation setup is visualized in Figure 24
on the right. The number of cross-validation splits is a trade-off between training time and the available
training data. The most extreme case is leave-one-out cross-validation, where only one sample is used as
a validation split. Still, an independent test split is needed for the final evaluation. Another option is the
so-called double cross-validation setup, separating the cross-validation into an outer and inner loop. This
is visualized in the bottom plot c) of Figure 24. This way, each outer test split can be used for the final
evaluation, as it was not used during hyperparameter tuning.

DatasetDataset

Training
Validation
Test

Dataset DatasetDataset

a) b)

c)

Figure 24: Visualization of dataset splitting. a) splitting into a train, validation, and test set, b) five-fold
cross-validation with an independent test set, c) three-three double cross-validation.
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Some attributes of the dataset have to be kept in mind when creating the splits:

• Sample imbalance: If the number of samples containing one analyte is much more frequent than
another analyte, the splits must be stratified. In the training and validation splits, oversampling and
weighted approaches can be applied to counter this problem.

• Instrument variation: If multiple instruments were used to create the dataset, those need to be
either distributed equally over the splits or all of one instrument’s measurements can be used as an
evaluation set. The latter shows the possible transfer of the model to another instrument. Notable
changes in the measurement setup, e.g., laser realignment, that significantly changes the available
optical power, must be handled similarly.

• Repeated measurements: If the measurement of one mixture is repeated multiple times, those
samples need to be kept in one split together. A repeated measurement in the evaluation split leads
to increased scores that do not reflect the model’s overfitting.

• Preprocessing: If data-based preprocessing is applied, only the training data can be used to adapt
the preprocessing steps.

5.5.2 Preprocessing

Preprocessing corresponds to all data processing done before the training of the model. It is especially
vital for absorption spectroscopy of liquids and fluids where scattering interferes with the signal. Many
different preprocessing approaches exist and are regularly reviewed [137], [138]. We will exclude scatter
correction from this section, as it is not applicable for gas spectroscopy. The inclined reader can find
additional information on standard scatter correction methods like EMSC in the literature [138], [139].

Common preprocessing steps include:

• Derivatives: Spectral derivatives can be used to remove the baseline of a measurement. First or
second-order derivatives are used depending on the background to be removed. A first-order deriva-
tive treats a constant background, while a linear background requires a second-order derivative.
This preprocessing step can eliminate some information contained in the original data [138].

• Savitzky-Golay derivative: This moving window derivation fits an n-point polynomial to the data
before the derivation. This counters outliers in the data while also providing a smoothing effect.
The size of the moving window is a hyperparameter to be tuned [140].

• Background subtraction: Through a background measurement without the analytes, the back-
ground signal can be estimated and subtracted. If a background measurement is unavailable, the
mean spectrum from the training dataset can be used as an approximation of the background [137].
In addition, it is possible to scale the data by the standard deviation to ensure values between zero
and one [141]. Here, additional care is required as some existing scaling algorithms, for example,
in sci-kit learn, perform mean scaling for the full data, not by wavelength.
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• Outlier removal: Especially for shallow machine learning approaches, outliers can lead to grave
errors. Therefore, outliers in a dataset can be removed before further processing. This is often done
by finding outliers in the PCA space. One example can be found here [142].

• Target scaling: In multi-target analysis, it is crucial to have a similar numerical quantity to predict
each component. So, the concentrations used as target variables must be transferred to a similar
domain. This is often done via min-max scaling between zero and one.

Even though data preprocessing is less relevant for gases compared to scattering liquid and solid
samples, it can lead to significant improvements. Nevertheless, selecting and combining the perfect
preprocessing steps is tedious, and some combinatorial automatic approaches have been proposed [143].
When deep learning models, mainly CNNs, are applied, the effect of preprocessing is not as strong [11],
[98]. Cui et al. have pointed towards the first layer of the CNN adapting to computations similar to
common preprocessing steps [134].

5.5.3 Data Augmentation

Since large datasets are scarce and hard to obtain in spectroscopy, data augmentation yields great potential
to enable the application of larger networks and other techniques from the field of deep learning [98].
Established methods to augment spectral data are described by Bjerrum et al. [141] and visualized in
Figure 25. This includes adding a linear offset to the signal, multiplying it by a small factor, and changing
the slope of the signal by a small amount. Finally, gaussian noise can also be added to the call.

Figure 25: Different types of spectral data augmentation. Those can be applied separately or in combina-
tion.

Additional techniques are available for scatter-affected data, including liquids and solids, to augment it
to different scattering variations. Recent approaches are based on physically grounded simulations [144].
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To determine the strength of the augmentation methods, different techniques are available. The
hyperparameter optimization can include those parameters, or the strength can be estimated from the
training data [12], [141]. In the case of a background-free signal, a linear combination of the samples
can also be used for data augmentation [124]. Each measured signal is scaled, and multiple signals are
added to simulate different mixture concentrations. This approach can only be applied if the data follows
an additive and linear trend, which is not the case for am PAS measurements affected by changes in the
photoacoustic relaxation efficiency.

Finally, training data can be increased via simulation. This approach will be presented and discussed
in this work for photoacoustic measurements and has also been used by Goldschmidt et al. in dual-
comb absorption spectroscopy [12]. When using a physically grounded simulation, specific simulation
parameters can be altered to provide a bigger variety of data, simulating, for example, a change in the
background signal. This will be further explained in Section 7.

5.5.4 Tuning

A tuning of the algorithm’s hyperparameters can significantly improve the performance of machine
learning algorithms. This has been pointed out for spectroscopic data by Mishra et al. [11], and tutorials
for spectroscopists to successfully implement hyperparameter tuning also exist [145]. Hyperparameters
include not only the training settings of the machine learning model but can also include preprocessing
steps and data augmentation parameters. A similar optimization of the model’s architecture is called
neural architecture search. Many tools implementing standard techniques exist. For example, in python,
the libraries and services hyperopt2 and Weights and Biases [146] are available. Simple tuning can also be
performed directly in scikit-learn [147]. Bayesian methods are typically applied when many parameters
must be tuned simultaneously.

5.5.5 Evaluation

A multitude of metrics exist to evaluate the performance of regression problems. Therefore, the metrics
applied in this work and commonly used in literature will be described in this section. It has to be pointed
out that in machine learning, the evaluation always takes place on the final test set unless stated otherwise.
This highlights the need for a representative test set. In the following, the metrics are described, and their
computation is provided in Equations 77 to 82. H8 represents the algorithms prediction on the sample 8
while H̃8 represents the target and H̃ is the mean of the target variable, = is the number of samples.

• MAE: The Mean Absolute Error (MAE) presents the mean of the absolute deviation of the pre-
dictions to the targets. It is often preferred in chemical evaluations as it can be represented in the
original units. Its computation is given in Equation 77.

"�⇢ =
1
=

=’
8

|H8 � H̃8 | (77)

2https://github.com/hyperopt/hyperopt
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• MSE: The Mean Squared Error (MSE) presents the square of the deviation of the predictions to
the targets. It is often used for training machine learning algorithms as it ensures purely positive
errors while avoiding taking the absolute value. Its computation is given in Equation 78.

"(⇢ =
1
=

=’
8

(H � H̃)2 (78)

• Huber: The Huber loss is a combination of the MAE and MSE, which is intended to be more
robust than any one of the two. It is linear for larger loss values (MAE) and quadratic for smaller
loss values (MSE). The boundary 0 can be chosen or adapted via tuning. Its computation is given
in Equation 79.
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>>:
|H8 � H̃8 |, if H8 � H̃8 > 0
(H � H̃)2

, otherwise
(79)

• RMSE: The Root Mean Squared Error (RMSE) is an adaption from the MSE, taking the root of
the MSE. This way, the interpretation of the squared signal is simplified. Its computation is given
in Equation 80.
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(H � H̃)2 (80)

• MAPE: The Mean Average Percentage Error (MAPE) sets the mean absolute deviation of the
predictions to the targets in relation to the target’s value. This metric is often applied when handling
very different target values. Its computation is given in Equation 81.
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• R2-score: The R2 � score is the coefficient of determination. It quantifies the explained variance
of the model. It is commonly used in spectroscopy, and its value ranges between zero and one,
where one shows perfect performance. Its computation is given in Equation 82.

'
2 = 1 �

1
=

Õ=
8 (H � H̃)2

1
=

Õ=
8

⇣
H̃ � H̃

⌘2 (82)

5.6 Variable Selection

The selection of the most informative variables in spectral data can decrease measurement time, increase
model robustness, and allow for more straightforward interpretation [148], [149]. The available techniques
to select those variables are itself a field of ongoing research [150]. The selection methods available are
commonly clustered into the three groups visualized in Figure 26 [148], [150]. The filter methods perform
the variable selection independently of the model, while wrapper methods include the model response in
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Type Name References
Filter Variable Importance Projection (VIP) [151]
Filter Covariance Selection (CovSel) [115], [152], [153]

Wrapper Competitive Adaptive Reweighted Sampling (CARS) [130]
Wrapper Genetic Algorithm (GA) [154]
Wrapper Bootstraping Soft Shrinkage (BOSS) [115], [155]
Wrapper variable combination population analysis (VCPA) [115], [156]
Wrapper Uninformative Variable Elimination PLS (UVE-PLS) [157]

Embedded Soft-Threshold PLS (ST-PLS) [158]

Table 5: Overview of some commonly used variable selection methods in absorption spectroscopy.

their selection of variables. Finally, the embedded methods are a combination thereof with the variable
selection incorporated directly into the machine learning model. Each method of selection offers its
specific advantages and disadvantages. While wrapper methods are adjusted to the fitting algorithm at
hand and thus have a higher chance of reaching the global optimum, they come at the cost of an increased
computation time dependent on the model at hand. Filter methods, on the other hand, are inherently fast.
Embedded methods are restricted to specialized fitting algorithms, which allow this intricate variable
selection.

Selection

ModelSelection

Model

Selection

Model

Filter Wrapper Embedded
Figure 26: The three types of variable selection methods.

When handling spectral data, the high collinearity poses an additional challenge [149]. In addition,
multiple target variables often need to be predicted simultaneously. An overview of standard variable
selection methods used on spectral data is provided in Table 5. This overview highlights some important
approaches in the field, as complete coverage is beyond the scope of this work. When selecting a method
for a problem at hand, Mehmood et al. [149] pointed out the importance of the amount of data available
and the properties of the data. Thus, no perfect method exists, but it needs to be chosen with the data and
final applications in mind.

For the experiments in Section 7.1.5, basic Covariance Selection (CovSel) was employed [153].
CovSel is a stepwise approach that works independently of the model. It is closely inspired by the PLS
algorithm. The first step selects the variable with the highest correlation to the predictions. Next, the data
is orthogonally projected onto the selected variable. Those steps are repeated until the desired number of
parameters is selected. This approach helps to reduce the effect of the high collinearity.
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5.7 Spectral Machine Learning

Another application of machine learning in spectroscopy is the alteration of spectra. This branch of
machine learning is difficult to cover completely, as it is considered a tool in multiple branches of
spectroscopy. A traditional branch of spectral machine learning can be found in astrophysics, where MCR
has long been used in telluric correction. The correction of spectral observations for the atmosphere
the light had to penetrate on its way to earth [159]. Recent approaches also include AEs to disentangle
the different spectral components of the incoming complete spectrum [160]. In the case of telluric
correction, acquiring ground truth data is not always possible, making an exact evaluation and training
very difficult. A similar problem is faced in the scatter correction approach for spectral preprocessing
in IR absorption spectroscopy. Magnussen et al. have developed a CNN network to speed up scatter
correction computations for infrared spectra [161]. A similar, extended network was later trained on
simulated data to disentangle spectra of, for example, cells into the cell wall and cell interior spectral
component and their refractive index [144].

5.7.1 Spectral Metrics

One main question when adapting spectra via machine learning is that of an expressive metric. Here, a
broad range of metrics exist, extending from the metrics presented in Section 5.5.5. The most common
metrics will be presented in the following, including their advantages and disadvantages concerning the
fitting of spectra as the output data.

• RMSE: RMSE similar to MAE, MSE and Huber loss, which were previously presented, is easily
implemented and is the most commonly used error function in spectral machine learning. It is easy to
understand and evaluate. Nevertheless, it has some disadvantages when applied in spectral adaption.
When handling large and small peaks simultaneously, the error is proportional to the signal height,
thus putting more weight on the higher peaks. This can be countered by logarithmic preprocessing.
The strictly vertical signal evaluation is another downside of RMSE. The surrounding data points
are not considered, leading to unproportionally large errors at the steep slopes around peaks. Here,
a small change in the peak location on the y-axis can lead to large errors on the x-axis. This puts a
larger weight on the correct simulation of the slopes compared to the actual peaks.

• Orthogonal Distance: To include the x-axis information in the error computation, the orthogonal
distance between a point and the closest point on the target spectrum can be computed. This
computation is more complex than a simple RMSE. The x and y-axis in any spectral representation
are of two different physical quantities; thus, a scaling factor is needed to weigh one towards the
other. This adds an additional hyperparameter that is very sensitive. This leads to the metric being
relatively unstable when training machine learning algorithms.

• RIC: Relative Integral Change (RIC) evaluates the area under the spectrum and has, for example,
been used by Xue et al. [162]. Its computation is presented in Equation 83. Here, a represents
the wavenumber, while H is the predicted value in its corresponding unit. Here, the difference of
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the area between the target and predicted spectrum in relation to the area under the target spectrum
is used. This metric allows a better comparison between different heights of peaks and, therefore,
molecules. Its computation is also more complex than that of the RMSE.

'�⇠ =

Ø a<0G

a<8=
| H̃8 (a) � H8 (a) |3aØ a<0G

a<8=
H̃8 (a)3a

(83)

• Pearson / Spearman Correlation: The use of correlation measures to compare different spectra
has been investigated by Henschel et al. [163] to classify different spectra. They found Pearson
correlation better to represent the most dominant features of a spectrum while Spearman correlation
approximates band matches better [164]. Nevertheless, the correlation scores of spectra are difficult
to interpret.

No perfect spectral metric exists, as each metric has advantages and disadvantages. It is advisable to
consider a particular metric’s problems before evaluating spectral machine learning. This difficulty also
requires one to not only rely on the metrics available but also add a visual expert analysis, presenting
the predicted, the target spectrum, and the residual. This allows the spectroscopist to analyze the overall
quality of the prediction and, by zooming in on interesting regions, spot common problems in the
prediction. Another solution is the evaluation of downstream problems, as can be seen in [161], where
the output spectra were used as an input for further principal component and clustering analysis.

With this overview of the machine learning approaches and current state of the art in machine learning
applied PAS, the models and results achieved in this thesis can be better interpreted. The next chapter
will present the application of a deep learning model for spectral adaptation.

62



Part III

Results



Chapter: 6 Spectral Adaption

6 Spectral Adaption

Combining the spectral modeling capacities presented in Chapter 4 and deep learning techniques from
Chapter 5, a way to adapt measured cross-sections to other environmental configurations has been
developed.

This section describes the experiments and results to adapt Absorption Cross-Sections (ACSs) to
different pressure configurations. The results presented in Section 6.3 have been published in [165]. In
gas sensing, environmental conditions can greatly affect the exact shape and height of a molecule’s ACS
and thus each subsequent step in the sensing chain. While good simulations are available for smaller
molecules, the interactions between the different atoms in larger molecules and many possible vibrational
states disqualify this technique for larger molecular structures. As described in 4 for larger molecules,
mainly measurement databases exist that do not cover all possible environmental configurations. The deep
learning approach developed within this thesis is intended to require no additional chemical information
on the molecule in question except a base absorption cross-section. This differentiates it from previous
approaches, for example, Estimated-Pseudo Line Lists (EPLLs).

The approach in this chapter is visualized in Figure 27. The model takes an input spectrum at
a specific pressure ?1 and outputs the same molecular spectrum at another pressure ?2. While the
training is performed on simulated data, the evaluation and final application take place on measured data.
Therefore, the model must bridge the domain gap between simulated and measured data.
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Figure 27: Schematic visualization of the training and testing paradigms. While during training the model
only interacts with simulated data, at test time measured data is applied.

Simulated data for smaller molecules forms the basis of the training dataset for each model. The
underlying assumption is that the model can learn the structure of the environmental influences from those
molecules and transfer it to other, bigger molecules. This is shown to hold for pressure broadening, while
for temperature changes and decreasing pressure, additional knowledge would need to be incorporated
into the model to allow a correct adaption. First, the dataset creation for all following setups will be
described in Section 6.1. The models applied for the experiments and their development are described in
Section 6.2. Finally, the experiments and results on the pressure adaption to fixed values for increasing
pressure are described in Section 6.3; the work described in this section has already been published in
[165]. Additional results on successful continuous pressure adaption for pressure broadening and the
problems for decreasing pressure adaption are described in Section 6.4. Finally, the difficulties regarding
temperature adaption with this method are outlined, and directions for future research are given in Section
6.5.
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6.1 Dataset Creation

The training data and validation data for all the following experiments were simulated using the High-
Resolution Transmission Molecular Absorption Database (HITRAN) database [14] and the Voigt line
shape simulation implemented in hapi [27]. The HITRAN database was chosen due to its coverage of
many molecules and because it’s the typical source for sensor development. While the Hartman-Tran
line-shape simulation could provide more precise simulation results, it requires additional line-shape
parameters that are only available for a few molecules and transitions. The simulation would revert to the
Voigt simulation for all transitions without those parameters. We forgo this more precise simulation to
retain more similarity throughout the dataset. For more information on the different simulation algorithms
and line shapes, the interested reader is referred to Section 4. The out-of-dataset test data was acquired
from the HITRAN cross-section database [78].

To separate this dataset into a training and validation partition, a split by molecule was considered. A
leave-one-molecule-out evaluation for all samples was performed to create a validation set representing
the structure of the entire dataset. Here, multiple molecules were identified that resulted in worse
reconstruction Relative Integral Change (RIC) scores due to the structure of their absorption spectrum.
From this evaluation, the more challenging molecules �2$ were selected together with $⇠( and ⇠2�4.
This selection is estimated to represent different molecular structures and spectral structures in the ACS.

To examine the models’ performance on actual measurement data, which shows vast differences to
the simulated data, the a2 band of ClONO2 was selected. For ClONO2, measurements at a fine resolution
and many temperature and pressure configurations are available. It was also chosen because a partition
function and EPLL were readily available. The measured cross-sections by Wagner et al. [166] were
chosen over previous measurements by Ballard et al. [79] as they are expected to be more accurate [79],
[166]. The measured cross-sections were interpolated to a 0.01 cm�1 wavenumber resolution.

All simulated data parameters in the training and in-dataset test set were chosen to reflect best the out-
of-dataset test measurements used for the final comparison. Air broadening was used for each simulation.
A resolution of 0.01 cm�1 was chosen in a wavenumber range from 1200-2200 cm�1 corresponding to
the measured absorption cross-sections. All other simulation parameters were also selected to correspond
best to the external test data and are summarized for each dataset in Table 6.

Dataset Pressure fixed Pressure continuous
Wavenumber range [cm�1] 1200-2200 1200-2200

Resolution [cm�1] 0.1 0.1
Pressure [Torr] 19.6,30.1,71.6,115.7 19.6-115.7, 20 points

Temperature [K] 219 219
Broadener air air

Table 6: Configurations for the spectral simulation used for dataset creation for the adaption experiments.

Due to the broad wavelength coverage and high resolution, each training sample would encompass
10000 input nodes, of which many did not contain any signal, especially for simpler molecules with fewer
possible transitions in general. Each spectrum was separated into smaller snippets to increase the infor-
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mation in each data point and provide more training samples to the model. The exact size of those snippets
found after hyperparameter tuning was 12 cm�1. Each of those snippets had only 1 200 input nodes, and
the snippets were screened to discard the samples that did not contain any signal and, thus, information.
Each spectrum was separated into snippets of 12 cm�1 with an overlap of 1 cm�1 on each side. So the
first snippet of each spectrum ranges from 1200 � 1212 cm�1 and the second from 1202 � 1214 cm�1.
Each snippet is now screened if any signal higher than 10�21 cm2/molecule is contained. This threshold
was chosen as the model is intended to perform in the range from 10�16 � 10�23 cm2/molecule, which
is the typical range assessed with photoacoustic absorption spectroscopy. The threshold was chosen at
10�21 cm2/molecule as this higher threshold ensures that slowly declining spectral wings from peaks are
removed from the dataset as they do not contain useful information for the model. This procedure led to
an overall number of 4 363 snippets for all simulated spectra. The distribution of spectra by molecule is
presented in Table 7. A similar procedure was used to prepare the spectra for testing. In this case as well,
snippets of 12 cm�1 were created, but the overlap was extended to 3 cm�1. To recombine the snippets,
the outer 1.5 cm�1 of each snippet side were discarded, as the model did show worse performance at the
edges of the snippet.

As the spectral signal ranged over the vast range from 10�16 - 10�23 cm2/molecule additional prepro-
cessing was required to enable similar performance of the model on smaller and higher peaks. This is
especially needed since the applied loss function (Root Mean Squared Error (RMSE)) behaves linearly
and is thus directly proportional to the absolute cross-section value. Therefore, only large peaks will
be modeled correctly without prior scaling, while the model neglects smaller ones. For this reason, a
logarithmic scaling function has been designed. This function is presented in Equation 84 and scales the
cross-sections from 5.96e�23 and 1e�15 cm2/molecule between 0 and 1. As mentioned, the lower bound
has been selected with a photoacoustic trace gas sensing system’s limits in mind. At the same time, the
upper limit is given by the data. To achieve this scaling capability, a base of eight was chosen. Higher
bases are also possible but would increase errors at high peak amplitudes by downscaling those values
additionally. A lower base, on the other hand, would increase the scaling range and thus include smaller
amplitudes. The base of 8 was chosen as a compromise and optimization for this specific research.

Bscaled =

8>><
>>:

log8 (B1015) + 8/8, if B1015
> 8�8

B, otherwise
(84)
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Molecule Number of snippets
C2H2 129
C2H4 103
C2H6 194

CH3Br 243
CH3Cl 252
CH4 163
CO 145

COF2 205
CS 120

H2CO 143
H2O 512
H2O2 124
HCN 129

HCOOH 116
HNO3 235
HO2 114
HOCl 81
N2O 131
NH3 340
NO 151
NO2 100
O3 76

OCS 210
PH3 110
SO2 102
SO3 81
Total 4363

Table 7: Number of extracted snippets per molecule used to create the in-dataset train and validation splits
for the adaption experiments.
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6.2 Model Architecture

Two main architectures were considered to adapt cross-sections to changing environmental configurations.
A disentangled autoencoder allows for adaptions in the latent space and a change network. Those two
approaches are schematically visualized in Figure 28. One difference between those two architectures
is the compression of the data in the latent space in the Autoencoder (AE). In the change network, the
information is never compressed in this form. In addition, the pressure adaption is applied differently
to the two networks. While the AE is trained in an unsupervised or semi-supervised manner, i.e., the
environmental adaption value is only integrated at the level of the latent space. This integration only takes
place during inference and can be considered an adaption of the values in the latent space by addition or
multiplication. On the other hand, the adaption value is always available with the input data for the change
model. Therefore, the change network is a supervised model trained with the concrete adaption value
available during training. In the following section, the AE approach will first be outlined and described,
and experiment results will be presented. This includes the work of a master student, supervised by the
author [167], and arguments why this approach was not further explored. Next, the change network will
be presented, and improvements to the model will be discussed. Ending with the final architecture used
for the Sections 6.3 to 6.5.
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ACS (p1) Δp
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Figure 28: Schematic visualization of the AE and change network. During training the autoencoder
reconstructs the ACS at the input pressure configuration. Only during inference, the latent space is
adapted, which leads to the reconstruction of the ACS at a different pressure configuration. The change
network on the other hand receives the pressure change variable as an input and directly predicts the ACS
at the requested output pressure configuration. The integration of the pressure change variable is indicated
in orange.

6.2.1 Autoencoder

For a first evaluation of the ability of AEs to recover the spectrum from a latent space, a simple convolu-
tional AE was constructed and trained on the simulated ACSs. Differently from later models, it worked on
snippets of a spectral range of 24cm�1 and still employed min-max scaling for the spectral values, which
was later found to discourage good reconstruction on the smaller peaks in the ACSs. The layout of the
AE is visualized in Figure 29. All hyperparameters, including the number of filters and kernel sizes, were
trained using Bayesian hyperparameter tuning as implemented in weights and biases for 65 epochs. The
final model was trained using the Stochastic Gradient Descend (SGD) optimizer and the hyperparameters
supplied in Table 8. It had a mean validation RMSE of 0.0500, resulting in decent reconstructions.
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Hyperparameter Value
Optimizer SGD

Learning Rate 2.895e�4

Weight Decay 2.613e�5

Number of Epochs 150
Kernel Sizes 3, 10, 8

Number of Filters 176, 100, 34
Latent Size 14

Table 8: Hyperparameters of the simple convolutional autoencoder after hyperparameter tuning.

Input and Output Layer
Convolution Layer
Fully Connected Layer
Latent Representation

Figure 29: Model architecture of the simple convolutional autoencoder. The encoder and decoder are
convolutional layers, with additional fully connected layers interfacing the latent representation.

To evaluate the influence of pressure on the latent space, the encoder was run for each molecule and
different pressure configurations. The latent encodings were saved and averaged over all molecules. The
results are visualized in Figure 30. The plot shows an inverse dependence of the three upmost variables
on the pressure. Therefore, a change in pressure is encoded in the latent space of this model. A similar
trend was visible in three independent runs. This leads to the conclusion that a good disentanglement
could enable the differentiation of the pressure component in the latent space and its adaption to create
reconstructed spectra with a different pressure configuration.

71



Chapter: 6 Spectral Adaption

Figure 30: Mean of all molecules latent variables by pressure for the simple convolutional autoencoder.
A trend in some latent variables with the pressure becomes visible (purple, red, orange). Others are not
influenced by the pressure change (green, turquoise).

Motivated by those results, a further investigation of disentangling semi-supervised AEs, namely a
Semi-Supervised Adversarial Autoencoder, was performed by Tristan Schaar under the author’s super-
vision [167] based on the work of Makhzani et al. [168]. Disentanglement refers to the separation of
the latent representation into different parts. The technique of a Adversarial Autoencoder (AAE) uses
adversarial training to create this separation in the latent representation. The aim here is to separate a part
of the latent space, which is highly correlated with the pressure change, while the remainder of the latent
space is not. Semi-supervised training was used to increase the correspondence of the separated part
of the latent representation and the pressure values by using the pressure value as a supervised learning
target. For a more in-depth explanation of the approach, the interested reader is referred to the original
work [167]. The results of this work and further interpretation will be presented in the following. Schaar
found that while the relative pressure change could be seen in the disentangled latent variable, it was not
stable over multiple training runs and sometimes not even over all molecules. In addition, no network
was able to predict the pressure from the input spectrum reliably. Nevertheless, reconstructions were,
except for minor offset errors, very reliable. The complete results can be found in the original work [167].
Through this work, the disadvantages of the AE approach became eminent:

• No control of absolute values:
Due to the relative relationship of the latent representation and the pressure value, no absolute value
could be set for the resulting spectrum pressure even after disentanglement.

• High model dependence:
Schaar noted a strong dependence of the disentangled variable on each model training. Even
if training parameters were kept constant, the unsupervised part of the training results in stark
differences between the models when initialized from random weights.
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• Insufficient reliability:
Even if a good relative correlation between the latent variable and the pressure was found, this
correlation was not reliable as it sometimes reverted for certain molecules or snippets.

This insufficient performance of the network can be attributed to missing information for the network to
perform the task in question correctly. Even though more information has been provided to the model by
encoding the molecule in question to dissolve this concern, this has not been sufficient. Especially the
actual position on the wavenumber range was still unknown to the model. In addition, it would need to
be informed about the molecular structure, either by the transition lines as used in HITRAN or another
molecular information type as can be encoded in molecular fingerprints [169]. To the author’s knowledge,
simple molecular fingerprint structures focused on the rovibrational states of molecules were not available
to perform this task. In addition, the unsupervised training manner introduced a broader variation in
the results and would have required a much larger amount of data to disentangle the variable in question
successfully. Therefore, AEs were not further pursued in this work, and more focus was put on the change
networks, a supervised learning-based approach.

6.2.2 Change Network

For the reasons presented in the previous section, all subsequent work focused on the change network.
The training paradigm of the change network differs strongly from an AE. Most notably, it is a fully
supervised training, where the pressure difference and the shape of the target output spectrum are known
during training. The change network was constructed carefully, starting from the simplest form and
introducing additional complexity only where necessary. The final structure presented in the later part of
this section is the result of many prior experiments. The findings leading to the final setup are summarized
in the following:

• Predicting the difference spectrum vs. the resulting spectrum:
The two concepts of the prediction of the difference spectrum between two environmental con-
figurations versus the prediction of the resulting spectrum at another environmental configuration
are depicted in Figure 31. In this case, the advantages of predicting the resulting spectrum over
the difference spectrum prevailed. Those advantages include retaining the input structure through
later layers and a higher local awareness. This allowed those networks to apply more complex
dependencies on the original structure. The prediction of the difference spectra at different pressure
configurations did not yield good results overall in initial experiments. This is probably due to the
additional task of the network, to remove all contributions of the input spectrum from the data while
simultaneously computing the correct difference spectrum. Those experiments were conducted
with simple convolutional and fully connected networks.
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ACS (p1) ΔpACS (p1) Δp

change
network

ACS (p2)

ACS (p1) ΔpACS (p1) Δp

change
network

Δ ACS (p2)

Difference modelSpectral model

Δ ACS(p2) + ACS(p1) = ACS(p2)
Figure 31: Schematic of the prediction of the difference spectrum vs. the prediction of the resulting
spectrum for changing environmental configurations. The spectral model directly outputs the ACS at the
required pressure configuration (p2). The difference model output can be added to the input ACS (p1) to
compute the ACS at the required pressure configuration (p2).

• Fully connected vs. convolutional neural networks:
Fully connected networks were used for the first evaluations as the simplest form of Artificial Neural
Networks (ANNs). But those models quickly converged to a local minimum, which was the mean
of all training spectra. Therefore, convolutional layers were introduced. Even a simple three-layer
convolutional neural network, similar to the ones used as the encoder of the AE approach, was
able to produce spectral shapes as output. Therefore, convolutional layers were retained for the
remainder of this work.

• Fixed pressure prediction:
To ease the task for the network and circumvent initial troubles with integrating the delta pressure
value into the network, separate networks were first trained for each delta pressure. This increases
the computational demand for the final use but was found to perform better. Continuous pressure-
changing networks will be reintroduced in Section 6.4.

• Residual connections:
To further improve the performance of the Convolutional Neural Network (CNN) residual blocks,
as introduced in [111] and described in Section 5.3 were applied to the network. This approach is
known to counter the vanishing gradient problem and allow a deeper network structure. In the case
of this application, it could also allow the model to focus on different aspects of spectral change in
each residual block. An example residual block, as implemented in this work, is depicted in Figure
32 and contains two convolutional layers and a scaling component. The introduction of residual
blocks improved the models’ performance and was retained for further experimentation.
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scale

conv1 conv2

ReLu ReLu

add

Figure 32: Schematic of the residual block used in this work. The input is split into two paths, one passing
through two convolutional layers while the other is scaled and added to the output of the first path before
leaving the residual block.

• Batchnorm layers:
Batch normalization is a commonly used tool in the construction and training of ANNs. It introduces
an additional layer before the convolutional layer, which takes an input batch and transforms this
batch to zero mean and unit variance. Even though they are frequently used, their effect is still only
partially understood [170], [171]. Introducing batch norm layers in the CNN model reduced the
models’ overall reconstruction performance. This is attributed to the fact that the absolute output
value is highly dependent on the input spectrum at that position. The expected output spectrum
is very similar in absolute values to the input spectrum. This dependence is destroyed through
the introduction of batch norm layers, rendering the task more difficult for the network as it has
to counteract batch normalization. Therefore, no batch normalization was employed in the final
model.

• Very large vs. small convolutional kernels:
The kernel size of convolutional filters is one of the hyperparameters to be tuned. While commonly
small kernel sizes of three to maybe twelve are chosen, some works in spectroscopy suggested using
very large kernel sizes of 20-90 [98], [172]. To evaluate this notion of larger kernel sizes, a project
work and master thesis was performed by Nikhitha Gudur and supervised by the author [173]. The
hypothesis of a performance gain through larger kernel sizes was tested on two Infrared (IR) datasets,
the mango spectral dataset [174] as well as the melamine dataset [175]. Both experiments could not
verify this hypothesis. In fact, better results were achieved using smaller kernel sizes. Similarly, a
short experiment employing larger kernel sizes (20-90) was tested on the spectral adaption at hand
by the author but was also not found to improve the overall performance. Therefore, smaller kernel
sizes in the range of three to twelve were employed for all future experiments.

• Loss evaluation:
As mentioned in Section 5.7.1, the metric to be optimized by the network plays a crucial role in the
result. Therefore, different losses were evaluated for the change network. The overall metric for the
final evaluation was chosen as the RIC as this metric best covers the small and larger peaks. The four
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loss types that were compared in performance are RMSE, orthogonal loss, Pearson correlation, and
Huber loss. The results of ten independent runs with the same architecture per loss are visualized
in Figure 33. Using the Pearson correlation as a loss metric did not lead to stable training, as can
be seen from the large standard distribution, and was therefore discarded. The mean performance
of the orthogonal loss (RIC = 0.56) was slightly worse than that of Huber and RMSE losses (RIC
= 0.54). Therefore, the RMSE loss was selected for further experiments, resulting in one less
hyperparameter during training.

Figure 33: Mean RIC score of ten independent runs for different optimization metrics.

• Snippet size:
The size of the snippet introduced into the network was also tuned during the experiments. The
possible values were set to 240, 300, 600, 1200, 1700, and 2400. The edges of the snippets were
adapted respectively to 20, 50, 50, 100, 100, and 200. Those were not included in the validation.
The results of 16 independent runs are provided in Table 9. While the best RIC was achieved with
a small snippet size of 300, visual inspection revealed an insufficient reconstruction performance
of the smaller snippet sizes (240, 300, 600). Due to this incoherent setting of the small snippets, a
snippet size of 1200 was chosen for all subsequent experiments.

• Squeeze and Excite structure:
The Squeeze and Excite (SE) block, as introduced by Hu et al. [112], was already presented in
Section 5.3. Those blocks were introduced into the model after each residual block to improve
reconstruction performance. They were implemented as visualized in Figure 34. And contain a
global average pooling layer and two fully connected layers. The output is scaled with a sigmoid
function to range between zero and one. They also provide an additional possibility to introduce
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Snippet Size Average RIC
240 0.58
300 0.54
600 0.56
1200 0.57
1700 0.61
2400 0.59

Table 9: Average RIC score for different snippet sizes from 16 independent runs per size.

a delta pressure value into the network, as will be further explained in the following bullet point.
The increase in performance of the SE block was evaluated for the inclusion of an SE block after
every residual block. While the models including more SE blocks took a longer training time to
converge, the overall RIC after training improved with the number of SE blocks. Therefore, each
residual block had a concatenated SE block in the final model.

linear1 linear2

global
average
pooling

dp

ReLu

sigmoid

multiply

Figure 34: Schematic of the Squeeze and Excite block introduced after the residual blocks. The input is
split into two paths. The upper one passes through a global average pooling to extract the channel means.
Those are extended with the delta pressure and fed to a two-layer linear network. The output is scaled by
a sigmoid function and multiplied by the input data from the second path.

• Introduction of the delta pressure value:
While up to now, only one set pressure change was evaluated per model (i.e., 760 Torr - 912 Torr),
for the continuous models, the delta pressure value needs to be provided to the model at multiple
locations. A concatenation to the input spectrum was not performed due to the convolutional
kernels, which would not consider the absolute value but the shape this introduced with the last
value of the spectrum. First, a scaling of the convolutional output was considered but not found to
perform well. Finally, the introduction inside the SE layers was performed as presented in Figure
34. This did not disturb the performance in the one delta pressure models and allowed for a more
considerate integration of this delta value for the continuous models. Those will be separately
evaluated in Section 6.4.

This leads to the final architecture presented in Figure 35. The network input is the preprocessed
ACS at the base pressure. This corresponds to an intensity vector with 1 200 input features. The network
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Parameter name Value
Kernel size block 1 5
Kernel size block 2 7
Kernel size block 3 11

Kernel size final convolution 5
Loss function RMSE

Optimizer Adam
Learning rate 1e-2
Momentum 0.89

Squared momentum 0.91
Weight decay 5e-6

Table 10: Hyperparameter settings used throughout the spectral adaption experiments.

has three residual blocks (Res1, Res2, and Res3). Each residual block contains two one-dimensional
convolutional layers (conv1 and conv2). The channel size was kept constant at 64 for all residual blocks.
A ReLu was chosen as a non-linearity, and the skip connection of the residual block included a scaling
component. Each residual block is followed by a SE block. Inside the SE block, global average scaling
is used to reduce each of the 64 convolutional channels to one value. The delta pressure value, scaled
between zero and one, is concatenated to the average values. Since the current models only predict one
preset pressure change, this delta pressure component corresponds to an additional constant bias term.
The concatenated values are followed by two linear layers with 64 neurons each. While the linear1 layer
has a ReLu activation function, the linear2 layer employs a sigmoid activation function. This is chosen as
advised by [112] as the sigmoid ensures the output values are between zero and one, which is correct for
scaling. Those scaling values are finally multiplied with their respective channels. Finally, the model’s
hyperparameters were tuned with Bayesian hyperparameter tuning in weights and biases for 65 epochs.
This leads to the training configuration provided in Table 10. Even though a new set of hyperparameters
could improve the performance of the continuous models, the same configuration was used due to time
constraints. Nevertheless, this configuration was sufficient to show the applicability and problems of
those models.
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Figure 35: Overall architecture used for spectral adaption. The input is the ACS at base pressure. The
network is constructed of three residual blocks followed each by a squeeze and excite block. The output
is generated by a final convolutional layer. The data shape is indicated for the residual and the squeeze
and excite blocks (adapted from [165]).

6.3 Pressure Adaption to Fixed Values

For pressure adaption, only increasing pressure settings were evaluated. This restriction was made to
ensure a high prediction quality. In the case of a pressure decrease, additional structures might become
visible in the spectrum that were previously merged. This is exemplarily visualized in Figure 36. In
this ACS simulated for water, the finer structures between 1742cm�1 and 1750 cm�1 only show at the
lower pressure configuration. The reconstruction of those merged features solely from the higher pressure
spectrum is impossible without additional molecular structure information. As the proposed network
only considers the base spectrum and the requested delta, no correct prediction can be made. The exact
pressure difference where those additional features emerge differs for each molecule and pressure setting.
Therefore, pressure decrease was completely disregarded for the following experiments. Possible ideas
and approaches to include additional information into the model that might enable this prediction will be
outlined and explained in Section 6.5.
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Figure 36: Absorption cross-section of water at two different pressure settings. For a higher pressure the
broadening of the absorption structures can be observed.

First, an in-dataset evaluation was performed on the pressure adaption for fixed values. The in-
dataset indicates that the validation cases here stem from the same domain, simulated cross-sections.
The validation dataset selected consists of OCS, H2O and C2H4. No cross-section snippets from those
molecules were used during training, nor hyperparameter tuning. Fixed pressure adaption refers to
training a separate model for each pressure change, so in this case, three different models were trained to
predict the spectrum at 30.1, 71.6, and 115.7 Torr from the 19.6 Torr base cross-section. Secondly, the
models’ performance on a measured ACS of a larger molecule, namely ClONO2, was evaluated. Here,
the same setup was used, but the task for the model was more challenging, as the measured ACSs contain
measurement artifacts.

6.3.1 In-Dataset Evaluation

The different scores and a visual inspection were combined to evaluate the models’ performance on the
simulated validation set. The RMSE and RIC scores and the maximum residual were computed over
the entire spectral range. So, even though the model was applied to the smaller snippets, those were
concatenated, excluding the overlapping edges, and the scores were computed over the entire spectral
range. The resulting metrics from four independent runs for the training and validation set are presented
in Table 11. A lower score indicates better performance.

A first insight from those metrics is that overfitting did not occur, as the training RMSE scores are
even slightly greater than validation scores. In the case of overfitting of the network, the validation scores
would be worse / higher. Overall, the RIC score of less than 3% for all samples can be considered very
good. The maximum residual is below 7% for all samples, indicating good similarity over the entire
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Metric 20.5 Torr
Train Validation

RMSE 4.268e-21 2.995e-21
RIC 0.0264 +- 0.0010 0.0207 +- 0.0012

Max Residual 0.0338 0.0528

Metric 52.0 Torr
Train Validation

RMSE 4.522e-21 4.102e-21
RIC 0.0292 +- 0.0017 0.0256 ± 0.0020

Max Residual 0.0575 0.0685

Metric 96.1 Torr
Train Validation

RMSE 4.191e-21 4.075e-21
RIC 0.0288 ± 0.0011 0.0264+-0.0008

Max Residual 0.0533 0.0688

Table 11: Mean validation and train metrics from four independent runs. Computed on the full cross-
section per molecule. (adapted from [165])

spectral range. This shows that at no position, an overly high outlier is generated. The validation RIC
and maximum residual are slightly increasing for higher pressure differences, which was expected as
the difference between the input and output spectrum also increased. But, even though the prediction
for the smallest delta (20.5 Torr at 30.1 Torr) shows better scores than the other two, no linear trend
can be observed. Thus, a higher pressure difference does not necessarily result in worse performance.
The standard deviation of the four models computed on the RIC score is small, which indicates a stable
method.

Figure 37 presents the residual for each validation spectrum. On the bottom, the base cross-section is
shown. Above it, the residual at each spectral position is presented for 115.7, 71.6, and 30.1 Torr from
bottom to top. The residual was computed as (C0A64C � ?A4382C8>=)/<0G(C0A64C). From the plots,
the location of the highest residuals also shows to be located at the peak position. To better illustrate
this effect in Figure 38, a zoomed-in cross-section of H2O is presented. Here, the difference at the peak
is highlighted, and it can be seen that the residual seems proportional to the peak size. This was seen
throughout the validation set and can be attributed to the RMSE error and the effects of logarithmic scaling,
where errors on the higher values are down-scaled. The low standard variation shows the robustness of
this training method.
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Figure 37: Base absorption cross-section at the bottom and the residual computed for the three delta
pressure settings for the three in-dataset validation molecules. (taken from [165])
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Figure 38: Visualization of the typical error position. The bottom plot shows the base absorption cross-
section, the middle plot the target, and the actual prediction of the model with a zoom-in on the peak
position. The upmost plot shows the residual of the prediction. (taken from [165])

6.3.2 Out-of-Dataset Evalutation

This overall good performance was next evaluated on an out-of-dataset test setup. The overarching goal of
the training is to use the system to change an ACSs for which simulation is not yet possible. The measured
ACSs typically belong to larger molecules, which cannot be modeled correctly due to the many interactions
of their molecules and groups, which cause a vast number of rovibrational states. For those molecules,
ACSs estimations are more complex, and line databases like HITRAN do not contain parameters for
their simulation. Therefore, typically, measured databases are used as estimates. If a measurement at a
specific environmental configuration is unavailable in the database, an estimation through EPLLs can still
be performed. Those EPLLs are generated from multiple high-precision measurements. But as for any
measurement, they often show artifacts such as channel fringes, residuals from the instrument function,
or small traces of other gases [79], [166]. Their generation is described in Section 4.6.
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The same four independent models as in the in-dataset evaluation were used for the out-of-dataset
evaluation. The molecule ClONO2 was chosen for the evaluation since the corresponding partition
function for ClONO2 is known, and the EPLL is available. The EPLL of ClONO2 was computed for
each of the pressure configurations to compare the two methods directly. For the EPLL computation, the
pseudo line data was downloaded from the Jet Propulsion Laboratory homepage [81] and the partition
function by Gamache et al. [30] were used in combination with hapi [27].

The resulting cross-section predictions and targets are visualized in Figure 39 to 41. The bottom plot
visualizes the deep-learning model prediction and the target cross-section. The two top plots show the
residual of the EPLL (middle plot) and the deep-learning prediction (top plot). From the residual plot, a
slightly better performance of the EPLL can already be seen. This also shows when the RIC scores of
the entire cross-section are compared in Table 12. The overall RIC scores of the deep learning model are
around 5%, which is acceptable but a decrease from the in-dataset evaluation. The EPLL RIC scores are
between 2 and 3%.

The better performance of EPLLs on the prediction is expected, as they contain more information
about the molecule in question. As explained in Section 4.6, EPLLs are founded on a wide range of
measurements of a molecule, in this case including the same ones as used for evaluation. Therefore, they
perform much better in suppressing the instrument artifacts, which are still visible in the deep learning
setup. This can be seen especially in the sine-shaped prediction from 1320-1310 cm�1 visible in each
prediction from Figure 39 to 41. This shape is eminent in the measured base spectrum at 19.6 Torr and
can probably be attributed to water residue. It is corrected for in the EPLL and the measurements at 40.1
and 71.6 Torr, but a similar structure can be seen in the original 115.7 Torr measurement. This finding
highlights the dependence of the deep learning adaption on the used base spectrum. Any error in this
base spectrum will be propagated to the adapted spectra. For this reason and the other domain differences
between measured and simulated data, the RIC scores of the deep learning models are around 2-3%
higher than for the in-dataset evaluation. Notably, the standard deviation of the deep learning models is
increased for the out-of-dataset validation. This might be reduced if more validation data is used in the
out-of-dataset evaluation. Therefore, model inspection and selection are critical for future trials.
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Figure 39: Validation results for ClONO2 at 40.1 Torr. The bottom plot shows the measured/target and
predicted cross-section. The two upper plots show the residuals. The middle plot shows the residual
from measurement and EPLL simulation (res EPLL). The upmost plot shows the residual (res) between
measurement and prediction (res). (taken from [165])
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Figure 40: Validation results for ClONO2 at 71.6 Torr. The bottom plot shows the measured/target and
predicted cross-section. The two upper plots show the residuals. The middle plot shows the residual
from measurement and EPLL simulation (res EPLL). The upmost plot shows the residual (res) between
measurement and prediction (res). (taken from [165])
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Figure 41: Validation results for ClONO2 at 115.7 Torr. The bottom plot shows the measured/target and
predicted cross-section. The two upper plots show the residuals. The middle plot shows the residual
from measurement and EPLL simulation (res EPLL). The upmost plot shows the residual (res) between
measurement and prediction (res). (taken from [165])

Target Pressure RIC EPLL RIC Model
40.1 Torr 0.0320 0.0520 +-0.017
71.6 Torr 0.0185 0.0490 +- 0.022
115.7 Torr 0.0235 0.0520 +- 0.021

Table 12: RIC scores on ClONO2 for the EPLL and the deep learning model. (taken from [165])
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6.4 Continuous Pressure Adaption

As training a separate model for each pressure setting requires additional time and resources if multiple
settings are under investigation, a combined, continuous model was implemented and evaluated. For
this setup, the training was slightly adapted from the previous setting. Again, the base cross-section
remained at a constant low pressure while the model was trained on different delta pressures, which were
all increased compared to the base pressure. The temperature of the ACS was kept constant. The same
simulation settings as for the previous model were chosen to make the models better comparable. The
hyperparameters were not adapted from the fixed model training. The delta pressure value was introduced
to the model as a concatenation inside the SE block as described in Section 6.2. The full grid of 20
equidistant points from 19.6 to 115.7 Torr was used during training. The delta selected for each training
spectrum was chosen randomly.

The model was evaluated separately for each delta pressure setting, and additional delta pressure
values were introduced in the test set to ensure the model interpolated correctly between the training set
points. For this, 60 equidistant points between 19.6 and 115.7 Torr were created. Three independent
models were trained to evaluate the model deviation. As the resulting RIC depends on the delta pressure
setting of the evaluation, it is depicted in Figure 42. The scores were computed on the in-dataset validation
set consisting of the molecules H2O, OCS, and C2H2 as for the fixed pressure models. The orange line
shows the model prediction at the pressure settings used for training and their standard deviation. The
green line shows the model’s prediction at additional pressure settings that were never before seen by the
model and proves that the model can interpolate to unseen pressure configurations. The fixed pressure
model’s results are depicted in blue with error bars. For the continuous model, a higher overall RIC
becomes evident, which linearly increases with the delta pressure setting. The increase with a higher
pressure setting was expected, as the change in the cross-section is proportional to the delta pressure
setting. In addition, the standard deviation increases with delta pressure. The mean RIC increases from
around four to about nine % over the range of almost 100 Torr.

A higher error was expected compared to the fixed models, as the task is now more complex. The
difference could be decreased by hyperparameter tuning adapted to the new task, but it is not likely to
reach the same level. Therefore, a continuous adaption model can be used if less accuracy in the prediction
is required, but fixed pressure models remain important for increased accuracy.
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Figure 42: In-dataset validation RIC for the continuous pressure adaption model compared to the fixed
model. While the fixed model shows got interpolation (green curve is similar to orange curve), the fixed
networks (blue) show a lower overall score.

6.5 Temperature Adaption

Temperature is an additional, desired environmental parameter to adapt the ACS to. The presented
concept of a deep learning model to adapt cross-sections to temperature is not advisable in this case.
Especially for greater temperature ranges, additional information would be needed to adjust the cross-
section successfully. This information corresponds to the partition function, which outlines changes in the
population density of the two states participating in a transition. This effect has been explained previously
with regard to Equation 12 and is again schematically visualized in Figure 43. Here the temperature T1

is smaller than T2, which results in a higher population density in the higher energy state s2 compared to
the lower energy state s1. This change in population densities results in a change in line strengths and a
different distribution in the resulting spectrum. In an extreme case, some transition is no longer possible
as its ground state becomes depleted. This shows in the cross-section as the vanishing of a particular peak.
Therefore, those probabilities and their changes differ for every transition and molecule and can not be
generalized from a training set of different molecules. Thus, integrating changes over greater temperature
ranges is impossible with the current architecture, as important information needed for this adaption is
not included in the input or training data.
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Figure 43: Schematic visualization of the effect of a temperature increase (T1 < T2) on the population
density (left) and the resulting spectrum (right).

Any approach to enable the integration of temperature changes into the current model needs to
integrate additional information into the model. In EPLL computation, this information is combined
via the partition function, which is not available for every molecule in question. Knowledge about
the molecule in question is required for the deep learning model to predict the spectral changes due to
temperature successfully. The typical way to include knowledge about a molecule into deep learning
architectures is by molecular fingerprints [176], [177]. A wide range of molecular fingerprints exist,
focused on various molecular attributes. Two comparatively simple examples are the Morgan [169], and
the Molecular Access System (MACCS) fingerprint [178]. Including those fingerprints into the SE block
similar to the delta pressure value of the presented architecture did not suffice to enable the models to
predict spectral adaption with temperature changes correctly. A more intricate inclusion of molecular
knowledge into the model is needed for a successful temperature change prediction. The two selected
fingerprints were not optimized with the molecule’s rovibrational states in mind but covered a broad range
of molecular attributes. While, in theory, a deep learning model to predict the changes in cross-sections by
temperature seems possible, the correct fingerprint, which contains all necessary information, is needed.
Molecular fingerprinting itself is a wide field of research, lately driven by graph neural networks [177].
The incorporation of those effects is an interesting question for future research.
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This chapter presented a deep learning approach trained on simulated data to adapt measured ab-
sorption cross-sections to other environmental configurations. While the concept works well for pressure
increases, pressure decreases, and temperature adaptions requires the inclusion of further information
into the system, which is an exciting path for future research. The deep learning system can be trained
for a set pressure change or to allow continuous pressure adaption. While the continuous adaption is less
accurate, the use cases for both approaches are outlined and compared to the current state of the art. This
allows for a broader range of molecules and environmental configurations for synthetic photoacoustic data
generation, which will be explained in the next chapter.
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7 Synthetic Data

Synthetic and measured absorption spectra can be used as a basis to generate synthetic photoacoustic
spectra. For this purpose, integrating the photoacoustic measurement principle in the simulation is
required to ensure correctness. In the following, a methodology to incorporate important measurement
parameters with absorption spectra to generate synthetic photoacoustic spectra is presented. The approach
is tested on two photoacoustic datasets, one amplitude modulated intended for breath analysis and the
other wavelength modulated intended for methane measurements under varied humidity conditions. The
application of the generated synthetic spectra for different machine learning techniques is also presented
and compared to the training on measured spectra.

The methodology presented in this thesis is to use synthetic absorption profiles to overcome the
data scarcity problem in the application of machine learning in gas sensing. Other methods to tackle
data scarcity include linear combination, data augmentation, and large measurement campaigns. Linear
combination refers to the generation of additional data by scaled summation of measured signals. While
measurement campaigns require a lot of effort, data augmentation, and linear combination can quickly
reach their limits with regard to generalization, as they only cover a small domain, similar to the measured
base spectra. In some cases, those techniques are also not applicable. The approach of applying
synthetic data to train machine learning models is presented here across different photoacoustic gas
sensing applications and use cases. The synthetic data needs to be adapted to each sensing setup and can
be created and perturbed as required to provide an extensive database with known deviations. From this
data, models can be trained and created to solve challenges in the sensing applications. To measure a
photoacoustic spectrum multiple measurements at different set points need to be performed. Therefore,
the spectrum is acquired by multiple single-point measurements. This contrasts with other approaches
like dual-comb spectroscopy, which acquires a full spectrum simultaneously. This results in an even more
time-consuming data acquisition. Thus, the benefit of applying machine learning for data generation is
two-fold: it enhances training data volume and representation and reduces measurement time.

The abstract concept of synthetic data generation for photoacoustic spectra is described in the follow-
ing. This will be used to describe the synthetic data generation in the two examples of actual photoacoustic
measurement setups in Section 7.1 and 7.2. Those sections also hold more details on each data generation
process and examples of how the generated data can be used to improve machine learning applications
compared to pure usage of measured data.

For the synthetic Photoacoustic Spectroscopy (PAS) data creation, details of the signal acquisition
concept and specific measurement system must be considered. An overview of the synthetic data gener-
ation for photoacoustic setups is presented in Figure 44. It follows a simplified physical signal cascade
that affects each spectrum. A partitioning into nine steps can be performed, which will be explained in
greater detail in the following:
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Figure 44: Visualization of the synthetic data generation for photoacoustic measurements.

1. Generation of the absorption spectra of each molecule: The absorption spectrum of each
molecule can be computed from its ACS, which can be simulated from line databases or taken from
measured reference data. To compute the absorption spectrum, additional variables like pressure,
temperature, gas matrix, path length, and concentration have to be taken into account. The process
of simulation from line databases is described in Section 4.1 and an adaption to environmental
parameters for measured spectra in Section 6. This process yields one spectrum for each analyte in
the gas mixture.

2. Integration of the photoacoustic efficiency: Since PAS does not measure the absorption directly
but the pressure signal generated by the non-radiative relaxation of the molecule, only non-radiative
relaxations contribute to this signal. When the bulk matrix is constant or has been found not to
suffer from this non-spectral interference, this step can be skipped as the relaxation efficiency can
be considered constant in this case. If that is not the case, the photoacoustic efficiency needs to be
estimated via measurements or simulation as described in Section 3.4.4. Applying the efficiency
factor over the full spectrum of a single molecule is a simplification, as the factor only corresponds
to a single transition. This can be performed for simulated data but poses a problem when handling
a measured ACS. Nevertheless, applying a single factor to the whole spectra performed well for
the small spectral area under consideration in the experiments.

3. Combination to a mixture spectrum: Combining the molecule spectra into a mixture spectrum is
performed by summation. This equals an omission of the mixture effects described by Hartmann et
al. [31]. Nevertheless, this simplification is reasonable, as the mixture effects on the spectral shape
are very minor and expensive to compute, especially considering the theoretical parameters, which
are often unavailable and are not measurable with the sensing setup in question. This process now
yields one mixture spectrum containing a combination of all analytes.

4. Simulation of the laser output spectrum: A precise simulation of the laser output spectrum is
needed, as it greatly affects the final PAS spectrum. The parameterization of the laser driver can
greatly impact the exact laser output spectrum. Mainly, when Amplitude Modulation (am)-PAS is
performed, the 50 % duty cycle greatly changes the laser response from the Continous Wave (cw)-
response that is typically provided by manufacturers. The simulation can be performed by fitting
a typical laser output function to measured output spectra as described in the two examples in
Subsections 7.1.1 and 7.2.1.
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5. Convolution of the laser output spectrum and the mixture spectrum: The convolution of the
laser output spectrum and the mixture absorption spectrum yields the signal generated at this laser
set point. Since each signal acquisition combines many periods of signal generation through the
lock-in-amplifier, an integration over all the wavenumbers can be performed. This yields one
measurement point for a given set current, which can be directly used as the basis of a measurement
point in Amplitude Modulated Photoacoustic Spectroscopy (am-PAS). As Wavelength Modulated
Photoacoustic Spectroscopy (wm-PAS) is a second-order measurement, additional steps must be
taken to simulate the second-order signal.

6. Creation of the second order signal: For the generation of a wm-PAS signal, the second-order
information acquired by the setup needs to be simulated. To achieve a realistic simulation, the
modulation of the laser around the center current is simulated in a fine grid, just as described in
steps one to five. Those simulated data points of the modulation at each time step are combined, and
a Fourier transformation is performed to extract the second-order information. The exact process
is described in Subsection 7.2.1. This is repeated for each center current in the spectrum.

7. Scaling of the simulated PAS spectrum: Finally, a scaling of the simulated signal is performed.
This scaling factor can be constant with the set current or contain additional terms as needed. This
scaling factor combines multiple physical scaling effects that happen during signal acquisition.
It covers not only microphone sensitivity and changes in optical power but also the resonance
amplification of the cell (R-value) and the amplification by the Lock-in Amplifier (LIA). This
scaling factor could also be adapted to depend on additional parameters. For example, the R-value
of the cell can depend on the resonance frequency and speed of sound of the current bulk matrix.
Therefore, this factor is most promising for improvement by integrating those factors.

8. Simulation of the background signal: The background signal and its simulation only apply to
am-PAS and are governed mainly by two effects. The first one is the signal strength increase with
laser current. Therefore, the optical power and the measured signal increase for each measurement
point. The second effect is typically constant with respect to the optical power and originates in
physical interactions of the beam at the cell windows and inside the cell. Both backgrounds can be
easily obtained by performing a measurement without any analytes present.

9. Generation of the final spectrum: At last, to generate the final spectrum, the background and the
scaled signal need to be added in the case of am-PAS. This simulated spectrum can now serve as
the basis of model training.

Multiple parameters influence the synthetically generated signal during its generation, which corre-
spond to real-world parameters, like the modulation depth in wm-PAS or the spectral width of the laser.
Those parameters can be slightly adapted during simulation to correspond to real-world deviations during
measurements. This way, a range of signals with known deviations can be created to be used during the
training of machine learning models. The data generation described here can be parallelized to increase
computation speed. In addition, all typical enhancements like data augmentation can be used. In the
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following two examples will be showcased: First, a photoacoustic setup for breath analysis that applies
am-PAS using a Quantum Cascade Laser (QCL) and second, a wm-PAS setup involving an Interband
Cascade Laser (ICL) which is aimed at methane detection for environmental analysis or natural gas
monitoring.

7.1 Photoacoustic Setup for Breath Analysis

This section is partially based on our work published in [125], [179]–[181] and combines and extends the
results presented there. The measurement setup is described after an introduction to breath analysis and
the two analytes, acetone and ethanol. In Subsection 7.1.1, we combine the results from [180] and [125]
to present a coherent data generation approach for this sensing setup which integrates system-specific
parameter deviations. Next, an in-depth comparison of machine learning models trained on synthetic and
measurement data, as well as a combination thereof, extended from [181] is presented in Subsection 7.1.2
and evaluated on synthetic and measured data in Subsections 7.1.3 and 7.1.4. The integration of synthetic
data in variable selection is presented in Subsection 7.1.5.

Breath analysis as a diagnostic tool is considered a major opportunity in medicine. Non-invasive
breath sampling is expected to reduce patient discomfort and thus enable higher patient compliance and
more frequent health monitoring [4], [6], [182]. A broad range of analytical techniques are available for
breath analysis, which have recently been thoroughly reviewed in [183] including a chapter focused on
PAS [49]. PAS as a laser spectroscopic technique is considered a targeted, possibly real-time enabled
analysis [19], [49], [184]. Targeted here refers to an a priori selection of the analytes of interest and a
sensor design to most reliably detect those analytes.

In this work, the analytes of interest are acetone and ethanol. Acetone is a biomarker related to
ketogenic diet [185]–[187] and acute decompensated heart failure [188]. An in-depth discussion of
acetone as a biomarker can be found in [19, Chapter 2.1.4.]. The current study situation remains
inconclusive to the quantitative, informative value of acetone as a biomarker due to large variations within
the population [189]–[193]. Therefore, further large-scale studies are required. Concentrations in healthy
individuals range from 0.3 to 0.9 ppmV [194]–[197].

Breath ethanol on the other hand can originate through external factors or the metabolism. It linearly
correlates with blood ethanol concentration and can be used to assess driving ability. In conjunction with
other biomarkers, it can be used to detect blood poisoning or liver disease [198]. Ethanol concentration
in the breath of healthy humans ranges from 0.196-0.238 ppmV [194], [199]–[201].

Figure 45 visualizes the measurement setup concept. The input current is supplied by a Laser Driver
Controller (LDC) 3736 from ILX Lightwave (Newport Corporation, US) to the QCL from AdTeach
(AdTech Photonics Inc., US). The photoacoustic cell is a custom resonant design described in [53]. The
acoustic signal is acquired through a Micro Electro Mechanical System (MEMS)-microphone ICS-40720
(InvenSens Inc., US) and amplified by a LIA Ametek 7270 (Ametek, US). The process is controlled using
a custom LabVIEW program. The system is controlled to 35 °C to avoid condensation, but the laser is
controlled to 23 °C for all measurements. The system, including the resonant photoacoustic cell and gas
delivery system, are explained in detail in [53], [125], [179].
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Figure 45: Setup of the QCL am-PAS measurement. A Personal Computer (PC) is used to control
the Laser Driver Controller (LDC) which supplies current to the Quantum Cascade Laser (QCL). Light
emitted by the QCL passes through the measurement cell. It is detected by a microphone and amplified
by the Lock-in-Amplifier (LIA). the output is analyzed by the PC.

This setup used to generate the data within this section applies amplitude-modulated signal generation
using a square wave signal with a 50 % duty cycle. The low–level of the square wave is kept at 250 mA, just
below the laser threshold, so no light is produced during the off-phase. The laser is not entirely switched
off to retain a more stable temperature, which conserves the laser and ensures a faster response. The
high-level current of the square wave is modulated between 350 and 495 mA in steps of 1 mA to achieve
different wavelengths. The QCL emits light in the range from 8263-8270 nm with a spectral resolution
of 48 pm. This yields photoacoustic spectra with 146 measurement points each. The acquisition of one
spectrum takes around 3 hours, highlighting the extreme data acquisition cost. The system reached an
LoD of 0.25 ppbV for acetone and 6.47 ppbV for ethanol with an integration time of 10 s for a single
point measurement [125].

Even though single-point measurements yield great sensitivity, they do not cope with spectral or non-
spectral interferences in the photoacoustic measurement. This is especially of interest in a complex bulk
matrix like human breath exhale. The full spectral information can be considered for each measurement
to avoid incorrect measurements. Here, only a very small range of 7 nm is considered, similarly to
[202], while others [118], [191], [203], [204] measured over a much broader range. Kistenev et al.
[118], [204] applied Support Vector Machine (SVM) to predict diseases from the spectra directly but only
had very limited samples (32 and less than 100). Therefore, the applicability of this study to medical
practice is limited. We do not consider the problem of direct disease detection but want to predict the
two analytes with high sensitivity and precision to enable future large-scale studies on the significance of
those biomarkers.

The absorption spectra targeted by this sensing setup are presented in Figure 46. While a distinctive
spectral pattern for water is visible, the other components don’t show differentiated peaks in the area of
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interest. For CO2, almost no absorption can be seen, as CO2 is not a component of interest, and the
spectral range was selected not to include CO2 peaks. No distinctive structures can be found for acetone
and ethanol, as only broad absorption bands can be found in this region. The primary analyte this setup
was targeted to is acetone. Hence, a higher absorption coefficient for acetone can be seen in Figure 46.
The simulated absorption spectra presented here are used as the basis for photoacoustic spectral simulation
presented in the next section.

Figure 46: Absorption coefficient of the four components targeted with the am-PAS QCL setup for breath
analysis. While CO2 shows practically no absorption, distinctive structures can be found for H2O. Acetone
and ethanol show shallow absorption due to their broad structure.

7.1.1 Synthetic Data Creation

The synthetic data creation for the am-PAS QCL for breath analysis is intended to contain multiple physi-
cally relevant parameters to simulate deviations in the data stemming from, e.g., laser driver irregularities.
We only simulate the signal amplitude, the phase is neglected. The process is described and evaluated in
the following, and the parameters are presented.

To model the PAS spectrum of the am-PAS QCL, not all steps described in the main section are
necessary. Step 2, the integration of the photoacoustic efficiency was omitted as previous measurements
showed no change in photoacoustic efficiency for the expected bulk matrix. Step 6 was also omitted, as it
only applies to wm-PAS.
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To simulate the final signal, we follow an adapted PAS Equation 85. The measured photoacoustic
signal ?pas at each high-level current � is computed, including the scaling factor @(�) and background
signal 16(�). Uppercase letters with the subscript ã represent vectors over a range of wavelengths. The
QCL output spectrum over all wavelengths %ã (�) is convoluted with the absorption spectrum of the gas
mixture

Õ
2 �ã2. The mixture absorption spectra are given by the sum over all components’ absorption

spectra �ã2.

?pas (�) = @(�)
"
%ã (�) ⇤

’
2

�ã2

#
+ 16(�) (85)

The single component absorption spectra of CO2 and H2O were simulated using line data from
HITRAN [14] and the Voigt equation [26] as implemented in HITRAN Application Programming In-
terface (hapi) [27]. Since acetone and ethanol are unavailable as line data, measured spectra from the
Pacific Northwest National Laboratory (PNNL) library [28] were used. No additional adaption regarding
temperature or pressure was required since the measured ACS were collected under similar circumstances.
A conversion to absorption spectra was applied. An additional adaption of the ethanol base spectrum
was performed as strong deviations concerning ethanol were noted. Since the ethanol gas tank only con-
tained 96.5 % of the assigned concentration, ethanol spectra were multiplied with a factor of 0.965. This
concentration error was validated by additional concentration measurements with an Fourier Transform
Infrared (FTIR) (MKS Instruments, Inc; US). This error is still within the margins specified by the gas
supplier (+/- 5 %) but led to noticeable errors in the synthetic data generation. In addition, the ethanol
base spectrum was adapted between 8261-8264 nm. Finally, all spectra were scaled to the corresponding
concentration and summed

Õ
2 �ã2.

The QCL output spectrum %ã (�) for each high–level current proved to be relatively uncommon in
this setup. It was computed using the handcrafted Equation 86. This instrument function consists of two
components as described in Equation 86. The probability density function of a GaussianNã (`(�), 10) and
a handcrafted triangle function )A8ã (�) as described in Equation 87. A laser output function is typically
expected to form a Gaussian or Lorentzian curve centered at the output wavelength. The curve center
depends on the high-level current supplied. In our case, it is computed using two adaptable parameters.
The additional triangle function is required for this setup, as large deviations to the expected output
function were observed. A non-neglectable signal at the lower energy side of the peak was observed,
increasing with a higher high-level supply current as visualized in Figure 47. The actual laser output is
most likely distorted in this way due to a limited slew rate of the laser driver. The adaptable parameters
10�9 are fitted using measurements acquired with a 771 laser spectrum analyzer (Bristol Instruments Inc.,
US) for every supplied high–level current.
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Figure 47: Simulated laser output at 350 and 450 mA high current. The 450 mA output shows the
uncommon triangle-shaped signal.

%ã (�) = Nã (`(�), 10) (11� + 12) + )A8ã (�) with `(�) = 13�
2 + 14� + 15 (86)

)A8ã (�) = </C
⇣
Æ̃a � (` � C)

⌘?<
>0

with < = 16� + 17 and C = 18� + 19 (87)

The laser output spectrum was convoluted with the mixture absorption spectrum. This step was
repeated for all 146 measurement points. In the next step, the background signal was estimated from four
independent PAS background measurements following Equation 88. The three parameters 20�2 were kept
constant after the fit.

16(�) = 20�
2 + 21� + 22 (88)

Next, the signal transfer parameters 30 and 31 are estimated. Here only linear effects were assumed
@(�) = 30� + 31. Those parameters were fitted using eight spectra. Each spectrum was acquired with only
one analyte. So two concentrations of CO2, H2O, acetone, and ethanol were used.

Finally, the QCL parameters 10 and 15 represent the standard deviation of the Gaussian function and
the peak position needed adaption. This is due to the low resolution of our spectrum analyzer, which
could not resolve the peak sufficiently. The same spectra used to fit 30 and 31 were used to optimize those
two parameters.

Therefore, 15 adaptable parameters were fitted using a combination of twelve PAS spectra - two for
each component and four background spectra - and measurements from the laser spectrum analyzer. Table
13 summarizes those parameters and their description. The parameters were further improved from their
first publication in [180]. An additional twelve spectra that were not used to create the simulation were
used to compute the validity of the simulation by computing the respective Mean Average Percentage
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Parameter Value Description Estimated relative
variance

10 0.21080 HWHM of the QCL -
11 2.4906e-05 QCL output intensity linear

with �
-

12 -5.8097e-03 QCL output intensity constant -
13 5.6738e-05 instrument transfer quadratic

with �
-

14 2.0737e-03 instrument transfer linear with
�

0.27928⇤

15 8255.2 instrument transfer constant 7.0350e-06
16 0.053663 triangle slope linear with � -
17 -18.0274 triangle slope constant -
18 2.5076e-06 triangle height linear with � -
19 -5.1060e-04 triangle height constant -
20 -1.2022e-04 background scaling quadratic

with �
-

21 0.24302 background scaling linear with
�

0.0048054

22 -55.228 background scaling constant 0.0097943
30 -3.6457e07 PAS signal transfer scaling lin-

ear with �
0.024998

31 3.2874e10 PAS signal transfer constant 0.012011

Table 13: Fitted parameters for the am-PAS QCL synthetic data generation, their values, estimated
variance (where applicable), and physical correspondence. ⇤estimation from the covariance matrix,
which is unreliable due to strong correlations.

Error (MAPE) for each spectrum, which resulted in a mean MAPE score of 2.9 %. The results per
spectrum and the respective concentrations are provided in Table 14.

Those spectra were also included, in addition to the spectra used to create the simulation, in an error
contribution study. Here only the parameters 22, 21, 31, 30, 15, and 14 were analyzed. They were selected
due to their strong correspondence with actual measurement parameters. The parameters 21�2 define
the linear and constant part of the background signal. The background signal can vary due to changes
in the laser output power or slight misalignment of the setup. The parameters 30�1 correspond to the
linear and constant signal transfer or scaling. Those parameters can change mostly due to changes in
the cell constant. Even though a check is performed before and after each spectral acquisition to ensure
a measurement at the resonance frequency, the cell constant varies with changes in the bulk matrix as
described in [125]. Finally, the parameters 14�5 correspond to the linear and constant component of the
instrument transfer function, e.g., the peak position at a certain high-level current �. Here, variations can
be caused by the temperature compensation of the laser. Quadratic components were excluded from this
error estimation.

The relative variance was computed from the covariance matrix and is provided in Table 13. This
estimation disregards the covariance with other fitting parameters. Therefore, the feasibility of those
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Measurement No. 0 1 2 3 4 5
H2O [%V] 0.89 1.24 0.89 1.24 0.89 1.24
CO2 [%V] 0 0 5 5 3 3
Ethanol [ppmV] 0 0 0 0 0 0
Acetone [ppmV] 3.92 3.92 3.92 3.92 1.96 1.96
MAPE score [%] 5.2 4.9 1.5 2.1 1.4 3.0

Measurement No. 6 7 8 9 10 11
H2O [%V] 0 0.89 0 0.6 1.5 1.24
CO2 [%V] 0 3 0 0 1.5 5
Ethanol [ppmV] 7 7 4 6 2 4
Acetone [ppmV] 1.96 1.96 3.92 3.92 0.5 0
MAPE score [%] 2.6 1.3 2.7 5.5 2.2 2.0

Table 14: Concentrations of the measured evaluation spectra and their MAPE score with respect to the
simulation.

estimates was confirmed by a Markov Chain Monte Carlo (MCMC) [205]. The MCMC showed a strong
covariance of the parameter 14, rendering the estimation from the covariance matrix less feasible and
explaining the very high value of 18 %. For all other parameters, the simplified estimation of the relative
variance was justified.

In Figure 48, the simulated PAS signal for pure water, acetone, and ethanol spectra is presented to
provide an impression of the signal shape. While for water, two clear peaks are visible at 420 and 485
mA; no such clear signal is visible for acetone or ethanol. The upward slope in this non-preprocessed
spectra results from the increased optical power for the increased high-level current. The main difference
between the ethanol and acetone data is the difference in the slope. When the signal is compensated for
the optical power change as presented in [125], a downward slope and a shallow elevation in ethanol can
be seen. On the other hand, an upward slope of acetone is visible after compensation.
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Figure 48: Simulated PAS spectrum for water, acetone, and ethanol. Adapted from [181].

For the generation of the training data, the standard deviation of the parameters 22, 21, 31, 30, 15,
and 14 was scaled by 1/2 and uniformly sampled during data generation. The spectra for a grid of
concentrations were generated. Twenty samples each were equally spaced from 0-6 % water, 0-5 ppm
acetone, and 0-10 ppm ethanol, and ten for 0-5 % carbon dioxide. This results in 80.000 synthetic spectra.
Ten percent were randomly selected as the test set. The remaining samples were now used to train the
machine learning models presented in the following sections.

7.1.2 Machine Learning Setup

In this section, we focus on a comparison between models trained on synthetic and measured data.
Therefore, we employ different machine learning approaches previously presented in Section 5.2. To
create a broad picture of the impact of the synthetic training data, we analyzed different machine learning
algorithms representing different levels of complexity. Deep learning methods like CNNs [206] and
recent transformer networks [100], which would constitute the next level of model complexity, were not
included in the current study. All models used are summarized in Table 15 and were evaluated on the
measured and the synthetic test set.
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Abbreviation Model Multi-/Uniresponse Model complexity
MLR Multi-Linear Regression Multiresponse Baseline
PLS1 Partial Least Squares 1 Uniresponse Simple
PLS2 Partial Least Squares 2 Multiresponse Simple
SVR Support Vector Regres-

sion
Uniresponse Advanced

ANN1 Artificial Neural Network
- 1 layer

Multiresponse Advanced

ANN2 Artificial Neural Network
- 2 layer

Multiresponse Advanced

RF Random Forest Uniresponse Ensemble
GB Gradient Boosting Uniresponse Ensemble

Table 15: Overview of machine learning algorithms evaluated during synthetic data experiments.

All measurements

Fit simulation Test data

Training data Double cross evaluation

Figure 49: Indicated data partition for the measured am-PAS QCL data for the models trained on synthetic
(top) and measured (bottom) data. The data used to fit the synthetic data model was never used to evaluate
the measurement model to ensure comparability between the two approaches. Only the outer cross-
validation splits are visualized.

The synthetic dataset, including simulated measurement deviations, was created as described in
Subsection 7.1.1. The measurement dataset consists of 30 spectra, of which 22 were used in a seven-fold
double cross-validation. The eight samples already used to fit the synthetic spectra were always attributed
to the training data. This concept is visualized in Figure 49 and ensures a comparable evaluation for
the models trained on the synthetic and measured datasets. The outer double cross-validation splits
were created not to contain the same mixture of components in the training and test split. The inner
cross-validation was fourfold. The concentrations are provided in Table 16, indicating the outer double
cross-validation split. A separate hyperparameter tuning, including all measurement data, was performed
to evaluate the synthetic data, again employing four-fold cross-validation.

Data augmentation is typically used when working with measured data to increase variation and,
therefore, the robustness of the final model. We followed the approaches presented by Bjerrum et al.
[141] and changed the slope and offset of the data, added random noise and a small multiplicative factor.
In contrast to other works [12], [141] we did not derive the intensity of our data augmentation from the
dataset. We expected the best amount of data augmentation to differ by model and, therefore, included
the data augmentation parameters in the Bayesian hyperparameter tuning. All models’ corresponding
tuning ranges were kept constant and are provided in Table 17. The possible tuning ranges for the model
hyperparameters can be found in Tables 18 to 22. For an explanation of the hyperparameters used, the
reader is referred to the documentation of the scikit learn package (version 1.2.2) [147]. All models were
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Sample Acetone [ppmV] Ethanol [ppmV] Water [%V] CO2 [%V] Split
1 3.92 0 0.89 0 0
2 3.92 0 1.24 0 1
3 0 0 0.89 0 /
4 0 0 1.24 0 /
5 3.92 0 0 5 4
6 0 0 0 5 /
7 3.92 0 0 0 /
8 3.92 0 0 5 4
9 3.92 0 0.89 5 0
10 3.92 0 1.24 5 1
11 3.92 0 0 5 4
12 3.92 0 0.89 5 0
13 3.92 0 1.24 5 1
14 1.96 0 0 0 /
15 1.96 0 0 3 5
16 1.96 0 0.89 3 0
17 1.96 0 1.24 3 6
18 0 0 0 3 /
19 0 0 0.89 3 2
20 1.96 0 1.24 3 6
21 0 0 0.89 5 2
22 0 0 1.24 5 3
23 0 7 0 0 /
24 1.96 7 0 0 3
25 1.96 7 0.89 3 5
26 0 4 0 0 /
27 3.92 4 0 0 2
28 3.92 6 0.6 0 3
29 0.5 2 1.5 4 5
30 0 4 1.24 5 6

Table 16: Concentrations of the measurement data set and their outer double cross-validation split.

subject to Bayesian hyperparameter tuning as implemented by Weights and Biases [146] for 100 epochs.
Here, it has to be noted that the models trained on the synthetic dataset were tuned with respect to the
synthetic validation data. In contrast, the measurement and augmented measurement models were tuned
towards their cross-validation sets.
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Parameter Min Max Distribution
Multiply e-15 e-2 Log uniform
Noise e-20 e-2 Log uniform
Offset e-15 e-2 Log uniform
Sample num 1 166 Int uniform
Slope e-15 e-2 Log uniform

Table 17: Hyperparameter ranges for data augmentation.

Parameter Min Max Categories Distribution
n components 3 100 Int uniform

Table 18: Hyperparameter ranges for PLS1 and PLS2.

Parameter Min Max Categories Distribution
C -15 1 Log uniform
Coef0 0 2 Uniform
Degree 1 5 Int uniform
Epsilon 0.01 0.6 Uniform
Gamma Auto, Scale Categorical
Kernel Linear, Rbf, Poly, Sig-

moid
Categorical

Shrinking True, False Categorical

Table 19: Hyperparameter ranges for SVR.

Parameter Min Max Categories Distribution
Activation Identity, Logistic, Tanh,

Relu
Categorical

Alpha e-15 e-2 Log uniform
Early stopping True, False Categorical
Hidden layer1 5 500 Int uniform
Hidden layer2 5 500 Int uniform
Learning rate Constant, Invscaling,

Adaptive
Categorical

Learning rate
init

e-15 e-1 Log uniform

Solver LBFGS, SGD, Adam Categorical

Table 20: Hyperparameter ranges for ANN1 and ANN2.
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Parameter Min Max Categories Distribution
Max depth 2 20 Int uniform
Max features Auto, Sqrt, Log2 Categorical
Min samples
leaf

1 10 Int uniform

Min samples
split

2 20 Int uniform

N estimators 10 200 Int uniform

Table 21: Hyperparameter ranges for RF.

Parameter Min Max Categories Distribution
Criterion Sqared error, Friedman

mse, Absolute error
Categorical

Learning rate e-15 e-1 Log uniform
Loss Squared error, Absolute

error, Huber, Quantile
Categorical

Max depth 2 30 Int uniform
Max features Auto, Sqrt, Log2 Categorical
Min samples
leaf

1 10 Int uniform

Min samples
split

2 20 Int uniform

N estimators 3 200 Int uniform
Subsample 0.85 1 Uniform

Table 22: Hyperparameter ranges for GB.
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7.1.3 Machine Learning Evaluation with Synthetic Data

The evaluation results on the synthetic dataset are visualized as a heatmap in Figure 50. The different
machine learning models are listed on the vertical axis, while the different training datasets are presented
on the horizontal axis. The model performance is presented in the grid and color coded. In this case, it
is computed on the synthetic test dataset. It is presented as the scaled sum-Mean Absolute Error (MAE).
This performance score was chosen to represent one metric even though the concentrations of the analytes
vary greatly. For this score, each component’s MAE was computed, scaled by the maximal concentration
of this component: 6 % for water, 5 ppm for acetone, and 10 ppm for ethanol, and subsequently summed.
A lower score indicates better performance. Analyzing Figure 50, a devastating performance of the
models trained on the measurement or augmented measurement dataset in the middle and rightmost
column can be seen. They show a scaled sum–MAE between 36 and 91 % for every model, while
the models trained on the synthetic dataset only show a scaled sum–MAE of 2.5 to 3 % for all models
except the ensemble models. Those perform worse than expected with 13 and 20 % scaled sum–MAE.
The worse performance of the measurement and augmented models indicates that the synthetic dataset
contains additional perturbations that are not provided in the measurement dataset.

Figure 50: Scaled sum-MAE [a.u.] on the synthetic test dataset per model and training dataset (synthetic,
measured, measured-augmented). Lower values indicate better performance.

The same plot is provided per molecule in Figures 51 to 53 for a more in-depth evaluation. Here
the scaled MAE for each molecule is used to provide comparability among the analytes. The sum of all
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moleclues’ scaled MAE corresponds to the scaled sum-MAE. In Tables 23 to 25, the MAE (unscaled),
as well as the standard deviation of the models for water, acetone, and ethanol, is provided. For water in
Table 23, we can see a MAE of less than 1 % for most models trained on the measurement and augmented
dataset on this molecule, which indicates that the position and shape of the prominent water features are
well captured on the synthetic dataset. The bad performance of the ensemble models with a MAE of more
than 2.4 %V has to be noted. The ensemble methods did not improve the model’s capability to transfer to
this different domain, which is visible for all three components from far worse performances than other
models.

Figure 51: Scaled MAE [a.u.] of water on the synthetic test dataset per model and training dataset
(synthetic, measured, measured-augmented). Lower values indicate better performance.

When focusing the evaluation on acetone, we again see the synthetic training performing better as
was expected. But different to the evaluation on water, a strong difference between the measurement
and augmented dataset can be seen in Figure 52 and Table 24 with the augmented dataset performing a
lot worse when evaluated on synthetic data. While for the measurement dataset, the MAE is generally
below 1 ppmV, it is above 2 ppmV for all augmented models. This might be attributed to a part of the
augmentation which hinders the correct acetone prediction. Since acetone shows a relatively shallow slope
without visible features in the spectrum, this might be disturbed by the slope augmentation procedure.
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Model Synthetic Measurement Augmentation
MLR 0.0324 ± 0.0270 0.118 ± 0.0988 0.0916 ± 0.0864
PLS2 0.0327 ± 0.0273 0.201 ± 0.215 0.201 ± 0.215
PLS1 0.0324 ± 0.0270 0.198 ± 0.213 0.200 ± 0.214
ANN1 0.0385 ± 0.0311 0.590 ± 0.659 0.707 ± 0.763
ANN2 0.0407 ± 0.0341 0.233 ± 0.292 0.304 ± 0.302
SVR 0.0435 ± 0.0327 0.388 ± 0.306 0.292 ± 0.295
RF 0.0574 ± 0.0524 2.42 ± 1.63 2.28 ± 1.62
GB 0.0708 ± 0.0631 2.46 ± 1.65 2.17 ± 1.63

Table 23: MAE on water and its standard deviation in %V on the synthetic test dataset for all training
datasets and models.

Figure 52: Scaled MAE [a.u.] of acetone on the synthetic test dataset per model and training dataset
(synthetic, measured, measured-augmented). Lower values indicate better performance.

Finally, the ethanol evaluation on the synthetic dataset shows the reverse effect of augmentation
compared to acetone. This is depicted in Figure 53 and Table 25. While again, the models trained on
the measurement and augmented measurement dataset perform far worse than the synthetically trained
models, here, the augmented dataset shows far better performance for ethanol prediction compared to
the models trained on the measurement dataset. For ethanol, the models trained on the measurement
dataset show a MAE above 2 ppmV, while the models trained on the augmented dataset show a MAE
below 1 ppmV. Here, the augmentation has greatly improved the performance of the models. Also, the
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Model Synthetic Measurement Augmentation
MLR 0.0313 ± 0.0258 0.895 ± 0.750 2.09 ± 1.78
PLS2 0.0314 ± 0.0258 0.647 ± 0.546 2.39 ± 1.98
PLS1 0.125 ± 0.107 0.633 ± 0.527 2.49 ± 2.07
ANN1 0.0364 ± 0.0308 0.855 ± 1.07 4.29 ± 4.70
ANN2 0.0399 ± 0.0340 0.262 ± 0.199 2.31 ± 2.09
SVR 0.0420 ± 0.0336 0.463 ± 0.366 2.15 ± 1.74
RF 0.144 ± 0.113 0.867 ± 0.592 3.44 ± 2.52
GB 0.146 ± 0.115 0.888 ± 0.623 3.24 ± 2.37

Table 24: MAE on acetone and its standard deviation [ppmV] on the synthetic test dataset for all training
datasets and models.

bad performance of the ensemble methods trained on the synthetic dataset has to be noted for ethanol
prediction. While all other models show a MAE below 0.2 ppmV, the Gradient Boosting (GB) has a
MAE of 0.876 ppmV, and the Random Forest (RF) even of 1.58 ppmV, which indicates a failure of the
ensemble models to capture the actual influence of ethanol on the spectra.

Figure 53: Scaled MAE [a.u.] of ethanol on the synthetic test dataset per model and training dataset
(synthetic, measured, measured-augmented). Lower values indicate better performance.
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Model Synthetic Measurement Augmentation
MLR 0.125 ± 0.107 2.80 ± 2.27 0.785 ± 0.667
PLS2 0.125 ± 0.107 2.49 ± 2.06 0.634 ± 0.533
PLS1 0.0313 ± 0.0258 2.58 ± 2.14 0.619 ± 0.512
ANN1 0.150 ± 0.130 3.87 ± 4.00 0.876 ± 1.08
ANN2 0.165 ± 0.140 3.15 ± 2.72 0.746 ± 0.635
SVR 0.138 ± 0.115 2.18 ± 1.65 0.486 ± 0.386
RF 1.58 ± 1.30 3.44 ± 2.43 0.882 ± 0.614
GB 0.876 ± 0.639 3.21 ± 2.35 0.746 ± 0.528

Table 25: MAE on ethanol and its standard deviation [ppmV] on the synthetic test dataset for all training
datasets and models.

The evaluation of all three models on the synthetic dataset allows to draw the following conclusions:

• All models trained on the synthetic dataset perform better than those trained on measurement and
augmented data when evaluated on the synthetic test data. This is expected as they were trained on
data from the same distribution.

• The simulation of the water spectra is very close to the measured spectra as the error from the models
trained on the measurement and augmented dataset are comparatively small for the evaluation on
synthetic data.

• The ensemble models trained on synthetic data fail to predict ethanol concentrations even on the
same dataset correctly.

• The models trained on the augmented dataset perform worse than the models trained on the
measurement dataset for acetone prediction.

• In contrast, training on augmented data improves the prediction of ethanol in comparison to non-
augmented measurement data.

• While the prominent features of water seem to be captured well in the synthetic dataset, the subtle
slopes and features of ethanol and acetone are not as well captured, leading to worse performances
of the models trained on measured and augmented data for those molecules.

• The standard deviation of all models and all training datasets is high, showing a correlation to the
MAE.

7.1.4 Machine Learning Evaluation with Measurement Data

A similar evaluation was chosen for the measurement test set. In contrast to the synthetic test set, the
evaluation on the measurement data was a double cross-validation. The data was split into seven outer
splits as indicated in Figure 49 and double cross-validated with four inner folds for 100 epochs with
Bayesian hyperparameter tuning. An overview of the scaled sum-MAE scores of each model and training
dataset evaluated on the measurement test data is presented in Figure 54. The different machine learning
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models are listed on the vertical axis, while the different training datasets are presented on the horizontal
axis. The model performance is presented in the grid and color coded. In this case, it is computed over all
outer measurement dataset splits or the measurement test set for the models trained on the synthetic dataset.
It is presented as the scaled sum-MAE. Here, a reverse trend as on the synthetic data evaluation shown in
Figure 50 can be seen, with the measurement and augmented measurement training dataset performing
better than the synthetic training dataset. Such performance can be attributed to the domain difference
between the synthetic and measured or augmented measurement dataset. The ensemble methods, RF
and GB, trained on the measurement dataset, performed worse than the other models, similar to the
synthetically trained ensemble models on the synthetic dataset.

Figure 54: Scaled sum-MAE [a.u.] on the measurement test dataset per model and training dataset
(synthetic, measured, measured-augmented). Lower values indicate better performance.

The evaluation of the prediction of the water concentration is presented in Figure 51 with respect to
the scaled MAE and in Table 26 the MAE in %V as well as the standard deviation is displayed. Here, the
worse performance of the ensemble methods, RF and GB, trained on the measurement and measurement
augmented dataset becomes visible. All models except those show a MAE below 0.2 %V, with the
synthetically trained models showing around double the error than their respective counterparts trained
on the measurement or augmented measurement dataset.
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Figure 55: Scaled MAE [a.u.] of water on the measurement test dataset per model and training dataset
(synthetic, measured, measured-augmented). Lower values indicate better performance.

Model Synthetic Measurement Augmentation
MLR 0.114 ± 0.164 0.0649 ± 0.0688 0.0586 ± 0.0738
PLS2 0.111 ± 0.152 0.0547 ± 0.0356 0.0432 ± 0.0388
PLS1 0.115 ± 0.163 0.0524 ± 0.0371 0.0492 ± 0.0545
ANN1 0.102 ± 0.129 0.0832 ± 0.0782 0.0742 ± 0.0888
ANN2 0.130 ± 0.150 0.0646 ± 0.0501 0.0646 ± 0.0778
SVR 0.114 ± 0.124 0.171 ± 0.200 0.171 ± 0.122
RF 0.0531 ± 0.0591 0.628 ± 0.284 0.318 ± 0.418
GB 0.0785 ± 0.0748 0.674 ± 0.273 0.318 ± 0.438

Table 26: MAE on water and its standard deviation in %V on the measurement test dataset for all training
datasets and models.
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The acetone prediction presents an advantage of some simple and complex models (Multi Linear
Regression (MLR), Partial Least Squares (PLS) 1&2, ANN 1&2) trained on the measured dataset with
a MAE below 0.2 ppmV as can be seen in Table 27 and from Figure 56. The ensemble methods trained
on the synthetic dataset show similarly good performance, while all other models trained on the synthetic
dataset show a MAE of around 0.35-0.4 ppmV. The models trained on the augmented dataset show an even
worse performance with a MAE from 0.77 to 1.09 ppmV. A similar trend could already be seen during the
evaluation on the synthetic test dataset, where the models trained on the augmented measurement dataset
also showed a worse performance for acetone.

Figure 56: Scaled MAE [a.u.] of acetone on the measurement test dataset per model and training dataset
(synthetic, measured, measured-augmented). Lower values indicate better performance.

Finally, the ethanol evaluation on the measurement test dataset is depicted in Figure 57 and the MAE
in ppmV and its standard deviation are provided in Table 28. The main contribution to the higher scaled
sum-MAE of the synthetic models seen in figure 54 can be attributed to the ethanol prediction with a
MAE above 2 ppmV for all models except GB. In addition, a similar trend as in the evaluation on the
synthetic test dataset can be seen, as the models trained on the augmented dataset perform better with a
MAE below 0.2 ppmV for most models compared to a MAE above 0.7 ppmV of the models trained on
the measurement dataset.
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Model Synthetic Measurement Augmentation
MLR 0.371 ± 0.238 0.194 ± 0.229 0.843 ± 1.17
PLS2 0.369 ± 0.237 0.146 ± 0.121 0.778 ± 0.876
PLS1 0.371 ± 0.238 0.171 ± 0.118 0.901 ± 1.15
ANN1 0.383 ± 0.277 0.176 ± 0.124 0.985 ± 1.10
ANN2 0.357 ± 0.276 0.135 ± 0.0918 0.896 ± 1.05
SVR 0.371 ± 0.251 0.253 ± 0.237 1.09 ± 1.43
RF 0.193 ± 0.154 0.272 ± 0.468 1.04 ± 1.65
GB 0.178 ± 0.138 0.320 ± 0.611 1.07 ± 1.97

Table 27: MAE on acetone and its standard deviation [ppmV] on the measurement test dataset for all
training datasets and models.

Figure 57: Scaled MAE [a.u.] of ethanol on the measurement test dataset per model and training dataset
(synthetic, measured, measured-augmented). Lower values indicate better performance.
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Model Synthetic Measurement Augmentation
MLR 2.18 ± 1.17 1.22 ± 1.38 0.159 ± 0.199
PLS2 2.18 ± 1.16 0.738 ± 0.734 0.181 ± 0.143
PLS1 2.19 ± 1.17 0.738 ± 0.719 0.157 ± 0.150
ANN1 2.15 ± 1.22 0.825 ± 0.845 0.166 ± 0.188
ANN2 2.09 ± 1.25 0.771 ± 0.670 0.154 ± 0.184
SVR 2.20 ± 1.15 1.39 ± 1.52 0.215 ± 0.167
RF 2.69 ± 1.94 2.10 ± 1.71 0.0919 ± 0.342
GB 1.26 ± 0.754 1.87 ± 2.43 0.116 ± 0.386

Table 28: MAE on ethanol and its standard deviation [ppmV] on the measurement test dataset for all
training datasets and models.

The conclusions to be drawn from this evaluation on the measurement test set can be summarized as
follows:

• The models trained on the measurement and augmented measurement dataset perform better than
the synthetically trained models as the domain gap persists, and the synthetic models don’t generalize
well to the new domain.

• Similar to the evaluation on the synthetic dataset, an improvement in ethanol prediction after data
augmentation can be seen.

• The prediction of acetone seems to be hindered by the data augmentation as models perform worse
when trained on the augmented dataset than the measurement dataset.

• The ensemble models trained on the measurement dataset perform worse on all three components
compared to the other models trained on the same dataset.

• The standard deviation of all models and all training datasets is high, showing a similar value to the
MAE.

• The ensemble methods trained on the synthetic dataset show a competitive performance to the
models trained on the measurement dataset on acetone and water prediction.

Overall, four main conclusions concerning this dataset can be drawn:

1. Simple machine learning methods suffice.
The most important conclusion from the evaluation presented is that already simple machine
learning methods like PLS suffice to predict concentrations from the presented data. While on the
synthetic dataset, even the MLR as a baseline method can reach one of the best overall results, on
the measurement dataset, this baseline MLR is outperformed by simple machine learning methods
like PLS, each trained on the respective training dataset. The need for a more intricate method
on the measurement dataset can be attributed to the higher deviations between the data due to
measurement effects or to overfitting of the MLR. The overall linearity of the dataset, so no
changes to the relaxation efficiency of the molecules in the targeted matrix, has already been shown
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in [53]. Therefore, no strong non-linear effects show in the presented dataset, and hence, no
complex non-linear models like ANNs are needed to successfully predict the concentrations from
the dataset.

With a more complex dataset, the effect of overfitting could become a more pressing problem,
which a large amount of synthetic data can alleviate. Still, for a simple dataset as this, a PLS trained
on the measured dataset performs best.

2. The synthetic data does not yet fully cover the measurement domain.
The strong differences in performance of the models trained on the different domains show the strong
domain gap between the synthetic and measured dataset. The models trained on the synthetic dataset
perform worse when evaluated on the measurement dataset and vice versa. A further improvement of
the synthetic data generation could improve this problem. The primary possibility for improvement
is seen in the underlying ethanol absorption spectrum, which shows a comparatively low resolution
- regarding wavelengths and signal height. This has already been discussed in depth in our previous
work [125].

In addition, domain adaption methods can be used to leverage the large amount of synthetic data
and the measured dataset. This includes, for example, the fine-tuning of ANNs as was presented on
this dataset in [181] or a hybrid training approach where the synthetic and measurement samples
are combined during the adaption process of the model.

3. Data augmentation on the small measurement dataset has to be used with care.
While data augmentation shows excellent improvements compared to the pure measurement dataset
for ethanol prediction, a worse result on acetone prediction was visible for both test datasets.
Therefore, when using data augmentation in spectral regression, an in-depth evaluation is needed,
and in this case, both components’ predictive quality has to be kept in mind.

4. High standard deviations hint towards possible improvements in the measurement setup.
For the synthetic and the measurement models, high standard deviations in the range of the MAE
can be seen for all components and models. Since this effect also shows on the synthetic dataset,
which employs the modeled measurement setup deviations, this high deviation indicates room
for improvement in the measurement setup. When measurements are more reproducible and the
deviation, for example, of the light source, can be reduced, a lower standard deviation can be
reached.

In this chapter, the synthetic am-PAS QCL spectra were evaluated as training datasets for different
machine learning models compared to a small measured and augmented measurement dataset. The
evaluation showed that simple machine learning models like PLS suffice to predict water, acetone, and
ethanol concentration from the measured spectrum as no strong non-linearities are included in this dataset.
The domain gap between the synthetic and measurement dataset is still too large for the models trained on
the synthetic dataset to be used directly on measured spectra. In the following chapter, synthetic spectra
are employed for variable reduction to shorten the measurement time of the sensing setup.
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7.1.5 Variable Reduction with Synthetic Data

Data scarcity becomes even more pronounced if the spectrum in question contains fewer measurement
points as the risk of overfitting increases. Since in am-PAS, each measurement point corresponds to
an increase in measurement time, a reduction is desirable. Each spectral measurement presented in the
previous section took around three hours of measurement time. Hence, a selection of the most valuable
variables to maintain predictive quality while reducing the measurement time was sought out. In this
section, the influence of the underlying dataset is evaluated. We select the variables either from the
synthetic or the measured dataset and also train the resulting models on both kinds of datasets. Hence,
conclusions can be drawn on the influence of synthetic data in the case of variable reduction.

Since the PAS measurements have a very high resolution of 7 nm, we expected a high collinearity
of the data. In addition, three components needed to be predicted from the selected variables. As such,
we chose the variable selection method Covariance Selection (CovSel) [153], which is known to handle
high collinearity and can be used with multi-response data. Section 5.6 provides an overview of variable
selection algorithms. While there are more methods to handle the requirements of this task, a comparison
of different variable selection algorithms was beyond the scope of this work.

The results of CovSel applied to the measured and synthetic dataset are presented in Figure 58 and
Table 29. The plot depicts the first five selected variables for each dataset. Their order is indicated at
the bottom. For a more straightforward interpretation in the background, the simulated spectra for 1
ppmV of acetone and ethanol and 1 %V water are plotted. The shaded area around the spectra shows the
normalized selectivity ratio [207]. Here, a larger shaded area corresponds to a higher variable importance.
The high selectivity for ethanol from 370 - 410 mA stems from a shallow peak, which only becomes
evident after post-processing the data. Even though some selected positions are very close or even the
same for both datasets (1 measured & 2 synthetic, 3 measured & 5 synthetic), overall, a different selection
of positions becomes evident. Nevertheless, subsequent experiments showed a minor influence of the
selected positions on the overall performance. This is probably due to ethanol and acetone’s broad spectral
structures, which allow similarly good quantification at multiple positions.

118



Chapter: 7 Synthetic Data

Figure 58: The five most informative spectral positions selected on synthetic and measurement data. In
the background simulated example spectra of acetone, ethanol, and water with their indicated importance
values are depicted. A larger shaded area indicates high importance at a spectral position.

Selected on Measurement Dataset Synthetic Dataset
Selection Number High–level Current [mA] High–level Current [mA]

1 484 409
2 451 484
3 382 444
4 433 494
5 352 384

Table 29: 5 most informative spectral measurement positions selected on the measurement and synthetic
dataset.
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Sample Acetone [ppmV] Ethanol [ppmV] Water [%V] CO2 [%V]
1 1.2 5 0.99 1.9
2 0.4 5 1.7 3.2
3 0.8 1 1.5 4
4 0.8 5 1.6 1.9
5 0.4 1 1.5 3.1
6 1.2 3 0.99 3.9

Table 30: Concentrations of the additional reduced test set.

Figure 59: Scaled sum-MAE [a.u.] of a PLS2 trained on the (a) measured and (b) synthetic dataset by
number of selected variables and selection mode. In contrast to the (a), the models trained on the synthetic
dataset (b) follow the expected downward trend.

The final number of variables is a compromise between decreased performance and a shorter mea-
surement time. For each analyte, at least one measurement point needed to be included. Any additional
measurement point could be used to decrease the influence of noise and differentiate better between the
three components. To determine the best number of variables, the performance of a PLS 2 for different
numbers of variables was performed on the measurement and the synthetic dataset and is visualized in
Figure 59. Here, a strong difference between the two training datasets can be seen. While the models
trained on the synthetic dataset follow the downward trend expected from theory, the models trained on the
measured dataset do not show such a clear trend. This is due to the small size of the measurement dataset,
with only 26 samples. When only a few variables are selected per sample, outliers strongly influence
the final model. We selected a subset of five variables by keeping in mind the time constraints of the
final task. A measurement of five variables can be performed in only five minutes. Through additional
engineering, the measurement time could be further reduced. For the evaluation of the reduced model, an
additional test dataset measured only at the required spectral positions was acquired. The concentrations
are provided in Table 30.

Similar to the previous evaluation in Subsections 7.1.3 and 7.1.4, the same Bayesian hyperparameter
tuning as implemented by Weights and Biases [146] for 100 runs was performed for each model, selection
basis and training dataset. The parameter range was also kept the same. The measurement models
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were tuned using a four-fold cross-validation, while the synthetic models were evaluated on a synthetic
validation set. The final evaluation took place on the additional measured test dataset. The sum of the
scaled MAE similar to the previous evaluation is presented in Figure 60. For this, again, the MAE is scaled
by the typical concentration limit of each component, 6 % for water, 5 ppmV for acetone, and 10 ppmV for
ethanol, and subsequently summed. From the summed scaled MAE already, a large drop in performance
compared to the models evaluated on the full spectrum can be seen. Here, a large percentage of the models
show scores above one, which presents a bad performance. The best-performing models are the ensemble
models trained on the measurement dataset for both selection modes and trained on the synthetic dataset
in combination with the measurement point selection on the synthetic dataset with scores from 0.53 to
0.59. Also among the best performing models are the PLS 1 and 2 trained on the measurement data set
with measurement point selection on the measurement dataset with a scaled sum-MAE of 0.56 and 0.5.
Finally, the Support Vector Regression (SVR) trained on the measurement dataset with the selection on
the synthetic dataset reaches the best overall score of 0.48. For comparison, the best scores of the full
spectral models on the measurement test set were 0.17 for the GB model trained on the synthetic dataset
and 0.11 for the PLS2 and ANN2 model trained on the measurement dataset as can be seen from Figure
54.

Figure 60: Sum of the scaled-MAE for all models, training datasets, and selection modes evaluated on
the additional reduced measurement dataset with five variables.
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To evaluate those results more in-depth, the MAE and its standard deviation for water, acetone, and
ethanol are summarized in the Tables 31 to 33. The essential overall result visible from Table 33 is
that ethanol prediction suffers most from the reduction of variables. The best-performing models can
only reach a MAE of around 3 ppmV. This stands in comparison to 0.1 ppmV for the best performing
RF model using the full spectral range trained on the augmented measurement dataset presented in the
previous section and Table 28. Ethanol has a very shallow slope and was already challenging to quantify
from the full spectrum. Hence, its prediction quality suffers most from variable selection. Both other
components also suffer from the reduction of measurement points, which is expected. If the entire spectral
range is used, multiple points can be considered to corroborate the predicted concentration, while in the
reduced set, only five points are available. For the water prediction, the best-performing models on the
reduced dataset (ANN2, RF, and GB, all trained on synthetic data, with measurement points selected on
measurement data) reach a MAE of around 0.4 %V which is an entire order of magnitude more than the
best-performing models reached on the full measurement dataset. On the acetone prediction, the increase
in MAE is not as large as in water or ethanol. The best-performing models on the additional reduced
measurement test set with only five measurement points in Table 32 show a MAE of around 0.4 ppmV
(PLS 1 and 2 trained on measurement data with points selected on measurement data, and SVR trained
on measurement data, selected on synthetic data). On the full dataset, the best model reached a MAE of
0.14 ppmV.

Model Trained on meas,
Selected on meas

Trained on meas,
Selected on syn

Trained on syn,
Selected on meas

Trained on syn,
Selected on syn

MLR 0.698 ± 0.428 0.666 ± 0.455 1.26 ± 0.744 1.15 ± 0.766
PLS2 0.735 ± 0.378 0.693 ± 0.372 1.26 ± 0.744 1.15 ± 0.766
PLS1 0.975 ± 0.502 0.620 ± 0.311 1.26 ± 0.744 1.15 ± 0.766
ANN1 0.872 ± 0.426 0.708 ± 0.337 0.708 ± 0.473 0.764 ± 0.473
ANN2 0.983 ± 0.492 0.684 ± 0.398 0.383 ± 0.132 0.870 ± 0.633
SVR 1.05 ± 0.536 0.597 ± 0.275 1.186 ± 0.704 0.730 ± 0.528
RF 0.765 ± 0.368 0.695 ± 0.344 0.440 ± 0.232 0.640 ± 0.371
GB 0.654 ± 0.359 0.896 ± 0.449 0.469 ± 0.233 0.605 ± 0.371

Table 31: MAE on water and its standard deviation [%V] on the additional measurement dataset with
only five variables for all training datasets and selection modes.
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Model Trained on meas,
Selected on meas

Trained on meas,
Selected on syn

Trained on syn,
Selected on meas

Trained on syn,
Selected on syn

MLR 1.54 ± 0.280 1.33 ± 1.05 2.44 ± 0.520 1.11 ± 0.799
PLS2 0.377 ± 0.275 1.270 ± 1.01 2.44 ± 0.520 1.11 ± 0.799
PLS1 0.421 ± 0.320 1.035 ± 0.853 2.44 ± 0.520 1.11 ± 0.799
ANN1 0.703 ± 0.418 0.889 ± 0.557 4.22 ± 1.13 1.29 ± 0.959
ANN2 0.800 ± 0.427 0.579 ± 0.420 3.05 ± 0.585 1.22 ± 0.817
SVR 1.87 ± 0.952 0.434 ± 0.214 2.56 ± 0.550 1.10 ± 0.778
RF 0.652 ± 0.292 0.676 ± 0.319 0.650 ± 0.261 0.679 ± 0.335
GB 0.765 ± 0.306 0.648 ± 0.294 0.807 ± 0.251 0.726 ± 0.354

Table 32: MAE on acetone and its standard deviation [ppmV] on the additional measurement dataset with
only five variables for all training datasets and selection modes.

Model Trained on meas,
Selected on meas

Trained on meas,
Selected on syn

Trained on syn,
Selected on meas

Trained on syn,
Selected on syn

MLR 16.21 ± 4.59 13.90 ± 10.89 18.02 ± 5.11 6.29 ± 3.83
PLS2 3.06 ± 1.21 6.65 ± 4.77 18.02 ± 5.11 6.29 ± 3.83
PLS1 3.13 ± 1.67 6.87 ± 5.15 18.02 ± 5.11 6.29 ± 3.83
ANN1 8.32 ± 4.20 4.88 ± 2.50 27.18 ± 7.94 7.71 ± 5.33
ANN2 8.20 ± 4.22 3.80 ± 2.20 21.01 ± 5.02 7.17 ± 4.69
SVR 13.90 ± 7.44 2.93 ± 1.67 18.53 ± 5.25 6.96 ± 4.31
RF 3.08 ± 1.79 2.98 ± 1.78 5.81 ± 1.59 2.84 ± 2.30
GB 3.10 ± 1.63 3.05 ± 1.78 6.37 ± 1.20 3.39 ± 2.30

Table 33: MAE on ethanol and its standard deviation [ppmV] on the additional measurement dataset with
only five variables for all training datasets and selection modes.
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This evaluation on the additional measurement test set with only five measurement points can be
summarized to yield the following results:

• Less measurement points result in less accurate predictions.
As expected, the reduction in measurement points has greatly reduced the predictive quality of the
models. As pointed out, the decline is worst for ethanol prediction, which is the most difficult
to differentiate from the other components. Here, and for the two other components, additional
measurement points can be used to reduce noise from the measurement and increase predictive
quality.

• Training on purely synthetic data does not reach comparable performances.
As visualized in Figure 60, all models trained on the synthetic dataset, displayed in the two rightmost
columns, only show a scaled sum-MAE above one, except for the ensemble methods RF and GB.
This bad performance of all not-ensemble methods hints towards a systematic difference in the
two datasets, which has already been pointed out in Subsections 7.1.3 and 7.1.4. It also has to be
noted that hyperparameter tuning for the two PLS have resulted in a high number of components
(15-25), which is too much for only five data points. Ensemble methods like RF and GB alleviate
this overfitting and can transfer better to the small measurement dataset.

• The dataset used for measurement point selection doesn’t greatly influence performance:
The data basis for the CovSel variable selection was either the measurement or the synthetic dataset.
In the resulting models, no selection method notably outperforms the other. A difference is visible
for the models trained on the synthetic dataset, which perform much better with the data points
selected using the synthetic dataset. But as has already been pointed out using Figure 58, the
selected points are in similar domains for most measurement positions. In addition, the broad
structures of acetone and ethanol can be detected similarly well from multiple positions. Hence,
the selection does not play a prominent role in the final performance.

• Simple and ensemble methods perform best on this dataset.
As visualized in Figure 60, the best performing models are either ensemble methods or a PLS or
SVR trained on the measurement dataset. Those models also stand out, as their hyperparameters
are well selected to counter overfitting with only three to four components for PLS and a linear
kernel for the SVR. As such, again, the linear nature of the dataset already pointed out in the
previous chapter is notable, as simple models with few parameters already perform well. Larger,
more complex models cannot bring an additional benefit in this case. Only ensemble methods also
perform similarly well as they also counter overfitting well.

This concludes the evaluation of synthetic data for a am-PAS setup for human breath analysis. The
synthetic data generation has been explained, and the generated synthetic dataset has been used to train
different machine learning models. The performance of those models has been compared to the same
setup using a small measured training dataset. The results showed that the domain difference between the
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synthetic and measurement dataset is still too large to apply models trained on the synthetic dataset directly
on measured data. Finally, as for medical applications, the measurement time needs to be considered; a
selection of only five measurement points has been performed on the synthetic and measurement datasets.
While the data basis for the measurement point selection did not greatly influence the result, again, the
simple models trained on the measurement dataset and ensemble methods have shown to be the most
effective choice. Nevertheless, a strong drop in performance due to the reduction of measurement points
was shown. Overall, quantification on the dataset can be solved by mostly simple linear methods, which
alleviates the need for large amounts of training data. For such models, the impact of additional synthetic
training data is not given.

The following section presents a different dataset created using Wavelength Modulation (wm)-PAS and
applied for natural gas or environmental monitoring or and a similar analysis. Here, we have additional
non-linear relaxation effects that need to be considered and require more complex machine learning
methods.

7.2 Photoacoustic Setup for Natural Gas Monitoring

The concept of synthetic photoacoustic spectra creation was also tested on a second
dataset to show its broad applicability. This section describes the synthetic data generation and eval-
uation of machine learning models trained on synthetic and measured data of a wavelength modulated
Quartz-Enhanced Photoacoustic Spectroscopy (QEPAS) setup for methane and water detection. It is
based on the data published in [208]. After describing the data acquisition setup and its application, the
synthetic data generation will be described in Subsection 7.2.1. Here, a particular focus is on the simu-
lation of the wm-PAS signal in contrast to the previous amplitude modulated data and on the integration
of the Algorithm to Compute the Collision Based Non-radiative Efficiency and Phase Lag of Energy
Relaxation on a Molecular Level (CoNRad) [16] used to estimate the photoacoustic efficiency of the
transition. In Subsection 7.2.2 machine learning models trained on measured and synthetically generated
data are compared and evaluated in Subsection 7.2.2.

The quantification of methane (CH4) gas is crucial for many applications. Methane is not only one of
the main gases that cause the greenhouse effect, which drives climate change [209] but also used in industry
and the main constituent of natural gas. As such, its detection over a broad range of concentrations is
required. The wm-QEPAS sensor developed by Zifarelli et al. [208] is targeted at methane between 25 and
10 000 ppmV in gas mixtures containing up to 20 000 ppmV H2O. It is based on a Distributed Feedback
Laser (DFB)-ICL emitting Mid-infrared (mIR) light between 2987 and 2990 cm�1, thus covering two
strong H2O peaks at 2987.5 and 2988.6 cm�1 and one strong absorption structure of CH4 from 2988.7
to 2989.2 cm�1 as well as a weak CH4 peak at 2987.9 cm�1. The absorption cross-section of the two
analytes is visualized in Figure 61. The ACS was created with data from the HITRAN database [14] using
the Voigt simulation [26] as implemented in hapi [27].
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Figure 61: Simulated absorption cross-section of methane and water between 2987-2990 cm�1. Two
strong H2O peaks at 2987.5 and 2988.6 cm�1 and one strong absorption structure of CH4 from 2988.7 to
2989.2 cm�1 as well as a weak CH4 peak at 2987.9 cm�1 can be seen.

The measurement setup is schematically depicted in Figure 62. The light source is a DFB–ICL (Thor-
labs ID3345HHLH–A) with a central emission wavelength at 2989 cm�1 controlled via a Temperature
Controller (TEC) to 15 °C. The Laser Driver (LD) is a custom-designed Printed Circuit Board (PCB)
controlled by the mainboard. The measurement cell includes a pair of resonator tubes for acoustic res-
onance amplification and a custom T-shaped Quartz Tuning Fork (QTF) with a resonance frequency of
12 458 Hz and a quality factor of 15 600. The whole cell is controlled to an operating pressure of 400
Torr. Behind the measurement cell, a reference cell containing a certified mixture and a photodiode
(Thorlabs PDA07P2) for optical power detection can be found. The photodiode and QTF signal are
interpreted and lock-in amplified by a custom Field Programmable Gate Array (FPGA) design on a Red-
Pitaya FPGA (STEMlab 125-14). The measurements were performed in 2f-wavelength modulation with
a sinusoidal-shaped modulation current. A more in-depth description can be found in [208], including all
exact components of the setup.
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Component Concentrations
Methane [ppmV] 25, 50, 75, 100, 150, 200

Water [%V] 0.26, 0.5, 0.74, 0.89, 0.98, 1.01, 1.36, 1.54, 1.75, 1.85

Table 34: Concentration grid for the QEPAS measurement dataset.

ICL

LD + TEC

Cell

FPGA

Mainboard

QTF

AR RC

PD

Figure 62: Schematic depiction of the QEPAS measurement setup. The laserdriver (LD) and temperature
vontroller (TEC) are controlled by the mainboard. The LD provides the current to the interband cascade
laser (ICL) which emits light into the cell. The cell holds two acoustic resonators (AR) and the quartz
tuning fork (QTF). The cell is followed by a reference cell (RC) and a photo diode (PD). The signals from
the PD and QTF are amplified by a field programmable gate array (FPGA) and sent back to the mainboard.

A total of 60 samples were acquired with the sensor in spectral scan mode. Each methane concentration
provided in Table 34 was combined with each water concentration, yielding a total of 60 measurements.
Each spectrum consists of 537 data points with a spectral resolution of about 0.0036 cm�1 covering the
range from 2987.0 to 2989.5 cm�1.

Special challenges of this dataset include:

• Strong change in the photoacoustic efficiency of CH4 in relation to the water concentration.

• Saturation of the sensor at the CH4 structure between 2988.7 to 2989.2 cm�1 for high methane
concentrations

• Double resonant features from the QEPAS setup

While the first notion is currently included in the modeling setup, saturation, and double resonance
are neglected in the synthetic data generation. The saturation of the methane peak does not appear in the
current setup, and additional measurements by Zifarelli et al. with this effect were not employed in this
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work. This alleviates the need for saturation integration in the setup. Nevertheless, the modeling chain can
easily include this saturation. It can be integrated at the first step of the modeling chain - the generation
of the absorption spectra. Including the double resonance features from the measured resonance values
would be an excellent extension of the current framework and an exciting avenue for further research.

The data and additional information on the sensing setup were kindly shared by Zifarelli et al. for this
work [208].

7.2.1 Synthetic Data Creation

To generate a physically grounded wm-PAS spectrum in this wavelength range, a similar procedure as for
the previously described am-PAS spectrum was followed. From the steps described in Section 7, steps
one to seven and step nine were employed. The simulation of the background signal was not considered
for a Second Harmonic (2f) measurement, as no background is expected. In a 2f measurement, the
detection frequency is set to the second harmonic of the modulation frequency. As now a wm signal is
to be simulated, the signal is no longer directly connected to the height of the absorption coefficient of
the mixture but to its slope over the modulation depth. Hence, in step six, the simulation of this signal is
required. This corresponds broadly to the derivative of the signal, but to allow the modulation depth to
be integrated into the simulation setup and best model the actual signal generation, a different approach
employing a Fast-Fourier Transformation (FFT) is chosen. For this, the am PAS signal for a fine grid
of wavelengths around the center current is simulated. Those simulations are concatenated following a
simplified modulation of the input current. Hence, the signal in the time domain is generated. To convert
this signal to the spectral domain, a FFT is employed, similarly to the signal acquisition in the LIA.

The signal at each center current �2 around which the signal was modulated was computed following
Equation 89. @(�2) corresponds to a signal amplification factor, the Fourier transform FC is taken
over the expected signal B(�2,<, C) at each time C for a given modulation depth < at center current �2.
This expected signal is computed similarly to the amplitude modulated signal following Equation 90
where %ã (� (�2,<, C)) corresponds to the ICL output spectrum at the input current � which is computed
assuming a linear current increase and decrease over the full modulation depth < at center current �2.
This signal is convoluted with the simulated mixture absorption spectra

Õ
2 �ã2n , which now integrates

the photoacoustic efficiency n to scale each component’s simulated spectra �ã2 before summation.

?
00
0 (�2) = @(�2)FC (B (�2,<, C)) (89)

B(�2,<, C) = %ã (� (�2,<, C)) ⇤
’
2

�ã2n (90)

The absorption spectra of water and methane �ã2 were simulated using HITRAN line data [14] and
a Voigt profile [26] in hapi [27]. The temperature was set to 28 °C, and the pressure was 400 Torr. Those
spectra were generated as a concentration grid from 0.2 - 2.1 %V for water and 10 to 250 ppmV for
methane. For the second step of the simulation chain, the photoacoustic efficiency n needs to be estimated
for both molecules. Prior research has shown a higher water concentration to promote the photoacoustic
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efficiency of methane [16], [53]. The photoacoustic efficiency n of methane at this excitation wavenumber
for each water concentration was computed following the CoNRad algorithm [16], [208]. The result
is visualized in Figure 63 and shows a nonlinear influence of the water concentration. The simulated
methane spectrum was multiplied by the efficiency factor. It was considered one for water in general.
Following the third step, the methane and water spectra were added to generate the mixture spectrumÕ

2 �ã2n .

Figure 63: Photoacoustic efficiency of the methane transition by increasing water concentration.

(a) Without integration of the photoacoustic effi-
ciency.

(b) With the integration of the photoacoustic effi-
ciency.

Figure 64: Scaled RMSE of the synthetic spectra compared to the measurement by H2O concentration. a)
without and b) with the integration of photoacoustic efficiency. A high error for low water concentration
without the integration of the photoacoustic efficiency can be seen in subfigure a).

The importance of integrating this efficiency can also be seen in Figure 64. Here, the scaled RMSE is
depicted in relation to the sample’s H2O concentration. The residual used to compute the RMSE between
the synthetic and measured spectra has been scaled by the maximum value of each measured spectrum
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to be able to compare the different concentrations and signal heights. As the photoacoustic efficiency
approaches 100 % for higher water concentrations, the effect on the reconstruction error diminishes for
those higher concentrations in Figure 64a.

The simulation of the laser output spectrum as the fourth step was simplified compared to the same
step in Subsection 7.1.1. The output of the ICL used here was considered to have a Lorentz-shaped
profile, as indicated by the datasheet. Therefore, only three parameters were used to simulate this output
following the Lorentz distribution ! - also known as the Cauchy distribution and presented in Equation
91. The center of the output was fitted with a linear and constant component 10, 11, while the scaling
of the function was estimated as a constant 12. As a different research group generated the data, no
spectral scans of the laser output were available to fit those parameters directly and confirm the laser
output provided by the datasheet. Instead, they were fitted directly on the photoacoustic spectra.

! (ã, 10�2, �2) =
1

c(1 + ((ã � (10�2 + 11))/12)2
1
12

(91)

Finally, in step five, the convolution of the laser output spectrum and the absorption spectrum is
performed as indicated in Equation 90. During each measurement point in wm-PAS, the laser output is
modulated around the center wavelength to generate the photoacoustic signal. This had to be considered
during the simulation. First, the output of the laser during one complete modulation cycle is simulated.
The laser modulation is simplified from the actual sine-shaped signal to a triangular shape. This change
is justified, as the laser transfer function shows substantial deviations to the actual signal for such fast
modulations. The laser current modulation was simulated with a computation step of 0.01 mA for an
entire modulation cycle. As this modulation is constantly applied, the signal simulated for one modulation
cycle was extended fifty times for computational stability. Next, a FFT was used on this time-based signal
to convert it to the spectral domain as indicated in Equation 89. A high discrepancy between the applied
modulation depth of 2.1 mA and the one estimated by simulation of 0.52 mA can be explained by two
factors. Firstly, the simplification of the sine-modulation function to a triangular signal, and secondly,
the actual laser transfer function is not expected to follow the one indicated in the datasheet for such a
fast modulation. The current system does not perfectly model the rapid modulation, but the impact is
expected to be small due to the following computational steps. This estimation of the second order PAS
signal is repeated for each center driving current �2 of the ICL to generate the entire spectrum.

The eighth step, the estimation of the background signal does not apply to the wm-PAS second-order
signal. But the amplification is estimated as a combination of a linear and constant component as indicated
in Equation 92. This leads to a final signal estimation.

@(�2) = 30�2 + 31 (92)

The simulation parameters were fitted using 40 spectra from the measurement data, which corresponds
to 66 % of the available data. A combination of least squares and Nelder Mead fitting was employed to
reach the best performance. The final setup got an overall RMSE of 5.733 [a.u.] and a scaled RMSE
of 0.0196 [a.u.], where the residual is scaled by the maximum of the measured spectrum. A correlation
with the water concentration is no longer visible, as presented in Figure 64b. Figure 65 shows a typical
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example of the synthetic data. The main error in simulations stems from the peak differences for methane,
visible at 118 and 122 mA.

Finally, the variance of the parameters over the evaluation set is estimated using the covariance matrix.
As described in Section 7.1.1, this step can only be considered trustworthy if no strong correlations between
the parameters exist. This was verified using MCMC estimation [205], where no strong correlations were
visible. Table 35 presents the fitted values and estimated relative variance.

Figure 65: Example comparison of a simulated and measured wm-PAS signal at 1.75 %V water and 100
ppmV CH4. The main error stems from differences in CH4 peak height at 118 and 122 mA.

Parameter Value Description Estimated relative
variance

10 0.013081 HWHM of the ICL 2.2590e-05
11 -0.072573 instrument transfer linear with

�2

1.8486e-07

12 2997.60 instrument transfer constant 2.2616e-05
20 0.52323 modulation depth 5.6290e-10
30 0.40153 PAS signal transfer scaling lin-

ear with �2
3.3144e-03

31 436.0008 PAS signal transfer scaling con-
stant

0.54988

Table 35: Fitted parameters for the wm-PAS ICL synthetic data generation, their values, estimated
variance, and physical correspondence.

The presented method for synthetic data generation of the wm-PAS ICL data was employed to generate
a synthetic training dataset. Here, the parameters were sampled from a normal distribution of one standard
deviation, and a grid of concentrations was generated. The methane concentration was varied from 10 to
250 ppmV in steps of 5 ppmV, while the water concentration was increased from 0.2 to 2.1 %V in steps
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of 0.1 %V. This leads to a total of 9120 combinations and generated spectra, which were used to train and
evaluate machine learning models, as presented in the following section.

The quality of this wm-PAS synthetic data is below the one presented in Subsection 7.1.1 as two
additional simulation steps are necessary to integrate the photoacoustic efficiency and the wavelength
modulation. In addition, the finer structure of methane poses a greater challenge. Those two points still
offer room for improvement and future research.

7.2.2 Machine Learning with Synthetic Data

The same machine learning models and learning regimes as in Subsection 7.1.2 were employed to provide
a comparable evaluation as in the previous chapter. Again, no deep learning methods were used, even
though a greater impact of those approaches is expected, as the spectral structures are finer compared
to the am-PAS application, and non-spectral, non-linear effects are expected. The algorithms employed
were:

• Multi Linear Regression (MLR)

• Partial Least Squares (PLS) 1

• Partial Least Squares (PLS) 2

• Support Vector Regression (SVR)

• Artificial Neural Network (ANN) 1 (one layer)

• Artificial Neural Network (ANN) 2 (two layers)

• Random Forest (RF)

• Gradient Boosting (GB)

The synthetic dataset, including the simulated measurement deviations, was created as described in
Subsection 7.2.1. The measurement set was used with the same cross-validation setup as presented in
[208], which uses 50 % of the data in five balanced cross-validations. This mode of evaluation does not
employ an independent test set nor double cross-validation but was chosen to remain comparable with
the work of Zifarelli et al. despite those concerns. All five cross-validation folds were combined in one
validation to evaluate the models trained on the synthetic dataset. The remaining 50 % of the measurement
data was used to tune the hyperparameters of the machine-learning models. All models were subject to
hyperparameter tuning for 200 evaluations with Bayesian optimization as implemented by Weights and
Biases [146]. The tuning range of all hyperparameters is kept the same as presented in Subsection 7.1.2
provided in Tables 18 to 22 with the addition of a noise parameter to scale the gaussian noise added to
the synthetic spectra which ranged from 0-1 in a uniform distribution. All spectra were preprocessed
by subtracting the mean spectrum of the measurement training data and dividing by the mean standard
deviation of the training spectra over the entire spectral range. All models were implemented and fitted
using the Scikit-learn library [147].
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For the evaluation, the MAPE score is used, which is computed as
"�%⇢ = 1

=

Õ=
8 ( |H � H̃ |) /H̃ with H as the prediction and H̃ as the target concentration, over all sam-

ples =. Lower values indicate better performance. This score and its advantages and disadvantages have
also been described in Subsection 5.5.5 and were also used by Zifarelli et al. [208].

The evaluation on the synthetic test dataset is displayed in Figure 66 and 67 for water and methane.
The results of the models trained on the synthetic dataset are presented in the left columns, while the
right column shows the results of the models trained on the measurement dataset. The models are listed
on the y axis. The performance is indicated in the grid and color coded. As expected, the models
trained on the measurement dataset performed worse than those trained on the synthetic dataset for both
components and all models. This is because the synthetic models were trained on a dataset from the same
distribution, while the measurement models were trained on the smaller measured dataset. The score
difference indicates a strong domain gap still persisting for the synthetic dataset. This domain gap persists
for the water, as well as the methane prediction. When focusing on water presented in Figure 66, the
prediction is easier for the model as no non-spectral effect influences the absorption, resulting in a lower
overall MAPE. All models reach MAPE scores below 0.1, corresponding to an error of below 10 %.

Inspecting the results on methane presented in Figure 67 closer, we can see a different picture for
models trained on the synthetic and the measurement dataset. For the synthetic models in the left column,
we see the simpler algorithms like MLR and PLS performing worse on the methane prediction with a
MAPE of around 0.22 than more complex models hinting towards the non-linearity of the underlying
process. The same is visible for the simple models trained on the measurement dataset. The ensemble
methods RF and GB trained on the synthetic dataset reach the best performance on methane prediction
with a MAPE of only 0.02, which corresponds to a 2 % error on the prediction.

Combining the results from both components’ evaluations, for water prediction, the ability of the
model trained on the measurement dataset to transfer to the synthetic dataset is greater, leading to lower
MAPE scores of only 0.06 - 0.09. The very low MAPE score of the MLR model of 0.06 highlights the
linear predictability of water in comparison to methane, where the same model has a MAPE score of 1.29,
which corresponds to an error of 127 % on the prediction.
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Figure 66: Water MAPE [a.u.] of the models on the synthetic test set. Lower scores indicate better
performance.

Figure 67: Methane MAPE [a.u.] of the models on the synthetic test set. Lower scores indicate better
performance.
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When the models are evaluated on the measurement test set as presented in Figures 68 and 69, the
inverse effect becomes visible as the models trained on the measurement data now perform better. This
is expected, as now the models trained on the measurement dataset were trained on data from the same
distribution, and even their hyperparameters tuned towards this dataset. Again, the MAPE of water and
methane are visualized as a heatmap in Figures 69 and 68.

On the water prediction, shown in Figure 69, the models trained on the synthetic data perform worse
with 0.03 - 0.06 MAPE, corresponding to a 3-6 % error in the prediction. In comparison, the models
trained on the measurement dataset show a MAPE of 0.004 to 0.03.

But on the methane prediction, presented in Figure 68, again, a more complex picture emerges. Here,
the simple models trained on the measurement dataset (PLS and MLR) reach MAPE scores of more than
0.14 to 0.19 while the more complex models (GB, ANN 2, and SVR) achieve lower 7-8 % prediction
errors. For the synthetic models, a similar trend can be seen with the simple models (MLR and PLS) at
26 or 27% prediction error. The more complex models (ANN2, GB, and RF) improve upon this, reaching
a MAPE score of 0.07 to 0.09.

Figure 68: Methane MAPE [a.u.] of the models on the measurement test set. Lower scores indicate better
performance.
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Figure 69: Water MAPE [a.u.] of the models on the measurement test set. Lower scores indicate better
performance.

The worse performance of the synthetic models on the water predictions can most likely be alleviated
by a fine-tuning step or a different type of domain transfer, as it can be well solved by MLR trained on
the measurement dataset. On the other hand, the main analyte methane is more complex to predict due to
the non-spectral effects affecting the height of the methane structures. To improve the synthetic models
further, either an improvement of the synthetic data generation or an additional fine-tuning of the models
trained on the synthetic dataset can be used.

Those results, especially on methane prediction, show that machine learning methods trained on a
synthetic dataset can generalize to measured datasets and reach similar performances. In this case, a
comparatively large amount of measurements, evenly spread on the concentration grid, was available to
train a comparable model on the measurement dataset. The approach to simulate synthetic PAS spectra
can be used to alleviate the need to create such large datasets.

It must be emphasized that the results presented here are not directly comparable to those presented
in [208]. The models presented in this work have been trained solely on the PAS magnitude spectrum. In
contrast, the approach proposed by Zifarelli et al. [208] uses a concatenation of the X and Y signals. They
reach a MAPE score - indicated as Average Relative Error of Prediction (AREP) in their work - of 0.046
on methane. The combination of X and Y are the real and imaginary part of the complex PAS signal,
while the magnitude corresponds to the distance in a polar coordinate system. The X and Y signals are
displayed in Figure 70 and the computed magnitude and phase signal of the same measurement in Figure
71. The phase information is not contained in the simulated data, which is available from the X and Y
concatenation used by Zifarelli et al., which leads to the decrease in methane prediction performance. This
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phase information is vital for their methane prediction as a PLS trained solely on the signal magnitude
as presented in this work only reaches a MAPE score of 0.19. Their work was reproduced with the same
training setup as used in this work for verification.

Figure 70: X and Y component of the complex wm-PAS signal at 11 000 ppmV water and 75 ppmV
methane.

Figure 71: Magnitude and phase component of the complex wm-PAS signal at 11 000 ppmV water and
75 ppmV methane.

This strong impact of the phase information on the prediction quality of a machine learning system
highlights the importance of a better understanding of the phase information in the PAS measurement
setup, which can also enable a simulation of this signal. The CoNRad algorithm can predict the phase
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shift from the relaxation process at the peak position but needs to be expanded to the full spectrum for
further use [16]. This is, in itself, an exciting topic for future research.

Overall, three main conclusions can be drawn from the machine learning experiments presented in
this section:

• A domain gap between the synthetic and measured dataset remains.
The models trained on the synthetic dataset perform worse on the measurement test set, except
for complex machine learning methods like ANNs and ensemble methods on methane. The worse
performance of the synthetic models on water concentration prediction highlights a remaining
domain gap, as water prediction is a linear task. The problems in synthetic signal generation for
wm-PAS have already been highlighted in the previous Subsection 7.2.1. Another way to eliminate
those domain differences effects is fine-tuning or training the models on a mixture of synthetic and
measured data as presented in [181].

• Synthetic data can reach comparable results on complex tasks.
In contrast to the water prediction and the analysis of the am PAS QCL setup presented in Section
7.1, the models trained on synthetic data for methane concentration prediction in this chapter
reached a comparable score to the models trained on the measurement dataset even without an
additional domain adaptation step. The methane prediction on the wm-PAS dataset presented here
is more complex than the other tasks, as a non-linear relaxation effect affects the spectrum. The
good result here points to a suitable application area of synthetic PAS training data: Complex
non-linear prediction tasks that simple or linear machine learning methods cannot solve.

• Simple (linear) machine learning models fail to predict methane concentration from the PAS
magnitude spectra.
The PLS methods applied in this work and also by Zifarelli et al. [208] remain linear as they do
not use additional kernel methods (see Chapter 5). Therefore, they don’t show good predictive
performance for methane, independent of whether they were trained on the synthetic or measured
dataset. The result of 0.046 MAPE scores employing a PLS regression from the photoacoustic
X and Y signal, therefore, indicates that a linear relationship between the methane concentration
and the combined X and Y signal (hence the phase information) exists. This relationship has been
exploited in their work to reach the good predictive performance. This finding also highlights
the importance of a further study of the photoacoustic phase information by sensor developers as
another way to circumvent the non-linear relaxation efficiency of methane in this gas mixture.

The results achieved with different machine learning models trained on synthetic and measured PAS
data have been presented and evaluated. Even though a domain difference between the two signals
still remains, the task presented here points towards future application areas for synthetic PAS data in
more demanding environments where non-linear effects hinder the application of simpler models that can
already be fitted with a few measurement examples.

The generation of a synthetic photoacoustic signal from a few measurements and synthetic absorption
spectra has been presented for am as well as wm PAS. In the first example, a PAS setup for breath
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analysis has been presented. The synthetic data generation of an am PAS signal is described, and the
synthetic data generated is used to train eight different machine learning models. The same models were
trained using a measured or augmented measurement dataset for comparison. The direct performance of
the models trained purely on synthetic data did not reach comparable performance to the models trained
on the measurement or augmented measurement dataset. When variable selection is employed they can
reach en par performances. The risk of overfitting on measurement artifacts significantly increases with
variable selection, which might be alleviated by the use of synthetic data.

The second example presents a wm-PAS setup for methane detection under varying humidity con-
ditions. Again, the synthetic data generation from a few measurement samples is described, including
the modeling of the wm signal and integration of the CoNRad algorithm for photoacoustic efficiency. A
similar machine learning setup as for the am-PAS setup is presented with models trained either on the
synthetic or the measured dataset. The results are also compared to the original results published by
Zifarelli et al. [208]. The models trained on purely synthetic data reached a comparable performance of
methane prediction on the measurement dataset to the models trained directly on the measured dataset.
This points towards a future application for synthetic photoacoustic spectra in more challenging scenarios
where non-linearities hinder the application of simple machine learning methods.

In the following final chapter, the findings from this thesis will be summarized, and conclusions will
be drawn. Finally, areas for future work are outlined.
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Figure 72: Overview of the topics covered in this thesis. Blue shaded squares correspond to original
contributions.

Figure 72 aims to provide a quick overview of the topics covered in this thesis and the original contributions
made.

The generation and application of synthetic photoacoustic spectra were explored. To generate those
synthetic spectra, a way to reproduce the photoacoustic signal cascade is needed, which has been
introduced by the author in Chapter 7. This signal modeling cascade transforms absorption spectra into
photoacoustic spectra. The method fits a limited number of modeling parameters to a small measured
dataset and estimates the variance of those physically grounded parameters. This signal cascade is based
on knowledge of the photoacoustic effects taking place during signal generation, previously reviewed and
described in Chapter 3. The modeling is based on existing absorption spectra, which can either be modeled
from line-data simulations or converted from measured absorption cross-sections. The simulation from
line data is elaborated on in Chapter 4. The underlying physical effects, mainly molecular transitions,
which form the basis of absorption and absorption line data, are presented in Chapter 2. The collisional
effects which govern the line shape to be modeled in gas spectroscopy are reviewed in Section 2.3. Since
line data is not applicable for all molecules of interest due to the limitations of the current modeling
systems, alternative sources of absorption cross-sections are outlined in Sections 4.5 and 4.6. The most
common other source of absorption cross-sections is the use of measured data. As those often do not
correspond to the environmental configurations of the application, a novel deep learning approach to
adapt absorption cross-sections to other environmental parameters is presented in Chapter 6.

The approach covered in this work relies on training a deep-learning neural network on a set of
simulated absorption cross-sections. From this simulated dataset, the adaption of the spectrum to a higher
pressure configuration is learned. The model is evaluated on actual measured cross-section spectra from
a molecule unknown to the model. The results perform well but remain less accurate than often used
estimated pseudo-line lists. Nevertheless, the deep learning approach can already be applied when less
knowledge of the molecule in question is available. The presented approach is extended for continuous
pressure adaptation, and its limitations concerning temperature adaption are discussed. For the evaluation
of the performance of this approach, a review of spectral machine learning is provided in Section 5.7.

Synthetic photoacoustic spectra are employed to counter data scarcity in quantitative spectroscopic
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applications. To provide an overview of current applications of machine learning in (photoacoustic) gas
absorption spectroscopy, the field is reviewed in Chapter 5, and the machine learning techniques used in
this work are presented. Particular focus is placed on reviewing and integrating the vast research field of
chemometrics into the machine learning landscape in Section 5.5.

Synthetically generated photoacoustic training data is compared to measured datasets in two appli-
cations to showcase its use. A first, extensive study has been performed on an amplitude modulated
photoacoustic dataset for the quantification of acetone, ethanol, and water in human breath exhale. This
is presented in Section 7.1. The data generation is explained in detail in Subsection 7.1.1, and multiple
different machine learning approaches are compared on the various training regimes in Subsection 7.1.2
to 7.1.4. This provides an extensive study on the effects of synthetic data, augmentation, and small
measured datasets over a range of different machine learning algorithms. The results show a remaining
large domain gap that hinders the direct application of models trained purely on synthetic data. The same
measurement and synthetic dataset are also used for variable reduction to shorten the measurement time of
the final application. For the full and reduced datasets, simple partial least squares methods trained on the
measurement dataset and ensemble methods trained on either the synthetic or measured dataset perform
best. This is due to the high linearity of the dataset, which does not require more complex methods to
predict the concentration.

A second application was evaluated to corroborate the results presented on the amplitude-modulated
photoacoustic dataset. The results of the synthetic data generation and their use as a dataset for machine
learning are presented in Section 7.2. Here, methane and water are quantified for a natural gas monitoring
application. The photoacoustic signal cascade for wavelength modulated photoacoustic simulations
is presented, and the integration of non-spectral relaxation effects is introduced in Subsection 7.2.1. A
study of the impact of the underlying training dataset, synthetic or measured, is presented on a range
of machine learning algorithms in Subsection 7.2.2. The results show that non-linear machine learning
models like Artificial Neural Networks (ANNs) and ensemble methods trained on purely synthetic data
reach comparable performances on methane concentration prediction. Nevertheless, further improvement
of the wavelength-modulated modeling is needed, especially the simulation of the phase information,
which is an exciting avenue for future research.
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This chapter outlines three directions for future research building on the results and methods presented
within this thesis. The selected topics are not encompassing all possible ways to build upon the findings
and theory presented within this work. Still, the author believes those three directions to be the most
promising. They were not performed within this thesis due to time constraints.

Integration of molecular information for spectral adaption.
The limitations of the deep learning network for spectral adaption presented in Chapter 6 stem from the
missing knowledge of the model about the molecule and molecular transitions in question. Therefore,
integrating this knowledge into the model could significantly improve its application area. Molecular
fingerprints, commonly used to encode chemical information for neural networks, are a broad field of
research. They can be combined with knowledge about ab initio simulations for absorption cross-sections.
The first steps towards this extension are presented in Section 6.5.

Integration of phase simulation into the synthetic photoacoustic data generation.
The phase information in photoacoustic spectroscopy can be used to circumvent non-linear relaxation
effects as outlined in the conclusion of Chapter 7.2.2. Its integration into the simulation toolchain could
significantly improve the application of synthetic photoacoustic data and provide further understanding
of the molecular interactions in the gas matrix. A start towards the prediction of the phase information of
specific transitions has been integrated into the Algorithm to Compute the Collision Based Non-radiative
Efficiency and Phase Lag of Energy Relaxation on a Molecular Level (CoNRad) algorithm by Müller et
al. [16], which could be extended with the synthetic data generation approach from Chapter 7.

Application of synthetic data and deep learning models for complex photoacoustic spectra
interpretation.
The results presented in Section 7.2.2 showed that synthetic data and more complex machine learning
approaches should only be applied when simple linear methods fail to interpret the photoacoustic signal
correctly. Therefore, the applications that can benefit most from synthetic photoacoustic spectra lie in
even more complex signals and probably a larger scanned wavelength range. For example, those larger
wavelength ranges can be reached by dual-comb photoacoustic spectroscopy, which has recently been
introduced by Friedlein et al. [210]. The combination of synthetic data with Convolutional Neural
Network (CNN) [99] or Transformer architectures [100] for spectra interpretation are believed to hold
great potential, as those approaches require substantially larger datasets.
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This thesis provides an excellent resource for both spectroscopists and machine learning experts inter-
ested in simulating (photoacoustic) spectral data and its application in machine learning for gas component
quantification. In addition to the theory of absorption and especially photoacoustic spectroscopy, a com-
prehensive review of machine learning methods commonly used in spectroscopy with a focus on gas
spectroscopy is provided. The current possibilities in gas spectral simulation are presented, and an
additional deep-learning method to extend measured absorption cross-sections to other environmental
configurations is developed, evaluated, and discussed. Finally, the simulation of Photoacoustic Spec-
troscopy (PAS) spectral measurements is presented, including amplitude and wavelength-modulated
measurement setups and the incorporation of non-spectral interference. Those synthetic training datasets
are compared to their measured counterparts in two setups over a range of commonly used machine learn-
ing algorithms. In an Amplitude Modulation (am) PAS sensor setup for joint acetone, ethanol, and water
quantification in human breath exhale conditions, variable selection with Covariance Selection (CovSel)
was performed. Due to the remaining domain gap between measured and synthetic data, they do not
perform as well as their measured or augmented counterparts. The dataset used for variable selection
only plays a minor role in this application. Overall, the linear nature of this dataset alleviates the need
for more complex machine learning methods; hence, the benefit of synthetic data is only marginal. In a
Wavelength Modulation (wm) Quartz-Enhanced Photoacoustic Spectroscopy (QEPAS) setup for methane
detection under substantial humidity changes, synthetic data was generated with an incorporation of the
Algorithm to Compute the Collision Based Non-radiative Efficiency and Phase Lag of Energy Relaxation
on a Molecular Level (CoNRad) algorithm to account for non-spectral interference. Again, a comparison
of the measured and synthetic dataset as a training basis for different machine learning algorithms was
performed, resulting in en-par performances for methane prediction of each best model. Those results
show the applicability of the proposed PAS signal simulation approach to generate synthetic training data,
which can improve algorithms for gas quantification in PAS, especially when non-linear effects need to
be included.

The main contributions of this work are:

• Transfer of pressure changes on absorption cross-sections via deep learning
In Chapter 6, the leading hypothesis is that a deep learning model trained on environmental changes
on simulated absorption cross-section can transfer to other, unknown molecules for which simulation
is not yet possible. This hypothesis was evaluated using a Convolutional Neural Network (CNN)
including residual and squeeze and excite blocks, which was trained on cross-sections simulated
using High-Resolution Transmission Molecular Absorption Database (HITRAN) and hapi. The
evaluation was conducted on measured absorption cross-section of ClONO2. The model transferred
well for pressure increases but has substantial limitations in the case of pressure decreases and
temperature changes. Those limitations have been explained, and possible extensions, like the
inclusion of molecular fingerprints, have been proposed.
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• Creation of synthetic photoacoustic spectra
In Chapter 7, the adaption process of measured or simulated absorption cross-section to correspond
to a measured PAS signal is described. This multi-step adaption process can be used for wm as well
as for am PAS data and only requires a few measurements. It follows the physical signal cascade
of the PAS signal generation, allowing to incorporate known deviations of the measurement setup.
Thus, it can easily be used to augment the created synthetic data. This approach has been used in
Sections 7.1.1 and 7.2.1 for a Quantum Cascade Laser (QCL) based am PAS setup as well as for an
Interband Cascade Laser (ICL) based wm QEPAS setup. A stronger deviation from the measured
signal was observed for the simulated wm data. Therefore, the simulation of the wm process has
the highest potential for further improvements. In addition, the current limitations of synthetic data
generation, which, for example, do not incorporate phase information, provide a promising avenue
for future research.

• Use of synthetic data to overcome data scarcity in machine learning for photoacoustic spec-
troscopy
While data scarcity is commonly known as one of the main hindrances to applying more complex
machine learning models, synthetic data has only recently been used in gas spectroscopic applica-
tions and not yet in PAS spectroscopy. An extensive study of the effect of synthetic compared to
measured training data on different machine learning algorithms is presented in Chapter 7. Two
experiments have been performed on different PAS setups in Sections 7.1.2 and 7.2.2. While the
domain gap between synthetic and measured data presents a strong challenge for the transfer of
models trained on purely synthetic data, this domain gap can be overcome in the future by domain
adaption methods. Those ways to reduce the domain gap, for example, fine-tuning are presented
and discussed. Applying synthetic data for machine learning in photoacoustic spectroscopy shows
the greatest potential in complex predictive tasks where non-linearities forbid the use of simple
linear methods.

Those contributions can be applied in sensor development for multi-gas sensing in complex scenarios,
thus allowing the conceptualization and development of novel (photoacoustic) absorption gas sensing
devices. Adapting measured absorption spectra to other environmental configurations allows a more ac-
curate selection of wavelength regions of interest for single-point sensing applications and the integration
of large, complex molecules for which line-based simulation is not available into datasets for machine
learning applications. With a focus on photoacoustic spectral measurements, the generation of photoa-
coustic synthetic spectral data was presented. The synthetic data generation method allows to integrate
known sensor parameters and the non-radiative relaxation effects. Such synthetic photoacoustic data
can be used when a complex spectral system, including non-linear effects, is under investigation. While
simple linear methods trained directly on measurement data remain the best choice for linear spectral
applications, synthetic data can be applied when non-linearities limit the application of such simpler
machine learning methods. As such, these methods can enable more complex sensor development to
drive new applications and research frontiers.
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A deep learning system to transform cross-section spectra to varying environmental conditions
Elisabeth Moser, Simon Jobst, Rudolf Bierl, and Frank Jenko

in Vibrational Spectroscopy, Volume 122, 2022, https://doi.org/10.1016/j.vibspec.2022.103410.

Abstract Absorption cross-sections provide a basis for many gas sensing applications. Therefore,
any error in molecular cross-sections caused by varying environmental conditions propagates to spectro-
scopic applications. Original molecular cross-sections in varying environmental conditions can only be
simulated for some molecules, whereas for most multi-atom molecules, one must rely on high-precision
measurements at certain environmental configurations. In this study, a deep learning system trained with
simulated absorption cross-sections for predicting cross-sections at a different pressure configuration is
presented. The system’s capability to transfer to measured, multi-atom cross-sections is demonstrated.
Thus, it provides an alternative to (pseudo-) line lists whenever the required information for simulation is
unavailable. The predictive performance of the system was evaluated on validation data via simulation,
and its transfer learning capabilities were demonstrated on actual measurement chlorine nitrate data.
From the comparison between the system and line lists, the system shows slightly worse performance than
pseudo-line lists but its predictive quality is still deemed acceptable with less than 5 % relative integral
change with a highly localized error around the peak center. This opens a promising way for further
research to use deep learning to simulate the effect of varying environmental conditions on absorption
cross-sections.
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at Optical Sensors and Sensing Congress 2022, Paper ATu3G.2,
https://doi.org/10.1364/AIS.2022.ATu3G.2.

Abstract A modeling approach to create a photoacoustic spectrum from synthetic data is presented
and evaluated. The resulting model reaches a MAPE score of 2.7% and can be used to enable data-driven
development in future work.
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Thomas Rück, Rudolf Bierl, Frank-Michael Matysik

in Photoacoustics, vol. 30, 2022, https://doi.org/10.1016/j.pacs.2023.100473.

Abstract
Trace gas analysis in breath is challenging due to the vast number of different components. We present

a highly sensitive quantum cascade laser based photoacoustic setup for breath analysis. Scanning the
range between 8263 and 8270 nm with a spectral resolution of 48 pm, we are able to quantify acetone and
ethanol within a typical breath matrix containing water and CO2. We photoacoustically acquired spectra
within this region of mid-infra-red light and prove that those spectra do not suffer from non-spectral
interferences. The purely additive behavior of a breath sample spectrum was verified by comparing
it with the independently acquired single component spectra using Pearson and Spearman correlation
coefficients. A previously presented simulation approach is improved and an error attribution study is
presented. With a 3f detection limit of 6.5 ppbv in terms of ethanol and 250 pptv regarding acetone, our
system is among the best performing presented so far.
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Improving the Performance of Artificial Neural Networks Trained on Synthetic Data in Gas
Spectroscopy – a Study on Two Sensing Approaches

Jens Goldschmidt and Elisabeth Moser (shared first authorship), Leonard Nitzsche, Rudolf Bierl, Jürgen
Wöllenstein

in Technisches Messen, vol. 90, 2022, https://doi.org/10.1515/teme-2023-0051

Abstract
Artificial neural networks (ANNs) are used in quantitative infrared gas spectroscopy to predict con-

centrations on multi-component absorption spectra. Training of ANNs requires vast amounts of labelled
training data which may be elaborate and time consuming to obtain. Additional data can be gained by the
utilization of synthetically generated spectra, but at the cost of systematic deviations to measured data.
Here, we present two approaches to train ANNs with a combination of comparatively small, measured
data sets and synthetically generated data. For the first approach a neural network is trained hybridly
with synthetically generated infrared absorption spectra of mixtures of N2O and CO and measured zero-
gas spectra, taken with a mid-infrared dual comb spectrometer. This improves the mean absolute error
(MAE) of the network predictions from 0.46 to 0.01 ppmV and 0.24 to 0.01 ppmV for the concentration
predictions of N2O and CO respectively for zero-gas measurements which was previously observed for
training with purely synthetic data. At the same time a similar performance on spectra from gas mix-
tures of 0 to 100 ppmV N2O and 0 to 60 ppmV CO was achieved. For the second approach an ANN
pre-trained on synthetic infrared spectra of mixtures of acetone and ethanol is retrained on a small dataset
consisting of 26 spectra taken with a mid-infrared photoacoustic spectrometer. In this case the MAE for
the concentration predictions of ethanol and acetone are improved by 45% and 20% in comparison to
purely synthetic training. This shows the capability of using synthetically generated data to train ANNs
in combination with small amounts of measured data to further improve neural networks for gas sensing
and the transferability between different sensing approaches.
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