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Zusammenfassung

Um die wachsende Nachfrage nach Cloud-Computing-Diensten zu befriedigen, haben moderne Computerin-
frastrukturen einen rasanten Anstieg in Umfang und Komplexität erfahren. Dies hat auch zu einem raschen
Anstieg des Volumens und der Heterogenität der Überwachungsdaten geführt, die für den effektiven Betrieb
von IT-Diensten mit hoher Fehlertransparenz erforderlich sind. Dies stellt eine Herausforderung für Opera-
tions & Maintenance (O&M)-Teams dar, die für die Verwaltung und Reparatur der von der Cloud-Umgebung
bereitgestellten Rechendienste verantwortlich sind. Ausfälle verursachen nicht nur weitreichende Service-
unterbrechungen, sondern erfordern auch komplexe und zeitaufwändige Untersuchungen, um die richtigen
Reparaturlösungen zu ermitteln und anzuwenden.
Einfache automatisierte Tools können die Betreiber auf verschiedene Weise unterstützen, z. B. bei der

Erkennung von Anomalien, der Korrelation der Ursachen und der automatischen Anwendung von Abhilfe-
maßnahmen. Allerdings ist die Durchführung von IT-Operationen nach diesem Paradigma bei den heutigen
ultragroßen Systemen nicht mehr machbar. Dies hat führende Industrieunternehmen dazu veranlasst, das
Feld in Richtung autonomer und intelligenter IT-Managementsysteme zu erforschen.
AI for IT Operations (AIOps) befasst sich mit Ansätzen, die auf Big Data, Machine Learning (ML) und

anderen fortgeschrittenen Analysetechnologien basieren, um IT-Operationen zu verbessern. AIOps bietet
hohe Vorteile, indem es einen großen, vielfältigen Satz von Überwachungsdaten (z. B. Protokolle, Metriken,
Traces) und den höheren Grad an Verallgemeinerung nutzt, der durch KI-Algorithmen bereitgestellt wird.
Bisherige Beiträge von AIOps beschränken sich jedoch auf eine kleine Anzahl von Aufgaben, wie z. B.
die Erkennung von Anomalien und die Ursachenanalyse, die speziell auf die Reaktion auf Ausfälle aus-
gerichtet sind. Die Erforschung proaktiver Ansätze für das Fehlermanagement, die dazu beitragen könnten,
die Nichtverfügbarkeit und Beeinträchtigung von Diensten zu verringern, beschränkte sich bisher hauptsäch-
lich auf die Online-Fehlervorhersage vonHardwarekomponenten und die Verfügbarkeit von Knoten, während
nur wenige Beiträge alternative Techniken zur Fehlervermeidung in Betracht gezogen haben. Darüber hin-
aus erschwert das Fehlen einer umfassenden Taxonomie von AIOps und eines gemeinsamen Terminologie-
schemas den Vergleich und die Anwendbarkeit von AIOps auf verschiedene Probleme.
Diese Dissertation befasst sich mit den oben genannten Herausforderungen, indem sie zunächst den vollen

Umfang der bisherigen AIOps-Anwendungen durch eine systematische Durchsicht der vorhandenen Liter-
atur erfasst, um die Gültigkeit und das Potenzial proaktiver Ansätze für das Fehlermanagement zu bestätigen.
Die bisherigen Beiträge werden mit Hilfe der Systematic Mapping Study (SMS)-Methodik identifiziert und
strukturiert, die es ermöglicht, eine Taxonomie gemeinsamer Ziele und Probleme abzuleiten sowie die AIOps-
Beiträge auf der Grundlage von Zielsystemen, Datenquellen und KI-Methoden zu unterteilen. Die systema-
tische Durchsicht der Beiträge ermöglicht es auch, blinde Flecken und unzureichend untersuchte Bereiche zu
identifizieren, um vollständig zu verstehen, welche offenen Probleme in einem O&M-Kontext noch größere
Forschungsanstrengungen erfordern.
Durch die Entwicklung neuer proaktiver Methoden auf der Grundlage von KI werden dann einige dieser

wichtigen Probleme angegangen. Für jede der drei Schichten eines Cloud-Computing-Stacks wird eine Lö-
sung vorgeschlagen. Auf der Infrastrukturebene wird ein Online-Algorithmus zur Vorhersage von Ausfällen
in optischen Transceivern, grundlegenden, aber störanfälligen Komponenten moderner Rechenzentrumsin-
frastrukturen, eingeführt. Auf der Plattformebene wird das Problem des sicheren Zugriffs auf O&M über
die Command-Line Interface (CLI)-Schnittstelle mit Hilfe eines umfangreichen Sprachmodells zur Risikok-
lassifizierung angegangen, das die potenzielle Bedrohung durch die Ausführung von Befehlen abschätzt und
deren Ausführung während des Abfangens verhindert. Auf der Softwareebene wird eine neuartige Muster-
Korrelations-Engine für automatisierte Root Cause Analysis (RCA) und proaktive Failure Management (FM)
vorgeschlagen, um automatisch Kausalitätsbeziehungen zwischen Symptomen und Fehlern zu identifizieren,
die zu Ausfällen führen. Für jedes der vorgestellten O&M-Probleme bestätigen umfangreiche Experimente
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die Gültigkeit und Effektivität der vorgeschlagenen Lösung und demonstrieren die Funktionalität dieser KI-
Methoden zur effektiven Behebung von Ausfällen und zur Reduzierung der Notwendigkeit menschlichen
Eingreifens und der Gesamtauswirkungen von Ausfällen in der gesamten Cloud-Architektur.
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Abstract

To satisfy the growing demand for cloud computing services, modern computing infrastructures have expe-
rienced a rapid increase in scale and complexity. This has also led to rapid growth in the volume and het-
erogeneity of monitoring data, necessary to effectively operate IT services with high failure visibility. This
represents a challenge for Operations & Maintenance (O&M) teams, responsible for managing and repairing
the computing services provided by the cloud environment. In addition to causing widespread service dis-
ruption, failures require IT operators to perform complex and time-consuming investigations to identify and
apply correct repair solutions.
Simple automated tools can assist IT operators in various ways, including the detection of anomalies, cor-

relation of root causes, and automatic application of remediation actions. However, performing IT operations
according to this paradigm is no longer feasible at the current ultra-large scale of modern systems. This has
motivated industry leaders to explore the field in the direction of autonomous and intelligent IT management
systems.
AI for IT Operations (AIOps) deals with approaches based on Big Data, Machine Learning (ML), and other

advanced analytics technologies to enhance IT operations. AIOps provides high benefits by taking advantage
of a large, diverse set of monitoring data (e.g., logs, metrics, traces) and the higher degree of generalization
provided by AI algorithms. However, past AIOps contributions are restricted to a small set of tasks, such as
anomaly detection and root cause analysis, which are specifically designed to respond in reaction to failures.
The exploration of proactive approaches for failure management, which could help reduce service unavail-
ability and degradation, has been so far limited mostly to online failure prediction of hardware components
and node availability, while few contributions have considered alternative techniques for failure prevention.
Moreover, the lack of a comprehensive taxonomy of AIOps, and a common terminology scheme hinders the
comparison and applicability of AIOps to different problems.
This dissertation addresses the above challenges, firstly by understanding the full extent of past AIOps

applications through a systematic review of the existing literature, to confirm the validity and potential of
proactive approaches to failure management. The past contributions are identified and structured using the
Systematic Mapping Study (SMS) methodology, which enables to derive a taxonomy of common goals and
problems, as well as to divide AIOps contributions based on target systems, data sources, and AI methods.
The systematic review of contributions also allows to identify blind spots and under-investigated areas, to
fully understand which open problems in an O&M context still require major research effort.
Then, through the development of new AI-based proactive methods, some of these important problems are

addressed. One solution is proposed for each of the three layers of a cloud computing stack. At the infrastruc-
ture level, an online algorithm for predicting failures in optical transceivers, fundamental yet failure-prone
components of modern datacenter infrastructures, is introduced. At the platform level, the problem of se-
cure O&M access via Command-Line Interface (CLI) interface is addressed by means of a Large Language
Model (LLM) for risk classification, which estimates the potential threat caused by the execution of com-
mands and prevents their execution during interception. At the software level, a novel pattern correlation
engine for automated Root Cause Analysis (RCA) and proactive Failure Management (FM) is proposed to
automatically identify causality relationships between symptoms and errors leading to failures. For each of
the O&M problems introduced, extensive experiments confirm the validity and effectiveness of the proposed
solution, demonstrating the functionality of these AI methods for addressing failures effectively and reducing
the necessity of human intervention and the total impact of failures across the entire cloud architecture.
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1 Introduction

1.1 Context

1.1.1 Large-scale Computing

Over the last decade, cloud computing has expanded to become ubiquitous across all sectors of the digital
economy [1,2]. Thanks to their cost efficiency, enterprises increasingly rely on Internet-delivered computing
services [1] to meet a wide range of IT needs, such as e-mail, storage, corporate software, and security [2].

To satisfy this high computing demand, IT systems have grown larger andmore complex. Strives for higher
scalability and efficient resource utilization have also moved the attention towards decentralized systems,
following the model of edge and fog computing. At the same time, public cloud providers have aimed for
uncharted territory by adopting ultra-large scale computing systems, which incorporate from hundreds of
thousands to millions of computing nodes into their datacenters.
The law of large numbers dictates how the expected number of failures is bound to rise with a corre-

sponding increase in scale. Moreover, because the need to accommodate this large scale requires the use of
commodity hardware and fast software development/deployment cycles, the chances of failures to occur are
further aggravated.
The new dimension of modern systems, therefore, raises the questions of how to deal with increasing

quantity of failures, and how to efficiently allocate and distribute all kinds of resources (computation, storage,
hardware and power-related) in large-scale shared computing environments.

1.1.2 Artificial Intelligence

Almost in parallel with the adoption of cloud, another paradigm shift, related to the introduction of large and
powerful intelligent software, so-called AI algorithms, has been taking place.
Starting in the early 2010s, the widespread presence of large amounts of data and the availability of more

affordable and faster computers incentivized the development of new and complex intelligent algorithms.
Research on intelligent machines dates back to the 1950s [3], with the theoretical work of Turing on theory

of computation and machine intelligence (including the famous definition of the Turing Test) [4]. After an
initial period of high enthusiasm and expectations in the 1950s and 60s, since the early 1970s AI had undergone
a series of setbacks and generalized loss of interest (so-called AI winters), due to unattended promises of
solving complex mankind problems very soon.

The season inaugurated by the recent advances in deep learning, starting in early 2010s with the intro-
duction of modern neural architectures [5–7], re-ignited the interest towards AI with a much larger focus on
Machine Learning (ML) approaches, able to extrapolate patterns directly from data. This kind of inductive
approach had for the first time sufficient hardware support and availability of very large datasets to express
its true potential. The reborn interest in ML generated a large number of contributions for different Computer
Vision (CV) applications, starting with image classification and evolving into detection, and segmentation, to
then be extended to other application domains, such as Natural Language Processing (NLP), bioinformatics,
and others.

Nowadays, AI algorithms are used in state-of-the-art solutions [8–10] for targeted advertising, content
generation, autonomous driving and system control, game playing, search and recommendation, robotics, in
addition to the above cited CV, NLP, and biomedical applications.
AI has highly benefited from cloud computing, as the growing dimension of ML models required increas-

ingly high quantity of computing resources; at the same time, cloud computing enabled AI companies to
provide machine learning models as a service to end users effectively.
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1.1.3 Reliability and O&M

Because of the mass adoption of cloud computing and the strict dependability requirements imposed by
modern challenges (such as the Internet of Things (IoT), Autonomous Driving, 6G, and Smart Grid), the reli-
ability of IT infrastructures is nowadays more critical than ever.
At the scale of modern systems, failures are inevitable and can cause a significant amount of disruption

during the normal operation of an IT service, which can rapidly turn into customer dissatisfaction. Because
of large and complex nature of these modern distributed systems, IT administration has become more difficult
and prone to the appearance of failures and performance issues. Operations & Maintenance (O&M) teams,
responsible for overseeing and repairing IT services, are particularly challenged by the large quantity and
multi-modality of monitoring data to track in real-time, which can easily be overwhelming even to specialized
IT operators.
Unexpected faults also cause IT operators to interrupt their monitoring operations and devote their time

to solve the encountered issues. Even in the presence of perfectly fault-tolerant systems, the occurrence of
failures increases Operating Expense (OPEX) because of detection, diagnosis and reparation efforts [11–13],
and complexity on the infrastructure stack to deal with the necessary hardware and software redundancy.
Cloud Computing can gain large benefit from software-automated solutions for O&M. Automatic analysis

tools can assist IT operators by detecting anomalous patterns in execution traces, by performing in-depth
analysis of root causes behind the appearance of errors, or by suggesting relevant remediation actions. Auto-
mated O&M software could also predict future failures, help preventing them, or divert the system towards
less error-prone configurations. Moreover, intelligent scaling, scheduling and allocation techniques can be
adopted to tackle the problem of resource provisioning.
Until a few years ago, solutions to support all these tasks were typically limited to the manual intervention

of human operators, the use of rule-based algorithms, or simple thresholding techniques in order to trigger
alarms and quick response actions.

1.1.4 The Advent of AIOps

Because of these limitations, performing IT operations according to this paradigm is no longer feasible at the
current ultra-large scale of modern systems. This has motivated industry leaders to explore the field in the
direction of data-driven, intelligent management systems, additionally inclined by the reborn interest towards
AI and ML in the last decade.

This led, in 2017, Gartner to coin the term AI for IT Operations (AIOps) [14], to define “big data, modern
machine learning and other advanced analytics technologies to directly and indirectly enhance IT operations”.
Later on, other leading industry leaders have complemented their views on this new concept [15–21], and
several research groups started taking advantage of the recent advances inMachine Learning andAI to explore
open problems related to AIOps, such as Online Failure Prediction (OFP) [22–24], or anomaly detection [25].
In short, AIOps relies on data-driven technologies (ML, Big Data, Data Mining, Analytics and Visualization)

to observe the operational status of the infrastructure, minimize the impact of failures during day-to-day
operations, and manage the allocation of computer resources.

AIOps provides several advantages compared to traditional O&M:

• Responsiveness. AIOps allows to respond quickly and automatically, because it reacts independently
and automatically to real-time problems, without requiring long manual debugging and analysis ses-
sions. Failures may be detected before they start to manifest undesired behavior, so that they may be
addressed proactively;

• Adaptability. AIOps offers a wide and diverse set of tools for several applications, thanks to the high
applicability of AI algorithms. AIOps supports an efficient design and implementation of software sys-
tems by estimating the presence of faults and performance issues. AIOps also allows to forecast failures
in the close future and to take preventive online actions, such as live migration and software rejuvena-
tion. It also allows to detect and pinpoint performance bottlenecks and anomalies in real time, to locate



1.2 Challenges and Motivation

3

faulty components, to identify AIOps causes and to suggest effective repair actions. Finally, AIOps of-
fers different uses for efficient resource provisioning, including server consolidation, task scheduling,
and workload estimation;

• Efficiency. ML is able to autonomously discover hidden patterns from the data and that may in conclu-
sion enable more effective operations than manual and ruled-based approaches for O&M tasks, thanks
to the higher degree of generalization provided. This aspect is especially favored by the almost ubiqui-
tous presence of data sources, namely logs, Key Performance Indicator (KPI) metrics, execution traces,
tickets, etc. By learning to predict from the existing data and act, ML allows to improve performance
measures such as the Mean Time to Detect (MTTD) and Mean Time to Repair (MTTR), therefore im-
proving service quality and reducing operating costs.

Moreover, AIOps can rely on a wide and diverse range of modern AI methods. To cite a few examples, deep
learning and dimensionality reduction may be applied to detect anomalies based on the correct operational
behavior of programs [26–28]; through forecasting, ML is able to predict future software [29] or hardware
faults [11, 30], such as hard disk failures; similarity matching [31, 32] and inductive reasoning [33] can be
used for Root Cause Analysis (RCA); autoregressive models [34, 35], Reinforcement Learning (RL) [36] and
collaborative filtering [37] may be employed for resource provisioning.

1.2 Challenges and Motivation

The application of AI andML for IT operations also poses several challenges in terms of applicability, runtime
performance, and accuracy.

Because the advent of AIOps is relatively recent, it is still partially unclear how andwhere AI techniques can
be applied successfully for IT Operations, as O&M techniques vary consistently depending on the abstraction
level of the cloud offering, in terms of operations to perform and data sources to monitor. Therefore, it is
important to evaluate the applicability of AI depending on the specific cloud model in use, to ensure that each
offering can count on the most beneficial AIOps techniques, especially in relation to 1) which O&M operation
must be automated and 2) which data sources are available and how they can be fully utilized.
It is also an open question how AI solutions, which are often CPU and memory intensive, can effectively

run in production systems. In this context, performance of AIOps is also subject to the distributed nature of
computing, where caching, concurrency, diversity of configuration and retry patterns are present. Automated
solutions are also required to be scalable with respect to input data size, which can, in practice, reach process-
ing rates of TBs per second. For instance, evaluating the health status of the whole hardware infrastructure
requires to gather information from millions of components and perform an inference task for each and one
of them. Then, when failures occur - at this scale, failures do occur on a daily basis - sufficient resources must
be allocated to resolve them.
Finally and most importantly, AIOps solutions are required to be accurate when their findings correspond

to remediation actions. If an incorrect action is taken based on the false prediction of an AI-based algorithm,
the system may not resolve a determined problem as expected or, in the worst case, the algorithm may cause
additional overhead in terms of costs and availability of computing resources, which are connected to mone-
tary and fiduciary loss with customers.
Connecting the previous points of performance and accuracy, AIOps solutions must be cost-effective in

connection to their accuracy, as the two variables are coupled to each other when it comes to evaluate whether
an O&M is economically convenient to deploy. This means ensuring the expensive computational resources
required to operate AImodels do not overweigh the benefits provided by the automated resolution of amanual
task (with potential accuracy errors).

One of the great advantages of AIOps is the possibility to automatically introspect the state of system in
advance, to prevent failures before their occurrence. However, the majority of existing approaches [38] have
focused on reactive approaches for failure management, which operate after failures have already occurred.
The true power of introspection lies in the ability to discover hidden patterns before their consequences
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Figure 1.1 Graphical summary of the contributions of this dissertation. The numbers in circles indicate the chapter
where the contribution is presented inside this document.

manifest themselves. For this reason, more research should investigate the true ability of AIOps methods in
anticipating failures rather than reacting to it.

1.3 Contribution of this Dissertation

Given the aforementioned aspects, this doctoral dissertation deals with existing challenges by exploring new
AIOps solutions for large-scale cloud environments, where the large quantity ofmonitoring data allowsAIOps
to thrive. On this premise, it establishes the necessity to deeply understand the landscape of existing tasks,
methods, target components, and macro-areas present inside the AIOps field.

Therefore, a systematic review of these different categories is conducted, followed by an evaluation of their
relevance and prominence in the active research discussions. It is then important to identify unexplored or
sub-covered topics and approaches which however show great potential from the industry application point
of view. The main research questions concern how and to what extent the recent wave of AI methods and
techniques can be applied to maintain and operate large-scale IT services, while pointing out limitations and
possible caveats regarding applicability in the target domain.
In second instance, based on the insights gathered from this systematic review, this dissertation addresses

open O&M problems in the large-scale cloud context, through the design of suitable ad hoc solutions, sup-
ported by adapting existing uses of AI in other research fields, while fulfilling special focusing criteria, such
as applicability, performance and accuracy. In this context, the objective is to advance the current state of the
art for AIOps through in-depth analysis and comparison of available tools, and 1) provide a solution, in the
lack of existing approaches or 2) achieve an incremental improvement, by exploiting the benefits provided
by AI. Solutions are studied to be applicable for all layers of the cloud computing stack (Figure 1.1), to tackle
problems which are specific for each cloud offering.
Given the importance of reliability and dealing with failures at the O&M level, as described in the previous

sections, particular emphasis is posed towards methods for dealing with failures. In particular, the aspects
highlighted in the previous section motivate the need to explore more extensively the potential of AI-driven
algorithms for proactive management of failures.
To this end, the dissertation contributes in characterizing and exploring the advantageous effects of proac-

tive AIOps, by studying applicability scenarios, in the form of open O&M problems, and potential solutions,
in the form of AI algorithms.
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The contribution of this dissertation can be summarized as follows:

• a systematic review of existing AIOps contributions (Chapter 3), independent of computing envi-
ronment (cloud, High Performance Computing (HPC), grid, cluster, etc.), with solutions classified by AI
algorithms, data sources (such as logs, metrics, KPIs, source code), and target components (such as hard-
ware, network, storage, virtualization). From a research perspective, this systematic review allows to
draw actionable insights into what kind of algorithms have been less explored in the past and are more
likely to produce effective solutions to open problems, given the criticality of target components and
availability of data sources. The results of this systematic review confirm the importance of focusing
on proactive failure management and motivate some of the design choices of the algorithm proposed
in the following chapters;

• the discussion of past AIOps solutions for proactive failure management, in relation to their
real-world application to different layers of a cloud stack model (Figure 1.1), composed of infrastructure
layer (Chapter 4), platform layer (Chapter 5), and software layer (Chapter 6).

• the introduction of several novel solutions for proactive failuremanagement on different cloud
computing layers, through the exploration, implementation and evaluation in a real cloud production
context. In particular,

– At the cloud infrastructure level, novel hardware failure prediction algorithms are proposed
for online estimation of future failures in critical and fault-prone components, in first instance
optical transceivers (Section 4.7), and collaterally hard drives (Section 4.5), and Dynamic Random
Access Memory (DRAM) chips (Section 4.6). The problem of OFP is thoroughly described and
modeled through several assumptions regarding real-time operation, cost-benefit analysis, and
failure modes of components. Then, ad hoc component solutions are proposed and evaluated;

– At the cloud platform level, the introduction of a NLP model for Command Risk Classi-
fication (Section 5.4), which allows to evaluate and block dangerous Command-Line Interface
(CLI) operations during the remote maintenance of cloud services. This solution leverages the
recent advances of Large Language Models (LLMs) to provide high generalization power to a core
security problem in the O&M context. The LLM solution described is general, so that it can be
extended to several CLI-related applications to tackle equally numerous platform-level adminis-
tration challenges, including system auditing, Standard Operating Procedure (SOP) verification,
content extraction and more.

– At the cloud software level, the introduction of a novel RCA engine based on Association
Rule Mining (ARM), called LogRule (Section 6.4), which is able to mine causal relationships
between failures and observable symptoms to present a set of relevant root cause explanations.
LogRule is able to reduce the runtime and improve the accuracy of provided explanations sig-
nificantly, compared to existing methods. This approach can be applied for runtime verification
to anticipate failures, for applications that include access log analysis, database pattern analysis,
hardware failure prediction and more.

For each of these novel methods, the underlying context is introduced and the target problem is in-depth
described, highlighting limitations of current approaches. Different potential solutions are evaluated and
selected based on empirical and data-driven methodologies, to propose the most efficient, accurate and appli-
cable solution. The final solutions are thoroughly evaluated and numerous use cases are presented.
A complete list of publications relevant to this dissertation is outlined in Appendix A.

1.4 Structure of the Dissertation

The remainder of the dissertation is structured as follows:
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• Chapter 2 presents a background on topics related to this dissertation. It covers Cloud Computing
fundamentals, such as virtualization and cloud architecture; O&M and monitoring are defined with
their main challenges and tools, including AIOps itself; AI and ML fundamentals, both as theoretical
concepts and in relation to AIOps, are also presented;

• Chapter 3 presents a systematic review of AIOps. Relevant AIOps contributions are retrieved using
systematic search and selection criteria. Taxonomy and features of AIOps contributions are investigated
from a research perspective, identifying macro-areas, common problems, and potential directions of
improvement.

• Chapter 4 discusses proactive Failure Management (FM) techniques at the infrastructure level. The
infrastructure is decomposed into its fundamental subunits (hardware, Operating System (OS), Virtual
Machine Manager (VMM)), and failure modes for each of these units is discussed. The rest of the
chapter focuses on hardware failure prediction, where the failures of optical transceivers, hard drives,
and DRAM chips are discussed. Predictive solutions for these components are discussed.

• Chapter 5 discusses proactive FM techniques at the platform level. Platform-level failures and system
administration challenges are presented. Related security concerns during O&M are discussed, and the
problem of assessing risk to CLI operations introduced. Two LLM-based solutions for command risk
classification, relying on command and documentation data respectively, are introduced and evaluated.

• Chapter 6 discusses proactive FM techniques at the software level. Challenges related to operate large-
scale services with high reliability and fault tolerance are illustrated. In this context, RCA techniques
for incident response are discussed. To this end, ARM is introduced as an effective solution for auto-
matic root cause determination. The LogRule algorithm is presented, including its working principles,
application to different modalities of data, applications, and uses cases for proactive FM.

• Chapter 7 summarizes the outcomes of the previous chapters and provides a perspective for future
directions.
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2 Background

This chapter presents a background on topics related to this dissertation. Section 2.1 presents cloud computing
fundamentals, including definition, related technologies, architecture, and several cloud models. Section 2.2
describes Operations & Maintenance (O&M) in the cloud context, including a background on cloud monitor-
ing and automated O&M. Section 2.3 presents a background of AI and Machine Learning (ML), providing a
description of concepts, algorithms and tools frequently mentioned throughout the dissertation.

2.1 Cloud Computing

2.1.1 Definition

The National Institute of Standards and Technology (NIST) defines Cloud Computing as “a model for en-
abling convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks,
servers, storage, applications, and services) that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction” [39].

Some essential characteristics of this definition include [39, 40]:

• on-demand network access, i.e., users must be able to access compute and storage facilities with sufficient
agility (as measured, e.g., by latency) and autonomy. Such access is provided over the Internet and
should include ubiquitous access to and from personal computers, laptops, phones, tablets and more;

• a shared pool of configurable pool resources; i.e., pooling multiple compute resources together allows
applying economy of scale through unified management of a large virtual resource;

• rapidly provisioned and released, i.e., the cloud service must provide rapid elasticity in relation to cus-
tomer demand. Users can request extra resources in a self-managed and autonomic fashion, so that
from the consumer’s perspective, the supply of computing resources is limitless.

Cloud computing offerings are subject to Service Level Agreeements (SLAs), which describe minimum
levels of service, described in terms of Key Performance Indicators (KPIs) (availability, throughput, latency),
which must be provided to the final customers. Cloud computing relies on several related technologies to
fulfill such requirements, and several cloud computing models have been introduced, as discussed in the next
sections.

2.1.2 Cloud Technologies

Several computer system technologies enable the cloud to operate effectively. This section provides an
overview of the most important and relevant ones to the discussion of this dissertation.

Datacenters

Datacenters are physical facilities that enterprises use to house and manage a large concentration of servers,
providing computing and storage resources to run computing applications at large scale [12,41]. Datacenters
constitute the structural and operational foundations of cloud computing platforms [42].

Datacenters are different from supercomputers, as they are typically large and highly-parallel infrastruc-
tures, with high permanent storage capacity deployed separately, while supercomputers tend to focus on



2 Background

8

Figure 2.1 Typical intra-datacenter network architecture [43]. Servers are connected to ToR switches, which are then
connected to aggregation and core switches. In the majority of datacenter applications, these links are realized by means
of optical fiber. Each link requires at least one optical transceiver at each end of the link.

low-latency, high-bandwidth requirements which enable effective and fast communication across computing
nodes.
Traditional datacenters host a large number of relatively small- or medium-sized applications, each running

on a dedicated hardware infrastructure that is decoupled and protected from other systems in the same facility.
They are usually utilized by multiple organizational units or enterprises.
Modern datacenters (or warehouse-scale computers [12]) usually belong to a single large company (Google,

Facebook, Microsoft, Amazon, Alibaba, etc.), which operates a reduced number of large-scale applications.
The same large-scale application may be distributed across several datacenters in different regions. While
the specific hardware implementation of datacenters differs significantly, modern datacenters tend to use
relatively homogeneous hardware and software systems within the same installation. Moreover, all software
and hardware systems share a common O&M layer.
The scale of datacenters varies depending on needs. Datacenters can scale into two directions: they can

scale up, i.e., they employ more powerful (and more expensive) hardware, in order to increase computational
power and parallelization within the same machine; or they can scale out, i.e., they increase a large number
of low-end, commodity servers to accommodate demand on separate machines.

Datacenters are typically composed of hundreds of thousands of low-end servers [12] deployed in compact-
format (e.g., 1U) enclosures. Several servers are mounted inside a rack and interconnected to a local switch,
known Top-of-Rack (ToR) switch. ToR switches are then connected via high-bandwidth (typically fiber-based)
links to second-level switches (edge aggregation switches), which may correspond to a local cluster or the
entire datacenter. Multiple second-level switches may be further aggregated to form a hierarchy of a tree-
like interconnect topology. Because of their cost efficiency and high bandwidth, modern datacenters utilize
fiber-optics interconnects for medium-range links (up to 100 m), such as connections between ToR switches
and the edge aggregation switch, as well as for longer links (up to 2 km), e.g., the connection between edge
aggregation switches and spine switches. An example diagram of the network infrastructure is depicted in
Figure 2.1. Other hardware resources, such as Hard Disk Drives (HDDs) or Graphics Processing Units (GPUs),
may be deployed within server enclosures or in separate racks for networked access.

The servers, the hardware components, the network interconnects, as well as the power supply units,
the cooling systems, the racks and all other infrastructural components are placed in datacenter buildings
composed of more rooms, which are designed to optimize resource utilization based on the energy (cooling,
energy consumption, power dissipation) and capacity (workload, physical space) requirements.
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Virtualization

Virtualization is the abstraction of computer resources [44, 45]. It introduces a software abstraction layer
between the hardware and the guest Operating System (OS) with the applications running on top of it, which
isolate the physical computer resources from the computing workload.

Virtualization offers several benefits for datacenter management [40]:

• applications can be confined within virtualized instances, which allows to increase security and isolate
any detrimental effect of poor performance on the rest of the datacenter;

• physical utilization can be better managed, because it enables the consolidation of diverse platforms
and software workloads onto a unified hardware layer, leading to increased energy efficiency;

• virtualization allows guest OS images to be restored rapidly in the event of a disaster. This also facilitates
the capture of provenance data for forensic investigation purposes or for scenario replications.

One fundamental method to implement virtualization is the use of a specialized software program known
as hypervisor or Virtual Machine Manager (VMM) [45]. A hypervisor is responsible for instantiating and
managing virtual instances on the physical hardware. These virtual instances, or Virtual Machines (VMs),
represent the visible offering to the end customer.

The hypervisor can either reside directly on the hardware (type-1 or bare-metal), or on top of an existing
operating system (type-2 or hosted) [46]. In the case of type-2 hypervisors, an additional OS level is required
between the hardware and the hypervisor layers.
Type-1 hypervisors are generally faster, as they have direct access to underlying physical resources, and

more secure and stable, because the presence of an OS in type-2 hypervisors increases the attack surface
and the possibility of OS-level performance issues. However, type-1 hypervisors do not offer much flexibility
and customization, as they require a VMM compiled specifically for the underlying type of physical machine.
Because the type-1 VMM software is highly specific, it is typically less supported and new features are rarely
presented. Examples of type-1 hypervisors include KVM [45], Microsoft Hyper-V [47] and Xen [48].
On the other hand, type-2 hypervisors are more affordable and easier to set up and manage. Because the OS

typically support a variety of hardware configurations, type-2 hypervisors running on top of an OS can also
support different hardware configurations. Type-2 hypervisors, however, introduce an additional computing
layer which may cause additional failures. Examples of type-2 hypervisors are Oracle VirtualBox [49] and
Parallels Desktop [50].
Regardless of hypervisor types, VMs provide functionalities fully equivalent to physical servers, as their

internal applications have full access to core hardware (CPU, memory) and peripheral devices (storage, net-
work interfaces), as well as guest OS functionalities (filesystem, process space). However, because each VM
provides its own OS, they result in additional overhead in the creation and execution of workloads.

To this end, OS-level virtualization (or containerization) has been introduced. Containers are isolated user-
space instances within the same OS. They provide the same functionalities of OS-residing VMs, without the
overhead of deploying individual OSes in each virtual instance. All other features, e.g., networking, filesystem,
CPU, or process space, remain isolated across virtual instances, so that the containerization effectively pro-
vides isolation of processes within the same OS. Other advantages of containers include fast start-up, more
efficient storage and portability. Examples of OS-level virtualization technologies include Docker [51] and
containerd [52].

Other Cloud-enabling technologies

Orchestration tools, such as Kubernetes [53] or Docker Compose [51], enable the automated deployment, scal-
ing and management of containerized applications. They help streamline complex application architectures
in cloud environments.

Automation and DevOps tools facilitate continuous integration and delivery of new software functionalities,
while allowing for rapid and consistent application development.
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Software Defined Networking (SDN) virtualizes the network infrastructure by making it programmable and
easily manageable. It improves network flexibility and adaptability without modifying the physical cloud
infrastructure.

A microservice architecture breaks down an application into smaller, loosely coupled services which im-
plement primitive functionalities (such as a database, a frontend service, or a messaging system). Each mi-
croservice can be developed, deployed and scaled independently of the others. A microservice architecture is
beneficial as it is scalable, it emphasizes agility and provides fault isolation across components.

2.1.3 Cloud Architecture

A cloud computing system may be modeled as a layered stack of functional components [54], vertically ad-
ministered by O&M.
A traditional cloud system model is composed of three layers: the infrastructure layer, the platform layer,

and the software layer. Figure 2.2 exemplifies the three-layer stack model, compared with traditional, on-
premise computing. The next sections describe these three layers in detail.

Infrastructure Layer

The infrastructure layer is responsible for processing, storage, network, and all other physical resources
necessary for computing [39, 55, 56]. It is also responsible for dividing these physical resources into separate
resource pools and assign them to different customers.

In the Infrastructure-as-a-Service (IaaS) cloud model, the infrastructural resources are offered directly
to the customer as a service. The cloud resource offering must be able to scale up fast and effectively to
meet the variable computing demand of the customers while maintaining operational expenditure low. Cloud
infrastructures rely on virtualization to achieve such economy of scale and isolate sensitive content between
customers, as described more in detail in Section 2.1.2.

Tools for infrastructure-level servicing include KVM [45], Openstack [57], Docker [51], Kubernetes [53].

Platform Layer

The platform layer is responsible for providing software resources to build and deploy applications. It is
composed of the OS and all the application frameworks necessary to enable development and execution of
software programs (so-called middleware), including libraries, databases, runtime environments, messaging
systems, and build tools.

Platform-as-a-Service (PaaS) provides this integrated environment, where it is possible to develop, test,
run, and host applications [40], directly to end customers as a service. While the set of tools made available to
users is standardized and comprehensive, platform environments of different customers are isolated, so that
security, privacy and flexibility requirements are satisfied.

This highly interconnected and intricate environment can be the source of several failures, caused by in-
compatibility or misconfiguration between different components. Therefore, platform management requires
constant supervision to ensure that the different application elements are correctly integrated and produce
the expected functionality. To this end, O&M and IaaS customers utilize Command-Line Interface (CLI) tools
to maintain and operate platform-level services and the application deployments dependent upon them.

Software Layer

The software layer provides the customer-facing software functionalities, built on top of infrastructure and
platform layers.

Software-as-a-Service (SaaS) provides (in addition to platform and infrastructure), development and de-
ployment of software applications. While PaaS and IaaS offerings are intended for developers, SaaS offers a
complete software products to end consumers.
The software layer highly relies on technologies such as HTTP backend servers, microservice architectures,

authentication systems, and Application Programming Interfaces (APIs).
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Figure 2.2 Cloud Computing Stack Model for Microsoft Azure [58, 59], composed of three layers (infrastructure, plat-
form, and software), with corresponding resources functionalities provided by each layer.

2.1.4 Cloud Computing Models

This section presents different models for cloud computing. These models include service models, which
associate cloud layers to product offerings; ownership models, which describe different relationship between
cloud provider and customers; and pricingmodels, which determine how the cost for cloud computing services
is calculated.

Service Models

Service models may be derived from the cloud computing stack model described above (Section 2.1.3). By
associating each layer to a corresponding service, cloud offerings can be differentiated as:

• Infrastructure-as-a-Service (IaaS), i.e., “the capability provided to the consumer is to provision pro-
cessing, storage, networks, and other fundamental computing resources where the consumer is able to
deploy and run arbitrary software, which can include operating systems and applications” [39].

An IaaS provider supplies these infrastructural resources, to enable the IaaS customer to execute their
workload without managing their own hardware fleet. Moreover, the customers are responsible only
for the facility and provisioning costs corresponding to the infrastructural resources used. This allows
to reduce costs compared to on-premise infrastructure and other cloud offerings.

Differently from other models, where the OS, middleware and runtime are also managed by the cloud
provider, in the IaaS model the customer has direct control over such aspects. As in other cloud models,
the customer is relieved from the management of physical resources and the necessity to ensure a
scalable and secure computing environment, as these needs are handled by the cloud provider. These
needs include (but are not limited to) access to high-speed, fault-tolerant Internet access, efficient power
and cooling environment, safety systems and on-call O&M staff [55].

Bare-metal services provide hardware access at its most basic, i.e., the cloud provider rents the raw,
physical server directly [40]. These services are more similar to traditional datacenter or ‘hosting’
services, compared to cloud computing offerings. For the majority of potential cloud consumers, there
is a desire to move away from infrastructure detail and progress upwards in the cloud stack model.
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• Platform-as-a-Service (PaaS), i.e., “the capability provided to the consumer [. . . ] to deploy onto the
cloud infrastructure consumer-created or acquired applications created using programming languages,
libraries, services, and tools supported by the provider” [39]. In PaaS, the hardware and a software
platform are provided and managed by an outside cloud service provider [60]. The user handles the
applications running on top of the platform and the data on which the app relies.
PaaS gives users a shared platform for application development and management, removing the ne-
cessity to build and maintain the runtime environment associated with the process. This includes,
e.g., software development tools, runtime environments, libraries, and middleware such as databases,
Business Intelligence (BI) services, CLI interfaces, or message passing systems. These tools and the
application runtime are accessible to users typically over a web browser interface, where the customer
can upload, modify and execute their data and software.
Examples of PaaS offerings include Google App Engine [61] and Heroku [62].

• Software-as-a-Service (SaaS), i.e., “the capability provided to the consumer is to use the provider’s
applications running on a cloud infrastructure. The applications are accessible from various client de-
vices through either a thin client interface, such as a web browser (e.g., web-based email), or a program
interface” [39]. SaaS delivers a software application directly to its users [60]. The cloud service provider
manages the development and maintenance of the application via software updates, bug fixes, and by
providing adequate resources to execute it. Users are completely relieved from all infrastructural, de-
velopment and deployment burdens, and they are only responsible for operating and configuring the
software according to its functional capabilities. Applications of this level typically includeweb browser
applications, mobile apps, and pay-per-use software.

Serverless computing [63] abstracts server management and infrastructure and runtime management of
software away from users. A fundamental concept of serverless computing is Function-as-a-Service (FaaS),
which allows developers to build, execute and manage applications as functions, without having to maintain
their own infrastructure [64]. FaaS is typically implemented through lightweight, stateless containers which
implement the desired functions and manage server-side logic and state.

Ownership Models

Different ownership models for the cloud exist, which vary in terms of cost, security, performance, and
flexibility [39, 40, 60].

A public cloud is available to the general public and it is typically managed by a single organization (the
cloud provider), such as a business or an academic or governmental institution. Public cloud providers own and
manage the cloud infrastructure. This enables reduction of costs, but may cause performance interference and
higher exposure to cybersecurity attacks. Examples of public cloud include AmazonWeb Services (AWS) [65],
Google Cloud Platform [61], Microsoft Azure [58], and IBM Cloud [66].

A private cloud serves single organizations exclusively. Cloud resources may be located on- or off-premise
and could be owned; they could be managed directly by the consuming organization or by a third party, in
case the organization decides to adopt the infrastructure cost-saving potential of a virtualized architecture on
top of existing hardware. Another reason to adopt a private cloud is the desire to prevent confidential data
to be held alongside potential competitors or political adversaries. Private clouds, therefore, provide a higher
level of security and isolation at a higher deployment and maintenance cost. Public cloud providers such as
AWS, Cisco [67], Google, IBM, Red Hat [60] also provide private cloud solutions.

A community cloud is a cloud computing model composed of a number of parties where resources are
shared to contribute to a common interest or cause. This is frequently used in research organizations to
conduct large-scale experiments or by private parties interested in contributing in a cause (e.g., extraterrestrial
life search [40] or cryptocurrency mining).

Hybrid clouds are composed of more than one type of cloud infrastructures (public, private, and commu-
nity) [39]. Multiple computing environments may be connected through Local Area Networks (LANs), Wide
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Area Networks (WANs), Virtual Private Networks (VPNs), and/or APIs to create a apparently unified IT envi-
ronment [60]. Therefore, an IT system becomes a hybrid cloud when applications can freely move in and out
of separate environments. This allows to serve critical or confidential workloads on-premise or in reserved
areas, while accommodating general or additional workloads on public cloud infrastructures. A multicloud
deployment involves more than one public cloud provider. It enables redundancy and reduces service impact
in case of large provider outages.

Pricing Models

Public cloud providers offer several pricing models, which can be selected based on the different needs of
customers [68].
A pay-as-you-go model bills customers for cloud services based on their actual usage. This is proportional

to the utilization of power, storage, networking, and computing resources used. The price of a resource is
typically defined per unit of time (e.g., $0.10/hour). Reserved but under-utilized resources, such as idle VMs
and hard drives, are billed (possibly to a reduced price) for occupying the cloud resources. A related concept
is pay-for-what-you-use, which computes the total service cost based on the number of requests issued, as in
traditional API pricing models. This pay-as-you model is particularly applicable to invocation-based cloud
products, such as FaaS offerings and the above-mentioned APIs.
Fixed or prepaid subscriptions allow customers to pay for services upfront. Subscription prices are deter-

mined beforehand for a specific time period and do not depend on the actual usage. This includes e.g., software
licenses or high-volume PaaS and SaaS computing offerings for large organizations. Subscription-based mod-
els may allow users to retain reserved instances for long periods of time (i.e., years), which may help ensure
reduced costs in the case of predictable, low-level workloads.
Spot pricing determines the price of a cloud computing product based on the current demand. In periods of

low computing demand, when cloud providers wish to sell off spare capacity, large discounts may be offered
to customers, which can drastically reduce cost (up to -90%). Spot instances, however, may be interrupted at
short notice and therefore workloads must fulfill fault tolerance or stateless principles.

2.2 Cloud Operations and Maintenance (O&M)

This section presents a background on O&M in the cloud computing environment. Quality of Service (QoS)
and service requirements are discussed, and how failures impact on achieving such requirements. Then, O&M
is introduced, including its techniques and tools.

2.2.1 Quality of Service in the Cloud

Because cloud providers charge users based on the utilization of their service, both users and cloud adminis-
trators are interested in ensuring that the paid service provides the expected quality to the end user.

QoS measures the ability of a service to meet certain quality requirements for aspects such as performance,
availability, reliability, or cost [69]. Several metrics may be considered to evaluate QoS, including rejection
rate, Mean Time Between Failures (MTBF), response time, throughput, economic cost, or energy consumption.
Then, service providers and customers have to negotiate a SLA that allows them to formally specify the QoS
and agree on the requirements.

A Service Level Agreeement (SLA) contains the details of the contract made between the cloud service
provider and the customer. The terms regarding quality and scope of the service may also include a resource
provisioning arrangement, which specifies allocable resource quantities. Both parties must understand the
constraints and agree upon the limits of resource availability [70].
Cloud providers are therefore responsible to guarantee high-level availability and performance in their

cloud computing services [71], hosted in large datacenters, to the standards defined in the SLA. Common
objectives include a maximum allowed downtime window per year (defined in terms of availability, e.g.,
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99.999%, or ‘five nines’), amaximum latency, aminimum throughput and so on. To this end, O&Mactivities are
devoted to ensuring the correct runtime of the cloud environment, and the fast recovery in case of incidents.

SLAs may be difficult to achieve, as cloud services are not immune to failures. Because of the large scale
of devices and services being executed, failures are, albeit rare, inevitable. To this end, specialized human
operators are necessary to resolve errors during the operations of large-scale computing services.

2.2.2 Operations and Maintenance (O&M)

O&M, or Operations, Administration, and Maintenance (OAM) [72], is the set of all processes and tools used
inside an organization for the purpose of fault detection, isolation, and performance measurement.
Cloud O&M (or Cloud Operations) teams are responsible for managing the cloud environment and mitigat-

ing the impact of cloud failures. Their responsibilities include:

• real-time service monitoring, i.e., the continuous tracking of the operational status and health of the
cloud infrastructure, services, and applications. Advanced monitoring tools may be employed to report
unusual or under-performing behavior, based on anomaly detection algorithms;

• incident response, i.e., the rapid on-site intervention when failures occur. This includes gathering suffi-
cient evidence of the incident, and diagnosing the root cause of the failure, also known as Root Cause
Analysis (RCA), and the implementation of remediation actions;

• predictive analytics, i.e., the study of historical data and failure patterns, to forecast future potential
failures;

• data backup and restoration, i.e., the implementation of robust data redundancy strategies to safeguard
against data loss. In case of failures, O&M operators initiate restoration to ensure data integrity;

• coordination and communication, i.e., O&M teams coordinate efforts to address reliability and availability
issues and must keep customers informed about the status of failures and ongoing recovery efforts.

2.2.3 Cloud Failures

Cloud failures can stem from a variety of sources, including hardware malfunctioning, software bugs, human
error, network issues, or external factors such as cyber-attacks and natural disasters.

The consequences of cloud failures are far-reaching. Downtime leads to loss of revenue, customer dissat-
isfaction, and damage to the company’s reputation.
In the discussion of this dissertation, a variety of error-related terms such as fault, failure and root cause

are used. It is therefore important to clarify the meaning of such terminology. To this end, the convention
of Salfner et al. [73] is here adopted for the characterization of failures and related terms. According to this
convention,

• errors are deviations from the expected system state. In particular, “an error is the part of the total state
of the system that may lead to its subsequent service failure” [73];

• failures are manifestations of undesired deviations during the delivery of a service;

• faults (or root causes) are the primary causes of undesired behavior (i.e., the errors).

Moreover, failures may be divided into soft (or transient) failures, when they cause a temporary deviation
from the expected behavior, to then resume normal operation; and hard failures, which lead to a permanent
state of unexpected behavior (such as broken component or a crashed software instance).

Hardware and software faults can affect Internet services in varying degrees, resulting in different service-
level failure modes [12]. Barroso et al. [12] classify service-level failures into the following categories, in
increasing level of severity:
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• corrupted, when committed data are impossible to regenerate, lost, or corrupted;

• unreachable, when the service is down or otherwise unreachable by users;

• degraded, when the service is available but in some degraded mode;

• masked, when failures occur but are completely hidden from users by fault-tolerant software and hard-
ware mechanisms;

FailureManagement (FM) is the union of all techniques to deal with failures, either in anticipation (proactive
FM) or in response to failure (reactive FM).

A repair is a recovery action taken to remove the failure and return to normal operations. Failures requiring
repairs are typically tracked inside a ticket system, where O&M operators or even users may open tickets to
track the status of repair of a particular issue. Individual tickets typically correspond to unique problems with
individual resolution actions, such as component replacements, service reboots, or code fixes.

2.2.4 Cloud Monitoring

Monitoring is the act of collecting, processing, aggregating, and displaying real-time quantitative data about
the state of a distributed system [74]. The system state is the composition of a very large and diverse set
of resource states, including servers, storage, virtual instances, network infrastructures, cooling and heating
systems, applications, and services.

Monitoring tools are used to provide high-level information in a simple and graphical representation by
means of graphs, statistical tools, reports, and dashboards. Monitoring quantities include resource usage (in
particular over- and under-utilization), workload, performance bottlenecks, SLA status, costs, and malicious
user activities. A typical monitoring tool is a monitoring dashboard, a graphical interface tools which allows
to visualize important monitoring information effectively, by means of statistics and graphs.
The objectives of monitoring are the detection of failures and performance issues, the verification of SLA,

the study of long-term trends, troubleshooting, and system breach analysis. Effective monitoring allows gath-
ering large quantities of symptoms for cloud-related problems, but it does not necessarily discover the root
problem itself. The monitoring of data is required so that an expert can understand the root causes of the un-
derlying issue. Because relying on on-call personnel is typically expensive and time-consuming, an effective
monitoring infrastructure alerts about problems only when it is clear that human intervention is required.
Over-reporting may hinder the ability of operators to respond to important events, either by reporting false
positive events, which occupy operator time, or by hindering true positive, which require more critical atten-
tion. Under-reporting, however, reduces the detection and responsiveness to failures.
Two are the main types of monitoring: white-box monitoring and black-box monitoring,
White-box monitoring is based on metrics exposed directly from the system internals. Its validity depends

on the ability to inspect the internal components of the system. It is more suitable to detect imminent failures
and problems suppressed by mitigation strategies, which may re-appear frequently while hidden and cause
performance degradation. White-boxmonitoring is also important for telemetry purposes, e.g., understanding
the normal behavior of the system. Such informationmay also prove fundamental for distinguishing abnormal
behavior during failures and incidents.

White-box monitoring data is very useful for modeling failure characteristics and anticipating imminent
failures. The clear disadvantage is the high cost of instrumentation and collection, as well as privacy and
security concerns connected to the very granular level of information collected (e.g., host- or customer-level).

Black-box monitoring traces external behavior as an end user would see it. As the internal information
about the system is hidden, a black-box monitoring tool can only detect failures when they start to affect
the end customers. This makes it ideal for operator alerting, as it discourages the discovery of non-critical
problems, and at the same time provides higher-level information, such as service reachability and latency,
which are directly connected to SLA requirements. Because black-box monitoring tracks the consequences
of failures, it is not useful for proactive anticipation of problems. Google [74] defines four “golden signals” to
black-box monitor:
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• latency, i.e., the time necessary to service a request. It should be grouped by request status, i.e., the
latency of failed requests and the latency of successful requests. This allows distinguishing slow suc-
cessful requests and estimating the frequency and latency of failed requests;

• traffic, i.e., The measure of demand placed on a system. It can be measured in requests per unit of time,
number of live connections, of total I/O throughput;

• errors, e.g., the number of failed requests. Particular care should be taken to include silent errors as well
(errors which are implicitly correct, e.g., 200 return code HTTP requests with invalid response payload);

• saturation, i.e., the fraction of resources utilized by the system, focusing on the most constrained re-
sources (e.g., storage or memory).

2.2.5 White-Box Monitoring Data

In the cloud context, a large set of heterogeneous items must be effectively monitored to ensure high issue
visibility, each with different critical aspects to track (given below in parentheses).

At the infrastructure level, these include hardware components (storage drives, network devices, power
supply units, memory chips), hosts (availability, resource usage, critical errors, reboots), virtualization soft-
ware (VMM state, VM state as for a physical host).

At the platform level, OS (system logs and system call tracing), middleware services (messaging services,
queues, databases), runtime environments (Java Runtime Environment (JRE), Python venvs, Docker logs) and
overall workload (commands, queries, system calls per second) must be monitored.
At the software level, user accesses (logins, operations), application logs, access logs, service KPIs and

performance metrics may be used.
On a general O&M level, SLA reports must be monitored to verify if expected objectives are guaranteed;

failure tickets must be routed, handled and closed; costs must be kept under control.
Different terms related to monitoring data are often encountered. These terms may have an ambiguous

meaning depending on the context (such as logs or traces). To be consistent in the discussion, the following
convention is used throughout the dissertation:

• source code represents any unit of software source code used as input to a prediction system, indepen-
dently of the form and extension (e.g., function, file, module, class, etc.);

• testing resources comprise tools used to perform in- and post-release software debugging, in particular
unit test suites, execution profiles or run description reports;

• system metrics measure various numerical quantities at the hardware, OS, software and environment
level, describing resource utilization and the overall process state of the system;

• KPIs provide information about the status of services and the associated requirements that need to
be met during runtime operations. They quantitatively measure the quality of served requests with
parameters such as latency, uptime, failure rate, availability, etc.;

• network traffic is the collection of network packets exchanged over the Internet by different hosts. It
includes the payload and control information such as ports, addresses, protocol standards and other
parameters;

• topology is spatial information describing the relations between components inside a working system;

• incident reports or tickets are collected with the help of the service desk and internal problem man-
agement systems to identify common problems and facilitate resolution. Usually, they describe the
problem with text and categorical attributes, and they may need to be associated with a resolution
team or routing sequence;
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• event logs (or simply logs) are collections of human-interpretable printing statements describing soft-
ware events occurring in runtime operations. They are typically stored as independent files and log
entries (i.e., lines) are associated with a predefined format (or log key);

• execution (distributed) traces are hierarchical descriptions of themodules and services invoked to satisfy
a user request. They are usually annotated with the service name or category and the time duration of
each module (called span).

2.2.6 Automated O&M and AIOps

Because of the high quantity of monitoring data and diversity of operations to perform, in modern cloud
environments a significant fraction of O&M elementary tasks is automated through CLI tools, scripts, and
libraries.
These automated tools may be used for automated alerting of specific critical variables, such as network

latency or CPU utilization, so that when a specific threshold is reached, operators are informed about a po-
tential problem. This alerting, however, still requires operator to monitor alerts, investigate the discovered
issue manually and take a corresponding repair action in response to the problem.
Automated scripts may perform a recovery routine, e.g., a reboot, a host migration, or a service restart.

However, such scripts typically hard-code the necessary solution and require operator to execute them, as
they cannot be triggered automatically or they require high privilege.

To this end, AI for IT Operations (AIOps) has been introduced to enhance the introspection and general-
ization abilities of O&M software, and perform the detection-to-recovery cycle end-to-end.

AIOps is the application of advanced analytical technologies (ML, Big Data, Data Mining), and more
broadly AI, for the support of IT operations [14] connected to O&M.

To this end, effective AIOps relieves the burden of operators from performing manual and repetitive jobs,
such as monitoring key metrics, initiate remediation procedures, locate component faults and so on.

The main tasks in AIOps include anomaly detection, i.e., the identification of deviations from normal
behavior, an important task for guaranteeing SLA and detecting failures; root cause analysis, i.e., the study of
what caused a particular error or performance problem; and failure prediction, i.e., the anticipation of failure
through forecasting and classification models.

An overview of the main topics and challenges in AIOps, as identified from the systematic literature
review [38, 75], is presented in Sections 3.4.2 and 3.4.3.

Among all O&M data sources listed in Section 2.2.5, most commonly utilized metrics in AIOps include
system metrics, typically handled in the form of real-valued time series; logs, handled either as collections of
structured data, to form tabular datasets, or as sequences of composite data (i.e., natural language text aug-
mented with categorical, numerical and temporal data); and traces, treated as hierarchical, tree-like structures
or as sequences of actions.

2.3 Artificial Intelligence (AI)

This section presents background knowledge on the AI and ML fields, necessary to understand the technical
details behind the related work and the proposed AIOps solutions.

2.3.1 Foundations of AI

AI is the study of building machines that think and act (at least) as rationally as humans [3]. This includes
abstract abilities such as reasoning, problem-solving, memorization, and learning.

Because of the complexity of constructing a program with such characteristics applicable to all domains
(a so-called “general intelligence” system, AGI), AI has been historically divided into several sub-problems,
such as perception (vision, speech, etc.), learning, and reasoning.
As described in the introduction (Section 1.1.2), AI algorithms have a large number of applications in numer-

ous fields, including Computer Vision, Natural Language Processing (NLP), bioinformatics, system control,
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advertising, and more. Because of its high applicability, many have raised questions related to security risks,
biases, and copyright violations induced by the use of AI.

AI relies on a wide range of mathematical and engineering tools [3], including search and optimization
methods, stochastic modeling, logic; specialized hardware, such as Tensor Processing Unit (TPU) and GPU
devices; specialized software languages, such as Lisp [76], Prolog [77], and libraries, such at PyTorch [78],
scikit-learn [79], Natural Language ToolKit (NLTK) [80], and Tensorflow [81].

With respect to algorithms, two main categories of approaches may be defined: search and optimization
approaches, which can be defined as “Traditional AI” and are discussed in Section 2.3.2, and statistical learning
or ML approaches, discussed in Section 2.3.3.

2.3.2 Traditional AI

Traditional AI approaches rely on symbolic and goal-basedmethods to solve high-level problems and achieve
some degree of generalization, as expected from an intelligent system. They may be divided into logic-based
and search-based approaches [3].

Rules of formal logic can be used to derive propositions and facts from given assumptions, a task known
as logical inference. Logic approaches include propositional, first-order and fuzzy logic. Propositional and
first-order logic are both forms to express formal logic and deterministic reasoning. They may be applied for
causal inference problems, such as automated theorem proving. Fuzzy logic expresses intermediate degrees
of truth and can be used to model and treat uncertainty during inference. Similar approaches related to
probabilistic reasoning include Bayesian Networks and Hidden Markov Models (HMMs), which model the
relation between observable knowledge and uncertainty states using the laws of probability.

Search approaches explore solutions in large search spaces to find optimal solutions or to satisfy constraint
problems. These include both mathematical optimization problems, whose purpose is to find a numeric so-
lution to a mathematically-defined goal, and path discovery problems, which describe a list of actions or
directions to take to reach a specific goal. Optimization can be approached using evolutionary computation
(such as genetic algorithms) or other swarm intelligence algorithms (e.g., ant colony optimization or particle
swarm optimization). Path discovery includes graph-based approaches such BFS and DFS [3], which may
potentially include a heuristic function to estimate proximity to the end goal (e.g., A* search). Path discovery
algorithms are used in navigation, planning, and game applications.

2.3.3 Machine Learning

Machine Learning (ML) is the study of programs that can improve performance on a predefined task auto-
matically, by learning from the data [3, 82, 83]. Such programs typically process the data based on statistical
modeling assumptions, and are for this reason also called ML models.

Compared to Data Mining, a related topic in statistical learning, ML focuses more on the prediction
outcome of the model, while Data Mining focuses on the insights that can be extracted from the data. Because
predictions typically correspond to the next actions to take based on the analysis of input data, ML is more
actionable and applicable for automated interaction with the environment (e.g., the cloud).

Training and Inference

During the normal execution of a ML algorithm, called inference, the ML algorithm is given some input 𝐷-
dimensional data x = {𝑥1,𝑥2, . . . ,𝑥𝐷 } ∈ ℝ𝐷 so that it can produce 𝑦 (x), the predicted solution to the task,
which may correspond to a score (e.g., for house price or movie rating prediction tasks) or a category index
(like in the case of image classification or segmentation) assigned to the sample.

A preliminary learning phase called training may be performed before inference. During training, a large
quantity of data samples x(i) is provided to the algorithm in order to learn how to map the inputs to the pre-
diction value 𝑦. The mapping is adjusted by updating the parameters of the model, in order to reach a specific
mathematical objective (called error function or loss function), e.g., minimization of total prediction error. The
input data samples are usually stored together to form a dataset X = {x(1) , x(2) , . . . , x(i) , . . . , x(N) }𝑇 ∈ ℝ𝑁×𝐷 .
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Figure 2.3 Example of 𝑘-fold cross-validation (𝑘 = 5). The original training set is divided into 𝑘 folds. The ML model is
trained 𝑘 times, holding out a different fold for each run. The algorithm is evaluated on the held-out fold in each run,
and the evaluation results are averaged out at the end of the process.

For the purpose of training and evaluating the learning ability of a ML model, the complete dataset X
is preliminarily divided into three disjoint subsets Xtrain,Xdev,Xtest. The training set Xtrain is used for the
training phase, during which the total prediction error of the training set is minimized. The validation set
or (development set) Xdev is used to verify the generalization ability of the ML model to unseen data and to
tune construction variables of the learning algorithm, the so-called hyperparameters. After this optimization
has taken place, the data from the test set Xtest is used to perform a final evaluation report. This corresponds
to the expected performance during inference. The presence of the test set is necessary to evaluate the final
algorithm performance, as the choice of optimal hyperparameters may be specific to the validation set.

A model which performs its task well on all three datasets is said to generalize to the task [83]. If a model
performs well on the training set, but not on the validation set (or performs well during validation, but not
during the test evaluation), is said to be overfitting to the training set (or to the validation set). If amodel cannot
perform well on the training set, it is said to be underfitting, i.e., it cannot reduce its error function sufficiently
and cannot perform the task even on training data. Overfitting and underfitting are influenced by many
factors, including model capacity, i.e., the ability of a model to fit a variety of functions; and regularization,
i.e., any modification to the algorithm in order to reduce its generalization error. Examples of regularization
techniques include ridge and lasso regression [82], which are forms of penalty introduced in the error function,
to incentivize the construction of simpler mappings inside the model (according to Occam’s razor).

In cases where training data samples are limited, an alternative to the validation set called cross-validation
is possible [82]. In 𝑘-fold cross-validation, the training set is divided into 𝑘 disjoint parts, so-called folds, and
the model is trained 𝑘 times using 𝑘 − 1 folds as training set, and evaluated on the remaining fold, to obtain
𝑘 evaluation results which are averaged out. An example of 𝑘-fold cross-validation is shown in Figure 2.3.
With this technique, it is possible to use the entire training set for validation purposes, without preliminarily
setting validation data aside. The disadvantage of cross-validation is the 𝑘-fold runtime required to obtain the
different fold evaluations, which may prove unfeasible in the case of computationally expensive models (e.g.,
neural networks).

Machine Learning Approaches

ML approaches may be divided on the basis of the external supervision that is provided during the training
phase. Supervised Learning involves all ML methods where there is a direct supervision on the desired task,
i.e., each data sample x(i) is annotated with a target label 𝑡𝑖 which corresponds to the correct answer for
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the task (e.g., a prediction score, or a class). Typical supervised learning tasks include classification, i.e., the
estimation of a category; and regression, i.e., the estimation of a scalar value (e.g., a rating or a metric).

Unsupervised Learning involves all ML methods where there is no clear guidance or label for the specific
learned task. In such scenarios, the key to the task lies directly in the input data. Typical unsupervised tasks
include clustering, i.e., the assignment of samples to groups of similar instances; dimensionality reduction,
i.e., the process of reduction of input dimensions 𝐷 while preserving the information in the data.

Besides supervised and unsupervised learning, intermediate and hybrid possibilities exist. Reinforcement
Learning (RL) teaches software agents to take optimal action in an explorable environment. The agent is
free to act and experiment within the environment and the supervision is provided in the form of a reward
based on the actions taken. Semi-supervised Learning corresponds to learning tasks where only part of the
training dataset is labeled. Self-supervised Learning corresponds to tasks where part of the input data is used
as supervision to train a supervised learning model.

Classical ML encompasses all ML methods that are not covered by the most recent wave of novel neural-
based methods, which are discussed in the deep learning section below.
The discussion here is limited to classical ML methods that are used or mentioned in this dissertation:

linear models, pattern mining models, and other classical ML models (similarity-based approaches, tree-based
approaches, and kernel-based approaches).

Linear Models

Linear models attempt to map inputs x(i) to labeled targets 𝑡𝑖 using a linear function. In the case of a real
target 𝑡𝑖 ∈ ℝ, this task is called linear regression, i.e.,

𝑡𝑖 ≈ 𝑦𝑖 (x(i) ) = w · x(i) , (2.1)

wherew ∈ ℝ𝐷 are the linear parameters (orweights) of the model. The approach can be extended to model
non-linear dependencies between input and targets, to obtain a so-called generalized linear model:

𝑡𝑖 ≈ 𝑦𝑖 (x(i) ) = w · Φ(x(i) ), (2.2)

where Φ : ℝ𝐷1 ↦→ ℝ𝐷2 is an arbitrary (possibly non-linear) feature map to apply to the input data. Feature
maps are used to encode additional information, such as domain knowledge, in the model. The process of
selecting effective input features for a ML model is called feature engineering [84].

Linear models may also be applied for classification. In such case, a logistic regression model estimates
the probabilities of belonging to a specific class 𝑘 by applying an additional normalization function to the
output, e.g., the logistic (sigmoid) function 𝜎 for binary classification, or the softmax function for multi-class
classification , which condenses the𝐶 raw output score(s) 𝑧 produced by a linear model to 0–1 class probability
range(s) 𝑝𝑘 :

𝑝 = 𝜎 (𝑧) = 1
1 + exp(−𝑧) or 𝑝𝑘 = softmax(z)𝑘 =

exp(𝑧𝑘 )∑𝐶
𝑗=0 exp(𝑧 𝑗 )

for 𝑘 = 1, 2, . . . ,𝐶 (2.3)

During the training of both regression and classification models, the linear weights of the model w are
adjusted to minimize the difference between predictions and target values. The error is typically minimized
iteratively using first-order gradient-based optimization methods, such as gradient descent [82, 85]

wt+1 ← wt − 𝜂 · ∇𝐿
𝜕w

(2.4)

where 𝐿 is the error function to minimize, wt are the weights at time step 𝑡 , and 𝜂 is the learning rate,
a tunable hyperparameter. Stochastic Gradient Descent (SGD) allows to converge to a local minimum in the
high-dimensional landscape of the error function. For regression problems, the Mean Squared Error (MSE) is
frequently used as the error function:
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𝐿𝑀𝑆𝐸 =
1
𝑁

𝑁∑︁
𝑖

(
𝑦 (x(i) ) − 𝑡𝑖

)2
(2.5)

while for classification problems, the cross-entropy loss function is typically used:

𝐿𝐶𝐸 = − 1
𝑁

𝑁∑︁
𝑖=1

𝑡𝑖 · log𝑝𝑡𝑖 (2.6)

Pattern Mining Models

Pattern mining is a group of unsupervised ML methods that are used to identify patterns and rules present
within the data [86]. Here two main algorithms are discussed, Association Rule Mining (ARM) and Sequential
Pattern Mining (SPM), as they will be used as a tool to infer causality in different AIOps methods proposed.
ARM, or association rule learning, is a classical ML method for discovering correlations in structured item

data [87]. The objective of ARM is the identification of interesting relations of the form 𝑋 =⇒ 𝑌 , where 𝑋
and 𝑌 are elements observed inside a large database of items, called transactional database (as its constituents
are called transactions); the implication symbol means that there is a certain degree of association between
observing 𝑋 first and then 𝑌 after.

Here the theoretical ARM notions are formalized as they were originally proposed [87–90]. A database
𝔻 = {𝑡1, 𝑡2, 𝑡3, . . . , 𝑡𝑛} is a multiset of 𝑛 transactions 𝑡𝑖 ⊆ 𝔹 = {𝑏1,𝑏2, . . . ,𝑏𝑘 }, where the item base 𝔹 is the
union of all items 𝑏𝑖 present in 𝔻,

𝔹 =
⋃
𝑡 ∈𝔻

𝑡 , 𝑘 = |𝔹| (2.7)

An itemset is any subset 𝑋 ⊆ 𝐵. A pattern is an itemset contained in at least one of the transactions of
𝔻. The main goal of ARM, i.e., to find rules of the form 𝑋 =⇒ 𝑌 , can be formalized as follows: given a
predefined pattern 𝑌 ⊆ 𝔹, find all patterns 𝑋 ⊆ 𝔹 such that 𝑌 ⊈ 𝑋 and 𝑋 ⊆ 𝑡𝑖 =⇒ 𝑃 (𝑌 ⊆ 𝑡𝑖) ≥ 1 − 𝜖 for a
sufficiently small 𝜖 , i.e., the observation of 𝑋 is a good predictor of the presence of 𝑌 .
A common use of ARM is market basket analysis, a tool used by retailers to estimate products that are

likely to be purchased together. In this context, items correspond to purchasable products (e.g., ‘onion’)
and transactions correspond to lists of products bought together (e.g., {‘onion’, ‘milk’, ‘butter’}). The
objective is to evaluate if, e.g., {’butter’} =⇒ {‘milk’} is a valid association, given the evidence provided
by transactions.

In RCA based on structured logs (Section 6.3.4), a structured log is treated as a transactional database:
individual log entries are transactions, and each log entry is a set of key-value pairs, where the key-value-
pairs are considered as the items composing that transaction. 𝑋 and 𝑌 are sets of key-value pairs present in
log entries (e.g., {ip=172.146.XXX.XXX, port=YYYY}); in particular, 𝑌 is a set of key-value pairs indicating
a failure state or an event of interest (e.g., {status=FAIL, service=FTP}). An example of ARM concepts in
the RCA scenario can be found in Figure 6.2 (Section 6.2.1).
ARM is composed of two phases: frequent pattern mining and rule selection.
Frequent pattern mining is the process of discovering the most common patterns in a database. Several

frequent pattern mining algorithms exist, most notably Apriori and FP-Growth [87, 89]. These approaches
iteratively construct the set of the most frequent patterns observed in 𝔻.
Apriori is one of the earliest approaches to frequent patternmining [87]. In Apriori, an exhaustive set of pos-

sible sub-patterns (called candidate set) is incrementally constructed until a predefined minimum frequency
(or support) is reached. The FP-Growth [89] algorithm improves on Apriori by constructing a specialized data
structure called FP-Tree, which allows to store and mine only the patterns present inside the database, thus
rendering the candidate generation process redundant, which enables a more efficient pattern mining process.
The second step of ARM is rule selection. The frequent patterns obtained in the previous steps are here

used as potential candidates 𝑋𝑐 ⊆ 𝔹 to construct rules 𝑋 =⇒ 𝑌 . Various statistical measures may then be
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employed to identify the degree of causality between each candidate 𝑋𝑐 and the target 𝑌 . Three fundamental
metrics are introduced here: support, confidence, and lift [87, 88].
Support [87], denoted by S(𝑋 ), measures the relative frequency of a pattern in the database 𝔻. Hence,

S(𝑋 ) = |{𝑋 ⊆ 𝑡 | ∀𝑡 ∈ 𝔻}||𝔻| = 𝑃 (𝑋 ), (2.8)

where | · | denotes the cardinality of a set.
Support is downward-closed, i.e., 𝑋1 ⊆ 𝑋2 =⇒ S(𝑋1) ≥ S(𝑋2), because larger patterns are less likely

to be entirely contained inside a transaction, therefore, in this case the numerator in (2.8) would be smaller.
Similar to probabilities, support may also be calculated conditionally on a given subset of the database𝔻. For
given transactions containing the predefined itemset 𝑌 , the conditional support is defined as

S(𝑋 | 𝑌 ) = |{𝑋 ,𝑌 ⊆ 𝑡 | ∀𝑡 ∈ 𝔻}||{𝑌 ⊆ 𝑡 | ∀𝑡 ∈ 𝔻}|

=
S(𝑋 ∪ 𝑌 )
S(𝑌 ) = 𝑃 (𝑋 | 𝑌 ).

(2.9)

Conditional support measures the fractional contribution of a pattern 𝑋 to the pattern 𝑌 . For example,
given 𝑋 as item used to predict the purchase of a second item 𝑌 with S(𝑋 | 𝑌 ) = 0.2, 𝑋 appears in 20% of the
transactions containing 𝑌 . Confidence [87] is the ratio of transactions where observing 𝑋 implies observing
𝑌 as well. Hence,

C(𝑋 ,𝑌 ) = S(𝑋 ∪ 𝑌 )S(𝑋 ) = 𝑃 (𝑌 | 𝑋 ). (2.10)

Lift, first introduced by [88], is defined as:

L(𝑋 ,𝑌 ) = C(𝑋 ,𝑌 )S(𝑌 ) =
S(𝑋 | 𝑌 )
S(𝑋 ) , (2.11)

which represents the increase in the probability of observing 𝑋 , before (denominator) and after (numerator)
having observed 𝑌 . If 𝑌 is a failure pattern, lift measures how much more likely it is to observe 𝑋 in the
presence of a failure, compared to the baseline case. In a monitoring context example, if a specific pattern
of temperature (e.g., 𝑡 > 50℃) is usually observed only in 1% of all observations, and it is observed in 10%
of failure-related observations, then the pattern 𝑋 = {𝑡 > 50} has a lift of 10%/1% = 10, to indicate that
it is 10 times more likely to observe high temperatures in failure contexts. Large lift values (> 1) indicate
strong positive association between the pattern and failure, while small values (0 < 𝑙 < 1) indicate a negative
association. A lift value of 1 indicates variable independence.

These three metrics may be used to evaluate the degree of causality relating 𝑋 and 𝑌 . Based on these
notions, ARM concepts can then be extended to model a sequential data problem. SPM [91–94] studies the
discovery of rules of the form (𝑋1 =⇒ 𝑋2 =⇒ . . . =⇒ 𝑋𝑡 ) =⇒ 𝑌 , where such items are observed
at least once in this order in a set of sequences Si of the form Si = [𝑡1, 𝑡2, . . . , 𝑡 𝑗 , . . . , 𝑡𝐿], 𝑡 𝑗 ⊆ 𝔹. These
sequences constitute the transactions of the sequential database 𝔻 = {𝑆1, 𝑆2, . . . , 𝑆𝑛}, and 𝔹 is again its item
base determined by the union of all items in all transactions. Based on this domain translation, SPM algorithms
can discover frequent sequential patterns X = {𝑋1 → 𝑋2 → . . .→ 𝑋𝑡 }, and then the same statistical metrics
(support, confidence, and lift) can be computed to evaluate their relation to 𝑌 .

SPM has applications in business intelligence, predictive maintenance, biomedicine, and telecommuni-
cations [93]. Algorithms to discover frequent sequential patterns include Generalized Sequence Patterns
(GSP) [91], Prefix-projected Sequential PAttern Mining (PrefixSpan) [92], and Sequential PAttern Discovery
using Equivalence classes (SPADE) [93]. GSP in an Apriori-like algorithm translated to the sequential mining
domain; PrefixSpan is a so-called pattern-growth method, which utilizes the same principles of FP-growth,
i.e., the extension of existing patterns to reduce the pattern search space. SPADE utilizes equivalence classes
to reduce the number of database scans and improve the runtime of sequential pattern mining.
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Other Classical ML Models

Three important categories of classicalML approaches are tree-based approaches, similarity-based approaches,
and kernel-based approaches [82, 83].

Tree-based approaches [82,83] determine a prediction through a hierarchical series of logical tests, learned
and stored in a decision tree. Each test determines a split in the feature space (e.g., 𝑥3 > 5) and in the training
set, by which some samples are assigned to the left split, and the other to the right split. By doing so, decision
trees partition the sample space into increasingly smaller sub-areas, to the point where a specific class (or
value) can be confidently assigned to the input sample. The optimal splitting decisions (with corresponding
thresholds) are determined based on entropy and sample purity metrics (such as the Gini index).

Random Forests (RFs) [95] combine multiple decision trees trained on random subsets of the training
set (known as bagging) to boost the performance of the model and decrease prediction variance. The final
prediction is obtained by voting or averaging out the prediction of individual trees. Additionally, random
forests may apply feature bagging, i.e., the random selection of feature subsets to specific trees.

Tree-based methods are simple, accurate and interpretable algorithms, however, they are not indicated if
the decision problem is not easily separable according to the input features.

Similarity-based approaches, such as 𝑘-Nearest Neighbors (kNN), allow estimating scalar quantities and
categories based on the similarity to other samples in the training set. kNN in particular tracks the 𝑘 closest
matches to the input sample in terms of a predefined distance (e.g., Euclidean, Manhattan, Mahalanobis,
Levenshtein, . . . ) and produces a prediction response by averaging or voting on the labels of neighboring
samples. It is a simple method that requires no training; however, it suffers from inefficient runtime due to
the 𝑂 (𝑁 ) computation of distance to all samples in the training set (which can be mitigated by the use of
some data structures, such as a k-d tree).

A Support Vector Machine (SVM) is a kernel-based method similar to binary logistic regression, in that it
estimates the output class based on the result of the linear parametric inequality w · x + b > 0. The left term
of this inequality can be rewritten to be proportional to the dot product of x(i) , x(j) samples. This dot product
can be replaced by the dot product in an arbitrary feature space Φ (even infinite-dimensional). Applying this
“trick” (so-called kernel trick because the dot product in the feature space is called a kernel) allows efficient
modeling of non-linear, high-dimensional dependencies with efficient runtime, by using arbitrary non-linear
kernels (such as the Gaussian Kernel or the Radial Basis Functions). SVMs are popular and efficient algorithms
for classification. They cannot be directly applied to multi-class classification problems and their parameters
are difficult to interpret.

A related technique is Kernel Density Estimation (KDE), a technique to estimate Probability Density Func-
tions (PDFs) of random variables using kernel-based smoothing. PDF estimation allows to obtain a graphical
representation of a population of samples and to draw statistical insights about the data distribution, e.g.,
estimating typical ranges for monitored values and their variability in the population.

Deep Learning

Deep learning is the study of deep neural networks (also known as artificial neural networks), in analogy with
the structure of the human brain [82, 83]. Deep learning has seen a tremendous growth in its popularity and
application, largely as the result of more powerful hardware, larger datasets and improved techniques to train
deeper networks.
Deep neural networks are composed of several network layers, which produce increasingly abstract and

complex representations of the input feature space [83]. These representations (also called activations) are
obtained by applying parametric mathematical operations, such as weighted matrix multiplications, which
are learned during training to minimize the output prediction error.

To this end, all notions regarding loss function minimization and first-order gradient optimization de-
scribed for linear models apply to deep learning models as well, with some more considerations [85, 97].

First, differently from linear models, the optimization parameters (or weights) of a neural network are
distributed across several computation layers. As a consequence, the computation of the weight gradients is
different for each layer and increasingly complex for shallower layers, which are farther away from the loss
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Figure 2.4 Example of MultiLayer Perceptron (MLP) architecture [96] with 𝐾 input features, one hidden layer, and 2
output features. For each layer 𝑙 , the outputs from the preceding layer are multiplied by a weight matrix 𝑤𝑙 and added
to a bias column 𝜃 𝑙 (i.e., a fully-connected layer). The resulting output 𝑛𝑙 is transformed using the activation function 𝑔
to obtain the final layer activation, which is fed into the next layer 𝑙 + 1.

function. To address this, the backpropagation algorithm [97] is used. It propagates the loss function gradient
backward from the last layer to the first, by applying the chain rule to compute the derivative of composite
functions, which allows to divide-and-conquer the problem and re-use existing computations. For this reason,
in the context of neural network training, a forward pass refers to the normal input-to-output propagation,
which computes the loss function and the sample predictions (used during inference as well), and as backward
pass the output-to-input propagation, which computes the weight gradients with respect to the loss function
and is used to apply gradient descent [85].
Second, deep learning models embed a large number of parameters, ranging from a few tens of thousands

of LeNet-5 [98] to trillions of parameters of modern language models [9]. The large number of parameters
and the presence of non-linear transformations renders the loss function landscape during optimization diffi-
cult to handle, with different problems arising, such as vanishing and exploding gradients, saddle point, and
ill-conditioning [83]. Therefore, several techniques must be adopted to ensure that the approximate conver-
gence point (local minimum) does not differ significantly from the optimal solution (global minimum). These
techniques include increasing model capacity, network weight initialization, learning rate scheduling, and
the use of more advanced optimizers (such as Adam [99]), which introduce gradient momentum and adapt
learning rate values to the optimization trajectory.
Third, deep learning models require a large quantity of data to be trained, due to the high number of

parameters involved. This means the full estimation of the gradient from the training set is not feasible due to
memory constraints. SGD overcomes this issue by computing the gradient for each sample separately, which
however leads to noisy estimates of the gradient. In modern applications, an intermediate solution called
mini-batch SGD is used, where a smaller set of samples (or batch) that can fit in memory is used to estimate
the gradient. Samples in the training set are selected iteratively to construct mini-batches and reduce gradient
noise. Several iterations (or epochs) over the training set are typically required. Mini-batch optimization has
been shown empirically to have a regularization effect as well.
Four are the main kinds of neural network architectures relevant to this dissertation: MLPs, Convolutional

Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and Transformers [7].
The quintessential type of deep learning model is the MultiLayer Perceptron (MLP) [83] (see Figure 2.4).

MLPs are composed of several fully-connected layers, which apply linear transformations to the data via multi-
plication of a weight matrix. These fully-connected layers are alternatedwith activation function layers, which
apply non-linearity transformations to the linear output layers. These activation functions are responsible to
select and filter important features from the applied transformations.
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Figure 2.5 Example of CNN architecture (LeNet5 [98]) for handwritten character recognition, a classic computer vision
task. LeNet5 utilizes alternate 2D convolutional and pooling layers for efficient spatial feature extraction. The last layers
(‘full connection’) implement fully-connected layers to map the latent representations to the expected 10 prediction
classes.

Common choices of activation functions include the logistic (or sigmoid) function 𝜎 (Equation 2.3), the
hyperbolic tangent (tanh) function, the Rectified Linear Unit (ReLU) [100] and Gaussian Error Linear Unit
(GELU) function [101]. While the exponential functions provide continuous differentiability, they suffer from
gradient saturation at the extrema. ReLUs are not differentiable at zero and do not propagate information
for negative values (due to their null value). GELUs are a hybrid solution, as they are fully differentiable and
saturate only on one side. They are however more complex to implement.

Other layer operations are frequently implemented between linear layers. Dropout [102] is the probabilistic
zero-ing of some activations to reduce co-adaptation across layers and improve robustness and generalization.
BatchNormalization [103] normalizes the intermediate activations of a network layer. It helps address internal
covariance shifts and accelerates training.

Convolutional Neural Network (CNN) architectures constitute a second category. They have been used
for image recognition tasks [5, 98, 104], and time-series classification [105]. The fundamental transformation
operated in CNNs is convolution, i.e., a particular type of shift-invariant transform which processes input
considering locality of data and by re-using weights across different parts of input (see Figure 2.5). Convo-
lution is a translation-invariant operation, which is more suitable for inputs with spatial information, such
as sequences, images, or 3D shapes. The shared parameters of convolutional layers, together with the ap-
plication of pooling layers, allow to highly reduce the number of parameters and the chances of overfitting.
Other advanced CNN layers include ‘skip’ residual connections and average global pooling, introduced in
ResNet [104].
One of the limitations of CNNs models is their limited flexibility with respect to input and output size. For

1D sequences, frequently used in NLP and biomedical tasks, this problem is overcome by Recurrent Neural
Networks (RNNs) [6, 83]. RNNs process input sequences one time step at a time, so that network weights are
shared across time steps (Figure 2.6a). This allows RNNs to handle arbitrarily-long input sequences and to
produce variable-length sequences as outputs as well, which allows to efficiently model sequence-to-sequence
problems effectively, such as translation and text generation. Moreover, the RNN can rely on knowledge from
previously observed samples by storing information in its internal state.

RNNs back-propagate gradient through time, which causes them to have inherent limitations in terms of
learning, such as the gradient vanishing problem, for which it is difficult to model long-term dependencies
effectively [107]. This has motivated the introduction of more advanced RNN layers (Figure 2.6b), such as
LSTM cells [6], which allow the gradients to flow more consistently across time steps, GRU units implement
a functionality similar to LSTMs, with fewer parameters. RNNs have been used for time-series classification
[108], neural machine translation [109], and forecasting [110]. However, as already mentioned, the vanishing
gradient problem still prevents RNNs from propagating relevant context information far along the sequence.
Moreover, the sequential approach of RNNs, with dependency on previous tokens for current computations,
prevents from taking full advantage of parallelism to speed up inference.
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(a) (b)

Figure 2.6 RNN working principles [106]. On the left, an unrolled RNN layer, which shows how each time step input of
a 𝑡-long sequence 𝑋 is used to process existing state information and produce a hidden-state representation ℎ. On the
right, different kinds of RNN cells, which can be applied for the ‘A’ block: traditional RNN, Long Short-Term Memory
(LSTM), and Gated Recurrent Unit (GRU).

To overcome these limitations, the attention mechanism [7] has been introduced. Attention is applied to
sequences to compute soft weights to assign to each token (or time step) of a sequence (Figure 2.7a). These
weights are used to put emphasis (from here the metaphor of ‘attention’) on specific parts of the previous
input without relying on memory states. The network learns to focus on these specific parts by learning how
to compute attention weights in different contexts. Attention layers allow modeling long-term dependencies
while parallelizing network layer computations.

The original attention paper also proposes the Transformer architecture [7], which constitutes the foun-
dation for modern language models [8,9,111] (see Section 2.3.4). The Transformer is composed of embedding,
encoder, and decoder blocks as described in Figure 2.7b. Because of the attention block, Transformers are able
to access any predefined point along the sequence.
Transformers have widely replaced RNN-based architectures for language-related tasks and have been

extended to other domains, such as computer vision, and biological sequence analysis.

2.3.4 Natural Language Processing (NLP)

NLP is a subfield of AI that studies computer algorithms to process and interact with human language [112].
Common NLP problems include translation, speech recognition, text-to-speech synthesis, parsing, and sen-
timent analysis, a category of text classification used to determine the polarity of a given text, where the
polarity can represent different aspects of language, such as positivity/negativity, objectivity/subjectivity, or
hateful/supportive content. Syntactical analysis tasks include Part-of-Speech (PoS) tagging, Named-Entity
Recognition (NER), sentence and work segmentation (or tokenization). Generative tasks include question-
answering, text summarization and text-to-image generation.
As AI, NLP started as a study of symbolic and rule-basedmethods for language-related tasks, to then expand

into the realm of statistical methods and ML. Regular expressions [112] are a traditional method for pattern
matching, based on quantifier (?+*) and grouping syntax. Edit distance [112] is a dynamic programming
approach used to estimate the number of changes between two texts. It is used for grammar error correction
and similarity search. Context-free grammars [112], and in particular Probabilistic Context-Free Grammars
(PCFGs), may be used to mathematically describe context relationships between entities in a sentence, given a
set of abstract rules relating to how to associate terms. Theymay also be used for parsing and causal inference.

A Naive Bayes classifier [82, 112] is a ML model frequently used in NLP tasks (e.g., sentiment analysis,
or spam detection). Naive Bayes classifiers rely on the Naive Bayes assumption, i.e., the input features are
not correlated, which highly simplifies variable interdependencies to construct a tractable model for both
discriminative and generative tasks. Because features are independent, the conditional class probability only
depends on whether specific feature values are observed or not (and possibly how many times). For NLP,
input features are typically subunits of text (such as words, punctuation or characters) called tokens. If tokens
are words, this specific feature representation is called Bag-Of-Words (BoW), because it only stores which
words have been observed and how many times (e.g., {′spam′ : 4,′ egg′ : 2}). The downside of a BoW model
is that the order of tokens is not considered. To address this issue, combinations of 𝑛 adjacent tokens, known



2.3 Artificial Intelligence (AI)

27

(a) Architecture of an attention layer [7]. The three
inputs Query (Q), Key (K), and Value (V) are pro-
cessed to resemble the access to a ‘fuzzy’ retrieval
system, where input values𝑉 are re-weighted based
on the specific information which must be accessed
(as specified by 𝐾 and 𝑄). This re-weighting mech-
anism is repeated ℎ times in each multi-head atten-
tion block.

(b) Architecture of the Transformer network [7]. It is composed of an en-
coder block (left) and a decoder block (right). Both blocks are preceded
by embedding layers, which represent sequence tokens in a latent vector
space while adding position information (positional encoding operation).
Both blocks implement self-attention, i.e., attention with query, key, value
all equal to the input. The decoder block then differentiates by applying
a second attention layer with key and query from the encoder step. This
scheme is repeated 𝑁 times. The architecture is completed by traditional
MLP layers (fully-connected and softmax).

Figure 2.7 Attention block (left) and transformer architecture (right), as presented in the original paper [7].

as 𝑛-grams or shingles, may be used. 𝑛 may either be a predefined length, or the discovery of frequent token
combinations may be left open to any length (as in Byte-Pair Encoding (BPE), see Section 5.4.3).

Input tokens may also be represented as vectors (known as embeddings) rather than predefined categor-
ical values. Term Frequency-Inverse Document Frequency (TF-IDF) [113] represents words based on their
occurrence counts in large text corpora. Words that co-appear together then have similar meanings and rep-
resentations. Word2Vec [112, 114] is a word embedding technique based on context and similarity learning.
Word2Vec learns compact vector representations of words by training a logistic regression classifier, which
must predict whether two words are present in the same context or not, by evaluating their similarity via
cosine distance. The resulting weights can be used as representations for words in other NLP models.

Recent advances in deep learning have encouraged the adoption of several transformer-based architectures
specialized for speech and text analysis, such as Bidirectional Encoders Representations from Transformers
(BERT) [111] or Generative Pre-training Transformer (GPT) [8, 9]. Thanks to the large quantity of text data
and the effective representation learning provided by attention, these models are able to capture complex
relationships between tokens, to solve a variety of NLP problems at a state-of-the-art level.
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The learning phase of transformers for NLP is typically divided into pretraining and finetuning. During
pretraining, the NLP model is trained in a self-supervised fashion, i.e., it is trained to recognize parts of the
input which have been removed, e.g., predict the next sentence, or predict the masked tokens in an input
sentence. This enables the model to learn the language syntax and the contextual relationships between
tokens present in the language. Because these contextual tasks are self-supervised, the pretraining step does
not require any labeled data, and a large corpus of the target language is sufficient. In the second phase,
the pretrained NLP model is trained to perform the target NLP task via finetuning. The knowledge learned
during pretraining is retained by preserving the weights of all or a part of the network, which are partially
updated or extended with additional layers to specialize on the target task. This enables a higher degree of
generalization.

The pretrain-finetune scheme is used by many NLP models, including BERT. BERT is a Large Language
Model (LLM) based on self-supervised pretraining as described above [111]. BERT has empirically demon-
strated to improve performance in many language understanding tasks, including question answering, text
classification, sentence pair completion, named entity recognition, etc. [111, 115, 116]. Some other models,
such as GPT4 [9] incorporate Reinforcement Learning from Human Feedback (RLHF) in addition to super-
vised learning to improve the performance of the model in autonomous agent scenarios (e.g., chatbots and
generative AI).

2.3.5 Evaluation Metrics for ML Models

Throughout the dissertation, quantitative results are frequently presented for the proposed ML approaches
and the related work under discussion. This section provides an overview of the evaluation metrics employed
for evaluation and comparison of ML models [73, 82, 83, 112].

For regression tasks, a frequently adopted metric is the MSE, i.e., the average of the squared difference
between target and predicted values (as defined for the loss function in Equation 2.5):

𝑀𝑆𝐸 =
1
𝑁

𝑁∑︁
𝑖

(
𝑦 (x(i) ) − 𝑡𝑖

)2
(2.12)

Ameasure widely adopted for classification problems (in AIOps, e.g., software defect prediction, root-cause
diagnosis, command risk classification) is accuracy, i.e., the ratio of classified samples which are assigned to
the correct class ( 1𝑁

∑
𝑁 #𝑐𝑜𝑟𝑟𝑒𝑐𝑡 ).

In some contexts, however, accuracy is a misleading metric to evaluate the quality of a predictor. This
is the case, for example, for problems with a high predominance of one class, where trivial models can be
constructed to reach high accuracy by simply exploiting data skewness. This consideration applies specifically
to detection problems (e.g., online failure prediction and anomaly detection) where the positive class, i.e., the
detected event (e.g., a failure), may appear less frequently than the negative class, even though it constitutes
the most critical aspect from the perspective of evaluation. In such cases, it is common to adopt measures that
are more representative of the minority class. To this end, the notion of contingency table is introduced [73]:

Predicted Class
+ -

Tr
ue

C
la
ss + True Positive (TP) False Negative (FN)

- False Positive (FP) True Negative (TN)

Table 2.1 Contingency table applicable for binary classification tasks.

then, accuracy can be defined as:

𝐴𝐶𝐶 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 (2.13)
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To quantify the ability of a predictor to identify positive instances correctly, the precision measure, also
called Positive Predictive Value (PPV), is usually employed, while to measure the ability of a detector to report
true positive samples, the recall measure, also known as True Positive Rate (TPR), or sensitivity, is used. They
are defined as:

𝑃 = 𝑃𝑃𝑉 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 𝑅 = 𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 (2.14)

Precision and recall may be traded off by adjusting sensitivity thresholds, so that an increase in precision
can be obtained by reducing recall and vice-versa. Therefore, they are not particularly useful when used
in isolation. One possibility to simultaneously evaluate both measures is to use the F1-score (or F-score/F-
measure), i.e., the harmonic mean of precision and recall:

𝐹1 = 2 · 𝑃 · 𝑅
𝑃 + 𝑅 (2.15)

Another metric that frequently replaces precision is the specificity, or True Negative Rate (TNR), which
measures the ratio of negative instances correctly identified over the total negative population. Conversely,
the fall-out (or false alarm rate, or False Positive Rate (FPR)) measures the probability of reporting a false
positive (false alarm) in the presence of a negative sample:

𝑇𝑁𝑅 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃 𝐹𝑃𝑅 =
𝐹𝑃

𝑇𝑁 + 𝐹𝑃 = 1 −𝑇𝑁𝑅 (2.16)

A final possibility is to use Receiving Operating Characteristic (ROC) curves, parametric line plots which
describe the variation of twometrics in relation to changes in the sensitivity threshold. Precision-recall curves
are possible, but it is also common to plot the recall against the fall-out (TPR vs. FPR). From this type of curves,
the Area under the Curve of Receiving Operating Characteristic (AUCROC) measure can be computed via
integral approximation. A higher AUCROC score then indicates an overall better classifier independently of
sensitivity thresholds.
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3 Systematic Review of AIOps

In the previous chapters, the concept of AI for IT Operations (AIOps) and the reasons behind its emergence,
have been presented. It was also mentioned how its large applicability for different tasks renders it a hetero-
geneous and unstructured research field, with ambiguous problem statements and complexity in comparing
solutions directly. In this chapter, the structure and characteristics of AIOps are investigated from a research
perspective, to understand past contributions in terms of macro-areas and common problems, as well as de-
lineate future directions to effectively support IT Operations.

3.1 Introduction

In recent years, theAIOps paradigmhas quickly spread across several technology companies, which have first
started to adopt AIOps internally to maintain their on-premise computing facilities efficiently [15,16,24,117],
to then over the past few years deliver AIOps tools as products. At the same time, in the academic context
different research groups have taken advantage of recent advances inMachine Learning (ML) andAI to explore
open AIOps problems.

However, the concept of applying AI tools to support IT operations is not new [75]. First contributions in
this direction date to the mid-1970s, when several works have proposed to localize software bugs in source
code by applying statistical models and code complexity metrics [118–123]. Since the early 1990s, several on-
line software [124–127] and hardware [128–130] failure prediction models have been proposed. Other failure
prevention methods also date back to the same period [131–137]. Other areas of AIOps, such as anomaly de-
tection, event correlation, or problem identification, have attested contributions for at least 25 years [138–144].
This steady and growing flow of contributions, however, was never recognized as homogeneous for a long
time. Because of the large diversity of tasks, multi-modality of data, and target systems to support, AIOps
have grown apart in terms of terminology and methodology.

This has the consequence that AIOps is nowadays a largely unstructured field of study. Despite recent
efforts to categorize and collect similar contribution in specialized scientific conferences and industry mee-
tups [145, 146], the landscape of potential applications remains highly unclear. The very same definition of
AIOps is subject to debate [15–21]. At the same time, the high number of application areas renders the search
and collection of relevant papers difficult.
Some previous systematic works [73, 144, 147–165] only treat single tasks or subareas inside AIOps (see

Section 3.2). The additional scarcity of previous comparison studies and surveys motivates the need for a
comprehensive study, able to collect, categorize and summarize past contributions, to facilitate the comparison
and sharing of all available approaches for each Operations &Maintenance (O&M) task. These considerations
motivate the necessity for a complete and updated study of AIOps contributions.

This chapter explores the AIOps landscape through an in-depth systematic literature review. First, a
Systematic Mapping Study (SMS) [166], a research methodology used to delineate common trends, problems
and tools inside a research topic, is conducted for the AIOps field. After the identification of over 1000 AIOps
contributions through the mapping study, the insights drawn from such analysis are presented and discussed,
including the identification of the most common tasks, data sources, and target components. This enables the
creation of an AIOps taxonomy and the identification of failure management as a fundamental macro-area of
interest. Inside failure management, several areas of future research interest are identified and discussed.
The present chapter is structured as follows. This short introduction corresponds to Section 3.1. Related

work in categorizing AIOps is described in Section 3.2. An in-depth description of the mapping study method-
ology is presented in Section 3.3, reporting and motivating the planning choices regarding problem definition,
search, selection and mapping. In Section 3.4 the results of the mapping study are presented, by reporting
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temporal and categorical trends by introducing the AIOps taxonomy empirically derived from the observed
AIOps contributions, and by discussing the most commonly treated categories and sub-problems of AIOps.
Section 3.5 summarizes the outcomes of the discussion.

3.2 Related Work

As the AIOps areas mentioned above are large both in number and range of applications, it is reasonable
to expect numerous works focusing on filtering and categorizing best approaches and practices [75]. Several
other surveys and mapping studies have been in fact conducted in the areas covered by AIOps [73, 144, 147–
165]. However, no previous work has provided an updated comprehensive review of AIOps approaches.

Table 3.1 summarizes the most relevant survey and systematic review contributions regarding IT Opera-
tions and AI, organized by main topic and other focuses. Most works treat single tasks [73,144,151–155,157–
161] or general goals [156, 162–165] inside AIOps, which are specific to particular intervention methods.

A second category of works [147–150] treat failure management integrally, but some works inside this
group are outdated and do not reflect the current progress of the field, while the most recent works do not
focus on AI-based approaches or do not offer a comprehensive list of contributions. The closest match to
the current analysis is represented by the work of Mukwevho et al. [150], who present a survey on fault
management in cloud systems. Differently from them, the mapping study here presented does not focus on
any particular computing system, while it focuses on themanifestation of faults (i.e., errors and failures) rather

Ref. Year Type Main Topic Focuses

IT Operations
[147] 2007 Survey IT Operations AI, Operational Research
[148] 2011 Survey IT Operations AI, Operational Research
[149] 2013 SMS Failure Management Temporal & Geographical Trends, Service Level, Others
[150] 2018 Survey Failure Management Cloud Computing

Failure Prevention
[152] 2011 Survey Failure Prevention Combinatorial Testing
[153] 2015 Survey Failure Prevention/Detection Software
[154] 2016 Survey Fault Injection Software
[155] 2017 Survey Software Defect Prediction Machine Learning, PROMISE dataset

Failure Prediction
[156] 2007 Survey Failure Prediction AI, Integrated Systems
[157] 2007 Survey Failure Prediction Clusters
[73] 2010 Survey Failure Prediction Online Methods
[158] 2019 Survey Failure Prediction High Performance Computing

Failure Detection
[159] 2015 Survey Anomaly Detection Bottleneck Identification
[144] 2009 Survey Anomaly Detection –
[151] 2019 Survey Anomaly Detection

Deep Learning
[160] 2013 Survey Anomaly Detection Network
[161] 2008 Survey Internet Traffic Classification Machine Learning, IP Networks

Root Cause Analysis (RCA)
[162] 2017 Survey RCA –
[163] 2016 Survey Fault Localization Software
[164] 2015 Survey Fault Diagnosis Model- and signal- based approaches in Industrial Systems
[165] 2015 Survey Fault Diagnosis Knowledge-based and hybrid approaches in Industrial Systems

Table 3.1 Related AI surveys and SMSs in areas covered by the AIOps survey [75].
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than root causes (see Section 2.2.3 for terminology). Moreover, AI and ML approaches are integrated in the
conventional scheme of failure management approaches, rather than being treated as a separate category. All
these considerations motivate the need for an in-depth study in this area, like the one conducted and below
summarized [75].

3.3 Systematic Mapping Study in AIOps

This section presents the methodology of the mapping study conducted for the AIOps field [38, 167].

3.3.1 Definition and Planning

ASystematicMapping Study (SMS) is a scientificmethodologywidely adopted inmany research areas, includ-
ing software engineering [166]. The main objective of a SMS is to provide an overview of a specific research
area, obtain a set of related papers, and delineate trends inside such area. Relevant papers are collected via
predefined search and selection techniques, and research trends are identified using categorization techniques
based on different aspects of the identified papers, e.g., topic or contribution type. The SMS methodology was
selected because it allows gathering contributions and obtaining statistical insights about AIOps, such as the
distribution of works in different subareas and the presence of temporal trends for particular topics. SMSs
have also been shown to increase the effectiveness of follow-up systematic literature reviews [166]. To this
end, the SMS has also been used to collect references for a survey on failure management in AIOps separately
published [75].

SMS planning is the decomposition of the SMS review into sequential steps to perform. According to the
outline proposed by Petersen et al. [166], a SMS is composed of:

• formulation, i.e., express the goals intended for the study through research questions. Equally important
is to clearly define the scope of the investigation;

• search, i.e., define strategies to obtain a sufficiently high number of papers within the scope of the
investigation. This requires the selection of one or more search strategies such as database search,
manual search, reference search, etc.;

• selection (or screening), i.e., define and apply a set of inclusion/exclusion criteria for identifying relevant
papers inside the search result set;

• data extraction and mapping, i.e., gather the information required to map the selected papers into pre-
defined categorization schemes. Finally, results are presented in graphical form, such as histograms or
bubble plots.

The AIOps mapping study uses the scheme with some minor modifications. The next sections illustrate
and motivate the choices regarding these four steps for the SMS on AIOps.

3.3.2 Formulation

The main goal of the formulated mapping study is to identify the extent of past research in AIOps. In
particular, it is desirable to identify a representative set of AIOps contributions which can be grouped based
on the similarity of goals, employed data sources and target system components. It is also important to
understand the relative distribution of publications within these categories and the temporal implications
involved. Formally, the following research questions are formulated [38]:

RQ1. What categories can be observed while classifying AIOps contributions in the scientific lit-
erature?

RQ2. What is the distribution of papers in such categories?

RQ3. Which temporal trends can be observed for the field of AIOps?

In terms of scope, the boundaries of AIOps are expressed as the union of goals and problems in IT Oper-
ations when addressed using AI techniques. To circumvent ambiguity about the term AI, the same inclusive
convention described in Section 2.3.1 was adopted, which includes in AI both data-driven approaches, such as
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ML and Data Mining, as well as goal-based approaches, such as logic, search and optimization. However, the
majority of search efforts are concentrated on the first category due to its stronger presence and connection
to AIOps methodologies (e.g., monitoring, data collection, generalization).

3.3.3 Search and Selection

Selection Criteria

As the paper selection principles are applied in connection with multiple search techniques, they are illus-
trated beforehand here for clarity. In terms of inclusion criteria, only one relevance criterion is defined, based
on the main topic of the document. Following the discussion on scoping presented above, this inclusion
criterion is composed of two necessary conditions:

• the document references one or more AI methods. These mentions can either be part of the implemen-
tation or as part of its discussion/analysis (e.g., in a survey). Any mention to AI algorithms employed
by others (i.e., mentioned in the related work section or as baseline comparison) that is not strictly the
focus of the document, is not considered valid;

• the document applies its concepts to the IT administration of some kind of large computing system.
Therefore, papers with no specific target domain or with a target domain outside IT Operations are
excluded. For reference purposes, a non-exhaustive list of IT environments considered relevant and
frequently mentioned in the explored papers is here presented: Cloud Computing, Web Server, Grid
Computing, High Performance Computing (HPC), Cluster Computing.

In terms of exclusion criteria, the following are defined as exclusion rules:
• The language of the document is not English;
• The document is not accessible online;
• The document does not belong to the following categories: scientific article (conference paper, journal
article), book, white paper;

• Themain topic of the document is one of the following: cybersecurity, industrial process control, cyber-
physical systems, and optical sensor networks.

For the special case of survey and review papers, both are considered relevant for the mapping study, but
they are excluded from the final result set, as these articles are useful to find other connected works through
references, but they do not constitute novel method contributions to the field.

Database Search

Database search represents the first andmost important step of the search process, as it provides the highest
number of results and performs an initial screening of non-relevant papers. Database search is composed of
three steps: keywording, query construction and result polling. For keywording, the PICO scheme [166] is
used to derive a set of keywords for AI and a set of keywords for IT Operations, both listed in Table 3.2.
Then, following the scoping considerations, search queries are constructed so that they return results where

both AI and IT Operations are present. In particular, logic conjunction of keywords (AND) is applied across all
combinations of the two keyword sets (e.g., “logistic regression” and “cloud computing”). This helps enforce
precision in the search results. For keywords with synonyms and abbreviations, all equivalent expressions are
permitted via OR disjunction. In addition, general search queries are also performed, when related to the topic
as a whole (e.g., “AIOps”). Some queries with common terms are grouped to reduce the number of queries.
Three online search databases that are appropriate for the scope of the investigation are selected: IEEE

Xplore [168], ACM Digital Library [169], and arXiv [170]. For each query, the analysis is restricted to the top
2000 results returned. Results are aggregated from all searches in one large set of papers, removing duplicates
and annotating for each item corresponding search metadata (e.g., above number of hits, index position in
corresponding searches, etc.). The result from this step consists of 83817 unique articles. For each item, the
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AI Keywords IT Operations Keywords

(“AI” OR “artificial intelligence”)
“classification”
“clustering”

“logistic regression”
“regression”

(“DL” OR “deep learning”)
(“ML” OR “Machine Learning”)

(“inference” OR “logic” OR “reasoning)
(“supervised” OR “unsupervised” OR

“semi-supervised” OR “reinforcement”) AND (“learning”)
(“support vector machine” OR “SVM”)

(“tree” OR “tree-based” OR “trees” OR “forest”)
((“bayesian” OR “neural”) AND “network”)
(((“hidden” AND “markov”) OR (“gaussian”

AND “mixture”)) AND “model”)
((“datacenter” OR “data center”) AND “management”)

(“DevOps” OR “site reliability engineering”
OR “SRE”) (“IT operations”)

(“anomaly detection” OR “outlier detection”)
(“cloud computing”)

(“cloud”)
(“fault detection” OR “failure detection”)

(“fault localization” OR “failure localization”)
(“fault prediction” OR “failure prediction”)
(“fault prevention” OR “failure prevention”)

(“log” OR “logs” OR “log analysis”)
(“metrics” OR “KPI” OR “key performance indicator”)

(“remediation” OR “recovery”)
(“root-cause analysis” OR “root cause analysis”)

(“service desk automation”)
(“tracing” OR “trace” OR “traces”)

Table 3.2 The two keyword sets obtained via Population, Intervention, Comparison Outcome (PICO) used for database
search in the mapping study [38].

title, authors, year, publication venue, contribution type and citation count (from Google Scholar [171]) are
collected.

Preliminary Filtering and Ranking-based Selection

In the filtering step, the quality of the selection of papers is improved [38]. First, papers are automatically
excluded based on publication venue, for those venues that are clearly not relevant for topic reasons (e.g.,
meteorology). Papers are also excluded based on the year of publication (year < 1990) as it precedes the
advent of large-scale IT services. By doing so, approximately 8000 elements can be excluded.
Usually, at this point, a full-text analysis would be performed on all the available papers to screen relevant

contributions using the above-cited selection rules. Although results have been partially filtered, it is still not
feasible to perform an exhaustive selection analysis, even as simple as filtering by title. It is also impractical
to attempt an automated selection by content, as it is not clear how to perform an efficient, high-recall, high-
precision text classification without supervision. Therefore, before proceeding with the rest of the search and
selection steps, a ranking procedure is applied on these intermediate results, so that the investigation of more
relevant papers can be prioritized. The exclusion and inclusion rules of Section 3.3.3 are applied to the papers,
examined in ranking order.
This approximate procedure, however, raises the question of when it is convenient to halt the selection

procedure and discard the remaining items. To solve this, a new approach, based on observations of ranked
items, is devised. The new method is based on the following assumption: a considerable ratio of relevant
papers can be identified by ranking and selecting top results using different relevance criteria (conference,
position index in the query result set, number of hits in all queries, etc.), but in this sorting scenario a long-tail
distribution of relevant documents can also be observed, i.e., some relevant papers appear in the last positions
even after sorting by relevance heuristics (see Figure 3.1). This is coherent with the known impossibility of
performing exhaustive systematic literature reviews andmapping studies, as completing the long tail provides
fewer results at the expense of a larger research effort. The ratio of relevant papers in the long tail is assumed
to be constant and comparable in magnitude to the number of relevant papers when sampled randomly from
the result set. Based on this assumption, the following procedure is devised:

• papers in the result set are screened, ranked according to different relevance heuristics (e.g., number of
hits in queries), and the ratio of relevant papers identified is monitored over time;

• the result set is also examined in random order, and the same ratio is measured;
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(a) (b)

Figure 3.1 Ranking-based Selection during the mapping study [38]. The graph shows the estimated relevance proba-
bility for collected papers (y-axis), as a function of the index in the result set (x-axis, in thousands), with paper arranged
(a) in random order (b) using a relevance heuristic based on search hits. Using the heuristic (b), the majority of relevant
papers can be identified by examining only a small fraction of the set (the top results on the left side).

• When the two ratios are comparable, the tail of the distribution of relevant papers has been reached
and the collections of new relevant papers can be halted.

As sorting criteria, the number of hits in the search performed in the previous step, as well as other more
complex heuristics, taking into account the index position in result sets and the number of citations, are used.
When examining a paper, the full content is investigated to identify concepts related to the selection criteria
previously illustrated. As done previously with search results, relevant papers are gathered in one unique
group. Using this stopping criterion, this selection step is concluded when 430 relevant papers are identified.

3.3.4 Additional Search Techniques

The “early stopping” criterion [38] summarized above enables a feasible and comprehensive selection strategy
across thousands of contributions; however, it has a natural tendency towards discarding relevant papers. It is
also expected that some other relevant papers, not present in the initial set of 83817, are missing because they
were not identified by database search. To cover for these limitations, other search techniques are applied
in addition to database search. Differing from before, the selection criteria are here applied exhaustively for
each document retrieved.
For each of the 430 relevant papers identified in the previous step, a search inside the cited references

is performed. In particular, backward snowball sampling [172] is adopted: all papers previously cited by a
relevant paper are included in the relevant set whenever they fulfill the selection requirements mentioned
above. By doing so, 631 relevant elements are obtained, for a total of 1061.
Reference search enables the identification of prominent contributions frequently mentioned by other au-

thors. A drawback is the introduction of bias towards specific research groups and authors. It can be observed
how reference search rewards specific tasks and research fields as they are typically more cited. Therefore,
other search techniques are applied to compensate for these facts.
A manual search is performed by inspecting papers published in relevant conferences [167]. These relevant

conferences are identified via correlation with other relevant papers and have also been confirmed by experts
in the field. The latest 3 editions of each conference are examined to compensate for the over-sampling of
dated papers by reference search. 5 more papers are obtained with this method.

To conclude the search phase, the initial guess on IT Operations keywords is improved via analysis of text
in the collected documents. Using the relevant paper set as positive samples, a statistical analysis is performed
to identify 𝑘-shingles (sets of 𝑘 consecutive tokens) that frequently appear in relevant documents (Table 3.3).
In particular, the probability of a document to be relevant, conditional on the set of shingles observed in the
available text content, is measured. Values of 𝑘 = 1, . . . , 5 are chosen. These shingles are used as keywords to
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k=1 k=2 k=3

tpc-w, 1.00 (13)
log-based, 0.92 (11)

sla, 0.84 (48)
stragglers, 0.83 (10)

vm, 0.83 (59)

defect prediction, 1.00 (34)
[work]load prediction, 1.00 (32)

software aging, 1.00 (13)
resource allocation, 1.00 (6)
hardware failures, 0.89 (8)

software defect prediction, 1.00 (22)
disk failure prediction, 1.00 (8)
failure prediction model, 1.00 (7 )

cloud resource provisioning, 1.00 (5)
automatic anomaly detection, 0.88 (7 )

Table 3.3 Examples of 𝑘-shingles obtained during the mapping study [38] iterative search, with relevance probability
(and total occurrences in parentheses).

construct new queries along with previously used AI keywords. The collection is here limited to 20 results per
query. Thanks to this step, 20 new relevant papers are identified. As a by-product, frequently cited concepts
and keywords in AIOps are obtained, which are later useful for taxonomy and classification.

3.3.5 Data Extraction and Mapping

The final result set of the mapping study [38] is composed of 1086 contributions. From these papers, the
available information is analyzed to draw quantitative results and answer the posed research questions. Here
are described the data extraction process and the analysis techniques employed to gather insights and trends
for the AIOps field.

First, the relevant papers are classified according to target components and data sources. Target compo-
nents indicate a high-level piece of software or hardware in an IT system that the document tries to address
(e.g., hard drives for hard drive failure prediction). Target components are grouped into five high-level cate-
gories: code, application, hardware, network and datacenter. Data sources provide an indication of the input
information of the algorithm (such as logs, metrics, or execution traces).

Observed data sources are grouped according to the terminology convention described in Section 2.2.5 for
O&Mmonitoring data. Only observed data sources are reported. Data sources are categorized in source code,
testing resources, system and Key Performance Indicator (KPI) metrics, network traffic, topology, tickets, logs
and traces.

The “AI Method” axis denotes the actual algorithm employed, with similar methods aggregated in bigger
classes to avoid excessive fragmentation. Table 3.5 presents a selection of FM papers from the result set with
the corresponding target, source and category annotation.

Then, this result set is used to infer a taxonomy based on tasks and target goals. The proposed taxonomy
is depicted in Figure 3.2. AIOps contributions are divided in FM, the study on how to deal with undesired

Figure 3.2 Taxonomy of AIOps as observed in the identified contributions [38]. In the red box, the focus of the Failure
Management (FM) survey [75].
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behavior in the delivery of IT services; and resource provisioning, the study of the allocation of energetic,
computational, storage and time resources for the optimal delivery of IT services.

Although the two macro-areas share some common principles and may contribute to the same goals (e.g.,
allocating sufficient memory to virtual machines or services prevents the occurrence of out-of-memory errors,
and achieving effective failure remediation improves utilization of vital resources, such as compute time and
operators time), this distinction is useful to decouple the problem of reliability from the efficient allocation of
datacenter resources, which is a precondition for running large-scale services effectively.

Within each of these macro-areas, approaches can be further divided into categories based on the similar-
ity of goals. In failure management, these categories are failure prevention, online failure prediction, failure
detection, RCA and remediation. In resource provisioning, contributions are divided into resource consolida-
tion, scheduling, power management, service composition, and workload estimation. The analysis of FM (red
box of Figure 3.2) is further expanded by applying for this macro-area an additional sub-categorization based
on specific problems. Examples of subcategories are checkpointing for failure prevention, or fault localization
for root cause analysis (see also Table 3.5).

3.4 Results

This section summarizes the results of the mapping study described above, including the taxonomy of ap-
proaches as presented in the original AIOps survey [75].

3.4.1 Mapping Study Results

In this section, the results of the mapping study [38] are discussed. First, the distribution of papers in the
taxonomy is analyzed. The left side of Figure 3.3 depicts the distribution of identified papers by macro-area
and category. Excluding papers treating AIOps in general (8), the majority of items (670, 62.1%) are associated
with FM, with most contributions concentrated in online failure prediction (26.4%), failure detection (33.7%),
and root cause analysis (26.7%); the remaining resource provisioning papers support in large part resource
consolidation, scheduling and workload prediction. The right side of Figure 3.3 describes the most common
problems in FM, i.e., software defect prediction, system failure prediction, anomaly detection, fault localization
and root-cause diagnosis, which are the categories with the most attested contributions.

Figure 3.3 Categorization by topic of AIOps contributions [38]. On the left, the distribution of AIOps papers in macro-
areas and categories. On the right, the distribution of failure management papers by category in corresponding sub-
categories.
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Figure 3.4 Published papers in AIOps by year and categories from the derived taxonomy [38].

To analyze temporal trends present inside the AIOps field, the number of publications in each category is
grouped by year of publication. The corresponding bar plot is depicted in Figure 3.4. Overall, a large, growing
number of publications in AIOps is measured. It can be observed how failure detection has gained particular
traction in recent years (71 publications for the 2018–2019 period) with a contribution size larger than the
entire resource provisioningmacro-area (69 publications in the same time frame). Failure detection is followed
by root cause analysis (39) and online failure prediction (34), while failure prevention and remediation are the
areas with the smallest number of attested contributions (11 and 5, respectively).

3.4.2 AIOps for Resource Provisioning

In the next two sections, the individual macro-areas, categories and tasks of the AIOps taxonomy (Figure 3.2)
are discussed. As in the original survey [75], the full taxonomy is provided and specific importance is given
to the failure management macro-area (Section 3.4.3). Because of the variety of topics covered and the high
number of contributions identified (despite the restriction to failure management), the discussion is here
limited to those papers that are considered more relevant and innovative from a research perspective.

Resource provisioning optimizes the allocation of the diverse set of resources necessary to provide IT
services, such as power, computation time, network bandwidth and virtual memory [75]. Although resource
provisioning does not handle failure directly, it is still an important topic in terms of reliability, as the correct
allocation of resources is fundamental for the prevention of failures and major outages.
Resource provisioning contributions include resource consolidation, scheduling, power management, con-

figuration analysis, and workload prediction.
Resource consolidation [173–176] ensures current system resources are used efficiently. It relies on the

estimation of the suitable set of resources to perform a task or execute a service. Workload can also be
forecasted in advance to ensure efficient resource allocation [177–180]. Given a set of estimated resources to
assign to each task, and a set of compute nodes, efficient resource consolidation can be achieved by migrating
workloads to under-utilized nodes. Migration itself is a frequently analyzed topic [181–184] in terms of how
and when to perform out efficiently.

Scheduling [37,185–187] is the problem of allocation of tasks to compute nodes (such as CPUs and GPUs)
from a time perspective.

Configuration analysis approaches [188–190] evaluate how to configure specific cloud systems (microser-
vices, Virtual Machines (VMs), networks) so they can work optimally.

Finally, power management techniques [186, 191–193] incorporate energy and carbon emissions in the
variables to optimize for efficient operation of datacenters.
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3.4.3 AIOps for Failure Management

Failure Management (FM) is the study of techniques deployed to minimize the appearance and impact of
failures [75]. Following an established convention [73, 150, 194–197], we differentiate between proactive and
reactive FM approaches (differently from [150], the “resilient approaches” category for AI approaches is not
considered). The FM part of the taxonomy is depicted in the red box of Figure 3.2.

Proactive FM approaches operate in anticipation of failures, by reducing the impact and frequency of future
failures [75, 198]. These include the improvement of system design choices for failure tolerance, e.g., fault
injection/chaos engineering, checkpointing, rejuvenation, software defect prediction, and the determination
and response to failures in advance.

Reactive FM approaches operate in reaction to failures and assist human operators to improve Mean
Time to Repair (MTTR). The handling of failures requires becoming aware of the failure, a task known as
failure detection, which is often cast to an anomaly detection problem, due to deviation of normal behavior
caused by observed failures. Additional detection techniques include analysis of incoming network traffic to
detect, e.g., malicious attacks, or log enhancement analysis to improve the readability and informativeness
of log statements. Then, the resolution of a failure usually requires gathering sufficient information about
the specific root cause behind the appearance of the error. The methods working towards this goal belong
to the wide umbrella of techniques known as RCA, which includes fault localization, root-cause diagnosis,
event correlation, analysis of performance issues and several other tasks. The problem of applying correct
response actions for failures is known as remediation, and includes techniques for handling repairs for tickets,
by aiding routing to correct resolution teams or automatically taking response actions in an intelligent agent
setting.

Within each of these five categories, current contributions can be grouped based on target problems
(or tasks) that a contribution aims to solve (e.g., failure prevention includes software defect prediction, fault
injection, software rejuvenation, and checkpointing). Table 3.4 categorizes the FM contributions analyzed in
this work by category, task and AI methods used.

Failure Prevention

Failure preventionmethodsminimize the occurrence and impact of failures, by analyzing the configuration of
the system, both in static aspects (like the source code) and dynamic aspects (e.g., the availability of computing
resources in physical hosts) [75]. The common goal is to take or suggest preventive actions; however, the
strategies to achieve this end goal vary extensively in targets and mode of application.
Preventive operations can be divided in an offline setting and an online setting. In the offline setting, a large

predominance of software debugging techniques is observed, usually categorized under the name of Software
Defect Prediction (SDP), determined to evaluate failure risks from source code analysis; fault injection tech-
niques are also sporadically present, with the objective of stress-testing the system to gain additional insights
and prevent future failures. In the online setting, the observed papers deal with the problem of software aging,
categorized under the name of software rejuvenation; or they present checkpointing techniques, to deliver
efficient restart strategies in the presence of irreversible errors.
SDP determines the probability of running into a software bug (or defect) within a functional unit of code

(i.e., a function, a class, a file, or a module). Estimating the remaining density of bugs in a functional unit of
code allows software maintainers to prioritize their efforts, concentrating on the most vulnerable modules,
files, and methods. A traditional method to identify fault-prone software consists in constructing defect pre-
dictors from code metrics. Code metrics are handcrafted features obtained directly from source code, which
potentially have the power to predict fault proneness in software. A potential indication of the presence of
software faults may also come from the change history of source code. In particular, the code age and the
number of previous defects can be indicative to estimate the presence of new bugs [200]. This type of analysis
better reflects a software model where changes are continuously applied to a code repository and where new
defects are potentially introduced with each new release.

Fault injection is the deliberate introduction of faults into a target working system [134] to evaluate the
level of fault tolerance reached. In traditional computer systems, this evaluation represents a validation of
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the reactive capabilities of a system off-the-shelf. In the specific case of AIOps, fault injection also allows to
evaluate the efficacy of externally deployed reactive FM mechanisms. Fault injection can be applied at the
hardware-level, to emulate the appearance of faults in physical components, such as hard drives and CPUs,
as it is infeasible and costly to induce real faults in this domain. At the software level, fault injections are
used to understand the effect of bugs in the behavior of computer software or to model the causal dynamics
of one or more software components in a shared-resource environment, such as an operating system and the
executing processes.

Software aging describes the process of accumulation of errors during the execution of a program which
eventually results in terminal failures, such as hangs, crashes, or heavy performance degradation [133].
Known causes of software aging include memory leaks and bloats, unreleased file locks, data fragmentation,
and numerical error accumulation [194]. Several ML techniques have been applied to predict the exhaustion
of resources preemptively [133,137,215]. Software aging can be contrasted with software rejuvenation [132],
a corrective measure where the execution of a piece of software is temporarily suspended to clean its internal
state. Software rejuvenation can be performed at the software and OS level. Common cleaning operations
include garbage collection, flushing kernel tables, re-initializing internal data structures [137].

Category Task AI Method

Failure
Prevention

Software Defect
Prediction (SDP)

Linear Models: [199–203] Naive Bayes: [29, 204–206]
Tree-based: [29, 204–207] SVM: [207, 208]
Bayesian Networks: [204, 206, 207, 209] Others: [199, 203, 210]
Logistic Regression: [202, 205, 206, 211]

Fault Injection Clustering: [212, 213] Linear Models: [213]
Tree-based: [212]

Software Aging
and Rejuvenation

Markov Models: [137, 194, 214] Tree-based: [215]
Linear Models: [133, 194, 215]

Checkpointing Markov Models: [216–218]

Online Failure
Prediction

Hardware Failure
Prediction

Tree-based: [11, 23, 30, 219–221] Naive Bayes: [222, 223]
Neural Networks: [219, 220, 224–227] Clustering: [130, 222]
SVM: [220, 224, 228] Logistic Regression: [220]
Markov Models: [228, 229] Others: [230, 231]

System Failure
Prediction

SVM: [195, 232, 233] Autoregressive Models: [196, 234]
Bayesian Networks: [196, 235] Neural Networks: [195, 236]
Markov Models: [237] Others: [195, 232]

Failure
Detection

Anomaly
Detection

Clustering: [238–241] PCFG: [71, 239]
Autoencoders: [242–245] FSM: [240, 246]
Markov Models: [238, 247] Tree-based: [26, 248]
PCA: [26, 241, 249] Others: [235, 238, 248, 250, 251]
Other Neural Networks: [27, 28, 240, 252, 253]

Internet Traffic
Classification

Neural Networks: [254, 255] SVM: [256]
Naive Bayes: [257]

Log Enhancement Tree-based: [258] Others: [259]

Root-cause
Analysis

Fault Localization Graph Mining: [260–262] Search: [262–264]
Others: [241, 247, 265–269]

Root-cause
Diagnosis

Pattern Matching: [238, 270] Others: [71, 271–274]
Bayesian Networks: [235, 271]

RCA - Others Clustering: [275–277] Others: [32, 276, 278]
Logistic Regression: [32, 275]

Remediation

Incident Triage Markov Models: [279] Bayesian Decision Theory: [280]
Solution
Recommendation

Text Analysis: [117, 281, 282] Similarity-based: [282]

Recovery Markov Models: [272]

Table 3.4 FM papers analyzed in the AIOps survey [75] by category, task, and AI method.
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A concept linked to software rejuvenation is checkpointing, i.e., the continuous and preemptive process of
saving the system state before the occurrence of a failure. Similar to software rejuvenation, checkpointing
tolerates failures by occasionally interrupting the execution of a program to take precautionary actions. Dif-
ferent from software rejuvenation, during checkpointing the interruption period is used to save the internal
state of the system to persistent storage. In case a fatal failure occurs, the created checkpoint file can be used
to resume the program and reduce failure overhead.

Online Failure Prediction

Online Failure Prediction (OFP) methods are specialized in the prediction of computer system failures in
real-time [75]. OFP identifies future runtime errors by assessing the current state of the system [73].

How far in time these errors can be foreseen depends on the lead time of the predictor, i.e., the time between
the prediction and the instant when the failure occurs; the validity of the prediction information also depends
on the prediction time, which is the length of the time window where the failure may occur. A more extended
and formal description of OFP time requirements is presented in Section 4.3.1.
OFP has been frequently applied for hardware failure prediction of components such as hard drives, mem-

ory and switches, as well as servers and software systems (see also Section 4.1.2).
Future system availability can also be estimated through symptomatic evidence and dependency modeling

assumptions at the software level. Past approaches for system failure prediction are mostly based on the
observation of logs, which constitute the most frequent data source, KPIs and hardware metrics, which are
typically used in shorter prediction windows and are more frequently associated with the failure detection
problem as well. System failure prediction is applied on different abstraction levels depending on the target
software component under investigation (job, task, container, VM, or node).

Failure Detection

Failure detection is the process of collection of symptoms, i.e., observations that are indicative of failures.
The detection of failures via monitoring operations can be a complex and tedious task for human operators.

Chen et al. [71] report how in the administration of a commercial website, 75% of the recovery time was spent
on average for detection. The automatic discovery of performance problems and errors allows operators to
dedicate less time to identifying service-related problems while providing insights on which failures must be
prioritized in the diagnosis step based on the frequency observed in the detection phase. Automated failure
detection is based on a variety of monitoring tools, ranging from simple print statements (which constitute
the fundamental unit of system logs) to more complex instrumentation techniques or entire frameworks.

According to the quantitative results of the mapping study [38], failure detection is treated as an anomaly
detection problem in the large majority of contributions related to IT system management. Anomaly detec-
tion is a multidisciplinary task that deals with finding patterns in data that do not conform to the expected
behavior [144].

Because obtaining labeled examples is time-consuming, anomaly detection systems typically rely on un-
supervised learning. Three most prominent techniques are used in such context: clustering [238,239], dimen-
sionality reduction [26, 241] and neural network autoencoders [242–245].

A task connected to network failure detection is Internet Traffic Classification (ITC) [256,257]. ITC allows
categorizing packets exchanged by a network system to identify network problems, to optimize resource
provisioning and improve Quality of Service (QoS). It can be applied to analyze the local network flow, the
incoming server requests from the outside, or the outgoing response.

Another task connected to failure detection is log enhancement [258, 259, 283, 284]. Its goal is to improve
the quality and expressiveness of system logs, which are frequently used for detection and diagnosis tasks by
IT operators and AIOps algorithms.

Root Cause Analysis
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Root Cause Analysis (RCA) is the process of inferring the set of faults that generated a given set of symp-
toms [75,162]. In a complex and distributed system, it is first required to isolate the responsible component or
functional subsystem, a task known as fault localization. Only then an analysis of the possible error sources
can be performed with root-cause diagnosis.

Fault localization is about identifying the set of components (devices, network links, hosts, software
modules, etc.) interested by a fault that caused a specific failure [241, 247, 260, 261, 263–269]. Several ap-
proaches [263,264,269] address fault localization by correlating abnormal changes in KPI values to particular
combinations of attributes (representing e.g., geographical regions, ISPs, hosts, buckets, etc.). These combi-
nations of values are then symptomatic of a fault for that particular corner case. Software Fault Localization
(SFL) [261, 265–268] analyzes software components through source code analysis. An SFL system typically
returns a report containing a list of suspicious statements or components.

Root-cause diagnosis [235, 238, 270–272, 274] identifies the causes of behavior leading to failures, by rec-
ognizing the primary form of fault. For this reason, it is typically treated as a classification problem. Due to
the inherent complexity and interdependency between components in software systems, it is considered a
challenging task.

Several software tools can assist operators and developers while investigating detected problems and can,
therefore be seen as ancillary resources for the main root-cause analysis task [32, 276–278]. These tools in-
clude information retrieval mechanisms to quickly gather evidence of recurrent problems, like their relative
frequency; or dependency models for distributed systems used to understand causal relationships between
events and/or components to accelerate future diagnoses.

Remediation

Thanks to the problem-specific knowledge gathered during the diagnosis step, like the identification of root
causes or the isolation of a faulty component, it is possible to initiate a sequence of automatic repair actions,
which are here described as remediation.
Remediation has experienced fewer scientific contributions linked with AI compared to the prevention,

prediction, detection, and diagnosis tasks. This is possibly because, once the nature of the underlying problem
has been clarified through diagnosis, the recovery steps are almost immediately identifiable and attainable
without resorting to complex prediction models.

Remediation approaches are often linked with certain concepts of service desk management, such as ticket
routing or ticket solution recommendation. Incident triage [279,280] is the step in problem resolution dealing
with categorizing a reported problem. The purpose of triage is often the assignment to the correct expert
resolution group. Triage may also be used to select a suitable diagnosis and remediation algorithm.
Solution recommendation approaches [117, 281, 282] provide methods for recommending recovery actions

to occurring problems. Most solutions are based on past incident history and rely on the annotation of solu-
tions in a previous resolution window. Recovery approaches take direct and independent actions toward the
resolution of a diagnosed problem [272].

3.5 Summary

In the previous section, many AIOps contributions to deal with failures in large-scale computing environ-
ments have need described. The AIOps topic has been explored starting from definitions to capture a precise
characterization of the topic in terms of goals, sources, and methods. Several contributions discussed in the
survey study [75] across all identified categories, data sources, and target components, have been summarized.
In this final section, the big picture of the current status of AIOps failure management is analyzed. These

observations are also used to examine the currently open challenges and suggest future directions for research.
AIOps has shown a steadily growing trend in the last years, manifested both in the number and variety of

contributions present. In the last five years, at least 100 contributions have been proposed on a yearly average.
It is expected that the field will continue its growth, due to increasing demand for reliability and efficiency in
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large-scale computing systems. The evolution of cloud technologies (e.g., in virtualization, monitoring tools)
will provide large space for future improvements and the experimentation of new techniques. In order to
fulfill these expectations, the field must be able to provide a solid ground for experimentation, based on a
more formal standardization of problems and a stronger attitude toward benchmarks, needed for comparison
and evaluation of the results achieved. Efforts in creating standard problems and benchmark datasets would
therefore be rewarding.

The analysis of the topics and tasks in the current AIOps landscape, as observed and described in Sec-
tion 3.4.1, equally allows to investigate possible future directions. Firstly, Table 3.5 shows how the majority of
works utilize only one or few types of data. Multi-modal approaches, able to take advantage of different data
sources, may prove more effective and robust to new observations, thanks to the increase in system visibility.

It has also been observed how some areas of failure management have experienced less scientific interest
compared to others. A clear example is the recovery task which, although a fundamental and concrete step
to deal with failures, still presents a minor group of contributions.
A similar consideration applies to failure prevention, where all the contributions are concentrated around

a few tasks (four subcategories were presented). However, failure prevention can be performed in many other
ways, some of which are still to be explored. Currently, the majority of approaches for failure prevention are
applied online and concentrate exclusively on the current-future state characteristics. Introducing assump-
tions and information about the system working principles may set the ground for much more actionable
insights. For example, model-based prevention would allow operators to estimate in advance the risks asso-
ciated with particular actions, such as a canary release or a server shutdown.
Online failure prediction has seen a significant number of contributions, which however concentrate in a

limited number of target components and data sources. In general, it can be concluded that proactive failure
management requires additional exploration in new methods and problems.

In addition, the advent of virtualization technologies requires new research focusing on specific targets
(e.g., hypervisors, virtual machines, containers, etc.), or addressing new tasks, such as hypervisor anomaly
detection, container failure prediction and so on.

Finally, the application of novel AI approaches may prove beneficial to advance AIOps. In the decade,
the rise of deep learning methods (such as Large Language Models (LLMs)) has translated into a variety of
new approaches for failure prediction, anomaly detection and root cause analysis. Taking advantage of these
recent advances may extend the actionability of AIOps solutions and improve their effectiveness in complex
tasks, such as RCA.
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[29, 199–204] • • Software Defect Prediction
[205–211] • • Software Defect Prediction
[212, 213] • • • Fault Injection

[133, 137, 215] • • • Software Rejuvenation
[194, 214] • • • • Software Rejuvenation
[216–218] • • Checkpointing

[11, 30, 219–221] • • Hardware Failure Prediction
[222–224, 227, 230] • • Hardware Failure Prediction
[23, 130, 225, 228] • • Hardware Failure Prediction

[226] • • • Hardware Failure Prediction
[231] • • • Hardware Failure Prediction
[229] • • • Hardware Failure Prediction
[234] • • • System Failure Prediction
[235] • • • System Failure Prediction
[236] • • • • System Failure Prediction
[196] • • • • System Failure Prediction
[232] • • • System Failure Prediction
[237] • • • • • System Failure Prediction

[195, 233] • • System Failure Prediction
[26] • • • Anomaly Detection

[243–245] • • • Anomaly Detection
[242, 248] • • Anomaly Detection
[238] • • • • Anomaly Detection
[241] • • • Anomaly Detection
[249] • • • • Anomaly Detection

[27, 28, 240, 246, 252, 253] • • Anomaly Detection
[251] • • • • Anomaly Detection
[239] • • • Anomaly Detection

[71, 250] • • Anomaly Detection
[254–257] • • • Internet Traffic Classification
[258, 259] • • • Log Enhancement

[261, 262, 265–268] • • • • Fault Localization
[247] • • • • Fault Localization

[263, 264] • • Fault Localization
[269] • • Fault Localization
[260] • • • • Fault Localization
[274] • • • Root-cause Diagnosis
[270] • • • • Root-cause Diagnosis
[271] • • • Root-cause Diagnosis
[273] • • • Root-cause Diagnosis
[275] • • • RCA - Others

[32, 276] • • • • RCA - Others
[277] • • • RCA - Others
[278] • • • RCA -z Others

[279, 280] • • • Incident Triage
[281, 282] • • • Solution Recommendation
[117] • • • • Solution Recommendation
[272] • • • • Recovery

Table 3.5 FM papers analyzed in the AIOps survey [75], grouped by employed data sources, targets, and categories.
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4 Infrastructure-level Proactive Failure Management

This chapter discusses the application of proactive techniques for Failure Management (FM) at the infrastruc-
ture layer of cloud systems. A background on the infrastructure layer is introduced in Section 4.1. Related
work on infrastructure-level proactive failure management is summarized in Section 4.2. Section 4.3 pro-
vides a general framework for evaluating Online Failure Prediction (OFP) models. Section 4.4 introduces the
problem of hardware reliability, motivating its importance and challenges and discussing the most frequently
affected components. The last three sections (4.5, 4.6, and 4.7) describe real instances of hardware failure
prediction problems: Section 4.5 hard drive failure prediction, Section 4.6 Dynamic Random Access Memory
(DRAM) failure prediction, and Section 4.7 describes optical transceiver failure prediction.

4.1 The Infrastructure Layer

As already described in Section 2.1.3, the infrastructure layer of a cloud system is responsible for providing
processing, storage, network, and other computing resources [39, 55, 56].
In other cloud models, the infrastructure is not directly accessible to customers, which however rely on

its correct operation for executing their computing workload according to their selected cloud offering. The
infrastructure is therefore always, directly or indirectly, offered as a service to the customer and must adhere
high level of availability and scalability, as specified in the Service Level Agreeement (SLA).
The next sections describe the structure of the infrastructure layer and what are the consequences in terms

of Operations & Maintenance (O&M) and failure management.

4.1.1 Structure of the Infrastructure Layer

Virtualization allows multiple users to operate on the same hardware, increase server utilization, and isolate
customer workloads. Virtualization relies on a Virtual Machine Manager (VMM), or hypervisor, to create
and managed virtualized instances over the hardware infrastructure. The exact implementation of the in-
frastructure layer depends on the type of virtualization employed [45]. A typical infrastructure-level offering
comprises the following layers of abstraction:

• the hardware layer, composed of all physical processing, storage, and networking resources;

• the (optional) host Operating System (OS) layer, consisting of the operating system hosting the hyper-
visor (this layer is not present in bare-metal virtualization);

• the virtualization layer, consisting of the hypervisor hosting several virtual instances, which represent
the customer workload, composed of a guest OS and the applications running on it. In the case of
OS-level virtualization this layer corresponds to the container engine;

4.1.2 Infrastructure-level Failures

Even if faults may occur on each of these infrastructural layers, infrastructure failures are caused predomi-
nantly by hardware faults [285] and to a lower extent from software faults in the virtualization and OS layers.

Hardware faults may be due to the aging process of components or due to external factors, such as con-
tamination, electrostatic discharge, radiation and mechanical damage. Some hardware components may also
be dead-on-arrival or be subject to high infant mortality rates, which are indication of manufacturing issues.
Software faults are primarily due to software bugs in the implementation of OS and virtualization func-

tionalities. These include memory leaks, software hangs, freezes and crashes, numerical and logical errors.
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Figure 4.1 Structure of the infrastructure layer, composed of physical hardware, host OS, and virtualization sub-layers
(hypervisor), which allow to host multiple tenants with separate virtual resources (e.g., Virtual Machines (VMs) or
containers). If not properly handled, failures propagate from the lower layers upwards to all the upper layers.

Failures tend to propagate up in the abstraction layers. Due to this propagation and the complexity of the
infrastructure model, infrastructure failures may be complex to detect and trace back to their root cause. In
the absence of fault tolerance systems, failures will also propagate to the customer side of the cloud stack
model (Figure 4.1). For instance, a fault originating in the hardware layer can manifest as a failure at the OS
and virtualization layers, or a OS level fault will be visible at the virtualization layer and in the guest OS layer.

4.1.3 Remediation Actions

Several remediation actions can be undertaken to recover from infrastructure failures. [74,286]. They include:

• component replacement, in the case of hardware faults (in storage, network and server devices);

• Error Detection And Correction (EDAC), i.e., techniques recognizing and restoring digital data that
might be corrupted during transmission due to channel noise, such as Error CorrectionCode (ECC) [287].
These techniques are applicable for systems applying transmission protocols such as network interfaces,
Integrated Memory Controller (IMC), etc.

• restart, either at the host, VMM or OS level. This is applicable for runtime-related errors, such as
memory leaks, software crashes, unresponsive peripherals, etc.;

• migration, i.e, the action of moving a virtual instance (e.g., VM) from one physical hardware environ-
ment to another. Migration can either be live migration, without stopping the virtual instance and
disconnecting the client or application, or cold migration, i.e., the migration of a virtual instance in a
suspended state;

• change in allocation policies, e.g., VM or container orchestration, which may prevent allocation to a
faulty node or component.

These actions are traditionally applied in reaction to failures. This, however, has the same disadvantages
which have been frequently mentioned for reactive approaches, namely the unpredictability of failures, the
difficulty to completely eliminate all damage, and the high issue visibility and data correlation required. It
is therefore valuable to investigate in which scenarios proactive failure management can be applied at the
infrastructure level.

4.1.4 Techniques for Infrastructure-level Proactive Failure Management

Based on the results of the AIOps survey discussed in Section 3.4.3, the proactive FM techniques which are
applicable for infrastructure failures are:
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• Online Failure Prediction (OFP). It may be applied directly to the hardware, to proactively suggest com-
ponent replacements o workload migration; it may be applied on the virtualization manager (VMM or
container engine), or at the VM-level, to trigger a live migration towards a healthy node;

• checkpointing. It allows to recover from a previous state andmitigate failure damage. Checkpointing can
either be at the software level or implement full system snapshots (similar to the case of VMmigration).
In the case of failure, a restart and a checkpoint load are triggered as mitigation action;

• server rejuvenation. It allows to refresh the system state and prevent fatal failure by resource exhaustion.
It can consist of predictive resource exhaustion systems or pre-established refresh policies. The state
refresh is the mitigation action itself, no other action is required;

• fault injection. Offline method for improving reliability design. It can either result in structural design
changes or in the implementation of new mitigation strategies or new resource allocation policies (e.g.,
for VMs). No online mitigation action is taken.

In order to be applicable, proactive techniques must provide sufficiently high protection against failure to
justify their overhead. In the case of OFP, a failure prediction/repair cost model can be devised to estimate
the applicability of repairs, based on assumptions of the classifier accuracy metrics, component failure rates
and repair costs. An example of such a cost model is presented for the Online Failure Prediction Framework
in Section 4.3.
Similar considerations apply to other proactive FM techniques. Checkpointing and software rejuvenation

have a runtime cost (and a storage cost, for checkpointing) which must be compensated by the reduction in
failure rate and recovery time. Too complex or compute-intensive algorithms may impose an unacceptable
overhead to render such actions beneficial.
The costs and benefits of fault injection are more difficult to evaluate, as it deeply relies on simulated en-

vironments, where the real-world consequences of failures can be avoided. It, however, requires time and
resources to evaluate failure scenarios, which must be justified by actionable insights. Moreover, if the simu-
lation assumptions do not correspond to the real-world system, the derived design improvements may prove
highly detrimental and cause more harm than necessary.
In summary, to mitigate the impact of infrastructure failures on customers, it is important to proactively

address them by:

• increasing issue visibility in all these layers, through the monitoring of resource usage, errors, and
performance metrics;

• implementing fault prevention techniques, such as performing sanity checks, state refreshes, or check-
points; deploying online failure prediction systems, to perform recovery andmitigation techniques with
sufficient time in advance;

• dealing with occurred failures directly at the origin layer of the problem via fault localization and root-
cause diagnosis, to minimize the occurrence of future related failures.

4.2 Related Work

The discussion in this chapter focuses on past proactive methods for dealing with infrastructure-level failures.
Techniques can either focus on the hardware, the host OS layer or the virtualization layer, as described above.

4.2.1 Hardware Layer

A vast variety of contributions has been proposed to address hardware failures, by observing the current
device state to detect anomalies or predict future failures in advance. Main interested components include
Hard Disk Drives (HDDs) and other storage media, DRAM chips, and network devices (transceivers, switches,
routers, . . . ).
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Hard Disk and Solid State Drives

Several studies have investigated the failure characteristics of HDDs and Solid State Drives (SSDs) to identify
common patterns [75].

Pinheiro et al. [288] conducted a large-scale study on over a hundred thousand disk drives used in pro-
duction by Google and varying in storage size, speed, and manufacturer. The results of this study could
not identify any consistent correlation between failure rate and high temperature or high utilization levels.
Some Self-Monitoring Analysis and Reporting Technology (SMART) features were shown to correlate well
with a higher failure rate. However, SMART metrics were also shown to be likely insufficient to predict all
single-disk failures, as the majority of failed drives did not manifest any SMART error signal before faults.
A predictor based solely on SMART attributes is therefore likely to have a good specificity but a low recall,
unless additional features are introduced. SMART data is still considered useful to evaluate reliability and risk
trends inside a disk drive population.

Murray et al. [130] test the applicability of several Machine Learning methods using a sliding window
approach, where the last 𝑛 samples constitute the observation for predicting an imminent failure. Naive
Bayes, Support Vector Machines (SVMs), and Naive Bayes Expectation-Maximization (EM) are implemented
and compared. Features are selected from SMART data using statistical relevance tests. SVMs achieve their
highest performance with a 50.6% recall and 100% precision. The approach was tested on a dataset composed
of 369 drives (with an approximate 50/50 split), which is then also used in a work by Wang et al. [230] where
an online, similarity-based detection algorithm is presented. Relevant SMART features are selected via Min-
imum Redundancy Maximum Relevance (mRMR), then the input data is projected into a Mahalanobis space
constructed from the healthy disk population so that faulty disks deviate more from the distribution. Faulty
disks are again recognized with a sliding window approach, so that when the mean deviation inside a win-
dow appears anomalous an alarm is raised, using four different statistical tests. This approach improves, at 0
false-positive rate, the detection rate up to 67% and shows how for 56% of the faulty cases it was possible to
intervene with an advance of at least 20 hours before the failure.

Zhao et al. [228] treat SMART data as a time series, arguing for the importance of temporal information.
Their approach employs Hidden Markov Models (HMMs) and Hidden Semi-Markov Model (HSMM) to esti-
mate the sequence of likely events from the disk metric observations, which are obtained from a dataset of
approximately 300 disks (2 thirds are healthy). One model is trained from healthy disk sequences, one from
faulty disk sequences. At test time, the two models are used the estimate the sequence log-likelihood and the
corresponding class is selected based on the highest score. By combining the HMM approach with an SVM,
they claim to obtain a recall of 52% at 0 false alarm rate.

Comparable results are obtained by Zhu et al. [224], where MultiLayer Perceptrons (MLPs) and SVM
models are constructed and trained on an in-house dataset of SMART data comprising 23395 drives (433
faulty). Assuming a 12-hour recovery window, their SVM model obtains a failure detection rate of 68.5%
with a 0.03% false alarm rate. The neural network method achieves far higher detection rates (94.62–100%),
at the expense of a higher false alarm rate as well (0.48–2.26%) and it is therefore indicated for monitoring
with the highest reliability requirements. The same SMART dataset is used by Xu et al. in a paper [225] that
introduces Recurrent Neural Networks (RNNs) to hard drive failure prediction. Similarly to [228], the method
can analyze sequences directly and takes advantage of the temporal dimension of the problem to model the
long-term relationships. Differently from previous approaches that apply binary classification, the model is
trained to predict the health status of the disk, providing additional information on the remaining useful life
of disks. On the failure prediction task, however, the approach still outperforms the other evaluated models
in terms of detection rate (96.08–97.78%) and false alarm rate (0.004–0.03%).

In a work by Li et al. [219], two new evaluation metrics (migration and mis-migration rate) are introduced
to measure the efficiency of data migration concerning forecasted faults. RNNs and Gradient Boosted De-
cision Trees (GBDTs) are implemented to accomplish three tasks: predict faulty disks, measure the rate of
wrongful and missed migrations performed using the information of the classifier, and estimate the residual
life of the disks, by predicting the risk level of each disk (1 to 5 for faulty disks, 6 for healthy ones). For
residual life prediction, results are compared using the newly defined metrics at variable migration rates. The
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RNN approach shows a higher faulty level prediction accuracy (27.02–39.90%) and the GBDT model better
protection from data loss with a higher successful migration rate (84.91–87.54%).

Mahdisoltani et al. [220] tackle failure prediction in storagemedia at the sector level. Their method employs
a few SMART features as target prediction variables rather than explanatory variables. They experiment
both with HDD and SSD data, with five different Machine Learning approaches. For HDD data the analysis
illustrates detection rates of sector errors similar to the ones of traditional disk failure prediction (70–90% at 2%
false-positive rate). In SSDs, where Random Forests (RFs) obtain the best comparative results, the prediction
is not as promising (50–60% detection rate at 2%). SSD failure characterization is also the focus of Narayanan
et al.’s work [221], a large-scale study conducted on 2.5 years of production data and covering over 500,000
solid-state disks from different Microsoft datacenters. SSD failures are correlated to datacenter-, workload-,
and device-level features via statistical learning. The best and only reported prediction model (random forest)
obtains a precision of 87% and a recall of 71%. Features directly representing underlying problems (such as
count of data errors and reallocation sectors), number of NAND writes and workload factors are reported as
the most important discriminators of failures. According to the same authors, the classification rules obtained
by the analysis enable the identification of likely-to-fail devices with sufficient advance to take preventive
actions, especially in the case of issues heavily dependent on the workload.
All previous approaches are used in an online setting after an initial offline preparation step. This poses the

problem of how to integrate additional data, especially in those cases where the scarcity of positive training
examples imposes an online learning approach, able to update the characteristics of faulty disks as soon as
new failures appear. To this end, Xiao et al. [23] propose the use of online RFs, a model able to evolve and
behave adaptively to the change in the data distribution via online labeling. The approach is tested on a
dataset covering over 10000 disks, where the results show how the algorithm can increase performance over
20 months, reaching detection rates of 93% and more with reasonably low alarm rates (0.73–0.76% in the
offline setting). The prediction performances are comparable to a RF and outperform the other approaches
tested (SVMs and decision trees).

Lu et al. [289] study the effect of different metrics and utilize neural networks for disk failure prediction.
They integrate monitoring SMART data with disk performance metrics, such as disk throughput/latency;
server-level metrics, e.g. CPU usage and page in/out activities; and location information, in the form of
physical disk proximity. Different Machine Learning (ML) models, including Convolutional Neural Networks
(CNNs) and Long Short-Term Memory (LSTM)-based networks, are evaluated on a dataset of 380k disks. The
newly introduced information is shown to provide an increase in classification accuracy.

Luo et al. [290] propose the Neighbor-Temporal Attention Model (NTAM), which utilizes information of
neighboring disks and an attention-based mechanism to capture temporal dependencies in SMART metrics,
which are used in addition to static system and driver information. They also introduce Temporal Progressive
Sampling (TPS) to deal with the data imbalance problem, by varying the lead time to failure in the collected
samples. The results, evaluated by comparison to state-of-the-art approaches on two large-scale Azure pro-
duction datasets, achieve a precision of 83–84% (7%) and a recall of 64% (+9%).

DRAM and Memory

Several empirical studies have treated failures inmemory components [291–295]. These works on correlation
analysis and memory failure modes provide a theoretical foundation to the development of memory failure
prediction algorithms [296].

Works in a second category proposed methods to detect and predict memory failures. Costa et al. [231]
investigate the occurrence of main-memory errors for High Performance Computing (HPC) applications.
They propose and evaluate methods for temporal and spatial correlation among memory failures. Temporal
correlation analyzes logs to estimate the prior rate of errors which, integrated with timing information, allows
to estimate the remaining number of errors at the job level. Spatial correlation measures the probability to
experience a failure after observing errors in adjacent bits. A memory migration approach, based on the
available information at runtime, is presented and evaluated. The results show how 63% of memory-induced
failures could be avoided thanks to the prediction and migration mechanisms deployed.
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Giurgiu et al. [297] propose the first predictive model for DRAM failure prediction. Their approach utilizes
Correctable Errors (CEs) obtained from event logs and sensor metrics of 50k IBM machines to predict future
UnCorrectable Errors (UCEs). They devise ensemble ML approaches, such as RFs to classify sliding windows
of memory features as faulty or healthy. They focus on enforcing low False Positive Rate (FPR) on predictions,
achieving a final result of 96% precision. The approach, however, suffers from low recall and can therefore
predict only a limited number of DRAM failures (<30%).

Boixaderas et al. [298] present an UCE prediction system including a cost-aware model. They collect CE
features at the Dual In-line Memory Module (DIMM), socket, and node level from 2 years of production logs.
Utilizing RFs and feature engineering, their approach reduces the lost compute time due to DRAM failures by
up to 57% in a real HPC environment.
An online learning technique for anticipating DRAM failures is presented by Du et al. [299]. DRAM failures

are predicted at the micro-level (i.e., cell, row, and column), by comparing current and historical memory
states using a kernel function and by incorporating a model of fault propagation at the micro-level. They
further present a weighted ensemble approach [300] based on row, column, and bank fault predictors, which
outperforms their previous work in terms of F1-score (up to 69%) and cost reduction (up to 45%). Li et al. [301]
also develop a new CE-based risk indicator for UCE prediction by applying error bit patterns, manufacturer
information and part numbers.

Wang et al. [302] collect workload features from a real-world commercial datacenter. They propose to
use both workload metrics (e.g., memory read/write bandwidth) and micro-level features, such as cell access
patterns, to train tree-based ML models. Their comparative results show the benefits of the proposed features
for the DRAM failure prediction task.

Zhang et al. [303] conduct an empirical failure analysis and spatiotemporal feature engineering onMachine
Check Exception (MCE) logs and memory-related events, to predict and mitigate node unavailability in large-
scale cloud infrastructures. Evaluation results show a reduction in node unavailability time up to 69% by using
an ensemble of ML and rule-based approaches for failure prediction.

Optical Transceivers

A limited number of previous contributions has focused on failure detection and prediction in optical transceivers.
Mendoza et al. [304] use Rx/Tx power from Small-Form Pluggable (SFP) monitoring data to detect connectors
contaminated with dust and fingerprint oil. Their results show how fingerprint oil contamination cannot be
detected due to accuracy limitations, in addition to presenting a general detection rule for the detection of
dust contamination.
Chakravarty et al. [305] describe the optical monitoring framework of Facebook datacenters. They observe

the presence of transient failures and gradual degradation leading to faults, pinpointing temperature insta-
bility and infant mortality as contributing factors. They also suggest the estimation of degradation slopes for
failure prediction.
Wang et al. [306] use five dynamic Digital Diagnostic Monitoring (DDM) attributes (voltage, temperature,

bias current, Rx/Tx power) to construct a failure predictor based on Double Exponential Smoothing (DES)
to forecast future metric values, which are classified by means of a SVM model to predict failures. They
train their models using 35-day observation windows and label faulty modules based on the next 9 days. The
approach achieves an accuracy of 95.6%; however, the employed dataset utilizes a class-balanced distribution,
which is not representative of the real failure distribution and does not allow to draw accurate insights about
failure patterns in optical transceivers.
Li et al. [307] utilize optical DDM metrics to study massive failures, i.e., large groups of transceivers that

experience common and related misbehaviors. They monitor the presence of massive failures by estimating
parameters of Gaussian distributions from the transceiver population.
Tanaka et al. [308] propose an optical link diagnosis system for predictive maintenance in optical networks.

The monitoring data is collected using white-box transponders and it is used to estimate fiber bending issues.
Liu et al. [309] use dynamic DDM attributes and additional gradient features to predict optical failures

online. They train gradient-boosted trees using single time samples as input; however, a numerical evaluation
and feature importance insights are not presented.
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Others

A minor group of contributions focusing on failure prediction for other components is present in the past
scientific literature. Ma et al. [223] elevate the discussion on storage reliability to the level of Redundant Array
of Inexpensive Disks (RAID) groups. They model the failure probability of a vulnerable RAID group using a
Naive Bayes assumption, where the failure of whole disks inside the group is independent of the others and
is estimated from metrics such as reallocated sector counts. A statistical model is built from data collected on
5000 RAID groups. Results show how the present in-place mechanisms were able to prevent a vast majority
of consecutive failures (98% for triple failures).

Davis et al. [226] present FailureSim, a Cloudsim-based [310] simulator for status assessment of hardware
in cloud datacenters using deep learning. MLPs and RNNs are used to assess 13 different host failing states,
each associated with a specific component (CPU, memory, I/O, etc.). The system, tested by assigning a variable
workload to a scalable number of VMs, can identify 50% of failing hosts accurately, and predict 89% of future
failures before their occurrence.
Switch failure prediction is addressed by Zhang et al. [229,311]. Their method utilizes system log history to

extract log templates to correlate with faulty behavior. Their extraction method and other similar approaches
are compared on the extraction tasks, and the templates so obtained are used to train a HSMM. The proposed
model, which shows the best performance figures, achieves 32% precision and 95% recall, demonstrating high
sensitivity to clear fault-signaling messages, but low precision overall. Because of the high interpretability of
mined templates, this approach can also be used for failure diagnosis.

Zheng et al. [227] take a different direction by treating failure prediction as a regression problem. Through
the use of LSTM neural networks, which are able to model long term-dependencies, they estimate the Remain-
ing Useful Life (RUL) of system components. They experiment with three RUL public datasets and compare
their method with other ML approaches in terms of Root Mean Squared Error (MSE), showing how their
approach obtains the best RUL prediction performance (RMSE=2.80, 54.47% improvement over CNNs).

4.2.2 OS & Virtualization Layer

VM and VMM Failures

Jindal et al. [312] propose Indirect AnomalyDetection (IAD) to detect VMM failures online using VM resource
utilization. The VM utilization is collected in time series, which are analyzed by comparison across the aligned
time steps. If the same metric shows an anomalous change across most VMs residing on the same hypervisor
for the same time steps, the behavior of the hypervisor itself is deemed anomalous.

Cerveira et al. [313] study the implications of hypervisor failures in a virtualization setting to derive in-
sights on lead time (see Section 4.3.1) for prediction of software and hardware faults. Hypervisor failures
are investigated through fault injection techniques to produce realistic failure data for the assessment of the
distribution of lead time of the target system. The results show that failure prediction in virtualized systems
is better suited to predict failures caused by software faults than failures caused by hardware faults, which
have shorter lead times leading to almost instantaneous crashes.

ReHype [314] is a mechanism for preserving VM states during hypervisor failures. ReHype identifies
corrupted VMM states through the detection of inconsistencies between VMs, VMM, and the hardware. The
VMM state is repaired by micro-rebooting the VMM and re-applying a previously saved state. The approach
is tested by modifying the Xen hypervisor [48] with minimal overhead. During the evaluation performed
through fault injection, ReHype is able to detect and recover from 90% of hypervisor failures.

Rawat et al. [315] propose a time-series stochastic model for VM failure prediction. VM execution is mon-
itored and several metrics, carrying VM health status information and usage patterns, are collected. These
metrics are then processed as time series, using AutoRegressive Integrated Moving Average (ARIMA) estima-
tors. The technique described can also be applied for the prediction of security issues in network services.
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Server Failures

Several previous works have applied ML models for predicting failures, including resource exhaustion, at
the server (or node) level. Such techniques allow identifying future faulty nodes and schedule remediation
jobs and other maintenance actions. MING [286] is an ensemble model that incorporates LSTM networks
for processing temporal data, Random Forest [95] for spatial data, and a ranking model to prioritize affected
nodes by their probability of future failure.

In the work of Li et al. [24], traditional and deep neural ML models are applied on alert, spatial, and
build data to predict node failures in a large-scale cloud infrastructure. Alert data encodes early warning
symptoms that might anticipate the occurrence of a failure. Spatial data stores the location information of
nodes. Build data describes the internal configuration of a node, including e.g., hardware specifications, OS
version, drivers, or kernel version. Via feature engineering, 1692 features deemed important are extracted
from these multi-modal sources, and collected at constant time intervals to create multivariate time series.
The time-series input is then fed into the differentMLmodels (Random Forest [95], LSTM [6], andMING [286])
for predicting imminent node failures as a binary classification problem (healthy and faulty nodes represent
the target classes). The approach also deals with the problem of data skewness, as the two classes are not
balanced in the observations, by oversampling the minority class. The prediction approach is very general
as it identifies any type of failure node and can be adapted to different sources of data. However, the final
choices regarding model selection, feature engineering and sampling are highly tailored to the specific target
system described. Therefore, re-adapting this approach in a new context requires re-evaluating the numerous
techniques described to find the most suitable in the new context.

Jindal et al. [316] anticipate VM memory leaks through the use of linear regression models. A novel
machine learning based algorithm, called Precog, is devised to detect time windows where memory utilization
is expected to exceed a predefined utilization threshold. The expected leak time window is identified by fitting
a regression line to the past memory usage values. The algorithm achieves a detection F1-score of 85.7% with
high precision (100%), which makes it suitable for online remediation of memory leak failures.

The case of non-linear and piecewise linear resource consumption is examined byAlonso et al. [215], which
adopts an ensemble of linear regression models that are chosen using a decision tree based on a combined set
of hardware and software host metrics as input features. Because they provide a balance between accuracy
and interpretability, decision trees are preferred. This choice allows to support root-cause diagnosis as well.

4.3 Online Failure Prediction Framework

This section presents a framework of Online Failure Prediction (OFP), which defines notions and method-
ology utilized in the proposed algorithms later in this chapter. The OFP is composed of a temporal model
(Section 4.3.1), a failure model (Section 4.3.2), and a cost model (Section 4.3.3).

4.3.1 Temporal Model

OFP predicts future runtime errors by assessing the current and past state of a system [73,75,317]. The state of
the system is represented by a series of 𝑡 temporal measurements of𝑚 distinct variables periodically collected
with period Δ𝑖𝑝 by the monitoring system. The time range of collection of the input is the called observation
window Δ𝑡𝑑 . How far in time these errors can be foreseen depends on the lead time Δ𝑡𝑙 of the predictor, i.e., the
time between the prediction and the instant when the failure occurs; the validity of the prediction information
also depends on the prediction time Δ𝑡𝑝 , which is the length of the time window where the failure may occur.
To these prediction quality measures, the warning time Δ𝑡𝑤 can be introduced, i.e., a metric describing the
time required to perform inference and signal a future failure. Naturally, a prediction is useful only if it can
warn operators with sufficient time notice before the failure occurs (i.e., Δ𝑡𝑤 < Δ𝑡𝑙 ). The lead time Δ𝑡𝑙 may
be provided as a system requirement based on SLA or hardware specification, or be estimated using fault
injection techniques [313]. Figure 4.2 summarizes the temporal aspects related to failure prediction.
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Figure 4.2 OFP temporal model [317]. Observations are collected at every Δ𝑖𝑝 interval. At prediction time, the samples
collected for the last Δ𝑡𝑑 are used to predict failures in the prediction window Δ𝑡𝑝 , provided a sufficient leading time
Δ𝑡𝑤 needed to take preventive actions against predicted failures.

4.3.2 Failure Model

A failure model defines how components are believed to transition from a healthy state to a faulty state. As
components tend to suffer from increasing aging and usage deterioration, and because many types of compo-
nents suffer from soft failures, component failure states are practically distributed on a spectrum rather than
being a binary (healthy/faulty) state, with healthier components being less prone to failure and performance
deterioration, and old, aged components being more vulnerable and likely to experience failures. However,
the majority of OFP methods tend to simplify this assumption and consider only healthy and faulty as valid
categories of components, and treat the OFP problem as a binary classification task.
Different possibilities exist in terms of how to assign a component to the healthy or faulty class. For the

purpose of constructing online failure prediction methods, a hardware component is considered faulty if it
has been recognized as such by an O&M operator.
This usually means that a corresponding maintenance ticket has been opened, or the device has fallen

out of pre-specified specifications (e.g., error rate or response time higher than a specific threshold). The
observation windows related to a faulty module prior to the failure are labeled as the positive class, while
observation windows of modules that did not fail during operation are labeled as the negative class (healthy).
After defining all the prediction parameters, and therefore assigning each observation window to one of

the two classes, prediction models are evaluated by comparing the assigned class to the prediction class on
test samples. To evaluate online failure predictors, the accuracy, precision, recall, and all the other metrics as
defined in Section 2.3.5 can be used.

4.3.3 Cost Model

OFPmust be justified by the costs involved in deploying a prediction system and the possible consequences of
wrong predictions, against the standard cost of operating repairs traditionally. Such counterfactual analysis
can be performed through the use of a prediction-repair cost model as illustrated below.
Let us consider an OFP scenario where failures are assumed to occur with probability 𝑝 𝑓 𝑎𝑖𝑙 over a pre-

defined time period. An online algorithm produces component failure predictions at constant time steps.
The quality of the predictions is measured by the True Positive Rate (TPR) and FPR metrics. The generation
of predictions requires a monitoring infrastructure able to capture real-time events and symptoms of failing
components, computing resources for executing the algorithm, as well as a dedicated team available to review
failure predictions and replace components (Section 2.2.4). In a typical cloud administration scenario, com-
puting resources are cheaply available and on-call personnel must be available to respond to incidents. The
same applies to the monitoring infrastructure. Therefore, the overhead of these resources can be considered
negligible for the moment. However, an algorithm with high FPR may still prove economically disadvanta-
geous, because it may advise the replacement of healthy components. These unnecessary replacements may
be more costly than the operating costs of handling unmitigated failures. Similarly, in the case of expensive
proactive remediations, an algorithm with low TPR may not detect a sufficient number of replacements to
render the online prediction advantageous. This decision problem can be modeled mathematically using the
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laws of probability. Assuming a replacement cost 𝑐𝑟 and a failure cost 𝑐 𝑓 , the expected cost can be estimated
based on the different prediction-failure combinations. The four possibilities may be modeled by a contin-
gency table, as described in Table 2.1 of Chapter 2. Depending on whether a prediction algorithm is applied,
the following costs apply:

Scenario Prediction Failure Cost with algorithm Cost without algorithm

True Positive + 𝐹 𝐶𝑟 𝐶𝑓

False Positive + ¬𝐹 𝐶𝑟 0
False Negative − 𝐹 𝐶𝑓 𝐶𝑓

True Negative − ¬𝐹 0 0

Table 4.1 Table of action costs depending on scenarios of the contingency table.

The replacement of components is only convenient if it provides a decrease in expected cost. By computing
the expected cost, which depends on failure probability 𝑝 𝑓 𝑎𝑖𝑙 and classifier performance in terms of FPR and
TPR, the following relationship can be obtained (the full proof is provided in Appendix B):

𝑐𝑟 ·
(
1 + (1 − 𝑝 𝑓 𝑎𝑖𝑙 ) · 𝐹𝑃𝑅

𝑝 𝑓 𝑎𝑖𝑙 ·𝑇𝑃𝑅

)
< 𝑐 𝑓 (4.1)

Note that because the multiplication factor of 𝑐𝑟 is positive and greater than 1 (all factors in the left-side
fraction are positive), the relationship implies that 𝑐 𝑓 > 𝑐𝑟 for the classifier to make economic sense, even in
the case of a perfect predictor (𝐹𝑃𝑅 = 0,𝑇𝑃𝑅 = 1), i.e., the proactive remediation action must be cheaper than
the total cost of failure. As costs of service downtime tend to range in the tens or hundreds of thousands
of US dollars per hour [318, 319], and proactive repair costs are in the units to hundreds of US dollars, this
assumption is typically satisfied.

4.4 Hardware Reliability

This section discusses the reliability and failures of the hardware layer, as introduced in Section 4.1.

4.4.1 Impact of Hardware Failures in Large-scale Computing

Hardware failures are common in large-scale computing infrastructures, and they are one of the most im-
pacting factors contributing to failures and consequent service degradation, resulting in increased operational
costs for both operators and end users [11, 320, 321]. 82% of server failures are due to hardware faults [11],
therefore causing the large majority of observable failures in the cloud infrastructure layer.

It is estimated that 8% of servers are expected to encounter at least one hardware error per year of oper-
ation [11]; the machines affected by errors are more likely to require more than one repair per year (with an
average of two repairs), showing successive correlation patterns between failures. Moreover, hardware faults
tend to occur more frequently and require longer mitigation times [322]. Hardware faults tend to cause fail-
ures with lower lead times (up to 100x) compared to software faults [313], that consequently require a faster
response. The problem is further aggravated by the fact that failure rates tend to be higher in real-world
environments, compared to the ones reported in manufacturer data-sheets [292, 323].
Due to the high number of failures, hardware reparation costs for a 100k-scale datacenter can amount to

millions of dollars. It is therefore crucial from an industrial perspective to investigate which factors influence
the appearance of hardware faults with the end goal of improving design choices and deploying proactive
approaches against failures. In addition, hardware faults affect on cascade both the virtualization and OS,
as well as all overlying layers of the cloud model (including platform and software layers). Therefore, the
reduction in occurrence and impact of hardware faults is fundamental to mitigate the occurrence of failures
in other layers as well.
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Hardware telemetry contains a high quantity of insightful data for diagnostics and prevention. Informa-
tion such as SMART for HDDs, IMC logs for memory components, or DDM of optical transceivers provide
important information for diagnosis and prediction of hardware failures.

4.4.2 Failing Hardware Components

A frequent measure to estimate component reliability is the Annualized Failure Rate (AFR) [324], which
estimates the probability of witnessing a component failure in one year of operation. Table 4.2 summarizes
the average AFRs for typical cloud infrastructure components. While the failure rates for single devices may
be relatively low (varying from 0.13% to 21.9% annually, depending on the component [12, 317]), due to the
law of large numbers and the commercial necessity to deploy commodity components in datacenters, the
hardware fleet represents the most vulnerable aspect of a datacenter from a FM perspective.

Different hardware components exhibit different failure characteristics, in terms of frequency, failure pat-
terns, and co-occurring dynamics [321]. Most hardware components also rely on different data sources. It
is therefore difficult to model all hardware failures using a single well-known distribution. For this reason,
hardware failures are usually handled with approaches that are tailored to the specific component domain.

HDDs are by far the most replaced components inside large cloud computing systems (70–82%) and one of
the dominant reasons for server failure [11,321]. For this reason, most of the scientific interest is concentrated
around hard drive failures [11,288,289,289,290,319,321,323,326,327], and the effectiveness of SMART [288,326]
and other metrics [226, 289] for predicting future failures has been frequently investigated.

However, in recent years the number of failure studies conducted for other components has grown. Investi-
gated components include DRAMmemory chips, which exhibit a soft-failure dynamic that makes their failure
extremely frequent (AFR 8.2%). DRAM failure prediction approaches based on correctable and uncorrectable
errors have been proposed [299, 300, 300, 328, 329]. Other components such as optical transceivers [305–307,
330], SSDs [221], network switches [325], and RAID groups [223] have been analyzed (see Section 4.2.1 for a
complete review).

4.4.3 Hardware Operations and Maintenance

Hardware Monitoring

Most internal server components compute metrics at the firmware or OS level. This information may be
stored in logs (as in the case of DRAMs [296]) or in allocated storage sectors within the same host (as for
hard drives [331] and optical transceivers [332]). Therefore, to store monitoring information in a centralized
diagnostic infrastructure, the local host information must be retrieved periodically via scheduled collection
jobs [117].

Component Estimated AFR (%) Ratio of Total Repairs (%) Failure Types

HDD 1.36–8.6 [11, 288, 289] 70–82 [11, 321] soft, hard
SSD 0.2–1 [221] 0.31 [321] soft, hard
RAID 0.15–0.7 [223] 1.23–6 [11, 321] soft, hard
DIMM 0.22-8.2 [292] 3–5 [11, 321] soft, hard
CPU - 0.04–2.2 [321, 323] hard

Motherboard - 0.57 [321] hard
Optical Transceiver 0.13–1.65 [317] - soft, hard

Switch (Top-of-Rack (ToR), aggregation) 0.5–11.1 [322, 325] - soft, hard
Load Balancer 21.9 [322] - soft, hard

Others - 13.94–18 [11, 321] soft, hard

Table 4.2 Summary table of hardware failure characteristics by component. Italicized values indicate soft failures.
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The observation window, i.e., the time window for which the telemetry data is collected to draw insights
(see Section 4.3.1) varies significantly depending on the components under examination. Memory chips are
observed for minutes to hours, hard drives are typically observed for days or weeks, optical transceivers may
be observed for months [317].
For collecting monitoring data from network devices, an infrastructure based on Simple Networking Man-

agement Protocol (SNMP)may be used [317]. SNMP definesmanaged devices with an associatedManagement
Information Base (MIB) collecting all previously registered data for the corresponding device, in a hierarchi-
cal form. An Object Identifier (OID) is a long numeric sequence that uniquely identify devices in the MIB
hierarchy. OIDs are typically provided by the manufacturer or can be retrieved by querying dedicated OID
repositories. OIDs are then used to retrieve MIB information for the devices of interest, e.g., by using the
snmpwalk command. Retrieved data can be stored for offline data analysis or pipelined to live monitoring
services. The network administrators can use the data stored offline to compare it with manufacturer-defined
normal operating ranges and identify failures and performance degradation.

Hardware Failure Management

As hardware failures constitute an important share of the IT administration burden, several O&M solutions
are in place to handle them.

The typical pipeline to deal with hardware failures comprises a detection stage, where failures are identified
based on the hardware monitoring data; a reporting or alerting stage, where a corresponding alarm is gener-
ated; and a correction stage, where a remediation action is taken. A prediction stage may be added, where the
online observations of hardware are used to predict failures in advance. An OFP system requires observation
and response window to be carefully defined, so that correct preventive actions can be taken effectively (see
Section 4.3).
Lin et al. [117] describe the framework used in Facebook production datacenters for hardware failure man-

agement (shown in Figure 4.3). A tool called MachineChecker runs a periodic set of checks on servers, such as
ping reachability, power status check, SSH access, SMART, etc.. Then, whenever one of the executed checks
fails, a second component FBAR, executes automated remediation routines. FBAR is also responsible for alert-
ing and collecting diagnostic information. If FBAR actions do not solve the issue, the problem is escalated to
an additional repair system. Eventually, unsolved issues are converted into repair tickets handled by human
operators.
One of the challenges of hardware FM is how to handle transient failures. Transient failures may manifest

during period of high workload or network latency, and may resolve independently without any remediation
action being taken. If a component shows signs of failures, it may trigger remediation action which are not
necessary, as the problem may independently resolve later on.
Whether the remediation action is convenient to take depends on the cost and consequences of executing

such action. For example, migrating a VM to preserve the computing state before a server failure is typi-
cally a long and risky process, which may be justified only if there is strong evidence of an imminent fault.
Component replacement may be convenient based on the cost of the component and the respective server
workload. On the other hand, ECC techniques applied in DRAM components are cheap, non-invasive, and do
not constitute a significant overhead, so they might be applied with fewer restrictions.

4.5 Hard Drive Failure Prediction

Hard Disk Drives (HDDs) are the components that are mostly frequently associated with hardware failures
and repairs (see also Section 4.4.2). Servers with a higher number of disks are also more prone to experience
additional faults in a fixed time period [11]. HDD failures frequently result in data loss, service unavailability,
and increased operational costs [289,323]. For this reason, hard drives represent themost investigated target in
both hardware reliability studies [11,288,289,321,323] and hardware failure prediction [289,290,319,326,327].

This section discusses HDD failure prediction, introducing notions such as employed data sources, common
methods, and failure correlation patterns. A series of experiments conducted and lessons learned from HDD
failure prediction are summarized at the end of the section.
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Figure 4.3 The hardware O&M pipeline used in Facebook datacenters [117].

4.5.1 Hard Drive Monitoring Data

The need to understand HDD failures and to construct uniform failure predictors and detectors has led hard-
drive manufacturers to adopt standardized monitoring technologies, such as SMART [331], in their storage
products [129].
SMART is a set of over 50 monitoring attributes [331,333] collected from storage drives, describing physical

and logical variables related to the drive heath [289]. The SMART values are collected continuously and
reported on daily basis. Each SMART attribute is associated with a corresponding integer ID (e.g., 197).
The monitoring information reported originates from sensor instrumentation (e.g., temperature) and internal
firmware (e.g., reallocated sector count). Although SMART is designed to harmonize the convention of disk
monitoring data across vendors, SMARTmetrics are still subject to cross-vendor variability and lock-in, which
makes comparison of prediction models difficult between disks of different manufacturers.
Some SMART attributes were originally left undocumented. SMART attribute interpretation also varies

based on the manufacturer, and the utilized serial data interface, such as SAS, SATA, or NVMe. This com-
plicates the comparison across different disk technologies, such as SSDs, and requires to reason in terms of
effective information computed (e.g., unnormalized latent count sector in last 24 hours) rather than SMART
metric ID (e.g. SMART 5).
Frequently used SMART features may be divided in few categories. Error metrics measure the amount

of soft/transient failures experienced by the hard drive, such as read/seek error rate, pending/uncorrectable
sector count, reallocated sector count. Usagemetrics measure the device aging and wearing due to component
utilization. They include power-on hours, power cycle count, spin-up time, start/stop count, load/unload cycle
count. Other metrics include temperature, spin retry count, seek time performance. For each metric, both the
raw and unnormalized value is typically reported.
Non-SMART metrics used for HDD monitoring include performance data [289], such as disk latency, wait-

ing time, and I/O throughput. Server-level data may also be included (CPU usage, paging, swap, . . . ).
Someworks [289,290] also utilize spatial information, such as position in rack, server, room, and datacenter.

This allows to include the state of neighboring devices, such as other servers or disks, in the failure model.
Information from disk drivers may also be complemented [290].

4.5.2 Methods for Hard Drive Failure Prediction

The majority of HDD failure prediction approaches treat the problem as a binary classification task [290,
319, 331], as described in the OFP framework of Section 4.3.

Most common classification methods include tree-based models [11, 23, 219, 220, 319], SVMs [130, 224],
LSTM- and sequence-based neural networks [219, 225, 289, 290] (such as RNNs and transformers). Papers
frequently apply feature selection techniques, as not all SMART (and other) metrics have the same predictive
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power. Several papers have conducted a feature analysis to select most important SMART metrics [289, 290,
319]. The selection of important features is frequently dependent on manufacturers, as a consequence of
availability of metrics and non-aligned conventions of the metric meaning. Nevertheless, the most frequently
selected metrics include pending/reallocated sector count, load/seek cycle count, temperature, and read error
rate. The total number of used SMART metrics typically varies between 12 and 14 [289, 319]. Predictions
models are evaluated on publicly-available benchmark datasets (such as the Blackbaze dataset [334]).

Typical observation windows of monitoring data vary from 15 to 25 days [290, 319]. The explored failure
prediction windows Δ𝑡𝑝 range from 2 to 30 days in advance to failures, with 10–16 days showing the most
promising results. This allows O&M teams to have sufficient time for replacing components or migrating
workload, while balancing prediction coverage with accuracy. The lead time Δ𝑡𝑙 is typically set to 0.

4.5.3 Conducted Experiments and Results

Previous works have focused on feature selection from SMART metrics, but have not studied the patterns
leading to failures within time-series observations. Moreover, with few notable exceptions [319], the major-
ity of works has been constructed from public HDD benchmarks, which are static collections of disk data
and do not reflect the challenges of training, evaluating and deploying OFP algorithms in real-world cloud
environments.
To this end, several experiments were conducted to study the dynamics of HDD failures inside a large-scale

cloud provider and determine how to effectively evaluate online failure predictors.
SMARTmetrics were collected for a period of 6 months on tens of thousands of SAS disks. Differently from

previous work, SMART time series have been analyzed individually based on their temporal evolution, rather
than on their aggregate value or cross-correlation. The analysis of univariate SMART time series reveals the
progressive state of degradation which HDDs experience, which leads them to encounter increasing quantity
of soft errors before a critical failure occur. These soft failures are manifested as increases of some SMART
metrics, such as the grown defect list and the total number of uncorrected errors in read and verify operations.
This enables the construction of single-metric trend predictors, which analyze the increasing trend of im-

portant metrics in the last 7 days. Trends are evaluated by means of slope features, such as the incremental
ratios between different time-steps within the observation window. These features can be combined to train
ML models, such as RFs. However, a large fraction of failures exhibits sudden failure dynamics, which makes
them difficult to be anticipated with the current method. Therefore, final HDD failure predictors constructed
in this way tend to exhibit high precision (> 90%) but lower recall (40%).
In terms of evaluation, it was observed how the construction of observation and prediction windows plays

a significant role in the prediction accuracy of a predictor. If predictors are used for prediction every day
in a rolling window fashion, they tend to produce more false positives as they spot early signs of degrada-
tion. When the prediction window approaches the actual failure time, the FPR decreases. This motivates the
necessity to develop models able to distinguish early symptoms from terminal failure patterns.
A final finding was related to the importance of sub-labels. Although previous works have defined failures

on the basis of replacement tickets, in practice HDDs exhibit different types of failures which can be inter-
preted using failure ticket descriptions or logs. Failing components with same sub-labels tend to have similar
failure patterns in SMARTmetrics, whichmay prove important to construct effective failure predictors. These
sub-labels may also play an important role in determining the root cause of the component failures. For exam-
ple, some disks experience warning of high I/O usage (close to 100%), which causes them to appear faulty. If
these disks are however accessible and fully functioning, these may indicate a problem in the RAID controller.

4.6 Memory Failure Prediction

This section presents a summary of techniques for online prediction of primary memory failures. Memory
systems are described in terms of architecture and failure modes and the memory failure prediction problem
is introduced. In conclusion, a framework for hierarchical memory failure prediction is summarized [296].
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4.6.1 Memory Systems and Failures

Primary memory is typically implemented as a Dynamic Random Access Memory (DRAM) in Dual In-line
Memory Modules (DIMMs). A typical memory system has a hierarchical architecture (depicted in Figure 4.4),
which comprises a number of Integrated Memory Controllers (IMCs) which enable CPUs to communicate to
DIMM chips via memory channels [296]. Channels may be shared between different DIMMs.

Each DIMM is composed of several ranks, and each rank is a collection of several bi-dimensional arrays
of cells. These 2D arrays may be indexed by row and column, and each cell contains a fixed number of bits
determined by the memory data width.

Primary memory failures account for a significant fraction of hardware-related failures in a datacenter,
accounting for approximately 5% of all fault events (Section 4.4.2), with annualized failure rates of 0.22% [292].

The primal cause of memory failures are bit errors, which cause one or more memory cells to become
unusable because their values are corrupted [296]. Causes of bit errors include strikes of high-energy particles
and cosmic rays, leakage current, etc. A memory bit error occurs when the data delivered by the DIMM does
not match the value expected by the IMC.

Error Correction Code (ECC) schemes provide a mechanism to partially detect and recover from bit errors.
ECC incorporates the use of additional metadata bits to verify the content of memory cells, e.g., by performing
checksums or other verification tests. During runtime, the IMC computes the ECC verification test and if the
computed outcome differs from the value stored in the ECC bit, an error is raised.
Depending on the ECC scheme employed, different memory components may have different detection and

correction capabilities. If a memory error can be detected and corrected, it is called a CE and does not cause
any immediate component failure. If a memory error can be detected but not corrected, it is called an UCE
and it may cause a component failure when the corresponding error cell is accessed by the kernel. In that
case, it is called a critical UCE. Critical UCEs typically lead to service interruption and may trigger high-level
recovery actions, such as VM migration and component replacement. If the system has not consumed the
UCE error and the system is not yet affected, the UCE is defined as a As-Yet-Unconsumed (AYU) UCE. As
AYU UCEs do not cause any visible impact on the system, they are usually not considered failures.
UCEs are not the only causes of failures, as other types of malfunctioning, not related to bit verification,

may occur to the component, e.g., manufacturing defects. Therefore, memory components experience both
soft and hard errors. Soft errors are represented by CE, which can be handled through ECC. Hard memory
errors are present in the form of component faults and UCEs.

4.6.2 Memory Failure Recovery Techniques

To prevent memory errors, several memory recovery mechanisms may be employed in addition to ECC [296].
Sparing consists in the exclusion of a memory region (cell, row/column, or bank) that was previously

affected by a fault. Sparing can be both implemented in the software and hardware. It however requires high
redundancy and computation overload, which may affect system performance.
Component replacement allows to recover an affected host. It affects the runtime of the host and adds

additional economic cost.
VM migration allows to preserve the compute workload by moving OS and software operations from an

affected component to a new host, and prevent service disruption. Migration preserves the workload but not
the hardware functionality, and it requires time and redundancy allocation to be performed.

4.6.3 Memory Failure Prediction

Memory failure prediction is theOFP ofmemory failures, to enable failure recovery strategies above-mentioned.
A variety of metrics and static fields may be applied to this end. Monitoring information useful to predict

memory failures include (from more granular to higher-level) [296]:

• past CEs [298], measured in absolute count in a time interval or as frequency (errors per second);

• micro-level accesses and fault counts [301,302], by hierarchy of memory chip (cell, row/column, bank);
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Figure 4.4 Hierarchical overview of a memory system, from server to bits [296]. Each CPU embeds an IMC, which
communicates to the DIMMs over serial memory channels. DIMMs are hierarchically composed of 1D subunits down
to the bank level, which is a 2D map of memory cells, each containing a fixed quantity of bits (word size, e.g., 16 bits).

• spatial and temporal distribution features of error bits [231, 300], e.g., number of adjacent error bits, or
minimum time interval between two consecutive error bits, aggregate statistics about error bits over
time (minimum, maximum, standard deviation, . . . );

• number of AYU UCEs [296];

• static memory features [301], such as manufacturer, data width, memory frequency and capacity;

• memory-related events from kernel logs [231, 297, 303], typically triggered by system-level handling
mechanisms in the presence of high quantity of CEs (so-called CE storms);

• workload metrics [302], such as CPU/memory utilization, read/write throughput, memory usage, etc.

While low-level features such as CE counts and distribution of error bits are useful for micro-level memory
failure prediction, i.e., prediction of memory failures at the row/column, bank, or chip level, micro-level fail-
ure prediction is not highly actionable as it does not immediately constitute a reliability risk, thanks to the
hardware and OS-level tolerance mechanisms in place.
On the other hand, workloadmetrics provide high-level information about the state of a server or composite

system, but in the past they have not provided statistically relevant results for predicting system-level failures.

4.6.4 Hierarchical Memory Failure Prediction

Different recovery actions operate on different hierarchical planes (bank, chip, server) and thus require failure
prediction at the corresponding level. Previous works have focused on either micro-level prediction [299,301,
302], DIMM prediction [297, 299, 300], or server-level prediction [231, 298, 303]. Integrating all predictions in
a unique framework can therefore provide higher value for O&M operators.
The hierarchical memory failure prediction (HiMFP) [296] integrates micro-level (cell, row/column, back,

chip, rank), DIMM-level and server-level prediction into a unified context.
To predict micro-level failures, threshold-based detection is applied on handcrafted data wire (DQ) fea-

tures [296]. These features are constructed from observation of errors in multiple data wires transmissions
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and may be indication of DQ wire faults or multi-bit error during transmission. Each feature monitors a
specific DQ error pattern and whenever a specific threshold is reached, a micro-level failure is reported.
ML models are used to predict DIMM-level failures, using the features described in Section 4.6.3.
To predict server-level failures, DIMM-level failure prediction probabilities are aggregated using probability

rules, e.g., maximum DIMM failure probability, or at-least-one DIMM failure probability.

4.7 Optical Transceiver Failure Prediction

This section discusses failure prediction applied to optical transceiver modules, one of the key components
in modern datacenter infrastructures. The findings here discussed include the results of a large-scale relia-
bility study conducted on optical transceivers [317], which studies the failure dynamics of these components
(Section 4.7.4) and introduced some failure prediction algorithms, as well as other neural-based approaches
later discussed (Section 4.7.5).

4.7.1 Introduction

Optical transceivers are essential components of the datacenter infrastructure, as they are responsible for
connecting the optical and electronic network infrastructure by converting electrical signals into light, and
vice-versa [317]. Because of their compact size and relatively low failure rates, they have been frequently
overlooked by previous reliability studies. However, a large quantity of transceivers is necessary to run a
datacenter infrastructure and their vital function renders the study of their failures fundamental for network
administrators.
DRAM and hard drive failures, discussed in the previous sections, tend to have a localized impact, which

only affect the interested host. A faulty optical transceiver, on the other hand, can cause widespread network
disruption, which has severe consequences for service quality and can affect a large number of hosts simul-
taneously. If a transceiver fails, it can compromise the reachability to the switch to which it is connected,
and cause unreachability or performance degradation to other devices on a cascading effect. This further
prioritizes the necessity to evaluate the reliability of these components, as well as the possible anticipation of
transceiver failures to minimize the impact of their failures.
Several anomaly detection [304, 308] and online failure prediction algorithms for optical transceivers have

been proposed [305–307, 335]. However, only a few studies have analyzed optical field data in detail [305,
307, 335] and very few small-scale studies have analyzed their failure modes [304, 305], while the majority of
large-scale reliability studies have concentrated on other components [292,321,323]. Moreover, the insufficient
quantity of open transceiver data has limited the development and comparison of statistical models for the
prediction and detection of failures. In addition, all previous works related to optical failure analysis have
concentrated on the analysis of the physical variables of transceivers (such as temperature, current, etc.). No
previous work has investigated the association of OS-level metrics, such as throughput or error rate, with the
appearance of failures, as previously done for other components [289, 302].
In a reliability study previously conducted [317], a large quantity of monitoring information from op-

tical infrastructures in datacenters was leveraged to conduct an in-depth comprehensive study on optical
transceiver failures. This section reports the findings related to this previous study. Such findings have been
complemented with additional information on how to effectively operate and evaluate optical transceiver
failure prediction in real-world production environments.

Contributions

The contributions [317] to the optical transceiver failure prediction problem can be summarized as follows:

• the analysis of transceiver failures (Section 4.7.4), estimating the AFR for optical transceivers in the
wild, by monitoring the operational status of over 130 optical datacenter networks for a period of 15
months;
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• the discovery and description of optical failure characteristics, in the form correlations, patterns and
operating intervals for failures (Section 4.7.4), by associating commonly monitored attributes with the
appearance of failures;

• the development of online failure prediction algorithms (Section 4.7.5), based on the application of the
statistical insights derived from the previous analytical study.

The next sections present a summary of this study, describing its methodology and results, the main con-
clusions, and the proposed approach for optical transceiver failure prediction, based on the statistical insights
drawn from the study observations.

4.7.2 Optical Transceivers, Networks, and Failures

Optical Transceivers

Optical transceivers (or optical modules) are low-voltage devices that convert electrical data signals into opti-
cal signals and vice-versa [317]. These signals are transmitted over the optical fiber by means of wavelength-
specific lasers.
An optical transceiver can operate one (single-mode fiber) or more data streams (multi-mode fibers). Each

data stream is converted to a signal with a unique wavelength, meaning that it is effectively a unique light
color (e.g., 850 nm, 1310 nm or 1550 nm). Therefore, the functionality and performance of optical transceivers
is deeply reliant on the correct working of the laser.
Optical transceivers adopt various form factors as defined by multi-source agreements. Common standards

include Gigabit Interface Converter (GBIC) [336], SFP [337] and its extensions, such as SFP+, Quad SFP (QSFP),
Octal SFP (OSFP) [338]. SFP-related standards correspond to the dominant form factors in the market [339,
340]. They are compact network modules that can be inserted in the SFP slot interfaces present in modern
optical switches and routers. Compared to fixed interfaces, SFP interfaces provide more flexibility in terms
of choice of transceiver and input transmission medium (copper or fiber). All SFP modules are backward-
compatible with predecessor form factors, either out-of-the-box or by means of low-cost adapters.

Optical Networks

As described in Section 2.1.2, modern datacenters implement broadband connectivity using optical fiber links
to increase bandwidth and throughput. These optical links connect a hierarchy of ToR, aggregation and
spine switches to form a tree-like topology (see also Figure 2.1 in Section 2.1.2). Although the physical links
are realized by means of optical fiber, these point-to-point interconnects still require electronic switches to
implement connectivity across racks, clusters, and the outside world. Light signals traveling in fiber links
must be converted to electronic signals for the switch to process it, and back to optical signals for the next
hop. These conversions are performed by optical transceivers, low-power devices acting as gateways between
electronic communication and optical fiber.
An emerging alternative in datacenter networking is all-optical interconnects [317, 338, 341]. Differently

from point-to-point connections requiring transceivers at the fiber ends, all-optical interconnects allow to im-
plement network switching directly at the physical layer, reducing latency and power consumption while in-
creasing bandwidth [338]. However, the adoption of optical interconnects is slowed down by high investment
costs and limited buffering capabilities, resulting in hybrid architectures using both optically-switched and
electronically-switched interconnects [330, 341]. Moreover, even in the presence of fully-realized, all-optical
core infrastructure, devices at the edge of the optical network, such as servers or ToR switches, operate on
electronic signals and thus require optical transceivers for each incoming and outgoing link.
Therefore, the necessity of optical transceivers to enable electronic packet switching in datacenters remain

high, and the increase in demand of cloud computing services drives to expand their application volume [340].
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Optical Transceiver Failures

As all hardware components, optical transceivers are subject to the appearance of failures, which cause the
device to malfunction or perform undesired behavior. In this analysis, two types of optical transceiver failures
are defined:

• Soft failures (or transient failures) occur when the optical module temporarily experiences a temporary
degradation of performance, before going back to its fully operational state. This can be due to tempo-
rary factors [335], such as increased workload over a short period of time, but it may also be symptom
of component aging and wear;

• Hard failures (or faults) occur when the optical module stops working permanently and must be re-
placed. These failures are mostly caused by internal component malfunction, especially the laser [309,
335], but can also be caused by dust or fingerprint contamination [304, 342], as well as Electrostatic
Discharge (ESD) due to poor grounding or dry environment [342]. The normal process of aging deteri-
oration of the module components also contributes to the insurgence of these faults.

Cyclic Redundancy Check (CRC) identifies accidental errors occurring during transmission [343]. Trans-
mitted data incorporates check values that are used to verify the integrity of the information. When the
interface is disrupted or interrupted, the number of packets with CRC errors increases. Therefore, the degra-
dation of performance is measured using error rate, expressed in CRC packets per second (pps). In normal
conditions, an optical transceiver module displays an error rate of zero. While small, sudden spikes in error
rate may indicate a soft failure, high persistent error rates are characteristic of hard failures. Hard failures are
also empirically associated with high error rates, as the network interface displays high level of error rates
before the final breakdown.

4.7.3 Optical Infrastructure and Data Sources

This section describes how large-scale infrastructures composed of optical transceivers can be monitored and
how the data sources employed in the study [317], namely the DDM information stored in transceivermodules
and additional network metrics from the operating system level (OS-level metrics), may be collected.

Digital Diagnostic Monitoring (DDM)

Most modern optical transceivers implement some standard monitoring capabilities internally. The multi-
source agreement SFF-8472 [332] defines an enhanced DDM interface for SFPs, also known as Digital Optical
Monitoring (DOM) interface. This interface allows to access real-time device operating information, such
as temperature, optical input/output power, and voltage. Such real-time information is accessible via a se-
rial interface at specified addresses in the Electrically Erasable Programmable Read-only Memory (EEPROM)
memory of the device.
The DDM specifications also include a system of alarm and warning flags to alert the host system when

particular operating parameters are outside normal operating ranges. For example, if the temperature of an
optical transceiver is outside factory-defined operating range, the flag bit associated with temperature will
be set in the memory map of the device, then the platform supervision system can check if the interface is
working correctly by polling the status registers [332].
After the DDM memory-mapped information is stored in the internal EEPROM of transceivers in compli-

ance with SFF-8472, it can be accessed over the network via the application-layer SNMP protocol (see also
Section 4.4.3). The DDM interface of SFP modules stores samples of five dynamic fields defined in the stan-
dard [332]:

• voltage, the internally measured supply voltage of the module (expressed in volts);

• bias current, the electric current (expressed in mA) that is fed into the laser diode to keep it in the
operational state. Older and less efficient lasers require more bias current to operate, therefore this
physical quantity carries information about the deterioration state of the module transmission laser;



4 Infrastructure-level Proactive Failure Management

66

• temperature, as internally measured and expressed in degrees Celsius (℃);

• receiving/transmitting (Rx/Tx) optical power, expressed in dBm;

The DDM also stores static transceiver data, i.e., metadata information of the module that does not change
over time. These fields, although they do not provide real-time information about the physical state of the
system, allow to understand better the operating characteristic of the transceiver, e.g., what is the expected
transmission distance at design, the number of operational channels, the transmission medium. This infor-
mation can, therefore, provide potential insights into the failure characteristic of some transceiver groups.
Static fields stored in the DDM include:

• wavelength, nominal transmitter output wavelength (expressed in nm);

• distance, the transmission distance (in km). If more than one transmission mode is allowed, all corre-
sponding distances are collected.

• interface name (e.g.“GigabitEthernet4/0/1”). The first half of the name allows to extract the interface
type, while the second half allows to estimate the total number of interfaces of the host.

• module type, the form factor of the transceiver, e.g., “SFP” or “SFP+”;

OS-level Metric Data

Opticalmonitoring informationmay also be combinedwith other sources of diagnostic information describing
the state of the network, e.g., latency, network throughput or transmission error rate. These metrics are
collected at the OS level inside the corresponding network device. The association of optical monitoring data
to device data can be achieved by associating network interfaces and device IP addresses.

The following OS-level metrics are considered:

• Error Rate (ER), count of CRC errors [343] measured per unit of time (expressed in packets per second,
pps);

• packet loss, count of lost transmitted packets per unit of time (expressed in pps). Lost packets include
all packets that were deliberately not re-transmitted by the interface, for reasons different from CRC
errors, e.g., freeing up buffer space;

• interface Rx/Tx throughput rates, expressed in bits per second (bps) and log10-scaled;

4.7.4 Transceiver Reliability Study

Here are presented the results of the reliability study of optical transceivers [317]. The experiments were
conducted using the monitoring data above described, gathered from the optical diagnostic infrastructure
and OSs-level tooling of servers. The conclusions drawn are summarized at the end of the section. The
experiments conducted and here summarized include a failure rate analysis, a time-series correlation analysis,
a study of operating ranges of healthy/faulty components, an analysis of frequent failure patterns and attribute
importance for failure prediction.

Dataset and Statistics

For the failure rate analysis, 3.5 million modules deployed in 131 regions were monitored over a period of 15
months from July 2021 to October 2022. The total number of device tracked hours amounts to 4.05 million
device years. Modules were tracked with their corresponding error rate to check if they had failed. This
large-scale dataset is used exclusively to collect insights about baseline failure rate of optical transceivers
(Section 4.7.4).

For all other analyses performed, a second dataset (metrics dataset) is collected, consisting of the complete
set of data sources (DDM and OS metrics) described in Section 4.7.3. This second dataset is the formed by
joining three separate data collections:
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(a) Bias Current (mA) (b) Voltage (V) (c) Temperature (℃) (d) Error Rate (pps)

(e) Rx Power (dBm) (f) Tx Power (dBm) (g) Rx Throughput (bps) (h) Tx Throughput (bps)

Figure 4.5 Empirical Probability (PDF, as line) and Cumulative (CDF, as histogram) Density Functions for DDM and
OS metrics estimated from the collected dataset [317]. Voltage, temperature, and Tx/Rx power follow Gaussian-like
distributions, while bias current exhibits a superposition of two Gaussian modes, likely as a result of the deployment
of transceivers in separate time windows. Error Rate displays an extremely fast-decaying distribution, while Rx/Tx
throughput distributions decay slowly after peaking at intermediate values.

• Collection 1 of datacenter A consists of 18151 optical modules attached to 223 network switches. The
data is collected for the observation period of 1st-31st January 2022.

• Collection 2 of datacenter B consists of 3042 optical modules attached to 38 network switches. The data
is collected for the observation period of 1st-31st January 2022.

• Collection 3 consists of historical records of 128 faulty modules for a time span between 30 and 45
days before failure, collected from several regions over the course of 2021. To compensate for the class
imbalance, it also contains additional healthy modules from the same observation period. 642 modules
are observed in total for this collection.

All three dataset collections record optical DDM information (both static and dynamic attributes) and OS
metrics at 5-minute resolution, for a minimum consecutive period of 31 days. Figure 4.5 shows the value
distributions of the dynamic attributes collected from DDM and the OS. The Probability Density Function
(PDF) for different attributes is estimated using Kernel Density Estimation (KDE) (See also Section 2.3.3).

Failure Rate Analysis

Based on the above-mentioned large-scale module dataset, the average failure rate of optical transceiver
modules can be estimated. As for other components described in Section 4.4.2, the AFR is used as measure of
failure probability. Given 𝑁 network interfaces, where transceiver information is monitored for observation
windows [𝑊1,𝑊2, . . . ,𝑊𝑖 , . . . ,𝑊𝑛], AFR is defined as:

AFR =

∑𝑁
𝑖 # component failures in𝑊𝑖∑𝑁

𝑖 |𝑊𝑖 |
, (4.2)

where |𝑊𝑖 | is the length of observation window in years. Each interface can experience more than one
failure if a transceiver fails during the observation window and it is replaced, or if it experiences soft fail-
ures that allow to continue operating. The total observation time at the denominator amounts to 1.5 billion
component-days. For the total number of failures in observation windows𝑊𝑖 , different degrees of failure
severity are tracked, based on the expertise of network administrators. For hard failures, a failure is estab-
lished if the average ER value exceeds 5 pps in the predefined sampling window of 5 minutes. Similarly, soft
failures are monitored based on the following error rate thresholds (in pps): 1, 0.1, and 0.01.
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Figure 4.6 Results of Failure Rate Analysis of optical transceivers [317]. On the left, historical AFR values for the
observation period by error severity, on the right the relative increase in AFR in relation to DDM attributes.

Figure 4.6a shows the historical variation of AFR over the monitoring period, by different failure severity.
Table 4.3 provides overall statistics of observed failures, and estimated Mean Time Between Failures (MTBF)
and average lifespan of modules.
For hard failures (ER > 5), an AFR of 0.1341% is estimated based on 4809 observed failures in optical modules.

That corresponds to an average MTBF of 6.537 million hours, or 746 years of average lifespan. This value is
comparable in scale to the most accurate failure rate estimates for DIMM chips (0.22%) [292] and significantly
lower than AFR of hard drives (1.7–8.6%) [288].
For soft failures, the values increase proportionally to the detection threshold, reaching an absolute max-

imum of 1.64% AFR for ER > 0.01, i.e., at least 1.64% of optical transceivers experience at least once a small
amount of CRC errors annually. The frequency of soft failures with respect to hard failure rate (12.22x) is
significant when compared to the soft failure rate of other components. For example, hard drives experience
latent sector errors, a type of soft failure, with a rate of 3.45% [327], only 1–2x times the rate of complete HDD
faults. DIMMs experience soft errors with an AFR of 8%, or 36x times more their “hard” failure rate [294].
This indicates that optical transceivers are more similar to DIMMs in terms of failure characteristics, as they
experience frequent soft failures. Moreover, in both DIMMs and optical transceivers, past and future failures
are strongly correlated. Failure rates for intermediate thresholds are progressively increasing (0.1726% for
ER > 1, 0.4535% for ER > 0.1) with a significant overlap (77.69%) between ER > 1 failures and ER > 5 failures,
indicating saturation over high values of ER.

ER threshold (pps) # failures AFR MTBF, hours average life, years
5 4809 0.1341% 6.537 · 106 746
1 6190 0.1726% 5.079 · 106 579
0.1 16263 0.4535% 1.933 · 106 221
0.01 59041 1.6463% 5.325 · 105 61

Table 4.3 Number of observed failures and AFR estimates reported in the reliability study [317] for different ER thresh-
olds, with corresponding MTBF and average component life.
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In addition, the relative increase of AFR was measured as a function of prior DDM attribute values. For this
analysis, reported in Figure 4.6b, the mean value of dynamic DDM attributes in the full observation window is
considered. Modules with anomalous high mean values (> 80th percentile) of bias current, temperature, and
Rx/Tx power experience increasing risk of failing up to 8.46x times, measured by the increase in AFR (y-axis).
Similarly, low values (< 20th percentile) of all metrics, except bias current, correlate with future failure to a
lower extent, with voltage being the attribute with the highest failure increase for low mean values (3x).

Time-series correlation

The correlation of DDM time-series signals over time was analyzed, with the objective of analyzing the
possible temporal dependencies between the different monitored metrics. The concept of cross-correlation
of time series, here borrowed from signal theory, was developed for the purpose of analyzing correlations of
value observation as a function of lag (or distance in time) between samples. Cross-correlation of two discrete,
real-valued time series is defined as

(𝑓 ★𝑔) [𝑛] :=
+∞∑︁

𝑚=−∞
𝑓 [𝑚 − 𝑛]𝑔[𝑚] (4.3)

where 𝑛 is the lag between 𝑓 and 𝑔. The larger the value of (𝑓 ★𝑔) [𝑛], the stronger the correlation of the
two signals relatively shifted by 𝑛 time steps. When 𝑓 = 𝑔, the cross-correlation is defined as autocorrelation.
To measure cross-correlation in the optical transceiver scenario, the module time series were normalized

using min-max normalization, based on the aggregate statistics collected at the dataset level. Then, cross-
correlation was measured for pairs of different DDM dynamic attributes for each module separately, and
summed partial results across different modules to match lags, then the obtained result was linearly scaled so
that the central value (𝑛 = 0) has value 1.
Figure 4.7 depicts the autocorrelation of error rate, compared to the autocorrelation of some baseline signals,

namely random white noise (black) and unit ramp signals, growing linearly from 0 to 1 at different rates. For
lag 𝑛 < −1 days, the autocorrelation is positive and increasing at a rate comparable to the autocorrelation
of a 50-day unit ramp. This entails that from the first appearance of CRC errors, new CRC events tend
to repeat with higher magnitude. For 𝑛 → 0− , in particular for lags below 24 hours, the autocorrelation
grows significantly faster, indicating higher correlation of CRC events to re-occur within a short time frame.
This indicates that the probability of observing CRC events is higher within 24 hours from the first error
rate manifestation. Because autocorrelation is proportional to the magnitude of signals, this may not only
indicate an increase in overall occurrence, but also an increase in quantity of CRC errors when approaching
high-error-rate contexts. Overall, the analysis suggests that:

• modules that experience positive error rate tend to experience it again, and more often at short time
distances from the first CRC error event;

• modules experience increasing quantity of error rate before failing.

Operating Ranges of Healthy and Faulty Modules

An analysis of the operating values for the dynamic attributes was performed, to understand if specific value
intervals are associated with failures [317]. For each of the 8 dynamic attributes monitored, the value distri-
bution is monitored across healthy and soon-to-fail modules.

Table 4.4 reports the 5th-to-95th percentile ranges for aggregate statistics of optical data, measured sepa-
rately for healthy and faulty modules. Table 4.4(a) reports the distribution of mean values over the module
observation window, while Table 4.4(b) reports the observed standard deviation, used as a measure of value
variability over time.
For dynamic monitoring attributes, bias current operating range is considerably larger in faulty modules

(6 − 84.20 mA) compared to healthy modules (5 − 38.71 mA). Bias current time variation is on average +52%
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Figure 4.7Normalized mean autocorrelation of ER signals in optical transceivers [317], compared to the autocorrelation
of a white noise signal and unit ramp signals reaching peak value at different rates.

higher in faulty modules (0.5342 mA) compared to healthy ones (0.3508 mA). This indicates that high bias
current values may be indicative of future failure, because they are only observed in soon-to-fail modules.
Voltage values are very stable with low standard deviations in both scenarios (high 4.978 · 10−3 V and

5.495 · 10−3 V, respectively), with slightly smaller values observed in faulty modules (low −0.5%, high −1.2%).
This indicates that voltage carries low to insignificant predictive power for optical failures.
In regard to temperature, a larger range of values is observed in faulty modules (22.49−49.16 ℃), compared

to healthy modules (23.97 − 45.97℃). Inter-module temperature variability is also higher in faulty modules
(1.516℃, +75%).
In terms of power, 95% quantiles of Rx and Tx power are considerably larger in faulty modules (7.213

dBm vs. 1.575 dBm for Tx power, and 7.185 dBm vs. 1.575 dBm for Rx power), and the same applies for 5%
quantiles to a smaller extent (−3.366 dBm vs. −2.889 dBm for Tx power, −12.27 dBm vs. −4.133 dBm for

(a) Mean

Attribute Healthy Faulty

low high low high

D
D
M

M
et
ric

s
Bias Current 5.000 38.71 6.000 84.20

Voltage 3.260 3.380 3.245 3.341
Temperature 23.97 45.97 22.49 49.16
Rx Power -4.133 1.969 -12.27 7.185
Tx Power -2.889 1.575 -3.366 7.213

O
S
M
et
ric

s
Error Rate 0.0000 0.0000 0.000 0.1325
Packet Loss 0.0000 9.900e-5 0.000 0.0000

Rx Throughput 1.456 8.569 2.206 9.680
Tx Throughput 2.978 8.581 2.425 9.850

(b) Standard Deviation

Attribute Healthy Faulty

low high low high

Bias Current 0.0000 0.3508 0.0000 0.5342
Voltage 0.0000 4.878e-3 0.0000 5.495e-3

Temperature 0.1695 0.8674 0.0491 1.516
Rx Power 0.0074 0.0577 0.0047 0.3832
Tx Power 1.060e-4 0.03714 2.071e-3 0.05754
Error Rate 0.0000 0.0000 0.0000 0.7357
Packet Loss 0.0000 0.04425 0.0000 0.0000

Rx Throughput 9.992e-4 0.6122 0.01811 1.159
Tx Throughput 2.780e-3 0.6522 0.02613 1.287

Table 4.4 Typical value range (5th-95th percentile) for optical module aggregate statistics (mean and standard devia-
tion) [317].
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Figure 4.8 Typical value ranges for a selection of aggregate metrics [317], by class of optical modules (faulty in red,
healthy in green). Samples belonging to the samemodule are aggregated usingmin, max, average and standard deviation
functions over the time axis. For each metric, the red and green bars represent the mean value, while the brackets
represent the 5th and 95th percentile, all computed over the two module populations. Only the aggregate metrics with
the largest inter-class differences are shown.

Rx). This indicates how soon-to-fail modules are more likely exhibit anomalous Tx-Rx power characteristics
compared to modules that will not fail.

With respect to OS-level metrics, any positive error rate value is outside of normal operating range for
healthy devices (0.00 pps), while error rate ranges up to 0.1325 in faulty ones. Therefore, any observation of
non-zero error rates may indicate future failure. Negligible, positive packet loss is only observed in healthy
modules (up to 9.90e-5 pps). In terms of interface throughput rates, healthy modules typically exhibit lower
throughput rates compared to soon-to-fail modules. Throughput rate standard deviations are one order of
magnitude lower in healthy modules.

Failure Patterns

The frequent patterns behind the appearance of optical transceiver failures have also been subject to study.
In this experiment, the likelihood of failures in co-appearance with different metric patterns was studied.

For this discussion, a pattern is any valid Boolean test on attribute values that is satisfied in at least onemodule
(see also Section 2.3.3). One example of such patterns may be BiasCurrent_HIGH, where HIGH indicates
that the mean bias current value for such instance is higher than predefined normality threshold (e.g., 95th
percentile). Given a specific pattern 𝑋 observed in faulty modules, the lift [88] of such pattern is measured as
described in Section 2.3.3.
Patterns to monitor are constructed based on the following criteria:

• HIGH values (e.g., BiasCurrent_HIGH), to indicate a mean value > 95th percentile in the observation
window.

• LOW values (e.g., voltage_LOW) to indicate a mean value < 5th percentile in the observation window.

• HIGH_VARIANCE (e.g., TxPower_HIGH_VARIANCE) to indicate a variance > 95th percentile in the
observation window.

For reference, 5th and 95th percentile values are reported in Table 4.4 and as confidence intervals in Fig-
ure 4.8. Figure 4.9 lists all the positive-lift associations discovered between the observation window aggregate



4 Infrastructure-level Proactive Failure Management

72

0 1 2 3 4 5 6 7 8 9 10

ErrorRate_HIGH
Temperature_HIGH_VARIANCE
BiasCurrent_HIGH_VARIANCE

RxPower_HIGH_VARIANCE
TxThroughput_HIGH_VARIANCE
RxThroughput_HIGH_VARIANCE

BiasCurrent_HIGH
Temperature_HIGH
RxThroughput_HIGH
TxThroughput_HIGH

TxPower_HIGH
ErrorRate_HIGH_VARIANCE

Voltage_LOW
Voltage_HIGH_VARIANCE

RxPower_LOW
RxPower_HIGH

TxPower_HIGH_VARIANCE
TxPower_LOW

Temperature_LOW
Voltage_HIGH

PacketLoss_HIGH
PacketLoss_HIGH_VARIANCE

9.13
7.29

6.71
6.53

6.42
6.3
6.24

6.01
5.73
5.7

5.42
5.41

4.81
4.63

4.49
3.67

3.28
3.1

2.76
2.38

1.28
1.27

Figure 4.9 Lift [88] of explored DDM and OS metric value patterns [317]. Higher lift indicates stronger association to
future failures. Lift equal to 1 indicates variable independence.

data and future failure, by decreasing lift values. The pattern with the highest lift is high error rate, which
increases failure probability 9.13 times. In general, high variability in the measured metrics increases the
chances of observing failures, ranging from 1.27x for packet loss, up to 7.29x for temperature. Regarding
voltage, the increase in failure probability (4.63x) is consistent with what was observed by [309] for voltage
variability before failure. High values of bias current correlate with future failures (6.71x). This is consistent
with theworking principles of SFPs, withmanufacturer specifications and previous research studies [306,344].
Similar considerations apply to temperature (6.01x) and Rx/Tx throughput (5.73x and 5.7x, respectively). Ac-
cording to this analysis, both high and low voltages increase chances of failure, although low voltage has a
larger impact (4.81x vs. 2.38), as also highlighted in the AFR differential study. Anomalous values of Rx/Tx
power also impact failure probability, with lifts ranging from 5.42x to 3.1x. Packet loss-related patterns exhibit
significantly lower lifts compared to the other metrics, indicating lower to no influence in the occurrence of
transceiver failures.

Attribute Feature Importance

In conclusion, the importance of different monitoring attributes is evaluated using feature selection tech-
niques. Feature importance is measured using two techniques: Mutual Information (MI) and Logistic Regres-
sion (LR) coefficients.
For the MI experiment, the class label (1=failure, 0=healthy) is treated as a target discrete variable to cor-

relate with input continuous features.
For the LR experiment, a LR classifier is trained using the class labels and the learned weights 𝑤 for each

feature are analyzed. In both cases, a higher factor indicates stronger predictive power towards failures.
Figure 4.10 reports the results of the two experiments. ER is the prevailing feature in both analyses, ap-

pearing in the highest rank in terms of mean and standard deviation. Other important features selected are
bias current, temperature, Rx throughput and Rx power. These experiments also show that packet loss does
not show any significant impact for failure class correlation.

Result Summary

All the empirical observations discussed in the reliability study [38] and described in this section are here
summarized.

• Failure rate of optical transceivers (0.13–1.65%) is lower than other hardware components, such as HDDs
(1.7–8.6%) [288] or DRAMs (0.22%) [292], however, the failure characteristics of optical transceivers is
still prone to determine performance degradation because of the high presence of soft failures;
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Figure 4.10 Attribute feature importance for several optical DDM and OS aggregate metrics [317], measured using (a)
Mutual Information and (b) Logistic Regression weights.

• Error Rate is the strongest indicator of future failure. It was observed how non-zero error rate is observed
exclusively in soon-to-fail modules, and high values of error rate show the strongest statistical associa-
tion with future failures. Moreover, in the time cross-correlation study, it was observed how error rate
auto-correlates with itself, showing a predisposition to re-occur after previous encounters. Error rate
features are also the highest scoring features in the feature importance analysis.

• High values of bias current increase the probability of future failure. AFR increases 8.36 times in the
presence of high bias current values, and bias current patterns are 6.24 times more frequent in faulty
modules compared to healthymodules. It was also observed how 90% operating range of faulty modules
covers much larger values of high bias current (< 84.20mA) compared to the same operating range for
healthy modules (< 38.41 mA). This indicates that observing values higher than this second threshold,
may predict for an imminent failure.

• Higher-than-usual variability (95th percentile and above) in all 5 dynamic DDM attributes, as well as
error rate, indicates a higher probability of future failure. This has been observed for error rate, Rx/Tx
throughput, Rx power, temperature and bias current in both typical healthy/faulty range analysis and
failure pattern analysis.

• Anomalous high and low values of Rx and Tx power are correlated with an increase in failure probability.
This has been observed in the AFR study and in the operating healthy/faulty range analysis and failure
pattern analysis.

• Low voltage values are correlated with an increase in failure probability. This is observed in the AFR
study (3x) and in the failure pattern study (4.81x).

• Packet loss does not show any correlation with optical transceiver failures.

4.7.5 Optical Transceiver Failure Prediction

Using the statistical insights describe above, OFPmodels can be constructed to estimate the presence of future
transceiver failures.
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Figure 4.11 Example of OFP in optical transceivers using the ER trend predictor [317]. The blue line represents the
error rate measured in a soon-to-fail module. The red line indicates the detection threshold for an upcoming failure.

For model evaluation, the temporal model described in Section 4.3.1 is used. The predictor lead time Δ𝑡𝑙

is set to 1 day, the prediction window size Δ𝑡𝑝 to 7 days, and the observation size Δ𝑡𝑤 to 31 days. These time
windows are consistent with the O&M requirements imposed to monitor and operate on faulty transceivers.
For the purpose of the failure prediction study, an optical module is considered faulty if it has experienced

any of the two types of failure described in Section 4.7.2. Consequently, the observation windows related to
a faulty module prior to the failure are labeled as the positive class, while observation windows of modules
that did not fail during operation are labeled as the negative class (healthy). Same applies for faulty modules
before sufficiently in advance with respect to their failure period.
After defining all the prediction parameters, and therefore assigning each observation window to one of

the two classes, prediction models are evaluated by comparing the assigned class to the prediction class on
test samples. To evaluate failure predictors, the metrics defined earlier in Section 2.3.5 (accuracy, precision,
recall, and F1-score) are used.

Classical ML predictors

In the reliability study [317], different classical ML algorithms, including random forest, XGBoost and logistic
regression were tested on the module dataset described above (Section 4.7.4). These classification algorithms
were selected because of their high interpretability and performance, in addition to their ability to model
complex variable interdependencies. For these models, the aggregate functions discussed in Section 4.7.4 are
applied to all dynamic DDM and OS attributes, to reduce each module observation window to a set of scalar
features. The addition of static categorical attributes (wavelength, distance, etc.) did not show any additional
benefit in the experiments, therefore they are discarded for this experiment.
In addition, a threshold-based online trend detector is proposed, for fast prediction of error rate degradation

failures. This model computes the 24h rolling window of the error rate, and then extracts the rate of increase
of this time series. If the slope reaches a predefined threshold (in these experiments, 0.15), the module is
expected to fail soon. For this model, only the ER time-series observation is used without applying any
reduction function. An example of error rate trend prediction is shown in Figure 4.11.
The module dataset used for studying metric failure patterns is split into train and test sets (80–20% split),

the ML models are trained on the training set, and evaluated on the test set. After discarding modules with
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Model Module test dataset (30/1776 faulty)

Accuracy (%) Precision (%) Recall (%) F1 (%)

Random Forest 99.4 88.9 47.1 61.5
XGBoost 99.3 91.7 50.0 64.7

Logistic Regression 99.1 72.8 36.4 48.5
ERTrendEstimator 99.6 95.7 21.2 34.6

Table 4.5 Test set evaluation results for different classical ML models for the OFP task [317].

invalid or missing data and after the train-test split, a final test dataset of 1776 modules (30 positive samples)
is obtained.
Table 4.5 reports the results of the test set evaluation procedure. The tested classifiers achieve precision

values ranging from 72.8% to 91.7%, indicating high specificity of the monitored data for the prediction task.
The achieved recalls range between 21.2% and 36.4%. This indicates how the monitoring information con-
sidered is not sufficient to predict all failures, but can be used to effectively predict a significant fraction of
failures.

Deep Learning Predictors

The possibility to apply neural networks for optical transceiver failure prediction has also been investigated.
RNNs are a natural candidate for time-series analysis problems, as they allow to operate on sequences of

variable length and model the long-term dependencies between different time step observations. To this end,
a recurrent neural network based on LSTM cells was implemented and evaluated.

Figure 4.12 depicts the neural network architecture employed. Both static and dynamic attributes from
the module optical dataset are used, although only the attributes that have proven to have diagnostic values
for transceiver failure prediction are given as input. The 8 dynamic attributes (DDM + OS) are min-max
normalized and are concatenated to construct a multivariate time series, which is processed sequentially by
the LSTM layer. The static attributes are one-hot encoded and fed directly into the fully-connected layer in
addition to the LSTM output. This allows to process both sequential and static information without repeating
the module metadata in each sample. The final output of the network is a binary class prediction (1=faulty,
0=healthy).

The network is trained in a supervised learning setting using a weighted binary cross-entropy loss func-
tion. The class weights of the loss function are determined based on the inverse frequency of the classes. This
ensures that the positive class (faulty), which represents a minority of samples, is also learned during training
in order to recognize the failure patterns. The network also incorporates ridge (L2) regularization via weight
decay, dropout, and early stopping based on minimum validation loss.
Two main experiments are performed to evaluate the validity of the deep neural network approach: a

comparison analysis with rule-based approaches, and an analysis of prediction window lengths, to estimate
the effective warning time for failures.

For these experiments, the dataset resulting from Collection 2 and 3 (see Section 4.7.4) was used as training
set, amounting to a total of 3684modules (128 faulty). A new test set, composed of 838 newmodules (14 faulty),
is collected from datacenter B with the purpose of evaluating the classifier accuracy. Each module time series
contains 2000 observations, corresponding to approximately 1 week of observation at 5 minute resolution.

In the model comparison analysis, the LSTM network is compared with a rule-based approach based on ER
and a hybrid LSTM-rule-based classifier, which combines both predictors into one.
The rule-based system returns a positive prediction according to the rule any(error_rate_5min>0), i.e.,

it returns a positive prediction if any CRC error rate bucketed in bins of 5 minutes was ever observed for any
5-minute sample in the observation window. This rule has been proposed by O&M experts and it is used for
predictive maintenance of optical transceivers. Other threshold values for this rule have been evaluated, but
they did not yield more accurate results than the expert threshold of 0. The hybrid approach returns a positive
prediction if any of the two above-mentioned predictors (LSTM and rule-based) returns a positive prediction.
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Figure 4.12 LSTM architecture used for optical transceiver failure prediction experiments. The dynamic input attributes
observed for a single module are used to construct a multivariate time series 𝑥 . This series is fed as input to the LSTM
layer. The LSTMoutput of the last time step (𝑦<𝑡+1>) is then fed into a fully-connected layer for binary. This intermediate
output is also concatenated with the static information about the module described in Section 4.7.4.

.

In this set of experiments, a distinction between two types of failures is made: the ability to detect sudden
faults, i.e., optical failures that do not show any precedent sign of CRC, is compared to the detection CRC-
anticipated failures, i.e., failures which showed preliminary signs of signal degradation. The former are in
general more difficult to detect and predict accurately.
Table 4.6 reports the results of the test set evaluation for the three described models, divided by the two

categories of failures. All models can effectively pinpoint CRC-related failures with high precision (100%). In
particular the rule-based model, which only analyzes ER, could detect 10 out of 14 failures in advance (71.43%
recall). Although the LSTM model can only detect 50% of CRC-anticipated failures, some of the failures
detected by the LSTMwere not detected by the rule-based model. By incorporating both models into a hybrid
model, the highest number of failures may be identified preemptively, by simultaneously exploiting the simple
ER test of the rule-based approach and the more complex DDM and OS information using the LSTM.

For the evaluation of all failures, including sudden failures, a 20% of the Collection A is kept aside to
construct a test set with both CRC-anticipated failures and sudden failures (with 21 faulty modules). From
this 129 modules of Collection A, data augmentation is performed to obtain a set of 1290 random crops of time
series of length 2000, i.e., from each module 10 random crops of 2000 consecutive time steps are taken with
replacement. Because some crops of faulty modules correspond to time periods far away from the module
failure, the 1290 crops are labeled based on the condition 𝑡𝑓 𝑎𝑖𝑙 > 𝑡𝑚𝑎𝑥 +Δ𝑡𝑙 +Δ𝑡𝑝 , where 𝑡𝑚𝑎𝑥 indicates the last
available time step of the random crop. In this way, faulty modules that have not yet manifested symptom of
failure are effectively treated as healthy. The total number of faulty-labeled crops is 155.

Model All Failures (155/1290 faulty) CRC-anticipated Failures (14/838 faulty)

Accuracy (%) Precision (%) Recall (%) F1 (%) Accuracy (%) Precision (%) Recall (%) F1 (%)

Rule-based 93.64(1208) 100.00(155) 47.10(73) 64.04 99.52(834) 100.00(10) 71.43(10) 83.33
LSTM 94.42(1218) 86.73(113) 63.23(98) 73.13 99.16(831) 100.00(7) 50.00(7) 75.00

Hybrid (LSTM + rule) 94.18(1215) 82.26(124) 65.80(102) 73.12 99.64(835) 100.00(11) 78.57(11) 88.00

Table 4.6 Test set prediction results for the LSTM, rule-based and hybrid models on the OFP task, evaluated in terms
of accuracy, precision, recall, and F1-score (numbers in parentheses indicate absolute prediction counts). On the right
side, the evaluation results for CRC-anticipated failures, on the left side the evaluation results for all types of transceiver
failures.
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Δ𝑡𝑝 (days) LSTM - All Failures (155/1290 faulty)

Accuracy (%) Precision (%) Recall (%) F1 (%)

3 88.29(1139) 52.17(92) 30.97(48) 38.87
7 94.42(1218) 86.73(113) 63.23(98) 73.13
14 92.87(1198) 60.95(105) 55.65(64) 58.18
30 92.71(1196) 58.27(127) 64.35(74) 61.16

Table 4.7 Test set prediction results for the LSTM model on the OFP task, with different prediction length windows
(Δ𝑡𝑝 ), evaluated in terms of accuracy, precision, recall, and F1-score (numbers in parentheses indicate absolute prediction
counts).

In these results, it can be observed that the rule-based approach retains optimal precision (100%), with recall
decreased to 47%, indicating that the rule is not able to detect sudden faults as accurately. The LSTM model
again shows improved recall (63%, +16%) at the expense of a 13% decrease in precision. When compared with
the results of the other category of failures, the prediction results of the LSTM model are similar (73% vs. 75%
F1-score); similar results (F1-score=73%) are also obtained by the hybrid model on all failures, indicating that
the contribution of the rule-based approach to hybrid model is negligible (compare with 73% of LSTM alone).
In summary, the results of LSTM-based models are improved over the results with classical MLmodels (73%

vs. 65% best F1-score); yet similar conclusions can be drawn: results indicate that optical transceiver failures
can be predicted with high precision for a significant fraction of failures (47–79%), and that incorporating
component metrics into the model improves recall (+21–29%).
In a second experiment, the effect of different prediction length windows on prediction accuracy was tested,

to estimate the optimal range of predictions to effectively use the LSTM model in real O&M contexts. In
this experiment, the LSTM model is trained to predict failures in advance for prediction windows of size
Δ𝑡𝑝 = 3, 7, 14, 30 days. The lead time is set to Δ𝑡𝑙 = 1 days. The same training set of 1290 crops is used for
training, with corresponding labels updated to reflect the new prediction windows (i.e., if a module fails in 𝑥
days, it is labeled faulty only if the prediction window extend beyond day 𝑥 ).
Table 4.7 reports the results of the prediction window experiment. The prediction window with the highest

prediction performance is 7 days, while both shorter (3 days) and longer windows (14, 30 days) show inferior
results. This ambiguous non-monotonic dependency on window length may be the result of two compen-
sating effects: the increasing probability of observing a failure in the prediction window and the decreasing
ability of the classifier to recognize failures far away in time. For the first effect, the total probability of ob-
serving a failure in the prediction window increases by enlarging the size of the prediction window. This
renders the predictor on average more accurate, as there are more possibilities to guess a failure correctly. For
the second effect, by extended the acceptable observation window for a failure it also becomes increasingly
difficult for the model to understand the patterns leading to the failure, as these patterns manifest earlier in
time (with respect to the failure time). This renders prediction more complex and less accurate.
The resulting outcome is that a 7-day prediction window constitutes a sufficiently good compromise be-

tween the two effects and provides the optimal results. Future experiments may verify the exact impact of
each of these two effects by simultaneously adapting the lead time to prediction window size (e.g., (Δ𝑡𝑝 =
7,Δ𝑡𝑙 = 1), (Δ𝑡𝑝 = 10,Δ𝑡𝑙 = 3), (Δ𝑡𝑝 = 30,Δ𝑡𝑙 = 23), . . .) so to observe only the impact of the second effect.

4.7.6 Outcomes

The outcomes on the exploration of optical transceiver failure prediction are here summarized.
The annualized failure rates for optical transceivers were estimated, and the appearance of failures was

statistically correlated with patterns observable in the monitoring data [317]. The results indicate the pres-
ence of strong symptoms of future failure with different degrees of correlation, including past observation
of positive error rate, high values of bias current and anomalous (high or low) values or Rx/Tx power, high
variability of voltage, temperature and power attributes. Different types of ML predictors have been con-
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structed and evaluated. The results show that effective OFP can be achieved for optical transceivers, which
can cover a significant number of future failures (47–79%) with high precision (73–100%). Based on the cost
considerations discussed in Section 4.3.3, these results render optical transceiver failure prediction effective
and economically viable, due to demonstrated high soft AFR of transceivers, the high prediction accuracy of
optical OFP models, and the reduced cost of replacement, compared to the cost of network disruptions.

Considerations regarding accuracy, deployment cost, and ease of implementation may influence which of
the described predictors is more suitable to be used in cloud production systems. While rule-based and trend-
detectors approaches are simpler to implement and impose a negligible overhead on the monitoring system,
more advancedmethods (such as classicalMLmodels and LSTM) providesmore precise and exhaustive predic-
tions, by leveraging additional information. These methods require additional (and ideally separate) hardware
resources to be effectively be used in production.
In the analysis, a potential correlation with device age was not included. It could, however, prove to be

a fundamental factor to predict component failure, in addition to the inclusion of additional DDM informa-
tion, such as attribute warning thresholds. Potential future work may cover these new data sources, as well
continue the exploration on the impact of time resolution on results, by employing different observation win-
dows, lead time, and sampling periods. Moreover, an analysis of runtime performance, in terms of inference
time and resource utilization, may further improve the estimation of the cost-benefits of executing these OFP
algorithms in production.

4.8 Conclusion

In this chapter, infrastructure-level proactive failure management has been discussed. An architectural model
of the infrastructure layer was defined, to illustrate how and which infrastructure failures propagate in hierar-
chical levels of a cloud stack model. Different remediation actions and methods in related work for managing
infrastructure failures have been discussed. The specific impact of hardware-related failure was discussed,
including estimates of component failures based on existing literature.
A framework for Online Failure Prediction (OFP), composed of a temporal model, a cost model, and a

failure model was introduced. Then, different instances of OFP on hardware components were presented.
Optical transceiver failure prediction was explored, based on the results of an own reliability study, and by
integrating the statistical insights derived into rule-based andML algorithms for failure prediction. Hard drive
and memory failure prediction were equally discussed and presented.
The results presented in these last sections demonstrate the applicability of OFP methods for enhancing

cloud reliability at the infrastructure level. In particular, predictors are shown to achieve accuracy results, in
terms of precision and recall, which are in accordancewith the cost requirements and considerations described
in the OFP framework.
The optical transceiver analysis results indicate that high actionable insights may be derived from the

observation of DDM metrics. The optical transceiver predictors described here are also the first to consider
the impact of workload on the failure characteristic, achieving high-precision results which render them
suitable for real-world operation.
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5 Platform-level Proactive Failure Management

This chapter discusses the application of proactive techniques for failure management at the platform layer
of cloud systems. A background on the platform layer is introduced in Section 5.1. Section 5.2 introduces the
problem of Command-Line Interface (CLI) security. Related work on platform-level proactive failure manage-
ment is summarized in Section 5.3. Section 5.4 discusses Natural Language Processing (NLP)-based methods
for command risk classification, presenting the approaches, the evaluation results and the applications to
platform-level Failure Management (FM). Section 5.5 summarizes the outcomes of this chapter.

5.1 Introduction

5.1.1 The Platform Layer

While the infrastructure layer is responsible for providing low-level resources, such as hardware, memory,
and computing power, the platform layer must provide high-level resources to build and execute applications.
These include, but are not limited to, the guest Operating System (OS) and its tools (e.g., the Bash command-
line interpreter in Linux), libraries (e.g., a deep learning framework), build systems (such as gcc or javac),
runtime environments (e.g., Java Runtime Environment (JRE), or Python virtualenvs) and other middleware
requirements, e.g. SQL databases, messaging systems, etc. Platform-as-a-Service (PaaS) offerings may also
provide uses with the possibility of installing their own tools. However, the consumer does not have control
over the underlying infrastructure. In short, PaaS must provide the ability to develop, test, run, and host
application flawlessly [40].

The key requirements of an optimal platform-level offering include:

• security, the ability to protect sensitive information (such as login access, customer data, proprietary
software, . . . ) and prevent the manipulation of such data

• scalability, the ability to sustain a variable workload;

• continuous delivery and integration, the ability to support quick delivery of new features, including
automated tools for building, testing and integrating code;

• reduction of programming effort, the ability to support development of software, through efficient pro-
gramming environments and source code (e.g., syntax checking, edge-case detection, . . . ).

5.1.2 Platform-level Failures

Platform-level failures encompass a variety of issues that impact the operation and availability of the cloud
platform. These failures can disrupt services, compromise data integrity, and affect user experiences. Some
common types of platform-level failures include:

• database failures and data corruption. Failures in database systems can result in data unavailability or
corruptions, or inconsistent data states. Data corruption can have severe consequences, especially in
critical applications. These failures may be due to hardware faults, software bugs, or improper database
design;

• incorrect service dependencies and compatibility issues. Cloud platforms rely on various interconnected
services. If a dependency service experiences failures, its failures cascade across the platform, impact-
ing the overall functionality of the platform. Moreover, incompatibilities between different software
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versions, libraries, or Application Programming Interfaces (APIs) can lead to runtime errors, service
disruptions, or application crashes.

• security issues and vulnerabilities. Security vulnerabilities or breaches can compromise the confidential-
ity, integrity, and availability of platform services and data. This can include unauthorized access, data
leaks, or Distributed Denial of Service (DDoS) attacks;

• software bugs. Software built to serve platform-level offerings may have bugs or flaws that lead to
crashes, performance degradation, or incorrect behavior. These bugs might originate from the platform
software itself or from third-party applications used for the platform;

• configuration errors. Improper configuration of platform components can lead to unexpected behavior or
vulnerabilities. Configuration errors might result from human errors or mismanagement of automated
deployment systems;

• deployment failures. Applying updates or patches to the platform software can sometimes introduce
compatibility issues or unexpected behavior, leading to service disruption.

Understanding these different platform-level failures is fundamental for devising an effective proactive
failure management strategy. By identifying potential risks and utilizing AIOps techniques, Operations &
Maintenance (O&M) teams can anticipate and mitigate these failures before they impact users and services.

5.1.3 Platform O&M

The different types of failures above-mentioned may originate directly at the platform layer, or may originate
in the infrastructure layer (as described in Section 4.1.2), where they could not be totally neutralized. In
both cases, they may have severe consequences on user experience by affecting on cascade all interested
middleware and software systems, and for this reason they must be protected by O&M teams. These systems
include:

• the guest OS, which is directly communicating with the infrastructure layer and might be affected by a
failure in this sense, or it might itself cause a runtime exception;

• middleware, i.e., interpreters, such as database engines (Big Query), Just-In-Time (JIT) compilers, REST
APIs are correctly working and integrated as intended;

• the software runtime, i.e., the instances of execution of a software program, for which it must be ensured
that sufficient resources are allocated and the correct runtime environment is used.

When carrying out O&M operations, it is therefore vital to ensure that:

• O&M operations performed satisfy the requirements expected from the platform-level offering. This
includes, for instance, verification of correct deployment of new functionalities, verification of service
and runtime availability;

• O&M operations performed do not interfere with the correct execution of platform-level customer
workloads. In particular, it is important to minimize the emergence of failures during the execution
of O&M interventions.

The platform is therefore the environment of building and deployment operations, which must be carried
out continuously to ensure services can be run smoothly.

The large majority of high-level tools for O&M above are effectively enabled through CLI operations. O&M
operators utilize CLIs to access remote hosts daily and perform large quantity of terminal-based operation to
build, deploy, maintain, configure, delete and stop software tools required to operated the platform environ-
ment. OS is configured over the CLI, runtime environments are set up over the CLI, OS-level virtualization
and orchestration systems are managed through the CLI, and software is compiled and executed over CLI.
Therefore, the correct use of CLI plays an important role in ensuring the correct operation of the platform
layer.
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5.2 Command-line Security

The CLI serves as the gateway through which O&M administrators interact with and control the intricate
components of cloud environments. The CLI also encapsulates the core operations required for effective
platform-level failure management. It provides the means to execute a variable number of operations to
address operational challenges and maintain the robustness of cloud services. Nearly every operational issue
that arises within cloud platforms can be traced back to the CLI, and correspondingly, many of these issues
can be effectively resolved through the skillful use of CLI commands.
Because of this high actionability, it is fundamental to ensure that CLI operations satisfy security require-

ments and do not impact negatively on the reliability of deeply interdependent platform systems.
Operator error is the leading cause in two of out of three services [346]. O&M requires operators to access

remote systems to configure and repair services via CLI. Providing free access to remote production systems
poses two major security challenges, namely:

• the possibility of external attackers gaining unauthorized access to systems. Cybercrime represents the
fastest growing cause of data center outages [318];

• the possibility of operators accidentally performing harmful operations and damage service availability
(human error).

For this reason, operators typically access remote hosts via a bastion host, which allows to review, approve,
and execute commands without establishing direct connection to systems [347].
A bastion host is a gateway computer system that prevents dangerous and malicious operations from be-

ing executed. Bastion hosts typically run an interception system, which captures executed commands and
analyzes them before granting execution rights. The interception system must be able to accurately recog-
nize and extract CLI commands from the payload of requests, while ignoring other inputs (e.g., logins, yes/no
prompts, shell auto-completions).
Bastion hosts also provide access control functionalities, by associating users to privilege policies which

may allow a specific operator to execute a privileged operation, which would otherwise not be allowed. How-
ever, highly dangerous commands must always be blocked. The recognition and halting of dangerous com-
mands before their execution requires an algorithm to estimate command risk.
The evaluation of command risk is an open and challenging problem, due to large variability in executable

programs and their combination of arguments, flags, and environment variables (see Table 5.1). Each com-
mand may be composed of a series of multiple fragments, each corresponding to an executable program with
its flags and arguments, that are concatenated in different ways (pipelining, &&, multi-line commands, . . . )
to obtain a compound result. Evaluating the risk requires to understand the behavior of each fragment, by
recognizing program names and associating options and arguments correctly.

Different risk classes may be defined, and each class may be associated with the necessary privilege to
execute commands. Command risk classification is the association of incoming commands to one of the
predefined privilege and risk classes. Based on the classifier decision and the current user privileges, the

Command Risk Class Notes

rm 20230421_12:45:67.log LOW deletes temporary log
rm rf /bin/* HIGH (force) deletes executables dir

cat $DELETE_LIST | grep *.log LOW prints filtered content
cat $DELETE_LIST | xargs -0 rm HIGH deletes files from input file

time ls LOW (timed) cwd directory listing
time kill -9 12345 HIGH process kill hidden by time call
echo ‘kill 7890’ LOW prints a string
echo `kill 7890` HIGH backtick evaluates kill

Table 5.1 Examples of commands with varying complexity and risk [345]. It can be easily observed how small changes
to parameters, flags, and some uses of the command-line syntax highly influence the risk of executed commands.
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Figure 5.1 Architecture of a rule-based risk assessment system [345]. Commands executed by operators are intercepted
by a bastion host (Bastion SSH) to be evaluated using a set of rules stored in a configuration database (RuleManagement).
If the command is evaluated safe, it is forwarded to the Target Host, otherwise an error is reported. All risk evaluations
are logged and periodically revised by security experts, who may update the rules.

bastion host allows or blocks the current command, and returns output the user. It may additionally record
the operation for forensic purposes.
A frequent solution for estimating command risk is a rule-based classifier, where IF-THEN-ELSE rules define

which commands are allowed (or whitelisted) and which commands are blocked (or blacklisted). An example
of rule-based risk assessment systems is shown in Figure 5.1. The rules may be defined based on the expertise
of O&M operators and the historical records of executed commands, and stored in a configuration database
that allows to periodically revise and update them. Rule-based systems may implement a specification syntax,
based on regular expressions or quantifiers, to cover a larger set of commands with a single expression. An
example of rule-based command risk classification is shown in Figure 5.2.
Rule-based systems are simple, easily configurable and explainable. However, they also have several limi-

tations:

1. new combination of programs and arguments may be executed, for which the existing rules are not
suitable;

2. the risk level assigned to rules by operators based on their expertise, may diverge from the true risk of
commands, as described in their technical documentation;

3. they require a default handling action when a command does not match any existing rule. This de-
fault action is however limiting, as a “default block” strategy may hinder important operations during
incident response, while a “default allow” may allow dangerous operations to be executed;

4. dealing with the complexity of command-line syntax is difficult without resorting to a complex pattern
language for rules (see Figure 5.1).

Therefore, human supervision is required to make sure the rules reflect the risk of executed commands over
time. A revision is performed by comparing commands with their corresponding predicted risk class. Since
the majority of commands executed are harmless and dangerous commands are rarely being executed, the
manual verification of commands is a tedious and error-prone job. The problemmay be further aggravated by
an inaccurate interception system, which may capture console content, such as command outputs, password
prompts, auto-completions, etc. which does not constitute an executable input and must be ignored.



5.3 Related Work

83

Figure 5.2 An example of rule-based command classification in ‘Dangerous’ and ‘Safe’ classes [345]. In this example,
the input command and current working directory are used to estimate risk. Rules allow to capture different commands
through the use of the quantifier *.

5.3 Related Work

As most of the techniques to deal with platform failures prevent errors in software, a significant overlap of
techniques with software-level FM is present. This section focuses on database failures, job and task failure
prediction, and command-line security. Other relevantmethods, such as deployment verification and software
defect prediction, although applicable at platform level as well, are discussed in Section 6.3.

5.3.1 Database Failure Management

Few works have address failures in data management system using Machine Learning (ML) techniques.
Karakurt et al. [348] develop ML models to predict failures during the operation of Oracle databases. Log
files are collected directly from the database and labeled as healthy or faulty interaction, for a total of 170
days of operation. From these logs, a collection of 261 text features are extracted and used for training a
random forest and other binary classifiers. Their best model achieve a precision of 84.9% and a recall of 75.7%.

Kamra et al. [349] investigate intrusion detection for database systems. Their approach is based on pattern
mining analysis of executed queries, historically registered in audit logs. Queries are represented according
to a structured 5-feature format. Intrusion detection is treated both as a supervised learning problem, using
user profiles as labels, as well as an unsupervised problem, where anomalous operations are identified us-
ing anomaly detection techniques based on clustering. The approaches are validated on synthetic and real
database traces from a Microsoft SQL server database.

5.3.2 Job/Task Failure Prediction

Several past literature works have applied ML models for failure prediction of jobs and tasks in a cloud envi-
ronment.
Chen et al. [22] utilize traditional Recurrent Neural Networks (RNNs) for predicting job-level and task-

level failures. They leverage static job data, such as priority and user, and historical information, such as job
submission history, average resource usage and information about users related to the job, to estimate if a job
or task will complete successfully. Their results show how it is possible to save 6–10% of resources by early
prediction and stopping of long jobs.

Gao et al. [350] apply a multi-layer bidirectional Long Short-Term Memory (LSTM) to predict tasks and
job failures. They utilize workload metrics, such as CPU and memory usage, as input data in a supervised
binary classification fashion, to predict whether each job is expected to complete successfully or not. During
the evaluation, they achieve 93 and 87% accuracy, respectively.
Hajiaghavi et al. [351] use a similar LSTM-based method to predict application failures by session, lever-

aging code and telemetry data. They also incorporate Root Cause Analysis (RCA) in their prediction system,
by extracting and identify patterns that contribute and/or prevent failures. These event patterns are divided
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in contributors or blockers, based on their contribution. This enables the interpretation of LSTM model pre-
dictions while preserving the highly effective RNN approach (75% precision, 85% recall).

5.3.3 Command-line Security

Some previous works in the context of O&M security [352,353] have applied machine learning to command-
line data for security-related classification tasks, such as malicious command detection.

Direct auditing systems [354,355] rely on human expertise to confirm if the risk assignment performed by
a rule-based classifier is correct.

A technique for identifying and upholding security rules for commands executed in a O&M context is de-
scribed in a patent filed by North China Electric Power University [354]. Between clients (O&M operators)
and servers, an access gateway is set up so that commands are intercepted, examined, and either forwarded
to the destination host or stopped, depending on the outcomes of the rule-based analysis. Data mining tech-
niques that make use of a preliminary learning phase are used in rule-based analysis. The result is a collection
of frequently occurring feature patterns seen in typical operation of the O&M system. If the features conform
to any of these patterns, the command is considered safe and executed.
A Kaspersky Lab patent [355] proposes a system for auditing existing detection rules for malware based

on similarity. Given a set of rules used to recognize malware files, a potentially dangerous file is evaluated
against each individual rule. If any of the rules returns a match, the file is deemed a malware. The algorithm
introduced in the patent can verify the validity of a classification rule using test (A) and control (B) groups,
containing malicious and non-malicious files respectively. Given a rule R that must be evaluated, R is first
applied on an unknown set of files C. The rule classifies files in C as either malware or non-malware. Files
classified as malware via R are called rule matches in C. The similarity algorithm used for auditing is applied
on these rule matches, to test whether they are sufficiently similar to A and dissimilar to B. If the matches are
similar to the files in A and different from the files in B, the rule is reliable. If the matches are not similar to
the files in A, or too similar to the files in B, the rule is not reliable. In the latter case, the rule would return
a lot of False Positive (FP) predictions because B is a set of non-malicious files. Therefore, by applying A/B
testing on the two groups, it is possible to discover false positive classifications and improve the rules under
test. The files not matched by R in C are ignored. Files not detected by the audited rule are not analyzed,
although they might still contain undetected malware files (False Negative (FN)). Therefore, this method can
only discover FP predictions and cannot discover FN.
Direct risk classification systems [352, 353, 356] apply machine learning classifiers to predict the risk of

commands. By providing a more accurate classification, prediction of the ML classifiers can be used to create
and update rules of a traditional pattern-based system.
Hendler et al. [352] evaluate several machine learning models for malicious PowerShell command detec-

tion. Both traditional NLP (n-gram, Bag-Of-Words (BoW)) and deep neural network models (Convolutional
Neural Network (CNN) [357], LSTM [6]) are considered, including an ensemble combining a 3-gram and a
CNN model, which yields the best performance. During the pre-processing phase, characters are one-hot en-
coded, with case information at character-level provided as an input binary flag. The CNN model applies 1D
convolutional layers based on the architecture proposed by [357] on input commands padded to fixed length.
However, the use of character-level one-hot encoding with a closed vocabulary does not allow to effectively
model the semantics and inter-relationship between input tokens.

Yamin et al. [358] use Naive Bayes and CNN models on command-line arguments to classify PowerShell
commands asmalicious. They evaluated their classification accuracy on a dataset composed of 14 categories of
commands. Their approach focuses on PowerShell and obfuscated command detection. Results are evaluated
in terms of accuracy (96%) and the dataset class distribution is not provided. Because dangerous commands
are rare, the class distribution is typically highly unbalanced, which allows to construct trivial classifiers that
can achieve high accuracy.
To the best of the author knowledge, the only previous work dealing with Unix Command classification

is the one proposed by Trizna et al. [356]. They introduce the Shell Language Pre-processing (SLP) library,
to support tokenization and encoding of parsing Unix commands. Consequently, they train ML models to
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distinguish malicious command samples from benign activity, to show that the acquired metrics provide a
significant improvement of the F1-score on the malicious classification task.

PyComm [359] is a malicious command detection model for Python scripts. It is based on random forest
applied on a hybrid set of static features and Python source code strings. During evaluation, they obtained
an accuracy of 95.5% with a recall of 94.3%.

Hussain et al. [353] present a similarity retrieval system to cluster groups of commands that are semanti-
cally equivalent. This can be used for classifying commands with unknown risk based on the cluster label. The
similarity of commands is estimated by processing the documentation of commands using NLP techniques.
Single-program commands are first parsed to recognize the program name and parameters. The program
name is then used to retrieve relevant documentation text, to which Term Frequency-Inverse Document Fre-
quency (TF-IDF) [113] is applied to construct a matrix representation for both the documentation and the
command parameters. The similarity of two commands is then measured using Cosine Similarity. Classifica-
tion by similarity is highly sensitive to the choice of the similarity function and to the availability of a large
quantity of labeled commands. Moreover, this solution assumes single-program commands, which represent
only a fraction of possible commands executed by real-world operators.

5.4 Command-line Risk Classification using Transformer-based Neural
Architectures

In this section, two approaches for command risk classification based on Large Language Models (LLMs) are
described [345]. A background on NLP and LLMs for command risk classification is provided on Section 5.4.1.
The base approach, formalized by a transformer-based architecture, is described in Section 5.4.2. Section 5.4.3
describes the training procedure for the base approach. Section 5.4.4 describes how the classification system
is evaluated, while Section 5.4.5 provides the evaluation results.

Section 5.4.6 proposes an advanced approach for command risk classification, based on command doc-
umentation. The system architecture is described and final classification results presented. Section 5.4.7
presents a list of cloud-related application for the proposed LLM framework.

5.4.1 Introduction

Several works in NLP have shown the high capabilities provided by ML algorithms, and specifically LLMs
on a variety of NLP-related tasks [115]. Their double learning procedure, based on pretraining the model on
a large-scale, domain-specific corpus of text, and fine-tuning the model for the specific-task with supervised
data, allows to provide higher context understanding and generalization power than previous NLP algorithms.

Similar to other sentimental analysis tasks, LLMs can be applied on documentation text to evaluate the
polarity in terms of dangerous/safe behavior, i.e., if the English documentation of a command thoroughly
describes the behavior of a command, the LLM may be able to classify if such command can constitute a risk
for the host system. A similar argument applies to the remote command itself which, as an instance of a
programming language with predefined lemmas, syntax, context and structural dependencies, resembles in
any form a natural language, such as English.
No previous work has applied LLMs for command classification, or it has tried to adapt existing LLM-

powered solutions for text classification for the CLI security domain. To this end, the next section illustrates
how to apply LLMs for the command-line language.

5.4.2 System Architecture

This section presents the system architecture of a LLM-based command risk classifier.
The risk classification system [345] is based on Bidirectional Encoders Representations from Transformers

(BERT), originally proposed by Google [111] (see Section 2.3.3). BERT is a LLM for NLP and sequence-based
ML applications [115]. BERT has shown to provide more effective results for discriminative tasks, compared
to the effectiveness of other approaches (e.g., GPT3 [8]) for generative tasks. For this reason, BERTwas chosen
as the base LLM approach for the command risk classification task.
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Figure 5.3 LLM Classifier architecture [345]. The input command is pre-processed via Byte-Pair Encoding (BPE) to
construct an input sequence of tokens. The sequence is then processed by the BERT backbone to produce a latent
representation of the command, which encodes important language-related information learned during pretraining.
This latent representation is given to the risk classification layer to estimate the final command risk.

The system architecture is shown in Figure 5.3. It is composed of a pre-processing algorithm and a neural
network architecture, which is trained as described in Section 5.4.3.

The only input to the system is the executed command (as a string). In the pre-processing step, the raw
command string is split into a sequence of tokens using the BPE algorithm [360,361]. BPE is an unsupervised
tokenization method, in which the most frequently occurring pair of characters is recursively replaced with
a character that does not occur in the vocabulary. This allows to estimate the more frequent combination of
characters and use it as tokens for the language. BPE is preferred over traditional space-based tokenization
for two main reasons [362]:

• BPE will identify the optimal set of tokens, i.e., the set of tokens that are more frequent in the observed
language;

• The identified tokens will be composed of one or more characters, but they will be shorter than tradi-
tional words, which will make the model more robust towards out-of-vocabulary tokens. This increases
the coverage provided by the tokenization system without resorting to a large fixed vocabulary;

The BPE-encoded tokens are fed into a bidirectional transformer architecture [7]. The token indices are
mapped to embeddings and fed through the encoder-decoder architecture of the transformer. The transformer
architecture is composed of 𝑛𝐴 attention heads [7] of size 𝐻 . To perform classification, an additional classi-
fication layer block, with output size 𝐶 , is appended to the transformer output. The final output is a list of
class probabilities associated to the different risk classes. The class with the highest associated probability is
selected as the predicted class.

5.4.3 Training

The training procedure of the above-mentioned model [345] is composed of three steps: dataset collec-
tion, BPE training, BERT training (pretraining and BERT finetuning). Figure 5.4 summarizes the construction
phases of the LLM classifier.

Dataset Collection

For the pretraining phase, requiring large-quantity of raw command data, a corpus of Bash files was program-
matically collected from publicly available data. First, GitHub repositories with the Bash language tag were
searched. Then, from each of the identified repositories Bash-related files were selected, by matching specific
criteria (first line contains a shebang, or the file has a .𝑠ℎ extension). This resulted in a final collection of 71164
Bash scripts, amounting to about 500 MB.
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Figure 5.4 System architecture during the three phases of construction of the LLM classifier [345]. During pretraining,
a command corpus is used to learn the language tokens and their context relationships. During finetuning, a dataset
of labeled commands is used to specialize the AI model for the risk classification task. Both commands and labels
are originating from the interception system composed of a rule-based classifier. During inference, the LLM classifier
replaces the rule-based classifier providing online risk classification for all commands executed.

BPE Training

During this phase, the corpus of Bash commands is used to learn the tokens and patterns of the scripting
language in use, using the BPE algorithm described above (Section 5.4.2). The frequency of different character-
level patterns is estimated based on the observed data, to produce a vocabulary of 𝑉 learned tokens and an
encoding algorithm to extract them from raw command strings.

BERT Training

The BERT pretraining step requires to train the transformer network on self-supervised contextual tasks.
Therefore, the command corpus is augmented to construct a self-supervised dataset for two contextual tasks,
which require sets of adjacent commands as inputs. Because of the many possibilities of sampling subsets of
commands from the corpus, after this augmentation step the total dataset size amounts to 15 GB.
During the pretraining phase, the transformer model is pretrained on the same contextual tasks described

in the original BERT paper [111]: bidirectional Masked LM, by masking 15% of sequence tokens at random;
and next sentence prediction, i.e., by predicting if a group of commands is adjacent to an observed sequence
of commands, or is a randomly sampled command set. After pretraining, only the network backbone, which
outputs, an ℎ𝑖-long representation of the input command is retained, while the contextual output layers are
dropped.

Finetuning

During the finetuning phase, the pretrained transformer backbone is extended with an additional classifica-
tion layer block to enable command risk classification. The classification layer block is composed of a fully-
connected layer preceded by a dropout layer and followed by a softmax normalization layer. For this training
phase, a supervised dataset of commands, annotated with risk classes, is used. The network pipeline is trained
end-to-end using the cross-entropy loss function, to maximize the log likelihood of the training dataset. The
network weights are updated using gradient descent, with gradients computed via back-propagation.

5.4.4 Experimental Setup

In this section, the experimental setup used during the training experiments and for the evaluation of all
prediction models is described.
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parameter value description
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𝐻 256 hidden size
Gaussian Error Linear Unit (GELU) activation function

𝑝𝑑 0.1 dropout probability
𝑛𝐴 4 attention heads
𝑛ℎ 4 hidden layers
ℎ𝑖 1024 intermediate size
𝑉 20000 vocabulary size
𝐿 1024 max sequence length

N
N
tra

in
in
g 

𝜎𝑖𝑛𝑖𝑡 0.02 initializer range
𝐵 128 batch size
𝐸 16 epochs
𝐶 3 output classes
𝜖 3 · 10−4 learning rate

M
L
tra

in
in
g 

𝑐 102 LR inverse regularize factor
𝑆 50 Word2Vec 𝐻
𝛼 0.05→ 0.0007 Word2Vec 𝜖 (start/min)
𝐸 100 Word2Vec 𝐸

Table 5.2 Hyper-parameter configuration used in the command risk classification experiments [345].

The proposed approach and all the evaluated models were implemented in Python. The 4/256 BERT mini
model was selected as the main architecture. All network layers utilize GELU [101] activation functions and
are trained using the Adam optimizer. The full list of numerical hyperparameters is shown in Table 5.2. The
transformer model was pretrained for 350,000 iterations (or 160 epochs). The total training time required 10
days on a single NVIDIA v100 GPU.
In addition to the pretraining corpus described in Section 5.4.3, a second dataset of commands, annotated

with class risk, was collected and labeled. This dataset contains a realistic collection of commands used for
O&M and is used for training and evaluating the classification model and all other models, according to the
metrics presented in Section 2.3.5.
As the annotated commands originate from an internal cloud production systems, invalid samples resulting

from errors in the interception system, such as password prompts, non-Bash commands, and bash terminal
output have been automatically filtered out and then manually verified. Misspelled and unknown commands
have been preserved, as they still represent executable commands and may cause damage. Multi-program
commands (resulting from pipelining, xargs, . . . ) and script file calls have also been preserved, as they are
representative of real commands executed in production.
Both commands and corresponding risk labels are retrieved from an internal data store, used for offline

analysis of risk predictions as described in Section 5.4.7 and as depicted in Figure 5.4. The risk labels originate
from a rule-based system, and have been manually verified by experts and corrected in case of discrepancies
with true command risk. In the current scenario, three risk classes are considered:

• SAFE, for read-only commands and commands that do not alter the state of the system significantly;

• RISKY, for commands that may irreversibly alter the state of the system and cause damage, for which
privilege escalation is required;

• BLOCKED, for commands that will irreversibly alter the correct state of the system, and must never be
executed.

To ensure the annotated dataset is representative of a real command distribution, the distribution of com-
mands in the three classes was studied. After removing invalid commands, an approximate 80%, 20% split
between SAFE and RISKY commands was observed, with an additional 0.3% component of (extremely rare)
BLOCKED commands.
Therefore, after expert verification of the risk labels, the annotated dataset was down-sampled to replicate

the class ratios observed in the class analysis. In the end, a total 47158 high-quality commands, representative
of a real O&M workload, are collected. This annotated dataset is divided into train, dev, and test splits with
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Dataset Split SAFE RISKY BLOCKED Total

train 26905 6014 91 33010 (70%)
dev 7637 1765 30 9432 (20%)
test 3858 850 8 4716 (10%)
Total 38400 (81.43%) 8629 (18.30%) 129 (0.27%) 47158 (100%)

Table 5.3Composition of the command risk dataset [345], used for finetuning the BERTmodel and evaluating all models
tested.

70%, 20%, 10% ratios, while preserving the class distribution. Table 5.3 summarizes the annotated dataset
composition.

5.4.5 Results

The risk classification model was evaluated in terms of accuracy, precision, recall, and F1-score as described
in Section 2.3.5. These metrics are measured for the two positive classes of the command dataset, as the main
focus is on the detection of dangerous commands, so the SAFE class metrics are not evaluated. The described
approach is compared to:

• a baseline model, constructed using Word2Vec embeddings [114] + Random Forest (RF) algorithm;

• the NLP and neural-based approaches presented in [352] for malicious command detection, namely a
3-gram model, a BoW model, two one-dimensional CNNs of 4 and 9 layers (called 4-cnn and 9-cnn,
respectively), a LSTM-based neural network, and the ensemble model combining the 3-gram and 4-cnn
models.

The implementations of these algorithms is reproduced to the best of the knowledge available, re-adopting
the original hyperparameters when provided.

To evaluate the real-world applicability of the command risk predictors, execution times of all evaluated
algorithms were measured in a simulated Infrastructure-as-a-Service (IaaS) cloud deployment with dedicated
hardware. Table 5.4 presents the average training and inference time for the different algorithms evaluated.
The traditional NLP (3-gram and Word2Vec) models are faster in both training and inference time, with sub-
millisecond inference time per sample. They, however, pay a price in terms of accuracy, as illustrated below.
Among the deep learning methods, the LSTM shows the best training and inference runtime (3 and 0.9 ms per

Model Training Inference

Total Per sample Total Per Sample

Word2Vec+RF 15.00 0.0004 0.08 < 10−4

[3
52
]



3-gram 10.64 0.0003 0.18 < 10−4
BoW 1.399 < 10−4 0.08 < 10−4
4-cnn 11281.93 0.0214 101.23 0.0215
9-cnn 11402.34 0.0216 104.01 0.0221
LSTM 1581.05 0.0030 4.16 0.0009

DTEnsemble 11292.50 0.3421 110.02 0.0233
Bash BERT 3766.33 0.1141 186.43 0.0395

Table 5.4 Runtime performance of the evaluated algorithms [345] in terms of training and test execution time (measured
in seconds).
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Model Precision Recall F1-score

RISKY BLOCKED R+B RISKY BLOCKED R+B RISKY BLOCKED R+B

Word2Vec 0.9210 1.0000 0.9440 0.6658 0.2857 0.6638 0.7729 0.4444 0.7795

[3
52
]



3-gram 0.9322 0.8571 0.9328 0.8576 0.7500 0.8578 0.8934 0.8000 0.8937
BoW 0.7018 0.3212 0.7048 0.3212 0.3750 0.3228 0.4407 0.5000 0.4428

4-CNN 0.9391 1.0000 0.9420 0.8894 0.6250 0.8893 0.9136 0.7692 0.9149
9-CNN 0.9420 0.3077 0.9430 0.8212 0.5000 0.8287 0.8774 0.3810 0.8821
LSTM 0.9451 – 0.9507 0.7894 0.0000 0.7867 0.8603 – 0.8610

DTEnsemble 0.9600 0.8333 0.9603 0.9035 0.6250 0.9021 0.9309 0.7143 0.9303
Bash BERT 0.9713 1.0000 0.9716 0.9165 0.8750 0.9161 0.9431 0.9333 0.9430

Table 5.5 Evaluation Results in terms of precision, recall and F1-score on the positive classes RISKY and BLOCKED, for
different algorithms [345]. (R+B) = all dangerous commands (RISKY + BLOCKED). Bold value indicates the best model
for each metric. “-” indicates the metric cannot be computed due to no True Positive (TP) predictions.

sample, respectively). The remaining models, including the proposed BERT-based approach, require longer
training (in the order of 21 to 114 ms per training set sample).

All models, however, acceptable inference time for real-time production evaluation, ranging up to 39 ms,
in the case of the BERT model. This value is considerable acceptable in relation to the other factors playing
towards total command evaluation time, which must also include the round-trip latency from/to the SSH
endpoint and to/from the target host (for a total of a few hundredsmilliseconds), and the average time distance
between commands executed in production (around one second).
Table 5.5 presents the comparison of the different models under evaluation, in terms of precision, recall,

and F1-score on the two positive classes RISKY and BLOCKED. The proposed BERT-based approach achieves
the highest absolute score for 8 of 9 metrics measured. Over the second-best result, the precision in detecting
RISKY commands is improved by 1.13%, while the recall is increased by 1.30%. For BLOCKED commands, an
increase of 16.7% in precision and 25.0% recall was measured. On average, for all dangerous commands, the
LLM approach can improve precision by 1.13% and recall by 1.40%. The increase in F1-score for all dangerous
commands is 1.27%. By considering the ratio of dangerous commands (20% from Table 5.3) and by assuming
an average number of 3M commands executed per month, which is consistent with a realistic production
workload, such increase in recall results in approximately 60k additional dangerous commands intercepted
during operations, which may cause an equivalent number of potential incidents.
To show the transfer learning abilities of the proposed model, the accuracy of predictors in recognizing

dangerous commands with limited training data was also evaluated. Subsets of 100, 200, 500, 1000, . . . , 20000
commands were randomly sampled from the training set to train the sameNLPmodels. Results are reported in
Figure 5.5. It can be observed how the BERTmodel achieves the best F1 performance on dangerous commands
for all reduced dataset sizes, while requiring one order of magnitude less samples to achieve comparable F1-
score results. This demonstrates that LLM retains and uses knowledge from the pretraining step to recognize
dangerous commands more effectively.

5.4.6 Documentation-based Command Risk Classification

Potential Data Sources

In Section 5.4.2, a NLP classification approach based on LLM was proposed. The prediction of the classifier
described uses the command text as input, and its prediction is directly related to the content of the command
string, which must encode an indication of risk.
The accuracy of this ‘direct’ command risk classifier is highly dependent of the quality of the command

dataset provided for finetuning. The quality of the command dataset (composed of commands and risk labels)
is based on:

• the quality of the commands alone which, as a subset, may or may not be representative of the entirety
of operations executed in the real cloud system. Even in the presence of a comprehensive dataset,
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Figure 5.5 F1-score of RISKY and BLOCKED commands on test set for different evaluated algorithms [345], as a function
of dataset size used for training. The BERT approach can classify dangerous commands more accurately in the presence
of limited training data. Missing points indicate the F1-score could not be computed due to no TP predictions.

the commands must be able to carry sufficient information to represent the risk of executing them.
Command strings may be too implicit, but may also be incorrectly extracted, poorly-formatted, or not
containing a command at all, when the strings are automatically scraped from networking interception
systems. They may also include commands which represent syntax of different CLI tools, such as DB
frameworks (MySQL, MongoDB, InfluxDB, etc.) or interactive commands (e.g. Python);

• the quality of the labels assigned to commands. O&M personnel or other field experts are responsi-
ble for assigning risk classes to potentially long list of commands, in order to finetune the model for
risk classification. This may easily cause labeling error, but it may also lead to miscalculate the risk
deliberately, based on the personal experience of the labeler, rather than inherent risk of the command.

The first issue may be addressed by improving the collection and revision process of commands. AI-based
tools may also be employed to recognize which strings are effective, valid commands and remove garbage.
The second issue cannot be addressed without understanding to true definition of risk and how to obtain

it. As long as operators are free to label commands at will, the evaluation of risk is subjective and cannot be
fully relied upon.
Without relying on existing classification rules and operator expertise, the source of risk knowledge must

then be provided externally. Several data sources can be considered for estimating the risk of commands:

• OS-level instrumentation. OS internal tools, such as strace or kprobes for Linux, or drstrace on
Windows, allow to collect low-level information about the system calls invoked by the instrumented
programs. Audit logs may also be configured to register when specific functions are called. Some Ku-
bernetes config files (seccomp) also provide information about allowed system calls inside containerized
programs;

• source code. Similarly to OS-level instrumentation, via static analysis of source code it is possible to an-
alyze which system calls are invoked and which resources are used during the execution of a command;

• vulnerability registries and knowledge bases. They are typically maintained and employed by security
programs, such as antivirus software, to store definitions of executables and files which have been
associated with cyber-attacks;
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• command documentation. It provides a description of the syntax, parameters and options of a CLI pro-
gram. Documentation pages also contain a high-level description of the main uses (and consequences)
of using the program. Numerous standards for documentation exist, the most important and compre-
hensive under Linux ismanpages [363], which is a collection of program-oriented documentation pages
stored in the host system and retrievable through the man command.

OS-level instrumentation provides very granular information about the call stack of individual programs.
System calls are usually associated to privileged operations and a correlation of risk can reveal potentially
damaging operations. However, OS-level instrumentation requires commands to be executed in order to col-
lect tracing information. Moreover, these methods impose an overhead on the target system, i.e., a production
host which may host customer workload, that is typically not acceptable for failure prevention purposes. Fi-
nally, OS-level instrumentation can only monitor operations run locally on the instrumented host, but cannot
produce information if some internal operation is performed remotely (e.g., via API calls or for orchestration
commands such as Openstack).
Source code has several drawbacks, as it is available only for open-source software and a sound static

analysis of system calls is complex, due to code branching and multiple-language interfacing.
Vulnerability registries are mostly restricted to the cybersecurity domain and do not take into account

commands that are dangerous due to human errors. These knowledge bases are also kept confidential for
commercial reasons.

Documentation, on the other hand, is freely available (especially under Linux systems) and for undocu-
mented programs it can be easily obtained from the Internet or directly produced. It also contains detailed
description of program behavior and usage, in a format that allows to distinguish the outcome based on ar-
guments, parameters, and flags. Documentation also has the advantage of being based on natural language,
which makes it suitable to the NLP-based tools used so far for CLI security.
For the above-mentioned reasons, documentation is selected as the additional knowledge source for com-

mand risk classification.

Architecture

The documentation-based approach [364] is composed of two main building blocks: the documentation sys-
tem, and the double-head LLM classifier. The system also features an optional, similarity search system to
re-use existing knowledge.
Figure 5.6 depicts the complete system architecture. The documentation system is used to produce short,

personalized summaries (or descriptions) of executed commands. The LLM classifier takes as input both the
command summary as well as the raw command to estimate the command risk.
At training time, the system relies on the use of expert labels (either provided directly, or retrieved from

an existing ruled-based system as in Figure 5.4.6). At inference time, it provides an output risk classification
to the access control system, located on the bastion host.
The next sections describe more in detail how to effectively utilize documentation pages for assessing the

risk of terminal commands.

Documentation System

The documentation system is responsible to store, manage and process documentation pages [364]. It is
composed of a documentation database and a command description module. The documentation system is
depicted in Figure 5.7.

The documentation database [364] is a document-oriented databasewhere documentation files of terminal-
executable programs are stored in a structured format. A single documentation file provides details on how
to use a single program in detail, including syntax usage, program behavior, and available options. The doc-
umentation is organized in paragraphs, so that each paragraph either describes the general usage or specific
option and/or argument. The documentation is imported in a preliminary setup step using an import script,
which takes standardized documentation files as input. Documentation that does not adhere to the stan-
dardized format required by the import script must be converted. Internally-defined commands can also be
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Figure 5.6 Training (left) and inference (right) architecture of the documentation-based approach for command risk
classification [364]. During training, the double-head AI model learns from the predictions of the rule-based model
stored in a command database. During inference, the AI model replaces the rule-based system for online risk assessment
of commands.

included to improve auditing quality, although they are usually not documented out-of-the-box. In such case,
they can be documented directly in the standardized format. The different data sources employed can be
summarized as follows:

• documentation pages describing standard operating system commands, files, and system calls;

• internally-defined scripts, programs and aliases;

• additional third-party programs and tools frequently used in the IT environment;

• additional third-party or internal filenames frequently used in the IT environment.

The command description module [364] is a software module that produces explanation summaries of
terminal commands. Given an incoming command, the command description module retrieves the relevant
documentation pages from the documentation database, extracts information relevant to current command
instance, and produces a short text describing the command functionality in English language. It is composed
of three submodules:

• a parser program, which produces an AST representation of the incoming command, where command
tokens are tree nodes with program, option, or argument tags;

• amatcher program, which associates elements in theASTwith documents in the documentation database,
by matching AST element names with documentation file titles and aliases. After the relevant docu-
ments are identified, for each document relevant paragraphs are extracted, by matching options and
arguments of the AST with the paragraphs of the documentation. General description paragraphs for
the program (synopsis, usage, main functionality) are always included in the final selection;

• a post-processing program, which concatenates the selected paragraphs and cleans the obtained text,
by removing HTML tags, links, author and copyright information; by removing trailing spaces and
normalizing text.

The final output is a single string describing the behavior of the input command. The command description
is specific to the set of programs, options and arguments specified. The description is sent to the AI model as
additional source of information, in addition to the raw command string.
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Figure 5.7 Diagram of the documentation system [364]. Documentation pages are parsed and imported into a docu-
mentation database (on the left). At runtime, commands are parsed to an Abstract Syntax Tree (AST) and divided into
fragments, each corresponding to a CLI program (‘Matcher’, on the right). Corresponding program pages are retrieved
from the documentation database and only the relevant content of the page, in terms of options and arguments used, is
extracted. The result is post-processed and given and output to the LLM classifier.

Double-head AI Classifier

The double-head LLM classifier [364] replaces the previous Bash-trained BERT model for classification. It is
composed of:

• A BERT head pretrained on English corpus (English BERT head), for processing the documentation
text produced by the documentation system. This head is used in combination with a full tokenizer,
combining base tokenization (based on spacing and punctuation) with WordPiece tokenization [365].
The full tokenizer allows to efficiently encode the English text to a latent vector representation.

• ABERT head pretrained on a corpus of Bash commands (Bash BERT head), for processing the command
string (as in the base classifier). As before, this head is used in combination with a BPE tokenizer,
which can adapt the set of encoding tokens to the input provided during pretraining and to the desired
vocabulary size.

The final LLM prediction is computed as:

• the prediction of the double Bert classifier (Bash+Docs), if the documentation is available;

• the prediction of the single Bert classifier (Bash), if the documentation is not available.

Similarity Search System

A similarity search system [364] is devised to overcome potential limitations in the documentation knowl-
edge base, by exploiting the existing system rules to generalize risk predictability in proximal cases. This
system covers potential shortcomings such as missing documentation pages for a command, inability to as-
sociate a command to its respective pages (e.g., /home/user/.venv/bin/python3.6 cannot be associated
to Python), or command name aliasing. The diagram of the similarity search system is shown in Figure 5.8.

The similarity search system implements a kNN algorithm to classify incoming commands based on the
rules stored in a rule database (see Figure 5.8). Each rule is associated with a blocking/allowing policy, which
can be used as training label for the classification algorithm. During training, database rules are retrieved and
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Figure 5.8 Diagram of the similarity search system [364]. The set of rules stored in the rule database is used to retrieve
similar commands using a similarity function in a vector space. These similar items are then used to classify the com-
mand using a 𝑘-Nearest Neighbors (kNN) algorithm.

an efficient tree-like (k-d tree) data structure is fitted for enabling fast neighbor queries during the inference
phase. During inference, the incoming command is used as query to return themost similarmatching rules. To
evaluate similarity, the Levenshtein distance is used, to measure the minimum number of insertion, deletion,
or replacement changes necessary to convert the command into a potential match. Once the top 𝑘 matches are
retrieved, their associated labels are used to predict the class of the incoming command, by majority voting.

Response Aggregation

The similarity search model can be enabled or disabled on demand. If it is disabled, the final prediction is the
LLM prediction. Otherwise, the final risk prediction incorporates both the LLM prediction and the similarity
search prediction.
The aggregation of LLM prediction and similarity search is computed as:

• The similarity search prediction, if the LLM prediction is SAFE and the similarity matching prediction
differs;

• The LLM prediction, in all other cases.

This choice is made to emphasize discovery of high-risk commands (i.e., increase recall).

Experimental Setup and Results

To train and evaluate the documentation-based approach, the three necessary data sources (documentation,
commands, and rules) were collected as follows:

• manpages from the entire Ubuntu repository [363] were collected and imported in the documentation
system;

• Documentation for several non-UNIX commands (e.g., Openstack [57]) was collected from publicly
available Internet resources and converted to the manpages format;

• Several internal-use and other third-party commands were self-documented.

The total number of documentation pages imported is 36.4k, each corresponding to an executable program
or file definition. For the commands, the same dataset utilized for the direct command classification approach
was used. For the similarity search approach, a set of 5049 production rules, annotated with the three risk
classes above described, was imported.
The BashAI headwas pretrained according to the samemethodology described in Section 5.4.3. The English

BERT head utilizes the same BERT architecture and hyperparameters; however, it was not pretrained since
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Model Precision Recall F1-score

RISKY BLOCKED R+B RISKY BLOCKED R+B RISKY BLOCKED R+B

Bash BERT 0.9713 1.0000 0.9716 0.9165 0.8750 0.9161 0.9431 0.9333 0.9430
Bash+Docs BERT 0.9712 0.8750 0.9703 0.9141 0.8750 0.9138 0.9418 0.8750 0.9806

Table 5.6 Comparison of proposed ‘direct’ (Bash BERT) and documentation-based (Bash+Docs BERT) classification
models in terms of precision, recall and F1-score on the positive classes RISKY and BLOCKED. (R+B) = all dangerous
commands (RISKY + BLOCKED).

Scenario Name Rule-based Prediction Documentation-based LLM prediction # Commands Precision (%) Recall (%)

whitelisting RISKY SAFE 14 64.3 100.0
blacklisting SAFE RISKY/BLOCKED 21 9.5 100.0

Table 5.7 Results of the auditing evaluation in the two scenarios described (whitelisting, blacklisting).

the publicly available model [366] is already pretrained on English language corpora. The final finetuning
were also carried out according to the same methodology of the direct classification approach.

The risk classification ability of the documentation-based classifier was evaluated in two steps: accuracy
evaluation and auditing evaluation.

The accuracy evaluation measured the correctness of predictions directly. Table 5.6 reports the results.
The documentation-based approach reaches classification performance similar to the direct classification ap-
proach. An analysis of dataset commands reveals that the test set used for evaluation (although composed
of commands not seen during training) contains commands that are quite similar to the commands used for
training. Both training and test set are in fact taken from the risk predictions performed by the rule-based
system. Based on these results, both the direct and documentation-based models are able to classify these
unseen commands equally well, as they are fairly similar to the training set commands.

It is however expected that the documentation-based approach must be able to generalize better to new
commands outside the training set distribution. To this end, the auditing evaluation is performed. Auditing
(see also Sections 5.3.3 and 5.4.7) allows to discover new dangerous and safe commands previously misclassi-
fied, in order to improve the classification accuracy of an existing system. As the auditing procedure is only
triggered when an unknown command must be classified, it allows to evaluate the generalization ability of
the algorithm beyond the commands used for training. For this part of the evaluation, over 500 commands
were manually labeled and thoroughly verified by experts. Because commands that are either misclassified
or not classified by the rule-based system are in general rare to find, the evaluation is upper-bound limited
by the total number of unlabeled and misclassified commands observed (35).

Table 5.7 reports the results of the auditing evaluation. Two main scenarios are considered:

1. whitelisting. The audited (rule-based) system does not have an associated rule (defaults to RISKY), the
documentation-based system predicts SAFE ;

2. blacklisting. The audited system predicts SAFE, the documentation system predicts RISKY or BLOCKED.

For the whitelisting case, the documentation-based AI model is able to detect all SAFE commands with
acceptable precision (64.3%). From a real-world use perspective, its use requires human supervision, but it
was evaluated overall useful to find commands to whitelist by O&M experts.
For the blacklisting case, the documentation-based AI model is again able to detect all potentially RISKY

commands, although it tends to over-report with a consequent drop in precision (9.5%). This entails that the
documentation-based approach is able to suggest commands to blacklist, although it requires a necessary
revision step by humans as well.
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Figure 5.9 Example diagram for auditing applications [345]. A rule-based classifier (‘Risk Assessment’) evaluates the
risk of incoming commands (captured by the interception system in the let-side dashed box) through a knowledge base
of rules (‘Rule Management’). An additional AI-based system (gray box at the bottom) evaluates the predictions of the
rule-based system to recommend corrections to human operators (right side of the picture).

5.4.7 Use Cases of LLM models for the Command Language

The BERT models described above can be applied in many industrial applications related to the command-
line, which is the entrance door to the platform layer of the cloud. In this section, the applicability of the
approach into different contexts is presented. Several use cases for the model are described, which have been
used or are planned to be used in internal cloud production systems in the future.
The first use case is online risk classification. Command risk can be evaluated online to block dangerous

commands during interception. A scheme of online risk classification is shown in the last segment of Fig-
ure 5.4. First, commands executed over remote terminal are intercepted by an access control system (e.g., a
bastion host). Then, the risk of the intercepted command is evaluated using the LLM-based classifier. The
classifier can be deployed directly on-site, or accessed via an inference API to take advantage of specialized
hardware. Commands and classifier predictions can be stored to permanent storage for offline analysis. Based
on the prediction outcome, commands are either blocked or allowed, and the operation output displayed to
the operator.

System auditing is the practice of analyzing the quality of an existing system to validate its results and
consider potential improvements. In the context of command interception systems, an existing risk classifier
can be audited by analyzing if its risk predictions correspond to the true risks of the commands, to support
the identification of errors and the creation of new classification rules.
The language model was applied for auditing an existing rule-based system. An example of an auditing

pipeline is shown in Figure 5.9. The existing system is composed of a rule-based risk classifier, a rule man-
agement system, and database store of rule-based and AI-based predictions. When revision of existing rules
is needed, a report of non-matching of predictions from the rule-based and AI models is generated. As for the
majority of commands the two predictions will correspond, it is sufficient to report only the commands where
the two predictions differ. An human expert can then decide if the discrepancy reported by the AI model is
correct and update the corresponding rule in the management system. This comparison speeds up the work
of expert reviewers, as they only need a small portion of commands, where the two predictions do not match.
Thanks to the high precision of the command classifier, if a command is reported as dangerous, it is likely
that an rule update action must be taken. Using the language model, it was possible to discover several new
risky commands that were not detected by the rule-based system.
The language model was also considered for command categorization. Commands can be assigned to pre-

defined categories based on their function (e.g., networking, filesystem, scripting, third-party command). For
O&M operators it is convenient to know the category of a command for several reasons: to identify similar
commands and construct new rules, to clarify the meaning of unknown commands and speed up auditing, to
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understand which type of commands are currently not identified by the security system. The command cate-
gorization problem is comparable to command risk classification, as both can be achieved using the techniques
described in this work (provided ground-truth labels are available).

In the conducted experiments, categories from manpages documents [363] were considered as a potential
source of command categorization labels. First, commands are parsed to extract program names. Then, pro-
gram names are matched to manpage files, which store corresponding command categories (e.g., ls =‘OS
command’). This allows to create a labeled dataset associating commands with one (or more) command cate-
gories. By applying the finetuning technique described in Section 5.4.3, it is possible to construct a language-
specific command classifier for an arbitrary command taxonomy.
The language model approach may also be applied for other NLP-related tasks, such as context extraction,

where it can be used to automatically extract code from mixed-language text, e.g., code tutorials and Jupyter
Notebooks, and from Standard Operating Procedure (SOP) forms for O&M practices. The extraction of com-
mands from SOPs allows to verify the correct execution of the procedure and potentially recognize SOPs and
command sequences that do not conform to the correct security standards.
The approach may also be used for named-entity recognition tasks in a command-line context, e.g., to

recognize filenames, API endpoints, or IP addresses. This task can support security auditing by identifying
named entities that should not be accessed.
In conclusion, the LLM model may be used for traditional code-language applications, such as code gen-

eration and auto-completion. These tasks support development and configuration of software systems in the
platform environment. The LLM model may also be used to classify portions of code or scripts to detect
potential vulnerabilities and defects (similarly to Software Defect Prediction (SDP), Section 3.4.3).

5.5 Summary

In this chapter, the challenges related to platform-level FM were presented. The platform layer of the cloud
provides the operating environment for building and executing software applications.
Platform layer tools are predominantly built, maintained and executed using the command line. Therefore,

the security and reliability of the CLI is deemed of high importance to prevent platform-level failures. To this
end, a LLM for the command-line language, which is applicable to several NLP-related tasks, was proposed
and evaluated via comparison to existing NLP solutions.
First, it was shown how to apply the LLM approach for command risk classification. The language model

leverages the contextual knowledge learned during pretraining to achieve higher classification accuracy and
pinpoint dangerous CLI operations effectively. The procedure to train the model according to a realistic
distribution of production commands was described.
Then, the accuracy of the approach was evaluated and compared to several existing approaches for com-

mand risk classification, in terms of performance and accuracy. The results show that an LLM-based solution
is feasible for adoption in real-world cloud environments and can improve detection for rare classes of com-
mands, reducing impact and occurrence of CLI-related incidents significantly.
Furthermore, the base LLM approach was extended to process command documentation pages, in order to

include external knowledge about the behavior of commands. The documentation-based approach is shown
to support efficient auditing of misclassified or unknown commands, for both whitelisting and blacklisting of
commands.
In conclusion, the applicability of the LLM models to other CLI-related tasks, including command catego-

rization, SOP verification, and other NLP tasks, was showcased.

5.5.1 Advantages of the Proposed Solution

The LLM approach focuses on universal applicability by supporting all valid commands, including concate-
nation of multiple commands via pipes and other possibilities allowed by the command-line syntax (time,
`CMD`, $, & &, xargs,, . . . ).

The LLM model can leverage information learned during pretraining for classification and thus only re-
quires a limited dataset for finetuning to the context-specific tasks, providing more flexibility at a reduced
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effort. The documentation model, moreover, leverages previous knowledge coming from existing classifica-
tion rules and external sources of knowledge coming from command documentation.
When applied for auditing [352, 353], the proposed approach operates for both discovery of FPs and FNs

predictions during the auditing process, via comparison of all predictions for all samples, not only the positive
predictions or for specific rules [355].
The documentation-based approach integrates command documentation to evaluate the inherent risk of

commands, so that an existing classification rule can be challenged and revised. Moreover, a fallback solution
based on the most similar rules is introduced, so that a risk classification from the auditing system is always
available.

5.5.2 Potential Limitations of the Proposed Approach

As the approach is experimental, it is based on several assumptions in order to work effectively.
A first limitation of the approach is the surviving requirement for supervised data. However, the presence

of the pretrained BERT backbone highly reduces the quantity of labeled commands needed. IT practitioners
interested in this approach may have already implemented a command classification solution, which can aid
in the collection and labeling of commands.
A second limitation is the input length. The model described in the paper accepts commands up to token

length 512. Although this allows to classify the large majority of the valid commands in production, it may
not be applicable to classify longer commands, such as one-liner Bash scripts.
Moreover, the current approach can only evaluate single command instances and cannot, therefore, evalu-

ate the risk associated to a sequence of commands. It is however plausible that such extension can be achieved
in the future, due to the flexibility of the model to adapt to different tasks.
Future workmay investigate how to overcome such limitations and possibly extend further the applicability

of this language model to other O&M tasks.
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6 Software-level Proactive Failure Management

In this chapter, proactive failure management at the software level of the cloud stack is investigated.
In Section 6.1, software-level Failure Management (FM) is introduced, by describing the operating environ-

ment, common failure modes, and techniques to deal with software-level failures. In Section 6.2, the problem
of Root Cause Analysis (RCA) in large-scale services, with its challenges and motivation, is introduced. Sec-
tion 6.3 presents related work for software-level FM and RCA. Section 6.4 presents a pattern-mining-based
algorithm for RCA on structured log data, with evaluation results and an extension to sequential logs. In
Section 6.5, the applicability of the proposed approach in the context of large-scale cloud environments are
discussed. The chapter is concluded with Section 6.6.

6.1 Introduction

6.1.1 The Software Layer

The software layer is responsible for delivering software applications as a product to end customers. It must
ensure application services are executed effectively and data is consolidated.

Because the software layer represents the uppermost layer of the cloud stack model (Section 2.1.3), it is
also the layer which provides most complex cloud offerings as a service. The typical Software-as-a-Service
(SaaS) offering provides resources ranging the entire stack, from the physical hardware up to the load balancer.
The software layer is also the only offering which effectively incorporates the software logic in the provided
service. This has the consequence of introducing a large quantity of source-code related failures in the context
of failure management.

Software bugs are a particular concern, due to the high variability and complexity of different software
offerings [40]. Moreover, under significant load new instances of bugs and undesired behavior tend to appear.
Around 40% of all cloud incidents are due to code-related bugs [367], in particular due to unverified code
changes or buggy features, invalid values of flags and constants, invalid code dependencies and exception
handling. The difficulty in re-creating the real-world production environment for experimental and debugging
purposes also complicates traceability and study of software errors.
From an Operations & Maintenance (O&M) perspective, monitoring such a large and complex software

stack is complex and time-consuming. While failures in the lower parts of the stack are treated according to
the techniques described in the previous chapters.

6.1.2 Techniques for Software-level Proactive Failure Management

Based on the result of the systematic study earlier summarized [75] and additional literature review con-
ducted, AI for IT Operations (AIOps) techniques for software-level proactive FM may be divided into five
main categories:

• software-level failure prevention. These include numerous techniques already mentioned, relevant when
applied at the software level, such as Software Defect Prediction (SDP) [29,199–211], i.e., the automated
discovery of software bugs via source code analysis; checkpointing [216–218] and software rejuvena-
tion [133, 137, 194, 214, 215], i.e, techniques to maintain clean operational states of software systems;
and fault injection [212, 213], i.e., the study of how simulated injected faults affect the runtime behav-
ior of software, to improve its design or configurations. AI models can be applied estimate the correct
checkpointing/rejuvenation policies, or estimate probability of software bugs in source code;
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• software-level Online Failure Prediction (OFP). It allows to predict whether specific software instances
will fail or not. It can refer to predicting failures of software systems [196, 235, 237], e.g., predicting if
a specific service is about to experience an error, or it can refer to self-contained instances of software
workload [22, 350, 351], such as a job or a task (so-called job failure prediction). It relies on service Key
Performance Indicator (KPI) or workload data, as well as on the output of OFP of lower levels;

• deployment verification. It allows to verify whether specific releases, software updates and rollbacks
are safe to deploy for production use [368, 369]. AI models can predict the impact of software updates
by analyzing historical update data and the current software environment. The provided insights help
in proactively testing updates in isolated environments before deployment. In case an update triggers
compatibility issues or failures, AI can also be used to initiate automated rollbacks to a stable version,
ensuring uninterrupted service;

• proactive load testing. AI-driven load testing tools can simulate various usage scenarios to assess soft-
ware performance under different conditions. The AImodel learns to estimate the real-world conditions
of operating a software in scenarios otherwise impractical or unsafe to test directly (without canary de-
ployments). By proactively identifying bottlenecks and stress points, O&M engineers can optimize
software performance and responsiveness. This ensures that the software remains stable even during
periods of high demand, minimizing the risk of failures caused by unexpected load spikes;

• runtime verification. These techniques allow to verify the correct runtime behavior of software, to de-
tect or predict future failures. They rely on internal knowledge of the system, in the form of topology,
causality relationships, or other form of dependencies. The internal knowledge allows to draw conclu-
sion on unobservable parts of the system.

6.2 Root Cause Analysis and Software-level Failure Management

RCA is a common AIOps topic which has already been discussed in Section 3.4.3. RCA is the process of
inferring the set of elementary faults that caused a failure [370]. RCA is a fundamental reactive step for
problem remediation, which is necessary for full recovery from failures and to ensure fulfilling the Service
Level Agreeement (SLA) with minimal service interruption [75].

RCA is equally important for proactive failure management [73] as a method for collecting additional
diagnostic information, interpret failure predictions and specialize preventive actions against failures to the
specific components of subsystem that is expected to fail soon [235, 351]. Moreover, RCA frequently utilizes
methodologies such as causality learning, pattern correlation, or graph propagation, which are important to
understand the dynamics of a failing system also in a proactive setting. As it will be presented in the next
sections, some RCA approaches, such as LogRule (Section 6.4), can be effectively translated into proactive FM
methods by exploiting the causality mechanisms learned during post-mortem analysis.

6.2.1 Root Cause Analysis in Large-scale Services

Effective failure remediation is only possible when the root causes of the failure are fully discovered.
An efficient troubleshooting depends on the quality and granularity of the logging and monitoring systems
deployed in the various components of a large-scale distributed system (e.g., hardware telemetry, event logs,
and distributed tracing).

In the available AIOps literature, RCA is often performed through service log analysis, mainly because logs
are the most frequent source of diagnostic and monitoring information [38]. Recent trends favor structured
logging, where information is presented in predefined structures using key-value pairs, so that they may be
ingested by monitoring algorithms without requiring any pre-processing.

Manual RCA requires examination of heterogeneous monitoring information, such as system-level met-
rics, KPIs, and logs, to find one or more explanations for a failure event of interest. Due to the large quantity
and complexity of the monitoring information, this task may become intractable for humans [370]. The key
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1 Dec 10 06:55:46 LabSZ sshd[24200]: pam_unix(sshd:auth): check pass; user unknown
2 Dec 10 06:55:48 LabSZ sshd[24200]: Connection closed by 173.234.31.186 [preauth]
3 Dec 10 07:02:47 LabSZ sshd[24203]: Connection closed by 212.47.254.145 [preauth]
4 Dec 10 07:07:38 LabSZ sshd[24206]: Invalid user test9 from 52.80.34.196
5 Dec 10 07:07:38 LabSZ sshd[24206]: input_userauth_request: invalid user test9 [preauth]
6 Dec 10 07:07:38 LabSZ sshd[24206]: pam_unix(sshd:auth): check pass; user unknown

⇓

Date Time Component Process ID Event ID Event Template IP Address

Dec 10 06:55:46 LabSZ 24200 E21 pam_unix(sshd:auth): check pass; user unknown null
Dec 10 06:55:48 LabSZ 24200 E2 Connection closed by <*> [preauth] 173.234.31.186
Dec 10 07:02:47 LabSZ 24203 E2 Connection closed by <*> [preauth] 212.47.254.145
Dec 10 07:07:38 LabSZ 24206 E13 Invalid user <*> from <*> 52.80.34.196
Dec 10 07:07:38 LabSZ 24206 E12 input_userauth_request: invalid user <*> [preauth] null
Dec 10 07:07:38 LabSZ 24206 E21 pam_unix(sshd:auth): check pass; user unknown null

Figure 6.1An example of structured log parsing [371]. The information presented in human-readable logs (top diagram)
may be structured using the log message schema. Message fields may then be matched to string templates to extract
additional columns, e.g., IP Address in this example. The final result is a tabular collection of data (bottom diagram).

to effective RCA is in the discovery of strong correlations between different system states, so that failure
symptoms may be associated to their root causes. In this context, the correlations are often referred to as
rules. If indications of a failure are present in individual log records (collection of system states), analyzing
the correlations between the states and the failure may reveal that a particular system state is more likely
to have caused the failure. For instance, observing a failure in log records corresponding to requests han-
dled by the same IP address may indicate a potential problem in the host associated to that IP address (e.g.,
{ip=172.146.XXX.XXX, port=YYYY} =⇒ failure).
The application of automated RCA systems in a large-scale computing environment poses several chal-

lenges such as the necessity of large quantities of high-dimensional data, which in turn requires deploying
efficient data processing and correlation algorithms. However, in modern systems themajority of existing log-
ging information is stored in traditional, human-readable format and thus requires complex pre-processing
steps, such as parsing, template matching, and value extraction. An example of log pre-processing is shown
in Figure 6.1.

In contrast, structured logs provide diagnostic information in predefined machine-readable structures,
which makes them suitable for automated processing. Therefore, structured logs are great enablers for RCA,
due to their native compatibility with AI systems and their readiness for algorithm ingestion.

Association Rule Mining (ARM) [87], as formally introduced in Section 2.3.3, is an established method for
automatic discovery of item relations in large databases. Given a formal description of a failure state, ARM
employs statistical analysis to generate a list of observable system states, correlated to the observed failure,
in the form of rules. ARM may be applied to any set of stateful observations, for example, structured logs.

6.2.2 Association Rule Mining for Root Cause Analysis

ARM [87] provides a statistical method to automatically discover causal relationships 𝑋 =⇒ 𝑌 , where 𝑋 is
an observable state and 𝑌 is a failure. The information contained in 𝑋 can then be used to isolate the target
problem. The final objective is to obtain a set of high-confidence rules 𝕏𝑓 = [𝑋𝑓 1,𝑋𝑓 2,𝑋𝑓 3, . . .] able to cover
the set of transactions containing failure state 𝑌 . Examples of database, item base, and itemset in the context
of structured logs are shown in Figure 6.2.
If logs are sufficiently informative, the generated output rules represent the root causes of the investigated

failure, herein referred to as explanation set. Even thoughARM is an effectivemethod, its combinatorial nature
limits its scalability to high-dimensional monitoring data collected from large-scale cloud systems. Therefore,
in order to employ ARM for RCA in these systems, it is necessary to reduce the complexity and dimensionality
of the data without losing important diagnostic information.
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1 D = [
2 𝑡1: {timestamp=1628513032, region=europe−east, size=4, fail= True }
3 𝑡2: {timestamp=1628515048, region=europe−east, size=6, fail= False }
4 𝑡3: {timestamp=1628579388, region=north−america, size=12, fail= False }
5 𝑡4: {timestamp=1628582608, region=north−america, size=12, fail= True }
6 𝑡5: {timestamp=1628587572, region=se−asia, size=6, fail= False }]
7
8 B = {timestamp=1628513032, timestamp=1628515048, timestamp=1628579388,
9 timestamp=1628582608, timestamp=1628587572, region=europe−east,
10 region=north−america, region=se−asia, size=4, size=6, size=12,
11 fail= True , fail= False }
12
13 X = {region=europe−east, size=6}
14 Y = {fail= True }

Figure 6.2 Example of ARM concepts (database, item base and patterns X, Y) in a structured logging context [371].

Previous works in log analysis have shown that logs contain redundant information, both in the row
dimension [372,373], and in the column dimension [373,374]. A third type of redundancy is due to key-value-
pair co-occurrence patterns, for which one or more key-value pairs always co-appear in the same log lines,
and do not appear elsewhere. An example of co-appearing patterns is shown in Figure 6.1, for EventID=E2 and
EventTemplate=Connection closed by <*> [preauth]. Because these two elements always appear in the
same rows, they can be effectively compressed into one item. The presence of redundancy in logs is vital for
applications such as log templating and compression [374] and can be equally exploited for accelerating RCA
via redundancy elimination [90]. While row redundancy has been addressed in ARM systems for RCA [90],
column and co-occurrence pattern redundancies have not been investigated in the past.

6.3 Related Work

This section describes related work in dealing with failures in software proactively. As the applications and
methods of proactive software FM are vast and heterogeneous, a comprehensive overview is not feasible.
This section therefore focuses on the most relevant AI-based contributions, divided in failure prevention
techniques, failure prediction and RCA.

6.3.1 Software Failure Prevention

Software Defect Prediction (SDP)

SDP discovers software bugs via analysis of source code (See Section 3.4.3). Methods vary in choice of data
sources (code metrics vs. code revision history) and target code unit (function, class, module, etc.) [75].
Graves et al. [200] categorize software-quality predictors into two groups: product measures (such as code

metrics) and process measures, which quantitatively represent the changing history of a software project.
They support the latter group because product measures are deemed inconclusive from a correlation study.
To predict the number of defects in the software repository of a telephone switching system, generalized
linear models are built from process metrics. Additionally, a weighted-time damp model is presented, where
code modifications are down-weighted based on age, which performs better overall.

Moser et al. [205] conducted a comparison analysis of code and change metrics on a repository of Eclipse
projects. Three different Machine Learning (ML) methods - namely Naive Bayes, logistic regression, and deci-
sion trees - are used to perform a comparison. It has been demonstrated that using individual change metrics
makes finding broken source files more effective than using only code metrics. Additionally, a combined
approach slightly outperforms or produces comparable outcomes to a change metric strategy.

Convolutional Neural Networks (CNNs) for SDP are investigated by Li et al. [210]. A subset of Abstract
Syntax Tree (AST) nodes corresponding to various kinds of semantic operations is extracted during the pars-
ing step. These tokens are converted into numerical features by using embeddings, and they are then fed into
a 1D convolutional network to learn intermediate representations of the input code. The final prediction is
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then made by combining these intermediate representations with manually created features. Results from
the PROMISE dataset are compared with those from a traditional logistic regression model and a Bayesian
Network approach, showing a significant F-score improvement (60.8%, +8.4% over traditional methods).

Checkpointing and Software Rejuvenation

Checkpointing [216–218] and software rejuvenation [133,137,194,214,215] are connected techniques to main-
tain clean operational states of software systems.
Checkpointing prevents failures by saving the system state before the occurrence of a failure. Multi-level

checkpointing creates persistent-storage checkpoints at different component levels to improve flexibility and
resiliency in large-scale systems [216, 218].
To this end, an incremental checkpointing technique for parallel cloud applications is presented by Jang-

jaimon et al. [218]. To predict turnaround time during program execution, their system uses an Adjusted
Markov Model that takes into account both the impact of hardware failures and potential resource revoca-
tion events. The model also considers financial factors, such as cost and availability. An adaptive multi-level
checkpointing scheme is advantageous for cloud paradigms with resource revocation, as it enables smaller
checkpoint sizes, faster execution times (up to -25%), and reduced downtime cost (up to -20%).
Software rejuvenation, on the other hand, is a prevention technique which temporarily suspends a soft-

ware execution to clean its internal state. Rejuvenation polices may either be periodic or on-demand, which
require a scheduling policy. ML models have been used in the past to suggest efficient rejuvenation schedul-
ing policies [137, 194]. Castelli et al. [194] apply stochastic reward networks to model service downtimes
and draw conclusions on the efficiency of rejuvenation policies. Both time-based and prediction-based poli-
cies are taken into account in their analysis. They use resource exhaustion prediction methods for the latter,
which are useful for estimating future failures and examining the expected downtime as a function of the
prediction model accuracy and coverage. Both periodic and prediction-based policies are shown to be able to
reduce downtime significantly, with prediction-based methods showing a larger overall improvement (-60%
downtime at 90% coverage, vs. -25% with optimal time-based), with high-frequency periodic policies better
tolerating simultaneous failures (-95%, vs. -85%).

Software Fault Injection

Fault injection is the deliberate introduction of faults into a target working system [134] to evaluate the
level of fault tolerance reached [75]. Software faults can be inserted directly or can be simulated to infer the
consequences of failures. The set of injected faults is defined faultload and is determinant in evaluating the
success of fault injection.

Natella et al. [212] utilize two machine learning algorithms to enhance the faultload set. In particular, they
use decision trees to categorize components into higher and lower fault risk. They also apply clustering on
code metrics of software components to separate components based on their fan-in and fan-out interaction.
Faults are injected into components of the cluster with the lowest fan-in and fan-out. The approach is tested
on several commercial software frameworks and can reduce faultload size (up to -69%) and increase fault
representativeness (up to +26%).

6.3.2 Software-level Online Failure Prediction

Some methods predict failures of software applications and large-scale services online.
Cohen et al. [235] investigate an approach based on Tree-Augmented Networks (TANs) to associate ob-

served variables with abstract service states, in order to forecast and detect SLA violations and failures in
Web services. Their approach is based on the observation of system metrics, such as CPU time, disk reads,
swap space; and KPI-related measures, such as the number of served requests. The optimal graph structure
composed of the optimal subset of input metrics is selected by means of a greedy algorithm. The approach can
also be used for RCA, by exploiting the interpretability properties of TANs. Two fault injection experiments
on servers are used for evaluation. The results show high detection rates (83–93%) and False Positive Rates
(FPRs) ranging between 9.1% and 24%.
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Salfner et al. [237] train Hidden Semi-Markov Models (HSMMs) for online prediction of failures on se-
quences of categorical events, which are collected from error logs. One HSMM is trained on failing sequences,
a second one on non-failing sequences. Then, the sequence likelihood of the two models determines which
of the two scenarios is more likely. The approach is general evaluated on logs of a commercial telecommu-
nication system and compared with other prediction methods, achieving an F1-score of 74.19% and a FPR of
1.45%.
HORA [196] predicts service failures holistically, by combining system architectural knowledge and online

time-series data to predict SLA violations and failures. Component failures are first predicted from system
metrics using autoregressive predictors, then these failures are associated to system-wide problems by using
component dependencies and failure propagation models. The approach is tested on a microservice-based
application and compared to a monolithic approach (without architectural knowledge) by injecting memory
leaks, node crashes, and system overloads during execution. HORA achieves a higher recall (83.3% vs. 69.2%)
and Area under the Curve of Receiving Operating Characteristic (AUCROC) (0.920 vs. 0.837, +9.9%) compared
to the monolithic approach.

6.3.3 Deployment and Runtime Verification

Velayutham et al. [368] propose a canary testing approach for a radio access network. To do so, they evalu-
ated several sequence-basedML approaches, including Long Short-TermMemory (LSTM) and AutoRegressive
Integrated Moving Average (ARIMA) predictors, for forecasting future time-series values and model uncer-
tainty. These predictions are then used to make a final decision on the canary deployment.
Pritchard et al. [369] automate software update rollouts using a Reinforcement Learning (RL) based ap-

proach. The software rollout is model as a three-state automaton, on which the RL agent operates. The
Q-learning algorithm is used to train the agent in taking optimal rollout decisions, such as preventing a soft-
ware defect from being shipped.
Magpie [239] and Chen et al. [71] use Probabilistic Context-Free Grammars (PCFGs) to model execution

traces from event sequences, which enables online anomaly detection through analysis of deviations from
normal components interactions. The approach can also be used for failure prediction by modeling failure
and healthy states, for fault localization, failure diagnosis and post-mortem analysis.

6.3.4 Root Cause Analysis

RCA is a complex task, reaching substantially beyond supporting proactive FM (Section 3.4.3). RCA tech-
niques for software vary considerably in terms of goals, data sources, methods, and application scenarios. A
large part of existing contributions provide solutions for very specific problems. For example, CloudRaid [375]
focuses on discovery of concurrency bugs through log mining in the context of distributed system. Therefore,
an exhaustive comparison of all RCA-related sub-problems is infeasible due to the substantial differences in
various approaches. Since the RCA approach proposed in Section 6.4 strives for generality and targets a wide
application domain, here only general-purpose RCA systems and previous RCA approaches based on ARM
and structured logging are presented, as they are comparable in some aspect to the proposed approach.

General-Purpose RCA Systems

Two main groups of past contributions for general-purpose RCA can be identified.
NetMedic [376], G-RCA [377] and Giza [378] apply graph mining and causal inference techniques to un-

cover spatiotemporal correlations between observable failures and root causes. These approaches are used
for diagnosing large-scale IP networks, where a mapping between system components (devices, processes,
connections) and a graph model, composed of edges or nodes, is intuitive and easily constructable. These ap-
proaches are very effective in network applications, but they fail to show applicability whenever the complete
system cannot be easily modeled as a graph.
Approaches in a second category of contribution include Adtributor [379], iDice [380], HotSpot [381],

Log3C [382], and Squeeze [383], which perform RCA by means of statistical attribution of low KPI perfor-
mance to specific system states, described by means of attribute-value pairs. KPI degradation is an important
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early warning symptom for failure, as well as important evidence signal to start investigating underlying
causes in relation to performance issues. Oftentimes, however, the problem is already well-known as it af-
fects only a subset of users. Thus, the analysis does not need to rely on high-level KPI information, but rather
on fine-grained information collected on single hosts.

ARM-based RCA Systems

ARM has been frequently used for RCA in combination with structured logs. While various approaches
only employ ARM for RCA [90, 94, 384], others apply a combination of supervised learning and ARM for the
task [385–387]. There are also approaches available in the literature, which consider architectural enhance-
ments from system perspective rather than algorithmic improvements [388, 389].
Lin et al. [90] propose a RCA framework based onARMand structured log information. Formining patterns,

they consider FP-Growth [89] as a valid replacement for the Apriori algorithm, and prioritize rules based on
lift, confidence and support. Furthermore, in order to improve interpretability, they propose a rule refinement
technique to remove redundant rules from the final explanation set.
Murali et al. [94] propose Minesweeper, an approach for mining sequential rules from app event traces

(e.g., 𝐴 → 𝐵 → 𝐶 =⇒ 𝑓 𝑎𝑖𝑙𝑢𝑟𝑒). Rules are discovered using Prefix-projected Sequential PAttern Mining
(PrefixSpan) [92] and evaluated bymeasuring correlationmetrics in faulty and normal groups of traces. Zhang
et al. [384] also consider Sequential PatternMining (SPM) and propose a pre-processing step based on the item
association matrix. They apply this technique for RCA in network alarm logs.

Castelluccio et al. [387] devise the tree-based approach (STUCCO) to classify software crash reports based
on contrast set mining. Although supervised classification models like decision trees are usually faster and
simpler to implement, they only produce a subset of all candidate explanations and may miss associations,
which are too rare in the population to be selected. The results generated by these methods are less inter-
pretable compared to that of pure ARM. Furthermore, the approach is not applicable to composite data types,
such as version numbers or URLs/paths.

Arifin et al. [385] propose a supervised Naive Bayes model for SMS spam detection, where FP-Growth [89]
is used for extracting discriminative features. Suriadi et al. [386] apply a supervised learning approach based
on decision trees using process logs enriched with performance metrics for component attribution.
Bagui et al. [388] propose an efficient Hadoop implementation for ARM in large distributed environments

using Apriori [87], while Liu et al. [389] employ ARM to analyze wireless network quality on the Big Data
platform Spark. These architectural contributions focus on improving performance and scalability of ARM
using Big Data platforms, but do not provide additional advantages in terms of interpretability or usability of
the RCA framework.

6.4 Efficient Operator-based Pattern Mining for Root Cause Analysis and
Failure Prevention

This section presents a novel pattern mining approach for RCA and failure prevention from structured logs.
An introduction onmotivation, current challenges and expected contributions is outlined in Section 6.4.1. The
proposed LogRule algorithm and its implementation details are presented in Section 6.4.2. Experiments and
evaluation results are presented in Section 6.4.3. An extension of the approach to sequential data is presented
in Section 6.4.4.

6.4.1 Challenges and Contributions

Both structured and unstructured logs have been previously used for statistical analysis and RCA tasks [90,94,
371,376–383,387–389]. However, the past approaches suffer from several limitations in terms of performance
and usability.

Traditional supervised machine learning models [385,386] do not enable a thorough root cause investiga-
tion, because they often provide a single-class as output, which produces a coarse level of detail not suitable
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for RCA. They also require manual feature engineering and large quantities of labeled data. They must also
be retrained frequently to handle new types of failures.

Graph-based approaches [376–378] rely on existing topological information to discover failure correla-
tions, which may not be available in dynamic or partially observable environments. Similarly, KPI attribution
approaches [379–383] require numerical KPI information to correlate low performance metrics to individual
system states.

ARM-based approaches should provide a natural advantage in terms of interpretability and adaptability to
different input types. However, past ARM-based approaches [90, 94, 387, 388] have often suffered from poor
result interpretability, because of overlapping and repetitive rules, which render the interpretation of results
more difficult. Moreover, in the absence of efficient compression techniques, the exponential complexity of
ARM results in prohibitively large execution times. Some approaches apply rule refinement techniques to
reduce redundancy and to achieve smaller execution times [90, 387]. This, however, may discard important
associations. Some past ARM approaches have also shown limited introspection ability, which hinders accu-
racy of the prediction results. Their effectiveness highly depends on problem-specific hyperparameter tuning.
To overcome these three main limitations, namely interpretability, performance and accuracy, a novel pat-

tern mining framework for RCA is proposed. LogRule [371] is an efficient and interpretable RCA algorithm
based on ARM. LogRule leverages structured logs to generate a list of explanations for events of interest. It
may be used for analyzing sets of historical structured logs (composed of key-value pairs), where some entries
are marked as failures. LogRule indicates possible root causes (as collectiona of relevant key-value pairs) by
analyzing the correlation between the marked failures and other log records.
LogRule improves structured-log RCA in terms of performance, accuracy, and usability. The main contri-

butions, to this end, are:

• the reduction of the problem dimensionality by up to 2000x, resulting in a faster and more efficient
mining process to produce candidate explanations. This is achieved through the application of a new
rule refinement algorithm and a novel database compression technique called item-based aggregation,
which reduces the number of key-value pairs to be processed;

• reduction of the redundancies in the generated rules, which results in higher accuracy and, at the same
time, improves interpretability of the results. This is achieved by introducing a novel rule evaluation
metric called disjunctive support, which measures the level of overlap between different rules to produce
a succinct set of rules;

• extension of the semantic meaning of extracted patterns and increasing introspection ability of the
algorithm. This is achieved by introducing an extended introspective analysis for non-time-critical
applications, called operator-based rule mining, which extends ARM with typed key-value pairs and
operators.

The performance of LogRule is evaluated on a diverse collection of real and synthetic structured log datasets
in terms of execution time and prediction accuracy. The results are compared with an existing approach as
a baseline [90]. Evaluation results indicate a reduction in total computation time by over 97% (37x faster)
compared to the baseline algorithm, while improving average precision and recall of explanation summaries.
Moreover, operator-based rule mining further improves accuracy, achieving a final precision and recall of
0.936 (+0.718) and 0.907 (+0.130), respectively. A qualitative analysis of the rules generated by the algorithms
is also performed, indicating that LogRule generates compactly-presented root causes, which are more useful
for O&M operators to investigate common service problems.

6.4.2 The LogRule Algorithm

The architecture of the proposed LogRule algorithm is shown in Figure 6.3. LogRule is composed of four main
steps: pre-processing, candidate mining, selection, and refinement. In the pre-processing step, the database
𝔻 is constructed and compressed using two aggregation techniques. In candidate mining, frequent patterns
𝑋𝑐 , which constitute the candidate explanations, are discovered from𝔻 using the FP-Growth [89] algorithm.
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Figure 6.3 Pipeline of the LogRule algorithm [371]. Blue boxes are algorithm phases, numbered items below are the
consecutive steps taken in each phase. First, structured logs are pre-processed to construct a transactional database 𝔻.
FP-Growth is then applied to generate a list of candidate explanations𝕏𝑐 , which are verified and selected via statistical
correlation with the input failure pattern 𝑌 . Remaining explanations 𝕏𝑠 are then refined and organized to provide a
final set of explanations 𝕏𝑓 .

In candidate selection, rules are ranked and selected based on support, confidence, and lift, to measure their
correlation to a failure state of interest 𝑌 . In the refinement step, the remaining candidate rules are grouped
and further refined to compute an optimal explanation set 𝕏𝑓 .

The pre-processing step is composed of two sub-phases, itemset construction and database compression.

Itemset Construction

The itemset construction step is necessary to transform the original data sources to the standard database
format 𝔻. During this step, operator-based rule mining is applied to the database to make the subsequent
analysis steps more efficient.
The first step is the analysis of logs for optimal column selection. This step is necessary to prevent that

the problem dimensionality becomes intractable, while ensuring that only relevant information in the logs
is analyzed. LogRule selects optimal columns based on the count of distinct values, and the support of the
individual key-value pairs. In fact, columns with a large distinct value count (timestamps, request IDs, . . . are
unlikely to be informative about large-scale problems and they impose a large toll on performance. Same
applies to columns with constant value. In this step, it is possible to override the inclusion or exclusion of a
specific column in the analysis. The user also has the possibility to select or exclude columns based on the
total number of distinct values in the final database (e.g.,𝑚𝑎𝑥_𝑑𝑖𝑠𝑡𝑖𝑛𝑐𝑡 = 100). Input logs are then loaded and
transformed into a database using an itemset constructor, which transforms individual rows into itemsets. It
is possible to choose from three different itemset construction algorithms:

• Pure-itemset Constructor. This constructor is used for non-tabular datasets, i.e., no key-value pair asso-
ciation (e.g., market basket analysis [390]). In this case, each log line contains a set of distinct elements,
which is directly converted into an itemset.

• Basic Key-value Pair Constructor. This constructor is used for tabular datasets. Each row is converted
into a set of items of the form “key=value”, for each key in the column schema [90]. While each unique
value in a given column results in a key-value pair, only the key-value pairs present in a given row
appear in the corresponding transaction.

• Operator Key-value Pair Constructor. A novel itemset construction technique, which extends the seman-
tic meaning of key-value pairs, is proposed. In the available literature, equality is the only semantic re-
lationship considered for associating key-value pairs. The LogRule algorithm permits other key-value
operators during the itemset construction process, which enable more flexible and generalizable RCA
compared to standard ARM, which is based only on categorical value with “=” operator.
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Operator-based rule mining is implemented during the itemset construction process, where transac-
tions are augmented with additional operator items. A template set is first constructed from values
based on their semantic type and support for operators. For example, for a given IP address 192.168.
10.1, the template set {192.168.10.*, 192.168.*.*, 192.*.*.*} may be constructed. Transactions
are then augmented with additional template items, which are generated using the template set. For
example, all transactions containing host = 192.168.10.1 are augmented with the following addi-
tional items: host = 192.168.10.*, host = 192.168.*.*, and host = 192.*.*.*. A type inference
engine is implemented in LogRule, which is necessary to recognize column types in order to enable the
application of operators. In the current implementation, the operators are supported for the following
types:

– Numeric values (e.g., 3, 12.74), which support the ordinal operators ≤,<,>, ≥, for example
latency≥1000ms, cpu_usage<80%. Since the distinct count of numeric items is usually very
large, it is preferable to use a predefined template set with arbitrary thresholds in order to gen-
erate template items. To limit computational complexity, LogRule uses as template set only the
values observed in failure transactions, as they are more likely to represent an issue;

– Version numbers (e.g., 3.4.1, 1.7.0), which support ordinal operators. If the count of unique
version values is small, the generation of additional items can be exhaustive, i.e, the template set
is the set of all observed versions. Otherwise, a smaller subset may be selected.

– IP addresses (e.g., 192.168.10.1), which support set operators ⊂ and ⊆. For example, 192.168.
10.1 ⊂ 192.168.10.*. LogRule supports the CIDR /8, /16, and /24 classes [391] for template set
construction.

– URL and paths (e.g., /usr/bin/python3.6), which support set operators ⊂ and ⊆, for example
/usr/bin/python3.6 ⊂ /usr/bin. In the current implementation, the template set is composed
of all the intermediate nodes from the root to the final path, for example /*, /usr/*, /usr/bin/*.
For URLs, the domain level hierarchy may additionally be employed to construct the template set,
for example www.example.com ⊂ example.com.

In addition, the operator itemset constructor has the power to augment the database with newmetadata
columns, which are extracted after analyzing the initial column schema. For example, LogRule is able to
extract the transmission protocol and port from the URL, or units of measure for numeric data. These
new columns may be integrated into the analysis in order to hint to otherwise undiscoverable root
causes.

Database Compression

After itemset construction, two compression techniques are applied to make the subsequent analysis steps
faster. First, by row-based aggregation [90], identical transactions are pre-aggregated, where only unique rows
are preserved and annotated with a corresponding weight (number of occurrences).
Moreover, a novel aggregation technique is proposed to enable ARM on high-dimensional datasets, called

item-based aggregation. In contrast with row-based aggregation, this approach reduces the size of the item
base by merging items with identical co-appearance pattern. Hence, if the support set of 𝑏1 ∈ 𝔹 is equal to
the support set of 𝑏2 ∈ 𝔹, i.e.

𝑏1 ∈ 𝑡 ⇐⇒ 𝑏2 ∈ 𝑡 ,∀𝑡 ∈ 𝔻, (6.1)

𝑏1 and 𝑏2 are replaced in the entire database with a new item 𝑏1 ≡ 𝑏2, where ≡ indicates that the two items
are interchangeable.
The execution time of all subsequent steps of LogRule is strongly dependent on the total item count 𝑘 .

Therefore, item-based aggregation results in smaller average execution time by reducing the total item count.
Item-based aggregation still preserves the semantic content of the database during aggregation, because for
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Transactional Database
𝑡𝑖 transaction
𝑏 𝑗 transaction item
𝔻 transactional database
𝑛 = |𝔻| number of transactions
𝔹 item base
𝑘 = |𝔹| number of distinct items in 𝔻
𝑘 ′ 𝑘 when using item-based aggregation
𝑚 number of columns

Association Rule Mining

𝑋 ,𝑌 itemsets (patterns)
𝑌 target pattern
𝑇𝑓 ground-truth explanation set
S(𝑋 ) support of pattern 𝑋
S(𝑋 |𝑌 ) conditional support of pattern 𝑋 on 𝑌
C(𝑋 ,𝑌 ) Confidence of 𝑋 =⇒ 𝑌
L(𝑋 ,𝑌 ) Lift of 𝑋 =⇒ 𝑌

LogRule
𝜆𝑚 item reduction factor
𝕏𝑐 ,𝕏𝑠 ,𝕏𝑓 set of mined, selected and refined patterns
𝑝 = |𝕏𝑐 | number of mined patterns
𝑝′ number of mined patterns (with item-based aggregation)
𝜆𝑝 pattern reduction factor
𝛽 confidence-support weight factor
S∨(𝑋1, . . . ,𝑋𝑘 | 𝑌 ) disjunctive support of 𝑋1,𝑋2, . . . conditional on 𝑌
𝐶 minimum-S∨ stop threshold

Table 6.1 Notation table for LogRule [371]

each pair of aggregated items𝑏1,𝑏2 the information is preserved in the union item𝑏1 ≡ 𝑏2. Therefore, employ-
ing item-based aggregation results in fewer patterns, which are, however, semantically equivalent to those
generated in its absence. Evaluation results indicate that this approach reduces data dimensionality up to
60x for items and 2000x for patterns. Furthermore, fewer patterns result in shorter execution times in the
selection and refinement steps.

Candidate Mining

Rule candidates are generated via frequent pattern mining after dataset construction and aggregation.
The Apriori algorithm [87] is one of the earliest algorithms used for frequent pattern mining [87]. Apriori

is based on a candidate generation process, which constructs new item combinations recursively by selecting
a new item from the item base𝔹 at each iteration. It then verifies the combinations that are effectively present
in the database and measures their support. Patterns which satisfy a minimum support threshold are included
in the final results. If a pattern does not reach the support threshold, all its supersets may also be excluded,
because of the downward-closedness of support and, therefore, the recursionmay stop. However, in the initial
step a large number of patterns, which are not present in the database, may be generated. These, however,
still require time for calculation of their support. The time complexity of the Apriori algorithm is exponential
in the size of the item base: 𝑂 (2 |𝔹 |).
FP-Growth [89] improves Apriori by skipping the initial generation process. It constructs a dedicated data

structure, called FP-Tree, to store item dependencies and mine only the patterns present inside the database.
The frequent patterns are mined by using a divide-and-conquer strategy. Differently from the Apriori algo-
rithm, FP-Growth does not require an internal candidate generation step and only examines existing item-to-
item connections in the database once, resulting in a more efficient runtime 𝑂 (𝑘2). Algorithm 1 summarizes
the algorithmic procedure of FP-Growth.
The slow candidate generation process that Apriori employs renders it impractical for mining patterns in

high-dimensional datasets, which are often encountered in large-scale computing environments. Therefore,
LogRule employs FP-Growth as a more efficient alternative.
LogRule further reduces the execution time of themining step by exploiting log redundancy. This is possible

to the size reduction of the item base during item-base aggregation, so that the final runtime complexity of the
mining step is 𝑂 (𝑘 ′2), where 𝑘 ′ = 𝜆𝑚 · 𝑘 with 𝑘 ′ the number of items resulting from item-based aggregation
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Algorithm 1: FP-Growth algorithm [89, 371]
Data: FP-tree 𝑇𝑟𝑒𝑒 , pattern base 𝛼
Result: List of patterns 𝐿
𝐿 ←− ∅
if Tree contains a single path 𝑃 then

for each combination 𝛽 of the nodes in 𝑃 do
append to 𝐿 pattern 𝛽 ∪ 𝛼 with support min(S(𝑋 ) |𝑥 ∈ 𝛽)

end
else

for each 𝑎𝑖 in 𝑇𝑟𝑒𝑒 .ℎ𝑒𝑎𝑑𝑒𝑟 do
append to 𝐿 pattern 𝛽 = 𝑎𝑖 ∪ 𝛼 with support 𝑎𝑖 .𝑠𝑢𝑝𝑝𝑜𝑟𝑡 ;
construct 𝛽’s conditional pattern base;
construct 𝑏𝑒𝑡𝑎’s conditional tree 𝑇𝑟𝑒𝑒𝛽 ;
if 𝑇𝑟𝑒𝑒𝛽 ≠ ∅ then

FP-Growth (𝑇𝑟𝑒𝑒𝛽 , 𝛼);
end

end
end

and 0 < 𝜆𝑚 = 𝑘 ′
𝑘 < 1 defined as the item reduction factor. The value of 𝜆𝑚 varies across different inputs

and depends on the degree of item co-occurrence in the database, but it is always less or equal than 1. By
substituting 𝑘 ′ in the equation, it can be shown that the mining step of LogRule is effectively 1/𝜆2𝑚 faster
than FP-growth without a item-based aggregation step. The reduced number of items has also the effect of
generating fewer candidates, by not repeating redundant patterns composed of co-occurring elements.

Another method used by LogRule to further accelerate the mining process, is to mine patterns exclusively
on faulty-state transactions (containing 𝑌 , unlike other available approaches [94]. This is a vital dimension-
ality reduction step, as the ratio of faulty transactions, i.e., S(𝑌 ) is usually a very small fraction of the entire
dataset. A detailed proof of the soundness of this step is shown in Appendix B.
Prior to candidate mining, item-based aggregation is executed again to further reduce the dimensionality

of the selected transactions which contain the faulty state 𝑌 , because there might be new item-to-item equiv-
alences that apply only to the transactions containing 𝑌 and that were previously unfit for compression. This
enables selection of a very low minimum support threshold, making the analysis more precise.

The FP-Growth algorithm is then executed for pattern mining. After all candidate explanations have been
generated, the output is then de-compressed and re-aggregated according to the initial decompressed format.

Candidate Selection

In this step, candidate rules generated during the mining step are evaluated and selected based on the results
of metric computation, filtering, and ranking steps.
During the metric computation step, the conditional support, confidence, and lift metrics are computed for

each candidate pattern. The computed metrics enable the identification of patterns that correlate with the
failure state.
For filtering, LogRule discards rules with lift smaller than 1, which indicates that the rule and the failure

state are not positively correlated. This threshold is adjustable depending on the specific use case and dataset.
Since this process is easily parallelizable, the execution may be distributed among several processes in order
to speed up filtering. The runtime complexity of metric computation and filtering is linear in the number
of discovered patterns 𝑂 (𝑝). However, because of item-based aggregation, the total number of patterns to
analyze is effectively reduced to 𝑂 (𝑝′) < 𝑂 (𝑝), because of the item base compression described above. The
pattern reduction ratio 𝜆𝑝 = 𝑝′/𝑝 depends on 𝜆𝑚 as well as on the pattern characteristic of the input data. If
the execution time for this step becomes noticeable, multi-processing is employed with 𝑛𝑢𝑚_𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑠 = 12,
else single-process computation is used.
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Algorithm 2: Rule refinement based on disjunctive support [371]
Data: Candidate Rules 𝕏𝑠 , min disj. support threshold 𝐶
Result: List of explanations 𝕏𝑓

𝑠𝑢𝑝𝑝 ←− 0;
𝕏𝑓 ←− ∅;
for each 𝑋𝑐 in 𝕏𝑐 do

𝑠𝑢𝑝𝑝𝑛𝑒𝑤 = S∨ (𝕏𝑓 ∪ {𝑋𝑐 });
if 𝑠𝑢𝑝𝑝𝑛𝑒𝑤 > 𝑠𝑢𝑝𝑝 then

𝕏𝑓 ←− 𝕏𝑓 ∪ {𝑋𝑐 };
𝑠𝑢𝑝𝑝 ←− 𝑠𝑢𝑝𝑝𝑛𝑒𝑤 ;
if 𝑠𝑢𝑝𝑝𝑛𝑒𝑤 ≥ 𝐶 then

break;
end

end
end
return 𝕏𝑓

In the ranking step, patterns are sorted based on the values of the computed metrics. LogRule employs the
Weighted Harmonic Mean (WHM) defined as

WHM𝛽 = (1 + 𝛽2) C · S
𝛽2 · C + S , (6.2)

where C and S denote confidence and conditional support, respectively, and 𝛽 > 0 is the support weight
factor. Rules are sorted in decreasing order based on this measure. For small 𝛽 , this prioritizes rules with
higher confidence, which cover a large proportion of failure cases, as measured by conditional support. If two
rules have equal WHM, LogRule prioritizes rules with more items because they are more informative.

Candidate Refinement

In this step, rules are refined and grouped to produce a final explanation set 𝕏𝑓 . In order to prevent sim-
ilar rules from appearing in the final explanation set, a new metric is introduced, called disjunctive support,
to evaluate the fitness of rules when grouped together, rather than individually evaluating rules based on
their statistical significance. Disjunctive support is the support of the union of a given set of rules 𝕏 =
{𝑋1,𝑋2,𝑋3, . . . ,𝑋𝑘 } conditioned on a given pattern 𝑌 , or equivalently, the conditional probability of observ-
ing any of the patterns in 𝕏 in the presence of 𝑌 . Hence,

S∨(𝑋1,𝑋2, . . . ,𝑋𝑘 | 𝑌 ) = 𝑃 (𝑋1 ∨ 𝑋2 ∨ . . . 𝑋𝑘 | 𝑌 ). (6.3)

Intuitively, disjunctive support measures the ratio of failure cases explained by a given set of rules 𝕏.
The novel rule refinement Algorithm 2 is proposed [371]. By this algorithm, new rules are added to the

explanation set only if they increase disjunctive support. Rules are examined in the order obtained from
the ranking step of candidate selection. This ordering guarantees that more applicable rules with higher
confidence are examined and added to the explanation set earlier than less applicable rules with smaller con-
fidence. When a predefined minimum support threshold is reached, the algorithm terminates and returns
𝕏𝑓 . Hence, LogRule selects the highest-confidence rules that can also explain the largest fraction of failure
cases. While rules that are supersets of one of the rules in 𝕏𝑓 do not increase disjunctive support, because
of downward-closedness property of support, their subsets may increase disjunctive support. This property
prevents LogRule from selecting high-confidence rules that only apply in very specific contexts, while favor-
ing aggregation of similar explanations into more general root causes. Because disjunctive support measures
the fitness of the entire explanation set, instead of the fitness of individual explanations, it ensures that the
explanation set is comprehensive and concise, since equivalent rules do not increase disjunctive support. The
preliminary ranking step ensures that most confident rules are examined and selected before less confident
rules.
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Explanation set (after refinement)

1 [request_url =/login.html,http_method=POST,backend_version=1.9.0]
2 [request_url =/login.html,http_method=POST,backend_version=1.9.1]
3 [request_url =/login.html,http_method=POST,backend_version=2.0.0]
4 [request_url =/login.html,http_method=POST,backend_version=2.0.1]
5 [request_url =/index.html,http_method=GET,backend_version=2.0.0]
6 [request_url =/index.html,http_method=GET,backend_version=2.0.1]
7 ...

S∨ > 0.99

⇓
LogRule output

1 −−−−−−{request_url =/login.html,http_method=POST}−−
2 | [backend_version=1.9.0]
3 | [backend_version=1.9.1]
4 | [backend_version=2.0.0]
5 | [backend_version=2.0.1]
6 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Figure 6.4 Example of context grouping for similar rules [371]. Ranked rules are selected until the disjunctive support
reaches a predefined threshold (e.g., 0.99). The selected rules are then grouped into contexts if the share one or more
itemsets (in the example, request URL and HTTP method).

LogRule employs Algorithm 2 to jointly analyze the fitness of multiple explanations. Since the ranking
process depends on the 𝛽 parameter of the WHM (Equation (6.2)), 𝛽 may be used to control the level of
aggregation of root causes. This provides ameans to the users to tweak the level of details in the produced root
cause summary. Based on empirical testing, a choice of 𝛽 = 0.1 and a minimum disjunctive support threshold
of 0.99 produce well-interpretable results in most applications.
The final set of explanations 𝕏𝑓 is then presented graphically by grouping similar explanations together.

The rule grouping approach is shown in Figure 6.4, where the discovered rules are listed. If two or more pat-
terns share a common sub-pattern, they are presented next to each other nested inside a common node/group
called context. The goal is to reduce redundant information in the final explanation report in order to provide
a more accurate and clear result. Although not shown in the figure for clarity, the output result of LogRule
also reports the confidence and support for each rule in the final explanation set, to allow users to evaluate
the quality and comprehensiveness of the discovered associations.
The proposed refinement approach only analyzes metrics for the small set of rules selected by Algorithm 2,

and not all the rules produced by the rule selection step. This enables a faster and more complex refinement
analysis.

6.4.3 Evaluation

The LogRule algorithm [371] has been implemented as a Command-Line Interface (CLI) tool in Python. End
users may specify a list of log files to analyze and the target failure pattern 𝑌 . The tool also enables users to
specify optional parameters such as minimum support and lift thresholds. The user may also enable or disable
individual functionalities such as aggregation or refinement algorithms through the CLI. The tool takes as
input the logs and the itemset𝑌 describing the target failure and produces a set of itemsets𝕏𝑓 = {𝑋𝑓 1,𝑋𝑓 2, . . .}
hinting at potential root causes of 𝑌 .
The performance of the LogRule algorithm is evaluated in terms of execution time, accuracy and inter-

pretability. In order to measure the impact of the proposed algorithms, experiments are performed on three
incremental versions of LogRule, each introducing one of the proposed improvements (item-based aggrega-
tion, disjunctive support-based grouping, and operator-based rule mining).
As a baseline for comparison, the Fast Dimensional Analysis algorithm [90] is considered, which combines

FP-growth, the most established efficient algorithm for frequent pattern mining [392], with support- and
lift-based rule selection, which have been found to be the most important metrics to discover important
associations [393].
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Algorithm
Features

Aggregation Refinement Method Operators Support
Row-Based Item-Based

Baseline [90] ✓ lift-support refinement
LogRule-lite ✓ ✓ lift-support refinement
LogRule ✓ ✓ disjunctive support grouping
LogRule-op ✓ ✓ disjunctive support grouping ✓

Table 6.2 Feature summary of the four algorithms evaluated [371].

As discussed in Section 6.3 and to the best of the author knowledge, other available works in the same
problem domain consider architectural improvements from system perspective rather than algorithmic im-
provements. The incremental algorithm versions and their features are summarized in Table 6.2. For the
baseline algorithm (and LogRule with item-based aggregation), the refinement step corresponds to the “inter-
pretability optimization” step proposed in the original paper [90].

Evaluation Datasets

The proposed algorithms are evaluated on a heterogeneous collection of structured-log datasets. The datasets
and experiment compositions are summarized in Table 6.3, where an experiment is the execution of a specific
algorithm on a given dataset to analyze root causes of a given failure state 𝑌 .

In order to ensure a comprehensive and diverse set of experiments, which would represent real-world sce-
narios, several experiments have been performed on the same dataset by changing the target failure state 𝑌 .
In each experiment, predefined values are set for algorithm hyperparameters, such as the minimum support
threshold and the maximum input size, equal for all algorithms. All other configuration parameters of algo-
rithms are equal across all experiments. This resulted in a set of 49 experiments. All the evaluated algorithms
undergo the complete set of experiments, for a total of 49*4 algorithm executions. An algorithm execution is
considered to be successful if it is completed within 6 hours.
The evaluation datasets may be divided into three categories: synthetic data, data collected from test en-

vironments, and production data. In order to evaluate accuracy, each experiment is annotated with a set
of ground truth explanations 𝕋𝑓 = {𝑇𝑓 ,1,𝑇𝑓 ,2,𝑇𝑓 ,3, . . .}, which contains key-value pairs corresponding to the
explanations experts would expect to see. The next sections provide additional details about the content of
structured logs and the selection of the ground truth set 𝕋𝑓 .

For synthetic data, synthetic log files were directly constructed with predefined failure patterns that are dif-
ficult to detect using “vanilla” ARM. The synthetic structured log files contain records of HTTP-like requests,
storing information such as request status, user agent, call method, protocol version, location, request time
and URL. For each of these files, random key-value pairs are assigned using predefined value sets. The request
status indicates whether the request was completed successfully. As the dataset is synthetic, the ground truth

Dataset Experiments Rows Columns Y Example Remarks

Synthetic 8 100000 12 {success=False} Synthetically generated scenarios

OpenStack Access [57] 10 30 590 {status_code=500} Simulated network faults
SockShop [394] 12 466335 162 {loglevel=ERROR} payment error and others (log-level based)

Storage Service Access 5 810799 230 {http_status=500} company internal
Apache Access [395, 396] 7 147846 12 {status_code=403} Access logs of a live Apache server
LogPAI [397] 7 18750 15 {Level=error} misc. log collection (Hadoop, Android, . . . )

Total 49

Table 6.3 Composition of the set of experiments conducted [371], by dataset. Italicized values denote that the number
of rows/columns vary across experiments. Reported values are the maximum dimensions.



6 Software-level Proactive Failure Management

116

𝕋𝑓 is predefined as part of the experiment creation. Records containing any of the key-value-pair sets of 𝕋𝑓

are marked as unsuccessful under the request status column.
Test environment data originates from two different environments, SockShop [394] and OpenStack [57].

SockShop is a demo microservice environment simulating an e-commerce website. A synthetic load was
applied to the front-end interface and instrumented each microservice to collect logs and pre-process them
when necessary. Various experiments are constructed by changing the target failure state 𝑌 . For example,
in one experiment the algorithm must diagnose a failure reported during the payment process. The fail-
ure appears whenever the shopping cart value exceeds a specific amount ($100). Because the cart state is
observable in the logs in the form of an error message, a ground-truth set of key-value pair explanations
𝕋𝑓 = {[message = “Total exceeds 100$′′]} is constructed. The same instrumentation and load process
was applied on an OpenStack testbed [57] composed of various microservices. To obtain a realistic fault,
the communication between two microservices is inhibited by disabling communication ports. Both the port
numbers and microservice name are included in the structured log schema, so the combination of these two
key-value pairs constitutes the ground truth.
For real production experiments, publicly available log datasets [395–397] are used, as well as company-

internal access logs collected from production environments. For the public log datasets, two categories are
selected: 1) files from the LogPAI repository [397], an established benchmark for log analysis, generated
by different software applications (Apache, Hadoop, Android, BlueGeneL, OpenSSH) and 2) a collection of
publicly accessible Apache access logs [395, 396]. For the company-internal logs, an analysis is performed to
identify the root causes of some sporadic server-side errors occurred in a specific cloud availability region. An
access log dataset is collected from the bucket storage service of a large cloud provider in a collection frame
of 7 minutes, during which some anomalous service behavior was detected. The collection monitors the re-
quests received in the impacted region (composed of 10456 hosts) and contains ∼ 800k rows (corresponding
to individual requests), out of which approximately 7000 lead to a server error (50X). Each request is an-
notated with 230 request fields, including client/server versions, involved hosts, request method, operation
type, completion time statistics, and other configuration properties. From this dataset, several experiments
are constructed by varying the input dataset size (using 3, 10, 30, 100% of the entire row collection and by vary-
ing column size) and by running the algorithms with different target failure 𝑌 (e.g., [status_code = 500],
[status_code = 503], . . . ). The ground-truth explanation set for this group of experiments was identified
through manual analysis and comparison of the failing requests by humans.

Evaluation Setup

To ensure fairness, the complete set of experiments was executed for all the evaluated algorithms and the
hyperparameters are set to equal values for the same experiment (see Table 6.4).

All the experiments are run individually on the same server machine, a Virtual Machine (VM) hosted in
an internal elastic-compute cloud service with 8 CPU cores (Intel Xeon Gold 6278C @2.60GHz) and 64 GB
of memory. For each experiment, the execution time of the loading, mining, selection, and refinement steps
of the algorithms were measured using the built-in Python library time. Furthermore, the accuracy of the
output explanation set 𝕏𝑓 is evaluated by measuring precision P and recall R as

P =
|𝕋𝑓 ∩𝕏𝑓 |
|𝕏𝑓 |

and R =
|𝕋𝑓 ∩𝕏𝑓 |
|𝕋𝑓 |

, (6.4)

respectively.
A high precision P indicates that most of the rules reported in the explanation set𝕏𝑓 are actual root causes

present in the ground truth set 𝕋𝑓 , while a high recall R indicates that most of the actual root causes in the
ground truth 𝕋𝑓 are included in the output explanation set 𝕏𝑓 . Based on this definition, these metrics func-
tionally correspond to the homonymous metrics defined in Section 2.3.5. The number of items and patterns
before and after item-based aggregation is also recorded.
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parameter value experiments

minimum support

0.05 synthetic-1
0.4 openstack15XX-all
0.6 openstack15XX-2, apache-access-1
0 others

minimum distinct values 2 all
minimum lift threshold 3 all

𝛽 0.1 all
𝐶 0.99 all

Table 6.4 Hyper-parameter configuration used in the experiments [371].

Execution Time Evaluation

Execution time of the algorithms is shown in Table 6.5 and Figure 6.5. The comparison of the execution time
between the baseline approach and LogRule-lite, which highlights the effect of item-based aggregation on
execution time, is shown in Figure 6.5. In these experiments, the proposed aggregation method reduces the
number of generated patterns (x-axis) up to a factor of 2000x (average 315x), while maintaining the semantic
properties of candidates. Moreover, item-based aggregation helps reduce the execution time of the mining, se-
lection, and refinement steps of the algorithm by at most 800x, 2100x, and 45000x, respectively (see lowermost
point of each series in Figure 6.5).
Average execution time by algorithm step is shown in Figure 6.6. LogRule increases the execution time

of the loading step on average because of the additional item-based aggregation. This, however, results in
reduction of execution time in the consequent steps, with time ratios ranging from 1 (equal execution time) to
a maximum of 3 · 10−3 (320x speedup). Furthermore, the disjunctive support approach reduces the refinement
time from 9.541s to 0.175s (see column 2 and 3). Overall, LogRule reduces average computation time from
212.818s to 5.816s (37x, -97.3%). In the case of LogRule with operator-based rule mining enabled (LogRule-op),
the creation of operator-based itemsets imposes a small overhead (1.878s) and increases the average mining
and selection times to 4.694s and 818.980s, respectively. However, the average refinement time is not affected
(0.177s vs. 0.175s).

Accuracy Evaluation

The number of experiments that terminated prematurely due to out-of-memory exception or a timeout (set
to 1 hour), as well as precision, recall, and F1-score of the algorithms are listed in Table 6.6. The base versions
of LogRule (i.e., without the extended operator mode) are more stable than the other algorithms, resulting in
a success rate of 100% in the performed experiments.

LogRule-lite increases average precision by 0.364 (+167%) and recall by 0.15 (+19%) compared to the Base-
line algorithm. The precision improvement is attributed to the item-based aggregation because it removes
redundant patterns. The introduction of disjunctive support grouping (LogRule) further improves precision
(+0.332, +57%). Disjunctive support prevents similar rules from being simultaneously selected, hence, reduc-
ing over-reporting, which increases the precision. A slight negative effect on recall (-0.034, -3.7%) is also

Algorithm Execution Time (s) Dimensionality Reduction

Loading Mining Selection Refinement Total Items Patterns

Baseline [90] 0.594 0.141 25.442 186.641 212.818 - -
LogRule-lite 0.818 0.034 4.805 9.562 15.218 -89.79% -99.68%
LogRule 0.824 0.032 4.786 0.175 5.816 -89.79% -99.68%
LogRule-op 1.878 4.694 818.980 0.177 825.728 -89.05% -99.10%

Table 6.5 Average execution times (seconds) and dimensionality reduction factor of LogRule [371], compared to the
baseline algorithm [90]. The introduction of item-based aggregation (compare row 2 vs. 1) drastically reduces mining,
selection and refinement time with a negligible loading overhead. The introduction of the new refinement algorithm
(row 3 vs. 2) further reduces refinement time.
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Figure 6.5 Execution time ratio as a function of pat-
tern reduction ratio for LogRule-lite [371]. Item-based
aggregation reduces the number of patterns (x- axis) to
be processed, consequently resulting in smaller execu-
tion times (y-axis) in all steps of the algorithm. Single
dots represent individual experiments, for which linear
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Figure 6.6 Comparison of the execution time of the al-
gorithms evaluated [371], in seconds. The contributions
of various steps of the algorithms are shown as a fraction
of the total execution time. The introduction of item-
based aggregation in LogRule-lite and of disjunctive-
support grouping in LogRule both speed up the total ex-
ecution time of the algorithm.

observed. The improvements compared to the Baseline algorithm are 0.696 (+319%) and 0.116 (+15%) in terms
of precision and recall, respectively. LogRule-op reports more accurate results than LogRule. The operators
are beneficial in the experiments, in which it is possible to aggregate root causes based on a version, IP class
or URL pattern. The F1-score of LogRule-op is 0.921, which is +2.0% and +17.1% better compared to LogRule
and the Baseline algorithm, respectively.

Qualitative Considerations

In this section, considerations regarding the quality and interpretability of results are presented, by com-
paring the outputs of LogRule and Baseline [90] algorithms.
One of the synthetic examples consists of a collection of virtual service requests annotated with HTTP

method, request URL, server backend version and user agent (e.g., Chrome). These requests are manually
constructed, such that a 500 HTTP request status code is generated for POST login requests handled by
server versions ≥ 1.9.0. Hence, Y=[http_status=500] and the true explanation is X=[backend_version=[
1.9.*|2.0.*], http_method=POST, request_url=/login.html]. The explanation set generated by the
Baseline algorithm is shown in Figure 6.7. The first four rules (lines 1–4) are correctly identified. However,
rules in lines 5–9 are redundant, because they describe specializations of the real root cause scenario, and the
remaining rules (lines 10–14) are incorrect. An in-depth analysis reveals that the first four rules have a higher
lift (31.7) compared to the rules in lines 5–9 (23.8 or less). Therefore, the Baseline algorithm requires tuning

Algorithm Incomplete Executions Precision Recall F1-score

Baseline [90] 17 (35%) 0.218 0.777 0.340
LogRule-lite 0 (0%) 0.582 0.927 0.715
LogRule 0 (0%) 0.914 0.893 0.903
LogRule-op 5 (10%) 0.936 0.907 0.921

Table 6.6 Average precision, recall, and F1-score of experiments conducted [371] by algorithm, computed across the 49
successful experiments (failed executions reported in the second column).
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of the minimum lift threshold in order to generate a more accurate set of explanations. Nevertheless, all rules
in lines 5–9 would still appear in final results because they are correct, even though, redundant.

The output of LogRule in this experiment is shown in Figure 6.8. Only the top four rules (by confidence) are
selected, as they already cover 100% of the failure cases. Moreover, all rules share a common context, therefore
explanations are grouped and only the different items of each pattern are reported. LogRule-op produces the
output shown in Figure 6.9. A single explanation is produced as all failures satisfy this pattern. This example
demonstrates the benefit of operator-based analysis compared to a categorical mining approach in generating
more concise results. Differently from some previous methods [379, 380], which only return single-attribute
explanations, the proposed approach discovers multi-attribute root causes.

In another synthetic experiment, requests for the same page were analyzed. Some of these requests will
fail when the user posts an HTTP request with the ‘search’ parameter embedded in the URL. It is difficult for
ARM-based RCA algorithms to detect this situation, because there is no unique key-value pair associated to
the failure. The outputs of LogRule and LogRule-op for this example are shown in Figure 6.10 and 6.11. While
both algorithms correctly identify the root cause with 100% disjunctive support, LogRule reports one rule for
each URL correlated with the failures. LogRule-op, to the contrary, is able to combine these sub-cases into a
single, more general rule, because of its ability to introspect URLs and extract new attributes.

In summary, LogRule-op is able to conduct more detailed and introspective analysis compared to LogRule
and the baseline, which is indicated for use scenarios where a time-sensitive analysis is not a requirement.

1 ['backend_version=1.9.0', 'http_method=POST ', 'request_url =/login.html ']
2 ['backend_version=1.9.1', 'http_method=POST ', 'request_url =/login.html ']
3 ['backend_version=2.0.0', 'http_method=POST ', 'request_url =/login.html ']
4 ['backend_version=2.0.1', 'http_method=POST ', 'request_url =/login.html ']
5 ['backend_version=2.0.1', 'http_version=2.0', 'location=africa ', 'request_url =/login.html ']
6 ['backend_version=2.0.1', 'location=europe−west ', 'request_url =/login.html ',

'user_agent=Opera ']
7 ['backend_version=2.0.0', 'http_version=1.1', 'location=oceania ', 'request_url =/login.html ']
8 ['backend_version=2.0.0', 'location=oceania ', 'request_url =/login.html ',

'user_agent=Firefox ']
9 ....
10 ['http_method=POST ', 'http_version=1.1', 'location=africa ', 'request_url =/login.html ']
11 ['http_method=POST ', 'http_version=1.0', 'location=asia−rest ', 'request_url =/login.html ']
12 ['http_method=POST ', 'http_version=2.0', 'location=se−asia ', 'request_url =/login.html ']
13 ['http_method=POST ', 'request_url =/login.html ']
14 ....

Figure 6.7 Output of baseline algorithm [90] for the version problem. Rules 1–4 are correct, while remaining explana-
tions appear because of high lift but are redundant [371].

1 −−−−−−{request_url =/login.html,http_method=POST}−−
2 | [backend_version=1.9.0]
3 | [backend_version=1.9.1]
4 | [backend_version=2.0.0]
5 | [backend_version=2.0.1]
6 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Figure 6.8 Output of LogRule for the version problem [371]. Only a minimal set of relevant explanations is shown, as
these rules cover the totality of failure cases. Rules are moreover grouped by similar context.

1 ['http_method=POST ', 'request_url =/login.html ', 'backend_version >=1.9.0',
'backend_version <=2.0.1']

Figure 6.9 Output of LogRule-op for the version problem [371]. The four correct rules of Figure 6.8 are aggregated into
one general rule thanks to operators.
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1 −−−−−−{'http_method=POST ', 'user_agent=Edge '}−−−−−−
2 | ['request_url =/ products.html?search=coffee+table ']
3 | ['request_url =/ products.html?search=sofa ']
4 | ['request_url =/ products.html?search =&page=1']
5 | ['request_url =/ products.html?search=outdoor+table ']
6 | ['request_url =/ products.html?search=sofa&page=2']
7 | ['request_url =/ products.html?search=outdoor+table&page=4']
8 | ['request_url =/ products.html?search=rocking+chair ']
9 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Figure 6.10Output of LogRule for the search URL problem. The algorithm identifies a complete and correct set of rules.
In addition, LogRule-op can summarize the complete set in one rule.

1 ['http_method=POST ', 'location=*', 'request_url/params/search=*', 'request_url=/*',
'user_agent=Edge ']

Figure 6.11 Output LogRule-op for the search URL problem. As above, the algorithm identifies a complete and correct
set of rules. In addition, LogRule-op can summarize the complete set in one rule.

6.4.4 Extending LogRule for Sequential Pattern Mining

An assumption of the pattern mining framework introduced so far is the mutual independence of log entries,
which describe individual requests in the use cases; however, logs frequently encode a sequence of states of
the same program, which does not translate into independent lines (or observations) across time.
The problem is generalizable based on single and sequential state characterizations. Single state problems

contain the observable system state within one itemset, and itemsets correspond to transactions. Sequential
state problems contain the observable system state in a series of itemsets, each containing one or more items,
which together encode the state as a sequence. Therefore, it is desirable to extend the proposed algorithm to
a SPM framework, which is able to analyze and model temporal dependencies present inside sequential logs.
The new database transaction then becomes an ordered sequence of itemsets of the form ti = [𝑡𝑖1, 𝑡𝑖2, . . . , 𝑡𝑖 𝑗 ,

. . . , 𝑡𝑖𝐿], where 𝑡𝑖 𝑗 ⊆ 𝔹 is an itemset as defined previously. These sequences compose a transactional database
𝔻 (see also Section 2.3.3). Then, SPM [92, 94] discovers rules of the form X = {𝑋1 → 𝑋2 → . . . → 𝑋 𝑗 →
. . .→ 𝑋𝑡 } =⇒ 𝑌 , where 𝑋 𝑗 ,𝑌 are itemsets.

For the pre-processing step, the concepts previously introduced still apply. Instead of operating item-
based aggregation for each transaction (i.e., sequence), it is applied at each time-step 𝑡𝑖 𝑗 of each transaction
ti. This is because item-based aggregation is applicable to itemsets, and sequences are ordered collections of
itemsets; therefore the compression must be applied at each individual time-step. Row-based aggregation, on
the other hand, is still applied on the transaction level, i.e., identical sequences are replaced by one instance
with a corresponding weight factor equal to the occurrence count. All operations on itemsets and all itemset
constructors are preserved.

For the mining step, SPM algorithms, such as PrefixSpan [92], are employed. They discover frequent
sequential patterns X as described above, which are used as candidate rules.

ARM Concept Itemset Mining Sequential Pattern Mining

Symbol Interpretation Definition Type Definition Type

𝑡 transaction 𝑡 ⊆ 𝔹, 𝔹 = {𝑏1,𝑏2, . . . ,𝑏𝑘 } itemset t =
[
𝑡1, . . . , 𝑡 𝑗 , . . . , 𝑡𝐿

]
, 𝑡 𝑗 ⊆ 𝔹 ordered sequence of itemsets

𝑋 pattern 𝑋 ⊆ 𝑡 , for at least one 𝑡 itemset X = {𝑋1 → . . .→ 𝑋 𝑗 → . . .→ 𝑋𝑡 } ⊆ t, 𝑋 𝑗 ⊆ 𝔹 ordered sequence of itemsets
𝑌 failure state 𝑌 ⊆ 𝔹 itemset 𝑌 ⊆ 𝔹 itemset
S(𝑋 ) 𝑃 (𝑋 ) |{𝑋 ⊆ 𝑡 | ∀𝑡 ∈ 𝔻}|/|𝔻| real, 0 ≤ S(𝑋 ) ≤ 1 |{X ⊆ t | ∀𝑡 ∈ 𝔻}|/|𝔻| real, 0 ≤ S(X) ≤ 1
S(𝑋 | 𝑌 ) 𝑃 (𝑋 | 𝑌 ) S(𝑋 ∪ 𝑌 )/S(𝑌 ) real, 0 ≤ S(𝑋 | 𝑌 ) ≤ 1 S(X⌢𝑌 )/S(𝑌 ) real, 0 ≤ S(X | 𝑌 ) ≤ 1
C(𝑋 ,𝑌 ) 𝑃 (𝑌 | 𝑋 ) S(𝑋 ∪ 𝑌 )/S(𝑋 ) real, 0 ≤ C(𝑋 ,𝑌 ) ≤ 1 S(X⌢𝑌 )/S(X) real, 0 ≤ C(X,𝑌 ) ≤ 1
L(𝑋 ,𝑌 ) odds increase C(𝑋 ,𝑌 )/S(𝑌 ) = S(𝑋 | 𝑌 )/S(𝑋 ) real, non-negative C(X,𝑌 )/S(𝑌 ) = S(X | 𝑌 )/S(X) real, non-negative

Table 6.7Comparison of metrics for traditional ARM and SPM. For a sequence𝑋 to be part of a transaction t (i.e.,X ⊆ t),
the itemsets of 𝑋 must all appear in t in the same order as in 𝑋 . The ⌢ symbol indicates concatenation.
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For the rule candidate selection step, the notions of confidence, support, and lift can be extended [94].
Table 6.7 compares the definition of metrics in ARM and SPM, to clarify the extension.

Based on these generalized definitions, the same filtering and refinement techniques or the single-state case
may be applied.
With respect to the grouping and result presentation, the same itemset grouping techniques are again

applicable. Because the presented rules are now sequential, additional grouping may be applied, on the basis
of shared sub-pattern sequences across selected rule patterns. However, this was not considered for this
extension.

The extension was implemented in Python in the form a CLI command, as for the base program. It was
tested on several single-state and sequential-state structured logs to evaluate its applicability and usefulness.
The next sections describe the potential applications of both the base and the sequential algorithm for pattern
mining.

6.5 Applications of LogRule for RCA and Software-level Failure Management

The ARM framework utilized in LogRule [371] is general, so that it can be extensively applied to numerous
O&M scenarios. In this section, a list of real-world applications for the LogRule framework is presented, based
on the past experience in using LogRule, as well as on theoretical speculation onwhere the LogRule may bring
the highest benefits.

LogRule draws its introspection power from the ability to observe multiple execution instances, and to
perform a differential analysis of symptoms between healthy and faulty states of a system. These multiple
instances either arise from multiple parallel executions of the same software (e.g., function invocations, or
HTTP request callbacks), or actual parallel systems (e.g., multiple VMs, hosts, containers, . . . ). The former
can be defined as a dynamic invocation of a system, and the latter as a static invocation of a system, as they
system state is assumed to be static for the duration of the analysis.
Moreover, LogRule was originally designed to model single state problems, i.e., problems where the state

of a system is completely manifested within one observation (or transaction) of the observable input data.
Based on the discussion in Section 6.4.4, LogRule can be extended to work on sequential state data, where the
state of the system is manifested on multiple, temporally-separated observations of the same system.
Each problem can then be categorized as either single or sequential state, as well as either static or dynamic

in invocation. Figure 6.12 summarizes the different combinations of system state modalities and invocation
types with some examples.

6.5.1 Applicability to Single State Problems

The discussion on applicability of LogRule starts by focusing on single-state problems. In addition to the
experiments presented earlier in Section 6.4.3, LogRule was considered for several other application scenarios.

Figure 6.12Diagram of applicability contexts of LogRule [371]. The red box indicates contexts where base LogRule is di-
rectly applicable. The green box indicates contexts where the LogRule extension to SPM is applicable. The bottom-right
scenario (sequential system state, dynamic invocation) requires to first introduce a de-interleaving system to separate
independent invocations (e.g., requests from different users) inside logs.
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Use Case Data Sources Ground-truth (Y) Objective

Access Log Analysis Access logs Request Status Identify request patterns causing failures / DDoS
Hardware Failure Prediction Hardware Metrics Failures Feature selection, correlation, failure prediction

Service-level RCA Host/region state KPIs, alarms Discover causes of local performance degradation
Function Verification Parameter values Return status Troubleshooting / Debugging software functions
Configuration Analysis CMDB Server Tickets Identify erroneous server configurations
DB Association Analysis DB Table WHERE clause items Discover hidden key-value relationships

Table 6.8 Use cases of single-state scenarios for LogRule [371].

Here are evaluated other possibilities to apply LogRule to different situations, and potential use cases in large-
scale computing environments are explored. Table 6.8 presents a list of the all the single-state use cases
identified for LogRule. Below the most important use cases are discussed in detail.
Access logs are collections of resource requests submitted to servers by end users. They are frequently used

in various network and service monitoring applications. These logs are commonly used for RCA, because
they contain request information in a predefined structured format with clear failure indications, for example
HTTP request status. Furthermore, each log entry contains sufficient diagnostic information about the state
of a request, contrary to conventional logs, where the request state must be reconstructed from a sequence
of log lines. LogRule was tested on a variety of access logs, including logs from company internal production
systems, where the root causes of server-side errors were correctly identified even in challenging scenarios,
in which only a unique combination of request parameters would result in an error.
Three application scenarios are identified for access log analysis: load balancer analysis, Application Pro-

gramming Interface (API) gateway monitoring, and SSH access analysis. Load balancers ensure reliability
and efficiency of services by distributing application traffic to different servers. The traffic distribution is
performed based on request information such as HTTP headers, cookies, or internal application data. Load
balancers may also record which servers handled one or a group of similar requests. Therefore, load balancer
access logs create fertile ground for automated structured logging RCA. Similarly, API gateway monitoring
may record request features and their failure behavior to discover potential patterns in specific URL, methods
or data formats. SSH access logs can be collected from bastion hosts to identify root causes of common issues
encountered by users during connection. SSH logs are also vital to identify and protect from cyber-attacks.
For example, LogRule can be applied to identify the common origin of requests during a Distributed Denial of
Service (DDoS) attack. In the Apache use case, LogRule correctly identified as root cause of failingWeb server
requests the incorrect format of the HTTP method (‘GET’ ≠ ‘get’) in the request header. In the OpenStack
deployment experiments, LogRule reported IP addresses, IP ports, service names which all linked back to the
origin of the problem.

RCA for hardware failures in datacenters is an important yet challenging task. LogRule may be em-
ployed for feature selection by finding correlations between failures and metrics collected from hardware.
LogRule was used to discover correlations between various memory-bank metrics and the number of UnCor-
rectable Errors (UCEs). The reported patterns were used to select an important set of features for memory
failure prediction, which resulted in models with more accurate predictions. LogRule may also be employed
in other metric-based RCA scenarios, for example to correlate poor KPI behavior (e.g., low latency) to spe-
cific state patterns (such as geographical region, host machine, and subnet) as frequently done with similar
approaches [379–383].
Because all explored metrics are numeric, past approaches would have to rely on manual bucketing to

discretize values, or run into a combinatorial explosion risk. To prevent this, LogRule with operators was
used to handle numeric types efficiently. LogRule-op was also able to discover a single rule covering 40%
failure cases thanks to the operator-based rule mining. LogRule was also applied to optical switch failure
data, where it was able to associate the interface status (up or down) to specific module IDs and modes. Is it
plausible to assume LogRule may identify similar relations in other hardware telemetry data, e.g., hard drive
Self-Monitoring Analysis and Reporting Technology (SMART) features.
Software functions are often a target of failure analysis, where a minimal set of input parameters leading

to failures shall be identified. LogRule may be used to identify such combinations of interest by analyzing
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input parameters of the function. In this context, the possibility to use LogRule to analyze jobs executed by an
internal auto-remediation system was considered. LogRule can be applied to understand why some specific
auto-remediation jobs do not terminate correctly or do not resolve the underlying issue. Each job is annotated
with a completion status 𝑌 , while the job parameters and logs are used as input evidence 𝔻.

Furthermore, LogRule may be applied to associate specific hardware/software configurations to failures.
In large-scale service environments, this information is stored in a Configuration Management Database
(CMDB). The CMDB information augmented with dynamic failure information enables diagnostics of various
configuration failures. For example, LogRule may identify a combination of firmware version and memory
chip models that are frequently associated with sudden crashes, unresponsive servers, or unsuccessful re-
boots [90]. Operator mining parameters and values can be correlated to the faulty behavior of a function. The
operator extension of LogRule allows to represent combinations of parameters as sets, to allow robust and
efficient correlation analysis.
To conclude, LogRule can discover associations between key-value pairs, therefore it may be used in

databases to detect patterns such as column or key-value-pair equivalencies. These equivalencies may then
be aggregated in order to compress or remove redundant data. The input parameter 𝑌 may be used as a query
parameter, which enables discovery of fuzzy ‘group-by’ relationships in failure data.

6.5.2 Applicability to Sequential State Problems

The extension of LogRule to sequential-state problems enables the application of ARM to a variety of use
cases for both RCA and proactive FM. The totality of use cases discussed for single-state problems can be re-
formulated for sequential state problems as well, including access log analysis, OFP, function verification, etc.
This subsection, therefore, focuses on additional aspects and use cases related specifically to the applicability
of sequential structured logs.
Traditional system and application logs are in large majority sequential. The state of the program is repre-

sented by a series of print statements which describe the value of variables or action taken during the program
execution. As such logs typically follow a log template, several fields can be extracted, such as timestamp, log
severity, service identifiers, user or transaction identifiers, host name or IP address, source code file or method,
and other fields present in the free text of the log line. All these fields provide information to both 1) mark
specific lines as failures (e.g., using line severity) which constitutes the necessary input 𝑌 and 2) diagnose
these future failures by observing log lines that preceded them. To this end, applications include Operating
System (OS) level, service, and application troubleshooting [94]. The sequential approachmay also be used for
API or microservice debugging, for tracking the state of different handlers inside an interconnected system,
which are related to each other temporally.
LogRule was tested on several sequential log files to verify its effectiveness fro troubleshooting services.

Figure 6.13 shows an example of a synthetic sequential log for a request-based system. Lines associated
with the same requests are correlated using request IDs and are annotated by using the request status as
failure variable 𝑌 . LogRule could effectively mine common request patterns across states and recognize the
combination of items leading to the terminal state 𝑌 in the last request line.

A second potential use case is runtime verification of sequential state programs. It is composed of two
steps: training and inference. During training, LogRule is used as in a traditional setting to learn the causality
patterns of failures. The output of the system is a set 𝕏𝑓 of sequential rules X𝑓 ,𝑖 = {𝑋𝑓 ,𝑖1 → 𝑋𝑓 ,𝑖2 →
. . . 𝑋𝑓 ,𝑖𝐿} → 𝑌 . During inference, these rules are used to verify whether the existing state observations from
logs may predict for a future failure. If one of the learned failure sequences starts to occur, warnings can
be raised to operators, so that they can take remediation or mitigation action. Because the rules are static
at verification time, efficient verification methods (e.g., based on state automata) may be applied to speed up
pattern recognition and alerting. The sensitivity of the algorithm may be adjusted my controlling the level of
sequence overlap (e.g., 80% or 𝑛 − 2 steps) to raise a specific warning, in consideration of the failure lead time
(Section 4.3.1).
The ability to analyze sequences of features also enables the analysis of time-series data. This may be

applied for anomaly detection, OFP, and software defect prediction. The sequential LogRule approach may
also be used to evaluate the failure risk of a series of CLI commands (see Section 5.4.7).
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Figure 6.13 Example of synthetic sequential log for a request-based system (e.g., HTTP server). The state of a request is
encoded over several lines (connected by red lines), which make it sequential state system. Moreover, multiple requests
are reported within the same file over time, which makes it a dynamic invocation system. The different request steps
can be associated by primary keys, such as request IDs (encircled in red boxes).

6.6 Conclusion

In this chapter, the application of AI for proactive FM at the software level was discussed.
Service monitoring and causes of software failure are introduced and techniques for handling failures at

the software level were described. The problem of RCA and log correlation was introduced as a motivation
for applying causal discovery techniques for proactive failure management.
In the last sections LogRule, an RCA algorithm based on ARM using structured data, was presented. Log-

Rule introduces three novel contributions, namely item-based aggregation, disjunctive support-based group-
ing and operator-based rulemining, to enable timely and accurate association rulemining in high-dimensional
datasets. Various experiments were conducted to quantify the effect of the proposed improvements in terms
of execution time, accuracy, and result interpretability and compared the results with a state-of-the-art algo-
rithm.
The evaluation results indicate that LogRule reduces average execution time by over 97%, while achieving

a 0.921 F1-score. The results and use case studies confirm that LogRule is a valid tool for RCA on structured
data, with base LogRule as the ideal solution for efficient and time-sensitive analyses and LogRule-op being
most indicated for long-term and deferrable RCA tasks.

While LogRule considers only cases where single log entries are mutually independent, this assumption
does not always hold. Some software logs must be sequentially processed, because the sequence represents
the state of the program rather than the individual log entry. To this end, an extension of LogRule to sequential
state analysis has been proposed. Different use cases for sequential state analysis, such as application trou-
bleshooting and runtime verification, were presented. This extension provides applicability of LogRule for
proactive failure management, by observing early states of a failure sequence and promptly reporting it to
operators for proactive remediation.
As the current framework only concentrated on a specific subset of operators and data types, further re-

search may extend the range of available operations and attributes, e.g., to include set operations or modulo
operator for cyclic data. Future research may also investigate other O&M use scenarios for the sequential
framework of the algorithm.
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7 Conclusion and Future Outlook

This chapter draws the conclusions from the discussions presented in the rest of this dissertation. Section 7.1
summarizes the contributions of the previous chapters. Section 7.2 explores potential extensions to this work,
in the context of proactive Failure Management (FM).

7.1 Summary

This dissertation presented a comprehensive study of techniques for proactive FM in large-scale computing
environments, through the use of AI tools and especially Machine Learning (ML) methods. Through the
use of systematic literature view, past AI for IT Operations (AIOps) are collected and categorized to identify
blind spots and shortcomings of the current FM landscape. The problem of proactive FM is divided by cloud
abstraction layers and tackled separately at each layer.

For the infrastructure layer, where hardware faults are predominantly responsible for the appearance
of failures, Online Failure Prediction (OFP) techniques for handling failures of most affected components
were discussed, including hard drives and DRAM memories. Novel OFP algorithms for optical transceivers
have been introduced. These algorithms have been developed on the basis on in-depth statistical analysis
of failure patterns, which show the importance of CRC-related metrics and physical variables collected from
the Digital Diagnostic Monitoring (DDM) infrastructure. The consequent feature extraction performed to
construct online failure predictors, based on traditional and neural-based ML, verifies the importance of such
features to classify components as healthy or faulty. The evaluation results show the ability of such predictors
to accurately (𝐴 > 99%, 𝑃 > 73%) anticipate future transceivers faults for a considerable fraction (> 50%) of
verified future failures.

For the platform layer, where complex interdependent OS, middleware and software systems must be
deployed while ensuring protection from malicious attacks and operator incidents, the importance of evalu-
ating command-line operations and prevent undesired behavior was motivated. To this end, a Large Language
Model (LLM) for the command line, based on the BERT architecture, was proposed, which is effectively ap-
plied for command risk classification, through the application of a pretraining step for command-line language
and a finetuning step using a supervised command dataset. Results show how the LLM approach is the most
effective method for classification (𝑃 > 97%,𝑅 > 91%) of dangerous commands and requires less supervised
data (down by 10x) than its predecessors. The approach is extended for improved generalization using a
documentation-based method, which extracts command description from available documentation and al-
lows to identify previously misclassified commands. Documentation is shown to enable effective detection
of misclassified commands for auditing applications. A series of potential use cases for the proposed LLM
model are showcased, to highlight the high degree of transfer learning achievable through command-line
pretraining.

For the software layer, where for intricate and complex service architectures sufficient reliability must
be guaranteed to satisfy customer needs directly, a general framework for Root Cause Analysis (RCA) and
runtime rule verification based on Association Rule Mining (ARM) is presented. It extends existing contri-
butions in terms of performance, interpretability, and correctness, to allow diagnosis and failure prediction
for a variety of Operations & Maintenance (O&M) applications on single-observation state systems, such as
access logs and server configurations. Results indicate that the proposed ARM framework is efficient (up to
37x faster), accurate (𝑃 > 93%,𝑅 > 90%), and concise in producing root-cause explanations, and its rules are
actionable in the context of proactive FM. The ARM framework is extended to enable analysis of sequential
state programs, which further increases the applicability of the ARM framework for RCA and proactive FM.
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In consideration of the importance of handling failures proactively and according to the motivations de-
scribed in the introduction section, all these contributions offer techniques to deal with failures before any
damage has manifested and in relation to preventive actions applicable to the corresponding scenario.
This allows to perform O&M with more efficient planning, reduced response times and limited failure

impact. Because of these desirable benefits, these contributions have been implemented inside a large-scale
cloud provider to reduce the workload of O&M operators.

7.2 Future Outlook

Although this dissertation presents a framework for proactive FM at all layers of a cloud infrastructure, sev-
eral open problems remain active in the domain areas of AIOps and proactive FM. Future solutions may be
presented to support these problems and potentially be integrated in the scheme of FM methods here pro-
posed. The current section describes a list of potential extensions and open problems which require further
contributions.

7.2.1 Virtualization-level Proactive Failure Management

The contributions to infrastructure-level proactive FM in past literature and in this dissertation (Chapter 4)
have mostly focused on hardware failure prediction, because it is responsible for the large majority of failures
at the infrastructure layer.
However, hypervisor and virtualization failures are still frequent and mitigation strategies for this abstrac-

tion layer are under-represented due to proximity to the hardware layer.
To this end, a Virtual Machine (VM) failure prediction algorithm may be integrated into the existing

framework for online forecasting of future VM failures, which may be caused by underlying hardware faults,
software exceptions, resource exhaustion, or configuration errors. Potential data sources for this task may
include physical host telemetry, such as resource utilization and system call tracing logs; or guest Operating
System (OS) telemetry, such as application tracing, resource usage, and system logs. The concept may be ap-
plied for predicting failures in containers, an established alternative for executing single-application workload
in a resource- and time-efficient paradigm.

As the hypervisors may also be the target of failures, hypervisor OFP may be supported by additional
monitoring information of the hypervisor itself, or may be supported by VM information gathered from OFP
predictors, as described above. The imminent prediction of a hypervisor failure may also constitute important
knowledge to estimate residing VM failures, so that the state of the hypervisor may also support VM failure
prediction.

Other virtualization-level failure prevention techniques may include VM checkpointing, to restore cor-
rect and most recent VM states following hardware repairs or live migration; or a fault injection study to
determine the degree of reliability of existing virtualization systems. To this end, Reinforcement Learning
(RL) models may act as intelligent agents in a simulated environment, while attempting to maximize damage
to the infrastructure. The results may report significant information to reduce failures and external agent
attacks.

7.2.2 Additional Techniques for Failure Prevention

As discussed in the results of the systematic literature review (Chapter 3), a significant number of existing
contributions for proactive FM have focused on OFP. Failure prevention offers great potential to reduce the
impact of failures in areas that are not previously covered by existing work.

Canary release verification has been previously applied to predict the impact of software updates. LogRule
has been applied to runtime verification to forecast future failure events thanks to causality learning. Addi-
tional verification methods may be proposed, e.g., to predict the effect of new infrastructure deployments on
total workload, or estimate the impact of network re-routing via Software Defined Networking (SDN).

Integrating RCA systems into AI-based failure prevention system may endow them of additional knowl-
edge (causality, topology, cross-feature dependencies) which may support rational design choices for new IT
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systems. To this end, graph-based model descriptions may support efficient fault injection, to understand
how failures of directly interconnected components affect neighbors. Providing topology information, such
rack and vertical position or proximity to other servers, has already shown to improve accuracy for hardware
failure prediction [289]. This impact may also be translated into other O&M domains.

Proactive load testing, described in Section 6.1.2, provides methods to assess software performance under
variable operating conditions, by simulating different workload scenarios. Future work may show how to
effectively apply generative AI to model tail-distribution scenarios, difficult to represent or consider. AI agents
may also directly operate to control scaling under such conditions, in order to reduce the impact of failures
and performance degradation under stress. Finally, ML models, in particular the most recent LLMs, may
be applied on source code to identify performance bottlenecks and sub-optimal code regions, based on raw
source code, profiling information and runtime-collected telemetry.

7.2.3 Application of LLMs to other O&M Problems

Chapter 5 has showcased the large applicability of LLMs for different platform-level O&M tasks. These ap-
plications expand beyond the platform level and may bring large benefit to other several other tasks, e.g.,
solution recommendation via prompts, intelligent log analysis, anomaly detection, or automatic remediation.
Following the example of existing LLM prompt services [9], LLMs may be used to provide a prompt to

O&M operators. This prompt may help operators describe their problem, investigate solutions and consider
potential remediation actions, e.g., a reboot or a CLI operation. The LLM may be finetuned on such O&M
topic prompts or trained via reinforcement learning.
LLMs may also perform RCA and anomaly detection from logs automatically. Given the sequential and

natural language foundation of logs, they are directly applicable to LLMs as inputs. The LLMmay help extract
relevant log lines to debug a performance issue, or produce a short summary of the encountered problem. Such
log analysis system would be highly beneficial for RCA purpose and reduce Mean Time to Repair (MTTR).
Similarly, LLMs may analyze metrics, traces, or other monitoring data to detect abnormalities or undesired
deviations from normal behavior. These indications may be reported to O&M operations via alarms, or may
directly be connected to action-taking systems.

7.2.4 Hardware Failure Prediction for Other Components

The majority of existing contributions for hardware failure prediction have focused on storage media (hard
drives, SSDs), memory and few network components (such as optical transceivers). However, a large fraction
of remaining components has not seen equal research interest (see Table 4.2).
The infrastructure layer would benefit from the introduction of failure prediction algorithms for other

server components, such as CPU, power supply units, or motherboards, as well as for networking equipment,
such as routers, switches, load balancers, firewalls, etc. Moreover, the rapid emergence of hardware accel-
eration services for ML imposes an important requirement for reliability on these acceleration systems. To
this end, failure prediction for GPUs and other related hardware technologies (TPU, FPGA, . . . ) may prove
fundamental to maintain Service Level Agreeement (SLA) requirements.
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B Mathematical Proofs and Derivations

Expected Cost of Proactive vs. Reactive Repair

• 𝑝 𝑓 𝑎𝑖𝑙 is the probability of observing an infrastructure failure for one component within a predefined
time frame 𝑇 .

• ℙ is the space of events 𝑒 (tuples of failures and predictions) occurring in𝑇 . These events belong to one
of the four categories TP, FP, FN, TN with their associated costs described in Section 4.1.4.

• 𝐶𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟 is the cost resulting from repairing a device proactively, i.e., in the presence of an online failure
predictor. It depends on the predictor accuracy, as well as on the occurrence and cost of failures. The
accuracy of the predictor is measured by true positive rate𝑇𝑃𝑅 (also known as recall) and false positive
rate (also known as fall-out) 𝐹𝑃𝑅.

• 𝐶𝑛𝑜𝑡ℎ𝑖𝑛𝑔 is the cost resulting from repairing a device reactively, i.e., after the device failure has occurred.
It depends exclusively on the occurrence and cost of failures.

Computing the expected cost for the predictor scenario and by using 𝑇𝑃𝑅 = 1 − 𝐹𝑁𝑅, 𝑇𝑁𝑅 = 1 − 𝐹𝑃𝑅, we
obtain

𝔼ℙ [𝐶𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟 ] =
∑︁
𝑒∈ℙ

𝐶𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟𝑃 (𝑒)

= 𝑐𝑟 · 𝑃 (𝑇𝑃) + 𝑐𝑟 · 𝑃 (𝐹𝑃) + 𝑐 𝑓 · 𝑃 (𝐹𝑁 ) +�����0 · 𝑃 (𝑇𝑁 )
= 𝑐𝑟 · 𝑃 (+|𝐹 )𝑃 (𝐹 ) + 𝑐𝑟 · 𝑃 (+|¬𝐹 )𝑃 (¬𝐹 ) + 𝑐 𝑓 · 𝑃 (−|𝐹 )𝑃 (𝐹 )
= 𝑐𝑟 ·𝑇𝑃𝑅 · 𝑝 𝑓 𝑎𝑖𝑙 + 𝑐𝑟 · 𝐹𝑃𝑅 · (1 − 𝑝 𝑓 𝑎𝑖𝑙 ) + 𝑐 𝑓 · 𝐹𝑁𝑅 · 𝑝 𝑓 𝑎𝑖𝑙
= 𝑐𝑟 · 𝑅 · 𝑝 𝑓 𝑎𝑖𝑙 + 𝑐𝑟 · 𝐹𝑃𝑅¤(1 − 𝑝 𝑓 𝑎𝑖𝑙 ) + 𝑐 𝑓 · (1 −𝑇𝑃𝑅) · 𝑝 𝑓 𝑎𝑖𝑙

Computing the expected cost for the traditional scenario, we obtain

𝔼ℙ [𝐶𝑛𝑜𝑡ℎ𝑖𝑛𝑔] =
∑︁
𝑒∈ℙ

𝐶𝑛𝑜𝑡ℎ𝑖𝑛𝑔𝑃 (𝑒)

= 𝑐 𝑓 · 𝑃 (𝑇𝑃) +�����0 · 𝑃 (𝐹𝑃) + 𝑐 𝑓 · 𝑃 (𝐹𝑁 ) +�����0 · 𝑃 (𝑇𝑁 )
= 𝑐 𝑓 · 𝑃 (+|𝐹 )𝑃 (𝐹 ) + 𝑐 𝑓 · 𝑃 (−|𝐹 )𝑃 (𝐹 )
= 𝑐 𝑓 · 𝑃 (𝐹 )
= 𝑐 𝑓 · 𝑝 𝑓 𝑎𝑖𝑙

By comparing the two:
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𝔼ℙ [𝐶𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟 ] < 𝔼ℙ [𝐶𝑛𝑜𝑡ℎ𝑖𝑛𝑔]
𝑐𝑟 ·𝑇𝑃𝑅 · 𝑝 𝑓 𝑎𝑖𝑙 + 𝑐𝑟 · 𝐹𝑃𝑅¤(1 − 𝑝 𝑓 𝑎𝑖𝑙 ) + 𝑐 𝑓 · (1 −𝑇𝑃𝑅) · 𝑝 𝑓 𝑎𝑖𝑙 < 𝑐 𝑓 · 𝑝 𝑓 𝑎𝑖𝑙

𝑐𝑟 ·𝑇𝑃𝑅 · 𝑝 𝑓 𝑎𝑖𝑙 + 𝑐𝑟 · 𝐹𝑃𝑅¤(1 − 𝑝 𝑓 𝑎𝑖𝑙 ) < 𝑐 𝑓 · 𝑝 𝑓 𝑎𝑖𝑙 − 𝑐 𝑓 · (1 −𝑇𝑃𝑅) · 𝑝 𝑓 𝑎𝑖𝑙
𝑐𝑟 ·𝑇𝑃𝑅 · 𝑝 𝑓 𝑎𝑖𝑙 + 𝑐𝑟 · 𝐹𝑃𝑅¤(1 − 𝑝 𝑓 𝑎𝑖𝑙 ) < 𝑐 𝑓 · 𝑝 𝑓 𝑎𝑖𝑙 · (���1 − 1 +𝑇𝑃𝑅)

�����𝑇𝑃𝑅 · 𝑝 𝑓 𝑎𝑖𝑙 · 𝑐𝑟
(
1 + (1 − 𝑝 𝑓 𝑎𝑖𝑙 ) · 𝐹𝑃𝑅

𝑝 𝑓 𝑎𝑖𝑙 ·𝑇𝑃𝑅

)
< 𝑐 𝑓 ·�����𝑝 𝑓 𝑎𝑖𝑙 ·𝑇𝑃𝑅

𝑐𝑟 ·
(
1 + (1 − 𝑝 𝑓 𝑎𝑖𝑙 ) · 𝐹𝑃𝑅

𝑝 𝑓 𝑎𝑖𝑙 ·𝑇𝑃𝑅

)
< 𝑐 𝑓

Proof of Correctness of Mining only 𝑌 Transactions

In Section 6.4.2, it was claimed that it is not necessary to mine patterns on all transactions 𝑡𝑖 of the database𝔻.
It is in fact sufficient to apply the pattern mining step only on the transactions where the itemset 𝑌 is present,
which we will define as 𝔻𝑌 = {𝑌 ⊆ 𝑡 | ∀𝑡 ∈ 𝔻}. This does not mean all mined patterns should contain
𝑌 (which were actually excluded as they are trivial solutions to the problem), but rather that these mined
patterns should only be composed of items seen alongside 𝑌 . Patterns that do not meet this condition can be
ignored, as they never appear with𝑌 and cannot positive correlate with its appearance. In particular, all these
patterns will have confidence, conditional support, and lift equal to zero, which renders them unapplicable
for Root Cause Analysis (RCA).
This result is shown as follows. We want to show 𝑋 ⊈ 𝔻𝑌 =⇒ S(𝑋 | 𝑌 ) = C(𝑋 ,𝑌 ) = L(𝑋 ,𝑌 ) = 0.
Conditional support, confidence, and lift are all proportional to S(𝑋 ∪ 𝑌 ):

S(𝑋 | 𝑌 ) = S(𝑋 ∪ 𝑌 )S(𝑌 ) ∝ S(𝑋 ∪ 𝑌 )

C(𝑋 ,𝑌 ) = S(𝑋 ∪ 𝑌 )S(𝑋 ) ∝ S(𝑋 ∪ 𝑌 )

L(𝑋 ,𝑌 ) = C(𝑋 ,𝑌 )S(𝑌 ) =
S(𝑋 ∪ 𝑌 )
S(𝑋 )S(𝑌 ) ∝ S(𝑋 ∪ 𝑌 )

and, by definition, S(𝑋 ∪ 𝑌 ) is the ratio of transactions containing (𝑋 ∪ 𝑌 ):

S(𝑋 ∪ 𝑌 ) = |{𝑋 ,𝑌 ⊆ 𝑡 | ∀𝑡 ∈ 𝔻}||𝔻|
Therefore, we can reduce the problem to proving 𝑋 ⊈ 𝔻𝑌 =⇒ |{𝑋 ,𝑌 ⊆ 𝑡 | ∀𝑡 ∈ 𝔻}| = 0. This is however

a trivial result, given |∅| = 0:

𝑋 ⊈ 𝔻𝑌 = 𝑋 ⊈ {𝑌 ⊆ 𝑡 | ∀𝑡 ∈ 𝔻}
=⇒ {𝑋 ,𝑌 ⊆ 𝑡 | ∀𝑡 ∈ 𝔻} = ∅

=⇒ |{𝑋 ,𝑌 ⊆ 𝑡 | ∀𝑡 ∈ 𝔻}| = 0
=⇒ S(𝑋 ∪ 𝑌 ) = 0

=⇒ S(𝑋 | 𝑌 ) = C(𝑋 ,𝑌 ) = L(𝑋 ,𝑌 ) = 0
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