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Abstract— This paper addresses the problem of robust con-
sensus of an undirected network of homogeneous multi-agent
systems with uncertain agent dynamics and system noise.
We consider uncertain time-varying input matrices that are
arbitrary up to a known bound for the singular values. We
also assume that each agent’s controller is able to access the
neighbors’ relative states. We focus on the design of a linear
controller gain that is to be identical across all agents. We
provide sufficient conditions for the control gains to achieve
both consensus in the noiseless setting and a transfer function
with a given bounded H∞ norm in the setting with noise. More
specifically, we show that this is achieved if a set of linear
matrix inequalities containing the non-zero eigenvalues of the
Laplacian are satisfied. In a numerical simulation, we illustrate
these theoretical results and show that our method outperforms
a consensus region-based approach.

I. INTRODUCTION

Over the last two decades, the design of distributed
controllers for achieving the synchronization of multi-agent
systems has received much attention from the control com-
munity, owing to their broad scope of applications. These
include satellite formation flying [1], sensor networks [2],
and smart grids [3]. However, many practical challenges
still exist, particularly due to the presence of uncertainties
that are typically not accounted for in the control design.
To this date, a few different approaches have been de-
veloped that aim to obtain robust synchronization in the
presence of uncertainties. In [4] and [5], robust synchro-
nization methods were developed for systems with coprime
factor uncertainties and additive uncertainties on the agent
dynamics, respectively. The works of [6] and [7] addressed
robust synchronization for uncertain networks. A signifi-
cant drawback of the aforementioned works is that they
only consider uncertainties in the frequency domain, i.e.,
perturbations in the transfer matrices of each agent. This
is restrictive, as it assumes that the number of unstable
poles of the open loop system is fixed [8], which might
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not apply, e.g., in the case of additive or multiplicative
perturbations. A more general class of system uncertainties
are those that are described in the time domain. These types
of uncertainties, often referred to as parametric uncertainties,
are widely encountered whenever the system matrices of the
plants are known up to a bounded time-dependent uncer-
tainty with known bound [9]. For multi-agent systems under
parametric uncertainties, robust synchronization is still an
open problem. Another factor that makes the synchronization
problem difficult is the presence of process noise, which
typically leads to non-zero synchronization errors. This is
often addressed by designing the controller in such a way
that the synchronization errors stay below a predefined value
in the presence of process noise. The paper [10] considered
the problem of synchronization of a multi-agent system in
the presence of parametric uncertainties and input noise by
considering its H2 norm. In spite of the aforementioned
advances, designing a controller that achieves a bounded
H∞ norm while guaranteeing synchronization in the noiseless
setting remains an open problem.

In this paper, we address the synchronization of a multi-
agent system that exhibits bounded parametric uncertainties
in the input matrices as well as process noise. We show that,
provided that a set of linear matrix inequalities is satisfied,
our approach reaches consensus in the noiseless setting while
also achieving a bounded H∞ norm in the noisy setting.

The remainder of this paper is organized as follows: In
Section II, we state the notation and some preliminaries
on graph theory. In Section III we formally formulate the
problem considered in this paper. The main result of this
paper is then stated in Section IV. In Section V, we then
illustrate our results and compare our approach to a state-of-
the-art method using a numerical simulation.

II. PRELIMINARIES

A. Notation

Throughout this paper, we assume Rn×m to be the set
of n×m real matrices. The n-dimensional vector with all
entries equal to one is denoted by 1n ∈ Rn. The identity
matrix with dimension n is denoted by In. The superscript ⊤
represents the transpose of a real matrix. For two symmetric
matrices P and P′, we employ the notation P > (≥)P′ to
denote that P−P′ is positive (semi-)definite. The maximum
singular value of a matrix G is denoted by σ̄(G). A matrix
is called Hurwitz if all its eigenvalues have negative real
parts. The Kronecker product of two matrices A and B is
denoted by A⊗B. We employ diag{a1,a2, . . . ,an} to denote
the n × n diagonal matrix with a1,a2, . . . ,an as diagonal



entries. Similarly, for quadratic matrices A1, . . . ,An, we use
blkdiag(A1, . . . ,An) to denote the block diagonal matrix with
A1, . . . ,An on the diagonal and zeros everywhere else. We
employ Im(A) and Ker(A) to denote the image and kernel of
a matrix A, respectively. For a stable proper transfer matrix
G(s) ∈ Rn×m, its infinite norm is denoted by ∥G(s)∥∞ =
sup

ω

{σ̄(G( jω))}.

B. Graph

A graph consists of a pair G = (V ,E ), where V =
{1,2, . . . ,N} is the set of nodes and E ⊂ V ×V is the set
of edges. For any two nodes i, j ∈ V with i ̸= j, an edge
from i to j is represented by the pair (i, j) ∈ E . A graph
with the property that (i, j) ∈ E implies ( j, i) ∈ E is called
undirected. The adjacency matrix A of a graph has entries
ai j = 1 if there exists an edge from ith node to the jth node,
and ai j = 0 otherwise. In addition, the Laplacian matrix L
of a graph has entries lii = ∑

N
j=1 ai j and li j =−ai j for i ̸= j.

If the graph is undirected, L is a positive semi-definite real
symmetric matrix, i.e., all its eigenvalues are non-negative
and real. An undirected graph is called connected if and
only if its Laplacian L has rank N −1. In this case the zero
eigenvalue of L has multiplicity one, i.e., all eigenvalues
except one are strictly positive.The matrix of eigenvectors
U of the Laplacian L of a connected undirected graph can
be partitioned as U = [ 1

N 1N ,V ], where the eigenvector 1
N 1N

corresponds to the zero eigenvalue of L. Furthermore, L can
be diagonalized as Λ=UT LU where Λ= diag{0,λ2, . . . ,λN}
and 0 < λ2 ≤ ·· · ≤ λN .

III. PROBLEM FORMULATION

We consider a homogeneous linear multi-agent system
consisting of N identical agents, whose input matrices are
subjected to time-dependent parametric uncertainties. The
dynamics of the i-th agent are given by

ẋi = Axi +(B+B∆i)ui +Bwwi, (1)

where xi ∈ Rn is the agent state, ui ∈ Rm is the control
input, wi ∈ Rq is an external disturbance, and the matrices
A, B, B∆i , and Bw are of suitable dimensions. The matrix
B∆i is an unknown matrix with bounded time-varying entries
representing the parametric uncertainty associated with the
input matrix B of the i-th agent. We assume that B∆i is of
the form of

B∆i = D∆iE (2)

where D ∈Rn×r and E ∈Rk×m are known constant matrices
that characterize the structure of the uncertainties, and the
entries of ∆i ∈ Rr×k are time-dependent and Lebesgue mea-
surable [11]. We assume the time-varying matrices ∆i to be
bounded in the sense that

∆
⊤
i ∆i ≤ δ

2Ik (3)

holds at all times for some known and constant δ > 0. This
assumption is not very restrictive, since it corresponds to a
very rich space of matrices, and model uncertainties are often
bounded in practice.

As is common in the context of distributed control of
multi-agent systems, we are interested in the differences
between the states of the agents [12]. Hence, for the i-th
agent, we consider the performance output

zi =
1
N

N

∑
j=1

C(xi − x j) (4)

where C ∈ Rp×n is a given constant matrix.
In this paper, we assume that the states of the agents can

be directly measured and always available for control. We
then consider a distributed state-feedback control law

ui = K
N

∑
j=1

ai j(xi − x j), (5)

where K ∈Rm×n is the feedback gain matrix to be designed
and ai j is the i j-th entry of the adjacency matrix A of
the communication graph between the agents. Throughout
this paper, we assume that the communication graph is
a connected undirected graph and use L to refer to the
corresponding Laplacian matrix.

For simplicity of exposition, we introduce the no-
tation x := (x⊤1 ,x

⊤
2 , ...,x

⊤
N )

⊤, w := (x⊤1 ,x
⊤
2 , ...,x

⊤
N )

⊤, z :=
(z⊤1 ,z

⊤
2 , ...,z

⊤
N )

⊤, ∆ := blkdiag(∆1, . . . ,∆N). By substituting
the distributed controller (5) into the system (1), we obtain
the compact form for the full closed-loop multi-agent system
equations

ẋ =Aox+Bow
z =Cox,

(6)

where

Ao := IN ⊗A+L⊗BK +(IN ⊗D)∆(L⊗EK),

Bo := IN ⊗Bw, Co := M⊗C,

and
M := IN − 1

N
1N1⊤N .

The transfer function matrix of the controlled network (6)
from w to z is then equal to

Twz =Co(sI −Ao)
−1Bo. (7)

The goal of this paper is to design a distributed controller
of the form (5) such that the agents (1) reach robust H∞

consensus, as defined in the following.
Definition 1: The distributed controller (5) is said to

achieve robust H∞ consensus with tolerance γ for the multi-
agent system (1) if

i) provided that w = 0 for all t > 0, the states of the agents
(1) achieve consensus for all parametric uncertainties
satisfying (3), i.e., (xi − x j) → 0 as t → ∞, for i =
1,2, . . . ,N.

ii) the H∞ norm of the transfer function (7) is less than γ ,
i.e., ||Twz||∞ < γ .

The problem that we address in this paper is then the
following.

Problem 1: Let γ > 0 be a given tolerance. Design a local
gain K such that the distributed controller (5) achieves robust
H∞ consensus with tolerance γ for the multi-agent system (1).



IV. ROBUST SYNCHRONIZATION

In this section, we derive our main result, which provides
sufficient conditions for solving the robust H∞ consensus
problem given a pre-defined tolerance parameter γ . To this
end, we begin by presenting some preliminary results that
will be required in the following. Our main result can be
found at the end of this section.

We begin by showing that solving Problem 1 corresponds
to solving a robust H∞ stabilization problem for a n(N −1)-
dimensional system, obtained after applying a transformation
to the original system (1). To this end, we will employ the
following result.

Lemma 1: Let the communication graph of system (1) be
connected and undirected, and consider the the system

˙̄x =
(

IN−1 ⊗A+ Λ̄⊗BK +(IN−1 ⊗D)∆̄(Λ̄⊗EK)
)

x̄

+(V⊤⊗Bw)w,

z = (V ⊗C)x̄,

(8)

Then local controllers (5) with control gain K achieve robust
H∞ consensus with tolerance γ if and only if the following
conditions hold.

• The system (8) is robustly stable, i.e., limt→∞ ∥x̄∥2 = 0,
for w = 0 and all ∆̄ with ∆̄⊤∆̄ ≤ δ 2I(N−1)k.

• The H∞ norm of the transfer function from w to z of (8)
is smaller or equal to γ for all ∆̄ with ∆̄⊤∆̄ ≤ δ 2I(N−1)k.

To prove Lemma 1, we will employ the following result.
Lemma 2: Let ∆∈RM×N , where M,N ∈N, be a quadratic

matrix with ∆⊤∆ ≤ δ 2IN , and let ∆̃ denote the submatrix of
∆ obtained by deleting the first column and the first row of
∆̃. Then ∆̃⊤∆̃ ≤ δ 2IN−1 holds.

Proof: Consider the decomposition

∆ =

(
∆11 ∆1,2:N

∆2:M,1 ∆̃

)
,

where ∆11 denotes the entry in the first column and first row
of ∆, ∆1,2:N the vector corresponding to the first row and
columns 2 through N, and ∆2:M,1 the vector corresponding to
the first column and rows 2 through M. Furthermore, define
x2:N := (x2, . . . ,xN). We then have

x⊤2:N

(
∆1,2:N

∆̃

)⊤(
∆1,2:N

∆̃

)
x2:N =

(
0

x2:N

)⊤
∆
⊤

∆

(
0

x2:N

)
≤
(

0
x2:N

)⊤
δ

2IN

(
0

x2:N

)
= δ

2x⊤2:Nx2:N = x⊤2:Nδ
2IN−1x2:N .

Furthermore, we have

x⊤2:N ∆̃
⊤

∆̃x2:N ≤ x⊤2:N ∆̃
⊤

∆̃x2:N + x⊤2:N∆
⊤
1,2:N∆1,2:Nx2:N

=x⊤2:N

(
∆1,2:N

∆̃

)⊤(
∆1,2:N

∆̃

)
x2:N .

Hence, x⊤2:N ∆̃⊤∆̃x2:N ≤ x⊤2:Nδ 2IN−1x2:N holds. Since x can be
chosen arbitrarily, this implies the desired result.

Proof of Lemma 1: The following proof is adapted
partially from the proof of [5, Lemma 3.2]. Recall that,
since the network communication graph is connected and

undirected, there exists an orthonormal transformation U that
diagonalizes the Laplacian matrix L, i.e., L =UΛU⊤ where
Λ = diag{0,λ2, . . . ,λN}. Define the vector and matrix

x̃ := (U⊤⊗ In)x, (9)

∆̃ := (U⊤⊗ Ir)∆(U ⊗ Ik)

=


∆̃1

1 ∆̃1
2 . . . ∆̃1

N
∆̃2

1 ∆̃2
2 . . . ∆̃2

N
...

...
...

∆̃N
1 ∆̃N

2 . . . ∆̃N
N

=

(
∆̃1

1 ∆̃1

∆̃1 ∆̄

)
.

(10)

By employing (9) and (10), we can rewrite the closed-loop
dynamics equations (6) as

˙̃x =
(

IN ⊗A+Λ⊗BK +(IN ⊗D)∆̃(Λ⊗EK)
)

x̃

+(U⊤⊗Bw)w,

z = (MU ⊗C)x̃.

(11)

Now, consider the term

(IN ⊗D)∆̃(Λ⊗EK) =

(
0 D∆̃1(Λ̄⊗EK)
0 (IN−1 ⊗D)∆̄(Λ̄⊗EK)

)
,

(12)
and partition the matrix of eigenvectors as U = [ 1

N 1N ,V ] and
note that MU = [0,V ]. As a result, (11) can be decomposed
into

˙̃x1 = Ax̃1 +D∆̃
1(Λ̄⊗EK)x̄+

(
1
N

1⊤N ⊗Bw

)
w, (13)

and

˙̄x =
(

IN−1 ⊗A+ Λ̄⊗BK +(IN−1 ⊗D)∆̄(Λ̄⊗EK)
)

x̄

+(V⊤⊗Bw)w,

z = (V ⊗C)x̄,

(14)

where x̄ := (x̃⊤2 , ..., x̃
⊤
N )

⊤, Λ̄ := diag{λ2, . . . ,λN}. Due to
Lemma 2, ∆⊤∆ ≤ δ 2INk implies ∆̄⊤∆̄ ≤ δ 2I(N−1)k. Since z
only depends on x̄, as can be seen from (8), this implies that
∥Twz∥≤ γ holds for (6) and all admissible disturbances if and
only if the transfer function from w to z of (8) is smaller
or equal to γ for all disturbances with ∆̄⊤∆̄ ≤ δ 2I(N−1)k.
Consider now w = 0. The states of the agents (1) reach
consensus, i.e., limt→∞ xi − x j = 0 for all i, j = 1, . . . ,N,
if and only if limt→∞ x = Im(1N ⊗ In). Note that, since
Im(1N)=Ker(L), limt→∞ x= Im(1N ⊗In) holds if and only if
limt→∞(L⊗ In)x = 0. Hence, limt→∞(L⊗ In)x(t) = 0 holds if
and only if limt→∞(LU ⊗ In)x̃ = 0. Recall that LU =UΛ and
U is not singular. Consequently, limt→∞(UΛ⊗ In)x̃(t) = 0
holds if and only if (Λ ⊗ In)x̃(t) → 0. As a result, since
Λ = diag{0,λ2, . . . ,λN}, consensus is achieved if and only
if limt→∞ x̃i = 0 holds for i = 2,3, . . . ,N.

In particular, Lemma 1 implies that we can solve Problem
1 by designing a controller gain K such that (8) is stabilized
and its H∞ norm is smaller or equal to γ for all time-varying
and Lebesgue measurable ∆̄ with ∆̄⊤∆̄ ≤ δ 2I(N−1)k.



The following states that a quadratically stable system
with parametric uncertainties is equivalent to a system with
bounded H∞ norm.

Lemma 3: Consider an uncertain system of the form

ẋ = (Ã+∆Ã)x (15)

with ∆Ã = F∆G, the entries of ∆ being time-dependent and
Lebesgue measurable, and ∆⊤∆ ≤ δ 2I. Then, there exists a
symmetric positive-definite matrix P̃, such that(

Ã+∆Ã
)⊤ P̃+ P̃

(
Ã+∆Ã

)
< 0 (16)

holds for all admissible uncertainties ∆Ã, if and only if Ã is
Hurwitz and ∥G(sI − Ã)−1F∥∞ ≤ 1

δ
holds.

Proof: The result follows directly from [13, Theorem
3.2].

Lemma 3 is particilarly useful, since it implies that a
system with bounded H∞ norm is also quadratically stable.
This can be shown easily using the quadratic Lyapunov
function V (x) = x⊤P̃x. Quadratic stability then follows from

V̇ (x) = x⊤
(
Ã+∆Ã

)⊤ P̃x+ x⊤P̃
(
Ã+∆Ã

)
x < 0.

Hence, in order to solve Problem 1, it is sufficient to show
that (6) has bounded H∞ norm.

We now state our main result, a sufficient condition for
solving the roust H∞ consensus problem for the multi-agent
system (1).

Theorem 1 (Main result): Assume that the communica-
tion graph G of the multi-agent system (1) is connected and
undirected, and that the parametric uncertainties in (1) satisfy
B∆i = D∆iE, where ∆i is time-dependent and Lebesgue
measurable with ∆⊤

i ∆i ≤ δ 2Ik for all times and δ a positive
scalar. Furthermore, let P and Q be matrices that satisfy the
following requirements:

• P is symmetric positive definite.
• The linear matrix inequality (LMI) Ac λiQ⊤E⊤ PC⊤

λiEQ −εI 0
CP 0 −I

< 0 (17)

is satisfied for an arbitrary scalar value ε > 0,

Ac :=AP+PA⊤+λiBQ+λiQ⊤B⊤+
1
γ2 BwB⊤

w +εδ
2DD⊤,

and i = 2,N, i.e., the smallest and largest non-zero eigenval-
ues of the Laplacian matrix L. Then the agents (1) achieve
robust H∞ consensus with tolerance γ > 0 using the state
feedback controller (5) and feedback gain matrix K = QP−1.

In particular, Theorem 1 states that, in order to obtain
the desired guarantees, we only need to solve two separate
(n+ k+ p)-dimensional LMIs, which can be done easily in
many practical scenarios.

In order to prove Theorem 1, we employ the two follow-
ing Lemmas, which are adapted directly from well-known
results.

Lemma 4: Let γ > 0 and Twz(s) =Co(sI−Ao)
−1Bo. Then,

the following two statements are equivalent:

• The matrix Ao is Hurwitz and ∥Twz(s)∥∞ < γ .
• There exists symmetric positive definite matrix P̃ > 0,

such that

P̃A⊤
o +AoP̃+ γ

−2BoB⊤
o + P̃C⊤

o CoP̃ < 0. (18)
Proof: This follows directly from Lemma 2.1 in [13].

Lemma 5: Given matrices S, Q1, and Q2 of appropriate
dimensions and S symmetric,

S+Q1∆Q2 +Q⊤
2 ∆

⊤Q⊤
1 < 0 (19)

holds for all matrices ∆ satisfying ∆⊤∆ ≤ δ 2I if and only if
there exists a scalar ε > 0 such that

S+ εδ
2Q1Q⊤

1 + ε
−1Q⊤

2 Q2 < 0. (20)
Proof: This follows directly from Lemma 2.4 in [15].

We are now ready to prove Theorem 1.
Proof of Theorem 1: We prove Theorem 1 by showing

that (8) satisfies the requirements of Lemma 4. More specifi-
cally, we aim to show that (18) holds for the system matrices
of (8) and a tolerance parameter γ . By Lemma 1 and 3, this
implies that the closed-loop system (6) achieves robust H∞

consensus with tolerance γ . To this end, we need to show
that there exists a symmetric positive definite matrix P̃, such
that

P̃
(

IN−1 ⊗A+ Λ̄⊗ (BK)+(IN−1 ⊗D)∆̄(Λ̄⊗ (EK))
)⊤

+
(

IN−1 ⊗A+ Λ̄⊗ (BK)+(IN−1 ⊗D)∆̄(Λ̄⊗ (EK))
)

P̃

+
1
γ2 (V

⊤⊗Bw)(V⊤⊗Bw)
⊤+ P̃(V ⊗C)⊤(V ⊗C)P̃ < 0

(21)
holds. By applying Lemma 5 with

S =P̃
(

IN−1 ⊗A+ Λ̄⊗ (BK)
)⊤

+
(

IN−1 ⊗A+ Λ̄⊗ (BK)
)

P̃

+
1
γ2 (V

⊤⊗Bw)(V⊤⊗Bw)
⊤+ P̃(V ⊗C)⊤(V ⊗C)P̃,

Q1 =IN−1 ⊗D, Q2 = (Λ̄⊗ (EK))P̃,

and ∆̄⊤∆̄ < δ 2Ik−1, we obtain that (21) holds if and only if
there exists a scalar ε > 0 such that

P̃
(

IN−1 ⊗A+ Λ̄⊗BK
)⊤

+
(

IN−1 ⊗A+ Λ̄⊗BK
)

P̃

+
1
γ2 (IN−1 ⊗ (BwB⊤

w ))+ P̃(IN−1 ⊗ (C⊤C))P̃

+ εδ
2(IN−1 ⊗ (DD⊤))+

1
ε

P̃((Λ̄2)⊗ (K⊤E⊤EK)P̃ < 0
(22)

holds. Here we employ the identities (V ⊗C)⊤(V ⊗C) =
IN−1 ⊗ (C⊤C), (V⊤ ⊗ Bw)(V⊤ ⊗ Bw)

⊤ = IN−1 ⊗ (BwB⊤
w )

(IN−1⊗D)(IN−1⊗D)⊤ = IN−1⊗(DD⊤) and (Λ̄⊗EK)⊤(Λ̄⊗
EK) = (Λ̄2)⊗ ((EK)⊤(EK)) = ((Λ̄2)⊗ (K⊤E⊤EK), which
hold due V being composed of orthogonal vectors, and IN−1
and Λ̄ being diagonal matrices. Now, by limiting the choice
of symmetric matrix P̃ such that it has block diagonal form



(a) Performance variable z obtained when employing the proposed
approach.

(b) Performance variable z obtained with the consensus region-based
approach [14].

Fig. 1: Performance variable z obtained with the proposed approach Figure 1a and the consensus region-based approach from
[14] Figure 1b. The H∞ norm associated with our approach is ∥Twz∥∞ = 0.2838, that of the consensus region-based method
is ∥Twz∥∞ = 0.6076. Our approach outperforms the consensus region-based one in terms of H∞ norm. This discrepancy in
performance occurs because our approach takes uncertainties into account during control design, whereas the consensus
region-based one does not. Furthermore, the H∞ norm obtained with our approach is below the desired tolerance γ = 0.3,
which is to be expected due to Theorem 1.

P̃ = IN−1 ⊗P for some symmetric positive definite matrix P,
we can rewrite (22) as

IN−1 ⊗ (PA⊤)+ Λ̄⊗ (P(BK)⊤)+ IN−1 ⊗ (AP)+ Λ̄⊗ (BKP)

+
1
γ2 (IN−1 ⊗ (BwB⊤

w ))+(IN−1 ⊗ (PC⊤CP))

+ εδ
2(IN−1 ⊗ (DD⊤))+

1
ε
((Λ̄2)⊗ (PK⊤E⊤EKP))< 0.

(23)
It is easy to show that the left-hand side of (23) corresponds
to a block diagonal matrix. Since a block diagonal matrix is
positive definite if and only if its diagonal blocks correspond
to symmetric positive definite matrices, we obtain that (23)
holds if and only if

PA⊤+λiPK⊤B⊤+AP+λiBKP+
1
γ2 BwB⊤

w

+PC⊤CP+ εδ
2DD⊤+

1
ε

λ
2
i PK⊤E⊤EKP < 0,

(24)

holds for i = 2, ...,N. Now, note that, for any symmetric
matrices S1,S2 ∈ Rn×n, symmetric positive definite matrix
S3 ∈ Rn×n, x ∈ Rn, and λ ∈ R, the equation

x⊤S1x+λix⊤S2x+λ
2
i x⊤S3x

corresponds to a convex function of λi. Hence, (24) holds for
all i = 2, ...N if and only if it holds for i = 2 and i = N, i.e.,
the smallest and largest non-zero eigenvalues of L. Define
Q := KP and Ac := PA⊤+λiQ⊤B⊤+AP+λiBQ+ 1

γ2 BwB⊤
w +

εδ 2DD⊤. Due to the properties of the Schur complement
[16], we then have that (24) holds for i = 2, ...,N if the
matrices  Ac λiQ⊤E⊤ PC⊤

λiEQ −εI 0
CP 0 −I

 (25)

1

2

3

4

5

Fig. 2: Communication graph of system used for numerical
experiments.

are negative definite for i = 2 and i = N.

V. NUMERICAL VALIDATION

In this section, we illustrate our theoretical results using a
numerical simulation. Furthermore, we compare our results
to those obtained with the consensus region-based approach
proposed in [14].

We employ a setting similar to the one considered in
[10]. It consists of a multi-agent system with 5 agents and a
communication graph as shown in Figure 2. The dynamics of
each agent are described by (1), where the nominal dynamic
matrices are given by

A =

[
−2 2
−1 1

]
, B =

[
0
1

]
, C =

[
1 0
0 1

]
, Bw =

[
0.3
0.5

]
,

and the constant matrices associated with the uncertainty



B∆i = D∆iE are

D =

[
0.5 0.8
0.6 0.7

]
, E =

[
0.3190
0.9478

]
.

The time-varying matrices ∆i are given by

∆1 =

[
0.37sin(15t) 0

0 0.34

]
, ∆2 =

[
0.28sin(18t) 0

0 0.35

]
,

∆3 =

[
0.36 0

0 0.35cos(15t)

]
, ∆4 =

[
0.33 0

0 0.36cos(20t)

]
,

∆5 =

[
0.36 0

0 0.38cos(5t)

]
.

The upper bound for the norms of the uncertainties is
set to δ = 0.4, and we aim to keep the H∞ norm of the
transfer function Twz below γ = 0.3, i.e., ∥Twz∥∞ < 0.3. We
then choose ε = 20 and employTheorem 1, which yields the
control gain matrix

K = QP−1 =
[
−14.5819 −48.1630

]
.

The corresponding symmetric positive definite matrix is

P =

[
2.8487 −0.8531
−0.8531 0.3678

]
.

The external disturbances wi correspond to zero mean
Gaussian distributed random variables that are sampled and
held at a frequency of 20Hz for all agents, with different
variances for each individual agent. The controller gain
obtained via the consensus region-based method in [14]
is K =

[
0.5922 −0.9237

]
, with c = 0.75. The evolution

of the performance variable z using our approach and the
consensus region-based approach are illustrated in Figure 1a
and Figure 1b, respectively. Our approach yields superior
performance in terms of the H∞ norm of the transfer function,
achieving a norm of ∥Twz∥∞ = 0.2838, whereas the consensus
region-based method results in a norm of ∥Twz∥∞ = 0.6076.
This is is to be expected, since our approach explicitly takes
the system uncertainty into account, whereas the consen-
sus region-based approach does not. This also means that
the performance tolerance of γ = 0.3 was achieved, i.e.,
∥Twz∥∞ ≤ 0.3, which is also to be expected due to Theorem 1.

VI. CONCLUSION

We have addressed the problem of achieving robust H∞

consensus for an undirected network of homogeneous multi-
agent systems with uncertain agent dynamics and input noise.

We have provided sufficient guarantees for achieving this,
which amounts to choosing the control gain matrix such that
a set of linear matrix inequalities is satisfied. In a numerical
experiment, our approach outperformed a consensus region-
based method that is commonly used for disturbance-free
systems.
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