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Abstract

Fully automated haematology analysers are an essential tool in routine diagnostics. They
are the most frequently performed laboratory tests in clinical practice. Despite their
decade-long refinement, many relevant markers still can’t be measured today. This is of-
ten due to limitations in the preanalytical and analytical techniques. In this thesis, digital
holographic microscopy was used as a detection unit to overcome some of the highlighted
drawbacks. Due to the inherent high contrast of this quantitative phase imaging tech-
nique, undesirable preparation steps can be reduced. Combining the imaging technique
with a microfluidic module and an image analysis lays the foundation for the novel phase
imaging flow cytometer. To reach the maturity of a haematology analyser, further steps
were taken. These include the implementation of cell concentration measurements and the
investigation of quality control materials. The development of a specific labeling method
for immune cells further extended the range of potential applications.
Improvements in image analysis enabled the detection of individual cells within a group
of cells. This was used to describe the morphology and composition of blood cell aggre-
gates directly in whole blood samples. Effects of sample ageing and in-vitro activation
with adenosine diphosphate (ADP) were investigated for blood anticoagulated with either
EDTA, citrate, heparin, or hirudin. This was performed to investigate the characteristics
and dynamics of the biomarker and to demonstrate the oppertunities for kinetic mea-
surements. Depending on the anticoagulant, the blood showed different ageing patterns.
Blood anticoagulated with hirudin and EDTA showed good long time stability. For the
in-vitro activation, an intermediate increase in aggregate numbers and sizes was seen in
hirudin, citrate, and heparin blood. After this initial spike, more than 50 % of the aggre-
gates disintegrated over the next nine minutes. Unlike the other anticoagulants, EDTA
completely prevented the formation of new aggregates by ADP activation.
In a clinical study investigating the blood of COVID-19 patients, aggregates and their
components could be identified within 30 minutes of blood collection. This time frame in-
cludes the sample logistics and the measurement, which was performed within 2 minutes.
It qualifies the method for potential use in point-of-care testing. A positive correlation
was found between the severity of COVID-19 and the number of platelet- and platelet-
leukocyte aggregates. Additionally, the platelet aggregates’ composition and the diameter
and phase delay distribution of its platelets showed a connection to the patient’s severity.
Since blood cell aggregates have been observed in several etiologies, this approach is a
promising bedside diagnostic tool for prognostic and predictive testing.





Zusammenfassung

Vollautomatische Hämatologie-Analysatoren sind ein wesentlicher Bestandteil der Rou-
tinediagnostik. Sie sind weltweit die am häufigsten durchgeführten Labortests in der klin-
ischen Praxis. Trotz jahrzehntelanger Forschung und Entwicklung können jedoch auch
heute noch viele relevante Marker nicht automatisiert gemessen werden. Dies liegt häufig
an der aufwendigen Probenvorbereitung sowie an Limitationen der analytischen Meth-
oden. In dieser Arbeit wurde ein digitales holographisches Mikroskop als bildgebendes
Verfahren eingesetzt, um einige der bestehenden Nachteile zu überwinden. Aufgrund
des hohen Kontrasts, den dieses quantitative Phasenkontrastverfahren liefert, können
aufwändige Probenvorbereitungsschritte reduziert werden. Die Kombination der Bildge-
bung mit einer Mikrofluidik und einer angepassten Bildanalyse bildet die Grundlage für
das resultierende Phase-Imaging-Durchflusszytometer. Um die Reife eines Hämatologie-
Analysators zu erreichen, wurden weitere Schritte wie Zellkonzentrationsmessungen und
Materialuntersuchungen zur Qualitätskontrolle implementiert. Durch die Entwicklung
einer Methode zur spezifischen Markierung von Immunzellen konnte das Spektrum der
möglichen Anwendungsgebiete zusätzlich erweitert werden.
Eine Optimierung der Bildanalyse, ermöglichte die Detektion von einzelner Zellen inner-
halb eines Zellverbandes. Dies wurde verwendet, um die Morphologie und Zusammenset-
zung von Blutzellaggregaten und deren Bestandteile in Vollblutproben zu beschreiben.
Um die Eigenschaften und die Dynamik der Aggregate näher bestimmen zu können, wur-
den diese in einem Alterungsexperiment und in einem in-vitro Aktivierungsversuch unter-
sucht. Das Blut wurde hierbei in Blutröhrchen mit den verschiedenen Antikoagulantien
EDTA, Heparin, Hirudin und Citrat gelagert. Je nach Gerinnungshemmer, zeigte das Blut
unterschiedliche Alterungsmuster. Mit Hirudin und EDTA antikoaguliertes Blut erwies
im Vergleich zu den anderen eine gute Langzeitstabilität. Bei der in-vitro Aktivierung
mit Adenosindiphosphat (ADP) wurde bei Hirudin-, Citrat- und Heparin-Blut eine ini-
tiale Zunahme der Aggregatanzahl und -größe beobachtet. Nach diesem anfänglichen
Ansteigen zerfielen mehr als 50 % der Aggregate innerhalb der folgenden neun Minuten.
Im Gegensatz zu den anderen Antikoagulantien verhinderte EDTA vollständig die Bil-
dung neuer Aggregate durch externe ADP-Aktivierung.
In einer klinischen Studie, in der das Blut von COVID-19 Patienten untersucht wurde,
konnten Aggregate innerhalb von 30 Minuten nach der Blutentnahme analysiert werden.
Dies schloss sowohl die Probenlogistik als auch die zweiminütige Messung ein und quali-
fiziert den Ansatz für den potenziellen Einsatz als Point-of-Care Test. In der genannten
Studie konnte eine positive Korrelation zwischen dem Schweregrad der Erkrankung und
der Anzahl der Thrombozyten und Thrombozyten-Leukozyten Aggregate festgestellt wer-
den. Darüber hinaus zeigten die Zusammensetzung der Thrombozytenaggregate sowie die
Größe und induzierte Phasenverschiebung der Thrombozyten einen weiteren Zusammen-
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hang mit dem Schweregrad des Patienten. Da Blutzellaggregate bereits bei verschiede-
nen medizinischen Krankheitsbildern nachgewiesen werden konnten, stellt der Ansatz ein
vielversprechendes und patientennahes Verfahren für die prognostische und prädiktive
Diagnostik dar.
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1 Introduction

1.1 Motivation

The cellular analysis of the human blood has a long history. Its beginnings are dated
back to the first published observation of red blood cells through the microscopist Antonie
van Leeuwenhoek in 1675 [1, 2]. Another 160 years were needed until William Addison
(1802–1881) and Gabrielle Andral (1797–1876) first discovered the white blood cells [3]. In
1842, Alfred Donné described platelets as another cellular component. These findings were
followed by a discovery by Hayem in 1875 that white blood cells can be sub-classified by
analysing their sizes alone. The use of aniline dyes for blood cell staining was introduced
by Paul Ehrlich (1854-1915). Based on this principle, he could differentiate lymphocytes,
neutrophils, eosinophils, and basophils. Until now, many more leukocyte subtypes and
blood cell characteristics could be discovered. The analysis of blood cells is still a crucial
tool for clinical decision makings in fields like immunology, virology, oncology, and many
more [4–6].

Cellular analysis of blood cells is primarily performed on three levels. First, the Complete
Blood Count (CBC) with leukocyte differential performed by established haematology
analysers. Second, the study of cells and cell morphologies changes with microscopic
methods, and third, the subcellular evaluation of blood cells and blood cell physiologies
with, e.g. fluorescent flow cytometry. All devices have advantages and disadvantages,
which is why specific techniques or a combination of several are used for different cases.
Standard haematology analysers have been refined over many years, providing cheap
tests, high precision, high accuracy, high throughput, and reaching high standardisation
through automation. Despite their advantages, a manual slide review is still necessary
in several cases due to a low spatial resolution and only a limited amount of classifiable
cell types [7]. In addition, using a wide range of analytical techniques such as impedance,
spectrometry, absorption, and conductivity measurements in combination with a microflu-
idic does not ensure comparability between results of different devices [8]. Lastly, many
reagents are also used for preanalytical sample preparation, sample labeling, and instru-
ment maintenance. Cellular analysis of stained blood cells with a microscope can com-
pensate for many of these disadvantages. Techniques like the Giemsa-stained blood
smear analysis are still common practice for evaluating cell morphology changes [9].
It is an improvement to the staining approaches of Paul Ehrlich and provides contrast-
rich images with a high spatial resolution. Here, the nucleus of leukocytes and platelets
are highlighted in purple while erythrocytes appear in pink [10]. This allows for an in-
depth cell subtyping, evaluating cellular degeneration, and detecting a parasitic infection
like malaria. However, highly skilled personnel are needed to implement and evaluate
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such a test. The analysis is time-consuming, and compared to automated devices, only
a small statistical amount of cells are analysed. Subsequently, this can lead to a high
inter-observer variation of results [11–13]. Flow cytometer approaches with fluores-
cent labeling of cell surface proteins, allowing rapid and automated analysis of cells. As
long as there is a suitable marker, both specific cell types and cell characteristics, like
the activation of a cell, can be evaluated [14]. Disadvantages of this technique are the
high cost of fluorescent markers, the time-consuming sample preparation, and the limited
spatial resolution for morphology analysis.

To overcome the limitations of the existing gold standards, a combination of the auto-
mated fashion of the fluorescent flow cytometer and the high spatial resolution of mi-
croscopes was developed. This was achieved by the introduction of a microfluidic chip,
the use of a high-speed camera, and suitable image analysis techniques in combination
with different imaging approaches [15, 16]. The development was primarily driven by
increasing computational resources and groundbreaking improvements in automated cell
analysis. Thus, based on blood smear images, an automatic classification of different
leukocytes [17] and other blood cells [18] as well as the detection of sickle cell anaemia
[19] could be achieved. Furthermore, detecting malaria-infected erythrocytes and dif-
ferentiating leukaemia subtypes could be automatically analysed using machine learning
and simple morphology-based parameter approaches [20–23]. Combining the automated
measurement fashion of a flow cytometer with automated image analysis of microscope
images allows the study of large cell numbers with high spatial analysis. Due to the low
contrast of cells in many imaging approaches, reliance on sample preparation methods
and fluorescent markers is still needed [15, 16]. This limitation can be overcome using
contrast-rich imaging methods like Quantitative Phase Imaging (QPI) [24]. Despite its
not fully established state, imaging flow cytometers possess a great opportunity in the
automated measurement and analysis of blood cells with high spatial resolution. This
could result in the discovery of novel biomarkers, which potentially improve diagnostics
and enhance clinical decision-making.

1.2 Objectives and Outline

The structure of this work is defined by its research objectives. First, an existing phase
imaging flow cytometer with an included QPI device will be developed further towards
a haematology analyser. Second, this created method will be used to analyse blood cell
aggregates as a potential new biomarker in clinical diagnostics. Finally, the findings of
the first two objectives are used to validate this new biomarker in a clinical COVID-19
study.

This thesis is structured into six chapters. In this chapter (chapter 1), the motivation
behind this thesis is elaborated and a high-level overview of the objectives and outline
is given. Chapter 2 describes basic mechanisms and techniques that are important for
discussing the findings in the research. It includes an overview of the underlying physical
principles in different QPI techniques and microfluidics. Additionally, the physiological
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processes of platelets and the coagulation cascade are explained to underline the mecha-
nisms that lead to blood cell aggregation in COVID-19 patients. Chapters 3-5 each discuss
one research objective. All of these chapters includes its methodology, results, and dis-
cussion section. In chapter 3, the process from a laboratory prototype toward a medical
technology device is described. This includes an enhanced microfluidic cell manipulation
for cell focusing. Furthermore, possible interfering variables that could influence the mea-
surement results were investigated. Measuring cell concentrations, calibrator materials
for quality control, and the specific differentiation of subcell types with similar morphol-
ogy is highly relevant for haematology analysers. Therefore, these issues are addressed
within several subchapters. Chapter 4 investigates blood cell aggregates as a potential
new biomarker in clinical diagnostics. This includes their formation and decay character-
istics for ageing samples and when exposed to an external activator. The possibilities and
limitations arising from using the phase imaging flow cytometer approach are also consid-
ered in this section. In chapter 5, the described method was used to analyse blood cell
aggregates in blood samples from patients with COVID-19 infection. For this purpose, a
study protocol was developed that enables a quasi-point-of-care analysis of patients with
different degrees of severity. The various subsections compare blood cell aggregates with
the disease severity and other established biomarkers. Chapter 6 summarises this work
with a conclusion and a brief outlook.





2 Theoretical Background

2.1 Quantitative Phase Imaging

Imaging biological samples such as cells and tissues with microscopic devices is highly
significant for clinical diagnostics. Depending on the definition, microscopes have been
used for the last four centuries [24] or even longer [25]. The underlying physical principle
is the use of visible electromagnetic radiation as a source and a lens or a lens system to
magnify an object. In standard light microscopy, the difference between lighter and darker
parts of an image gives the contrast. These arise from light absorption or scattering in
certain parts of the analysed object. However, this spatial variation and therefore the
contrast is low for cells because of their small absorption coefficient for visible light, their
small thickness, and an even smaller thickness variation [26]. Using chemical reagents
like fluorescent or non-fluorescent dyes can improve the contrast of a cell but are usually
cytotoxic. Furthermore, the staining requires additional pre-processing steps. Scanning
and tomographic imaging techniques provide high contrast and sometimes even three-
dimensional images but require multiple exposures and cost-intensive post-processing.
An alternative approach is the observation of the phase properties from the probe beam.
The phase of the light is susceptible to the thickness and refractive index changes and
can be expressed as:

Φ(x, y) = 2π

λ
h(x, y)n(x, y) (2.1)

where Φ(x, y) is the phase distribution, λ is the wavelength of the light source, n(x, y) is
the refractive index distribution, and h(x, y) is the height distribution of the sample. The
relationship between h(x, y) and n(x, y) is called Optical Phase Difference (OPD) [27]. It
follows that the phase difference between two points can be stated as:

Φdiff = Φ1 − Φ2 = 2π

λ
(h1n1 − h2n2) (2.2)

The formula can be further simplified accordingly for equal refractive indices and/or
equal heights across the two points. If this difference is assigned to an intensity value,
it results in the contrast of a subsequent image. It can also be seen from equation 2.1
that an object’s actual height can be computed if a sample’s phase and refractive index
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are given. One way to capture the quantitative phase values is by the interference of the
sample beam (also called object beam) with a reference beam. The amplitude and phase
information can be calculated from the resulting hologram in subsequent steps. Since
state-of-the-art QPI-systems record holograms mostly on a digital sensor, the associated
microscopy method is often referred to as Digital Holographic Microscopy (DHM).

In the 1930s, Zernike invented the first technique capable of measuring the phase contrast
[28]. His approach was based on the understanding of Abbe that imaging is an interference
process. Several years later, in 1948, Gabor developed a technique that laid the foundation
for modern DHM [29]. Originally he wanted solely to improve the resolution of electron mi-
croscopy but realised in the process that the intensity of an electron beam from an object
at the out-of-focus plane contains both the complete amplitude and phase information.
A disadvantageous limitation of Gabor’s approach was that the in-focus image was over-
lapped by a second out-of-focus image (so-called twin image). Those appeared because the
intensity signal is generated by pairs of counter-propagating waves [24]. This problem was
later on solved by Lohmann [30], Leith and Upatnieks [31] through the invention of the
off-axis approach. Here, an off-axis angle (α) between the object (O(x, y)) and reference
beam (R(x, y)) is introduced. This shifts the unwanted twin image onto a different axis
than the in-focus image. For an object beam with O(x, y) = Ô(x, y) · exp(iΦObj(x, y))
and the reference beam with R(x, y) = R̂(x, y) · exp(iΦRef(x, y)) the off-axis hologram
intensity distribution is given by:

IHol(x, y) = |O(x, y) + R(x, y)|2 (2.3)
= O(x, y)O(x, y)∗ + R(x, y)R(x, y)∗ + O(x, y)R(x, y)∗ + O(x, y)∗R(x, y) (2.4)

= IObj(x, y) + IRef(x, y) + 2
√

IObj(x, y)IRef(x, y) cos[θx + Φ(x, y)] (2.5)

where Ô(x, y) and R̂(x, y) represent the scalar amplitudes, ΦObj(x, y) and ΦRef(x, y) the
phase of the objective and reference beams, ∗ is the complex conjugate, IObj(x, y) and
IRef(x, y) are the intensities of the object beam and reference beams, θ is the spatial
frequency introduced by the off-axis angle α in relation to the x-axis, θ = 2π sin (α/λ),
and Φ(x, y) the spatially varying phase associated with the object (phase image) [32,
33].

Over the last years, many methods for the numerical reconstruction of the phase
images of an off-axis hologram have been established [35–37]. A prominent example is the
reconstruction by Fourier transformation-based spatial filtering in the frequency domain
[34]. For this purpose, the sequence shown in Figure 2.1 is applied. Here, an image of
human carcinoma cells in cell culture media serves as an example. In Figure 2.1a, the off-
axis hologram is shown for the whole image. After a Fast Fourier Transformation (FFT)
the 2D spectrum of the image can be obtained (Figure 2.1b) including the "zero-order
intensities" (|R|2 + |O|2), the image (R∗O) and the twin image (RO∗) spatially separated
by an adequate off-axis angle (α). Next, a suitable spatial filter mask eliminates all
components except the image (R∗O). By shifting the image (R∗O) towards the centre of
the spectrum, the phase-conjugated reference wave contribution is removed (Figure 2.1c).
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Figure 2.1: Representative images of phase and amplitude reconstruction from
an off-axis hologram. (a) Hologram image of human carcinoma cells, (b)
frequency spectrum of the hologram including the "zero-order intensities"
(|R|2+|O|2), the image (R∗O) and the twin image (RO∗), (c) spatial filter to
eliminate the "zero-order intensities" and the twin image with the subsequent
realignment of the image in the centre, (d) Butterworth filtering of the
frequency to enhance the image quality of the resulting amplitude image
(e) and phase image (f). Figure inspired by [34].

A Butterworth filter decreases disturbing spatial frequencies and numerical artefacts like
the ringing effect (Figure 2.1d). Through an inverse FFT, the object beam (O) in the
spatial domain can be determined. The resulting amplitude distribution (Ô) is shown in
Figure 2.1e. Now the phase image can be reconstructed by:

Φ(x, y) = arctan Im{O(x, y)}
Re{O(x, y)} (mod2π) (2.6)

After phase unwrapping, where the 2π ambiguity caused by the periodic properties of
the arctangent function is eliminated, we obtain the phase image shown in Figure 2.1f.
If necessary, a numerical propagation of the object beam to the image plane can be
performed by:

O(x, y, zIP ) = FFT −1{FFT{O(x, y, zH)}exp(iπλ∆z(ν2 + ξ2))} (2.7)

zIP = zH + ∆z (2.8)
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where zIP and zH are the z-dimensions of the image plane and hologram plane, ∆z is the
difference, and ν and ξ represent the coordinates in the frequency domain.

Alternatively, the twin image free phase image can be obtained using a phase shifting
approach. Here, images are received directly in the focus plane. This can be achieved
by combining an in-line geometry with a temporal phase shift of the reference by Ψ =
0, π/2, π, 3 pi/2 compared to the object image [38, 39]. This time the interference intensity
is given by:

IHol(x, y) = IObj(x, y) + IRef(x, y) + 2
√

IObj(x, y)IRef(x, y) cos[Ψ + Φ(x, y)] (2.9)

assuming that the reference wave is a plane wave normally incident on the hologram plane,
this leads to:

I0(x, y) = IObj(x, y) + IRef(x, y) + 2
√

IObj(x, y)IRef(x, y) cos[Φ(x, y)] (2.10)

Iπ/2(x, y) = IObj(x, y) + IRef(x, y) − 2
√

IObj(x, y)IRef(x, y) sin[Φ(x, y)] (2.11)

Iπ(x, y) = IObj(x, y) + IRef(x, y) − 2
√

IObj(x, y)IRef(x, y) cos[Φ(x, y)] (2.12)

I3π/2(x, y) = IObj(x, y) + IRef(x, y) + 2
√

IObj(x, y)IRef(x, y) sin[Φ(x, y)] (2.13)

A numerical combination of these equations leads to a solution that allows the recon-
struction of the amplitude and the phase:

Ô(x, y) = 1
4R̂(x, y)

[(I0(x, y) − Iπ(x, y)) + i(I3π/2(x, y) − Iπ/2(x, y))] (2.14)

Φ(x, y) = tan−1
[

I3π/2(x, y) − Iπ/2(x, y)
I0(x, y) − Iπ(x, y)

]
(2.15)

This technique allows a reconstruction of the whole field of view on the sensor and does
not suffer from cropping in the Fourier domain like the off-axis method. Furthermore, it
does not need complex computational reconstruction steps. However, the need for more
than one image does not allow the measurement of moving samples. Therefore both
approaches are used broadly, dependent on the application. In this work, cells in flow are
measured. For this reason, the off-axis approach is the more suitable solution.



2.1 QUANTITATIVE PHASE IMAGING 9
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Figure 2.2: Two commonly used off-axis approaches for two beam DHM. (a) A
Michelson interferometer for reflection mode and (b) a Mach-Zehnder inter-
ferometer for transmission mode measurements. Both setups include lenses,
samples (S), objectives (Obj), spatial filters (SF), mirrors (M), cameras, and
a laser. Adapted from [40].

2.1.1 Two-beam Digital Holographic Microscopy

For the off-axis approach, interference is commonly achieved using an adapted version of
a Mach-Zehnder or a Michelson interferometer. The Michelson interferometer is used
when looking at dense optical materials which do not allow a suitable amount of light
transmission and therefore need to be measured in the reflection mode (Figure 2.2a). One
example is the measurement of vibrations and their corresponding velocity direction of
a material surface [41]. However, because cells are mostly transparent to visible light,
they can be measured in the transmission mode and therefore with an Mach-Zehnder
based approach [37, 42–44]. Here, the light of the source is divided by a beam splitter
into the object beam and reference beam. The object beam passes the sample. The
reference beam on the other side is aligned to contain the same propagation distance
but does not interfere with the sample. Nevertheless, it also passes a similar microscope
objective configuration as in the object path, resulting in a linear fringe system. This
produces a less spread frequency spectrum, allowing easier image filtering after the FFT.
To lower the complexity of focusing, the sample is usually mounted on a movable z-stage.
Through the alignment of the two beams, they can be guided to interfere on the imaging
system with an induced off-axis angle (Figure 2.2b), resulting in a full hologram. The
biggest challenge in developing such a two-beam setup is the alignment of the object and
reference path so that the distance is nearly the same. After a certain difference between
the two paths, no more interference can be generated. This maximum difference is called
coherence length (lc) and is highly dependent on the light source, with:

lc = 2ln(2)
πnm

λ2
0

∆λ
(2.16)

where nm is the refractive index of the medium, λ0 is the central wavelength, and ∆λ the
bandwidth of the light source. Lasers are regularly used in such interferometers because



10 2 THEORETICAL BACKGROUND

they usually have a low light source bandwidth, which achieves a high coherence length.
This makes the alignment easier, but the setup remains vulnerable to external factors like
mechanical vibrations. This can lead to poor temporal stability and low reproducibility
of experiments.

2.1.2 Self-referencing Microscopy

An alternative to the two-beam interferometer setups are the self-referencing microscopes
with a partially common path between the object beam and reference beam. This is
performed by manipulating the object beam after it passes the sample to generate a quasi-
reference beam. For example, a Michelson interferometer can be used to split the object
beam into two individual beams. A frequency mask can manipulate one of the beams
to block all higher frequencies, which mainly leaves low-frequency reference information.
This quasi-reference is then interfered with the non-manipulated object part to obtain an
interferogram [45].

Object

shear

Background

1st object beam 2nd object beam

shear

(a) (b) (c)

Figure 2.3: Principle of the lateral self-referencing microscopy, illustrated by
using the example of a circular object. (a) Images from the first and
second object beam. (b) Shear of less than the object size results in a
shearogram. (c) Shear bigger than the object size results in a hologram.
The figure was inspired by [26].

A second self-referencing technique is based on the lateral shear between the two identical
object beams (Figure 2.3a). The methods to obtain two identical beams can differ and
range from a complex Michelson interferometer [46] over the use of grating filters with
additional optical stops [208] or by the simple use of a glass plate [26]. Regardless of the
chosen method, in the second step, a lateral shear is introduced between both beams. If
this shear is smaller than the size of the investigated object, a shearing interference pattern
appears, which contains the gradient phase information of the object along the direction
of the shear (Figure 2.3b). This is also referred to as a shearogram. In contrast, if the
shear is bigger than the object, the modulated part of one object beam superposes with
the unmodulated part of the other object beam (quasi-reference), resulting in a hologram
(Figure 2.3c). Both techniques can be performed with a single shear in one direction but
also with multiple shears in more than one direction. This directly influences the shape of
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the interference patterns. A one-dimension shear produces parallel interference patterns
in one direction, but a two-dimension shear produces mostly grid-shaped interference
patterns.

Many self-referencing DHMs allow similar or the same image quality as the two-beam
approach while retaining high temporal stability and compactness. More minor differences
between the object and the quasi-reference beam also simplify the alignment so that simple
LED can be used for many techniques. Those advantages allow a good on-field application.
A significant drawback of the self-referencing approaches is that those who reach the image
quality of the two-beam method only work with sparse object distributions. This is due to
the need for a high amount of unmodulated areas which can serve as a suitable reference.

2.2 Microfluidics

Many medical diagnostic tools need to analyse high amounts of cells in a short time frame.
Additionally, precise handling of specimens and reduced sample amount is desired. With
the help of microfluidic devices, such challenges can be met. Microfluidics describes
the dynamics of fluids in channels a few hundred micrometres in size. In this regime,
surface forces dominate over volumetric forces and the flow can be described as a laminar
flow. Here, the differentiation between this laminar flow and turbulent flow conditions is
essential. Turbulent flow is unpredictable and chaotic. Hence it is impossible to predict
the exact position of a particle as a function of time. In contrast, laminar flow describes
a condition where the velocity of a particle is not random. Instead, objects can be
precisely aligned by changing flow parameters such as the flow rate, the viscosity of the
measurement medium, and the channel geometry. Since, in contrast to turbulent flow,
laminar flow is not dominated by inertial forces but by viscous forces, contrary physical
phenomena arise. Thus, two or more streams flowing in contact with each other mix in
turbulent but not in the laminar regime. Here, one exception is the mixing by diffusion
[47].

The Reynolds Number (Re) describes the quotient of inertial and viscous forces and
thus whether a system is in the laminar or turbulent regime:

Re = ρvfluidDh

η
(2.17)

where ρ is the fluidic density, vfluid the characteristic velocity of the fluid, Dh the hydraulic
diameter, and η the fluid viscosity. For rectangular channel cross-sections, the hydraulic
diameter is defined as:

Dh = 2hw

h + w
(2.18)
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where h is the height and w the width of the rectangular channel. The value of Re = 2, 300
is mostly considered as a threshold between the laminar (Re < 2, 300) and the turbulent
(Re ≥ 2, 300) regime [47, 48]. Others define Re < 2, 100 as laminar flow, Re > 4, 000
as turbulent flow, and everything in between as transition state [49]. Even if the exact
threshold differs, values far above or below can be clearly assigned to a regime.
The flow rate (Q) in a microfluidic channel is only dependent on the fluidic resistance
(RF) and the pressure drop across the channel (∆p). Here, RF can be described as:

RF = 12ηl

wh3

1 −
∞∑

n,odd

192
n5π5

h

w
tanh

(
nπ

w

2h

)−1

(2.19)

resulting in:

Q = ∆p

RF
= ∆pwh3

12ηl

1 −
∞∑

n,odd

192
n5π5

h

w
tanh

(
nπ

w

2h

) (2.20)

where l is the length of the channel. Additionally, the velocity of a single particle in such
a fluidic system in flow direction x is defined by:

vx(y, z) = 4∆ph2

π3ηl

∞∑
n,odd

1 −
cosh

(
nπ

y

h

)
cosh

(
nπ

w

2h

)
 sin

(
nπ

z

h

)
(2.21)

where y is the lateral position of the particle in the channel, and z is the analytic midpoint.
By substituting the equation into equation 2.20, the particle velocity can be determined
as a function of the flow rate:

vx(y, z) = 48Q

π3hw

∑∞
n,odd

1 −
cosh

(
nπ

y

h

)
cosh

(
nπ

w

2h

)
 sin

(
nπ

z

h

)

1 − ∑∞
n,odd

192
n5π5

h

w
tanh

(
nπ

w

2h

) (2.22)

Most of the equations mentioned here apply only if the particle surrounding media in the
channel has a constant viscosity [50]. This assumption is always given for so-called New-
tonian fluids. Other fluids, however, change their viscosity dependent on the applied
shear rate. One group of liquids contains large deformable particles that can be stretched
out at high shear rate values leading to a decrease in viscosity. Another group of liquids
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can contain small particles with strong interactions between each other. Those interac-
tions can hinder the flow at an increased shear rate, leading to an increase in viscosity.
Here, shear rate (γ̇) is defined by the velocity gradient:

γ̇ = ∂v

∂z
(2.23)

Fluids that express a lower viscosity at a higher shear rate are called shear-thinning. The
contrary group is called shear-thickening:
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Figure 2.4: Differences for Newtonian, shear-thickening, and shear-thinning
liquids. Illustrated by the comparison between (a) shear rate and viscosity
as well as (b) shear rate and shear stress.

As shown in Figure 2.4b, the different groups can also be classified by the relationship
between shear rate (γ̇) and shear stress(τ) [51]. Here, the shear stress is dependent on
the shear rate and the viscosity:

τ = ηγ̇ = η
∂v

∂z
(2.24)

For rectangular channel geometries with h << w, the wall shear stress is given by [52]:

τ = η
6Q

h2w
(2.25)

In Newtonian fluids, the drag and lift force are the two dominant forces acting on a
particle in a microfluidic channel. The drag force arises due to the velocity difference
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between a particle and the surrounding liquid and is always in the direction of particle
flow. Strokes drag law describes the force for low Reynolds numbers as:

Fdrag = 6πηaP(vfluid − vP) (2.26)

where aP is the particle radius and vP the particle velocity [53]. The total lift force acting
on a particle (Flift) is the sum of the wall-induced lift (FW), the shear-gradient lift (FS),
the slip-shear lift (FSS), and the correction of the shear-gradient-induced lift (FC). Since
the effects of FSS and FC are significantly smaller compared to the other two, the total
inertial lift force can be formulated as:

Flift = FW + FS = ρv2
fmeana4

P
D2

h
CIL (2.27)

CIL = γ̇2G1 + γ̇βG2 (2.28)

where, vfmean is the mean velocity of the fluid, CIL is the inertial lift coefficient, G1 and G2
are functions of the lateral position, and β is the dimensionless shear gradient [54]. The
wall-induced lift force is a lateral force in the direction of the channel centre, whereas the
shear-gradient lift force is a lateral force in the direction of the channel walls. However,
these forces are not constant throughout their lateral position. Near the channel border,
FW is the prevailing force and near the channel centre, FS is dominating. A balance
between the different lift forces and the drag force results in the inertial focusing of
particles in equilibrium lines. For rectangular channels, there are two focus positions, for
a square, there are four, and for a circular geometry, there are many distributed with the
same radius around the centre [55, 56].

An additional force is needed to focus particles from those equilibrium positions towards
one position in the centre of the channel. One example of that is the introduction of the
viscoelastic force (FE) by using non-Newtonian polymer solutions [57]. The viscoelastic
effect in the liquids can be quantified with the non-dimensional Weissenberg number (Wi),
which is the ratio of the elastic force to the viscous force. For channel dimensions with
w < h, the equation is given as:

Wi = λtγ̇ = λt
2Q

hw2 (2.29)

where λt is the relaxation time of the fluid. When Wi >> 1, the viscoelastic effect
becomes significant. In pure viscoelastic flows, particles tend to migrate to lower shear
rate regions, which is in the case of a rectangular channel either in the corners or in
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the centre plane. In detail, particle migration is due to the non-uniform normal stress
differences like the first (N1) and the second (N2) normal stress differences [58]. For most
polymer solutions, the effects of N1 are dominant, wherefore other stress differences can
be neglected [59]. Therefore the viscoelastic force is formulated as:

FE = CELd3
P∇N1 = −2CELd3

Pλtη∇γ̇2 (2.30)

where CEL is the dimensionless elastic lift coefficient and dP is the particle diameter.
Similar to the lift forces, also the viscoelastic force acts on the particle in the lateral
direction. Stress differences in a microfluidic channel are more dominant around the
channel border regions than in the centre. Therefore also FE is greatest at the channel
borders and decreases gradually until the centre of the channel.

Furthermore, liquids and particles can also be focused in fluids by hydrodynamic fo-
cusing. This principle occurs for systems with low Re when two streams are introduced
into a straight microfluidic channel, flowing side-by-side along the channel. When the
fluids match in both viscosity and hydrophobicity, no mixing occurs until a certain length
when diffusion becomes dominant. Now, if one of the two flows has a higher flow rate
than the other, a redirection of the slower stream by the faster one takes place. The width
of the stream in a system with two parallel streams is defined by:

wA = w
QA

QA + QB
(2.31)

where wA is the width of the flow A, QA is the flow rate of input A, and QB is the flow
rate of input B [60].

The introduction of multiple streams in one microfluidic channel not only allows the
manipulation of fluids for focusing but can also be used to create so-called droplets. This
principle is based on strong interfacial and viscous forces between two fluids initialised by
suitable channel geometries [61]. The corresponding subsection of microfluidics is often
referred to as droplet microfluidics. Droplets consist of two immiscible fluids, one
on the inside and the other on the outside. One of the two fluids, the so-called carrier
phase, splits the disperse phase into discrete bundles to create droplets. Two regularly
used fluids due to their inherent properties are deionised water and mineral oil. The
resulting droplets are called water-in-oil-droplets for geometries where mineral oil serves as
a continuous phase and deionised water as disperse phase. Here it should be noted that a
surfactant can be used to create a stable emulsion and also helps the droplet generation by
reducing the interfacial tension between both phases. Furthermore, for a stable generation
of droplets without the adherence to the channel walls, the channel walls need to have
the same properties as the continuous phase regarding hydrophilicity and hydrophobicity.
Many geometries can be used for droplet generation like the T-junction [62], the co-flow
structure [63], and the flow-focusing structure [64]. The following explains droplet creation
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Figure 2.5: Principle of droplet generation in a flow-focusing geometry. The
setup includes one disperse phase with the width wD, two continuous phases
with the width wC, an orifice with a width wO and a length lO, and an outlet
with a width wOut. The height h is not shown.

with the example of flow-focusing structures. The geometry of this principle is based on
the previously described hydrodynamic focusing.

In a flow-focusing geometry, as shown in Figure 2.5, the disperse phase enters the junction
perpendicularly to the two continuous phases, resulting in three inlets. In many variations,
the beginning of the outlet is narrower than the rest. This section is called orifice and
can be adjusted through the width wO and the length lO. Additionally, the width of the
disperse phases wD, of the continuous phase wC, and the outlet wOut as well as the flow
rates of the disperse phase QD and continuous phase QC influence the droplet creation.
The capillary number is essential to characterise the generated droplets and the prevailing
flow regime. It describes the relationship between viscous forces and interfacial tension
forces and is defined as:

Ca = ηvfluid

σ
(2.32)

where σ is the surface tension. The flow-focusing design is not yet fully mathematically
described. However, there are some approaches like from Anna and Mayer [65], where
they propose a definition of the capillary number as:

Ca = µCQCwD

2σhwC

( 1
wO

− 1
2wC

)
(2.33)
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where µC and QC are the viscosity and flow rate of the continuous phase. Furthermore,
Lee et al. proclaim, based on this definition, that for moderate capillary numbers, the
diameter of a droplet can be estimated as [66]:

dDroplet ∝ Ca−1/3 (2.34)

Additionally, empirical studies like Lashkaripour et al. [67] showed that the orifice width
has the most significant influence on the droplet diameter for almost all capillary numbers.
This is followed by the channel height, the normalised width of the outlet channel, the
width of the continuous phase, the orifice length, and the flow rate ratio between the
continuous and disperse phases.

2.3 Haemostasis

In this work, the phase imaging flow cytometer is used to characterise temporal dynamics
in processes such as blood cell aggregate formation and decay. For this purpose, it is
essential to understand the underlying mechanisms in human physiology. In this chapter,
the basic mechanisms of haemostasis are explained. Haemostasis includes processes that,
on the one side, stop an extended blood loss through the formation of fibrin clots. On the
other hand, it should regulate this formation to prevent excessive thrombus generation,
which can lead to vascular occlusion [68]. Platelets are highly relevant for the coagu-
lation dynamics described by the so-called coagulation cascade. With anticoagulants,
the coagulation can be stopped temporally or even irreversibly. When looking at blood
cell aggregates, not only the interplay between platelets is relevant, but also the specific
interaction with different subtypes of leukocytes.

2.3.1 Platelets

Platelets are generated through the decay of megakaryocytes. Depending on the sur-
rounding media and other influencing variables, they can be either in their physiological
state, also known as the unactivated state, or in an activated form. In their physiological
condition, they have a diameter of 1 − 4 µm, which results in a surface area of 8 µm2. In
the activated stage the size changes and surface areas of 13 µm2 were observed. Platelets
circulate in the blood at a concentration of 150 − 300 × 103 µL−1 and are mainly concen-
trated near the vessel walls. This, together with their surface morphology, leads to a close
contact of platelets with the endothelium of the blood vessels. The activation of platelets,
describing the process from physiological to the activated state, usually happens through
an antagonist like Adenosine Diphosphate (ADP) or thrombin or through the ad-
hesion at the vessel subendothelium, which can occur in the case of a damaged vessel
wall. This leads to a morphological shape change and an expression of receptors on the
cell surface. There are several interactions and bindings of the different platelet receptors.
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First, the interaction between the von-Willebrand-factor on the subendothelium and
the glycoprotein Ib-V-IX-receptor at the platelet surface. A stabilization of the platelet-
subendothelium-connection occurs through the binding of other proteins like collagen,
fibronectin, and laminin. The activated platelet now releases thromboxane A2 and ADP,
which binds on the corresponding surface receptors of the platelets. This increases both
the activation and the adhesion. Furthermore, a vasoconstriction is promoted by throm-
boxane A2 leading to a better thrombus formation by a reduced blood flow. A connection
between different platelets occurs due to the expressed GpIIb-IIIa-receptors on their sur-
face and the connecting fibrinogen. This connection is highly dependent on the presence
of calcium ions. However, the resulting Platelet Aggregate (P-Aggregate) is relatively
unstable compared to fully evolved thrombi [68].

vWF
Coll Lam Fn

ADP

TxA2

Fg GPIIb-IIIa Thrombin

GPIb-V-IX

Figure 2.6: Platelet activation and aggregation. Platelet interaction with pro-
teins of the subendothelium like the von-Willebrand-factor (vWF), col-
lagen (Coll), fibronectin (Fn), and laminin (Lam) stabilizes the platelet-
subendothelium-connection and strengthens the activation process. The
process is driven by thromboxane A2 (TxA2) and ADP and can be fur-
ther supported by thrombin. Fibrinogen (Fg) serves as a connector between
the GpIIb-IIIa-receptors of different platelets. Figure was adapted from [68]
and created with biorender.com.
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2.3.2 Coagulation Cascade

The coagulation cascade is a sequence of events that leads to haemostasis. This sequence
involves the interplay and activation of different coagulation factors. There are two differ-
ent starting strands of coagulation, the extrinsic and intrinsic pathways. The intrinsic
pathway gets activated through the contact of plasma factors (XII and XI) with the neg-
atively charged matrix of the subendothelium. Additionally, factor IX gets activated to
IXa, subsequently leading to the activation of factor X which marks the common pathway
with the extrinsic pathway. The activation of the extrinsic pathway is initialised by an
injury of the tissue wall followed by an exposure of the tissue factor. Together with the
Factor VII present in plasma, this results in the most efficient coagulation activator. This
complex then activates factor X, also resulting in the common pathway. The extrinsic
pathway is more efficient and way faster than the intrinsic pathway. The tissue factor
is present in high concentrations in organs where bleeding is a serious risk to life (e.g.,
heart, kidney, and brain). The common pathway describes, among others, two impor-
tant complexes. The prothrombinase complex describes the catalysis of prothrombin (II)
into thrombin (IIa) by the involvement of Ca2+ ions, the platelet factor (Pf3), and factor
Va and Xa. This process, like the activation of X to Xa and IX to IXa, takes place at
the platelet membrane. Thrombin is needed to activate fibrinogen (I) into fibrin (Ia) and
factor XIII to XIIIa. Finally, long fibrin fibres are formed from fibrinogen, resulting in
a fibrin network cross-linked by factor XIIIa. This network is the end product of the
coagulation cascade, can stabilise clots, and has sufficient resistance to enzymatic lysis by
plasmin. [68–70]

2.3.3 Anticoagulants and Agonists

Within minutes after being drawn, blood starts with the coagulation process. This effect
can be driven by temperature change, high shear rates, or other influencing variables [71].
However, many blood tests depend on single cell measurement, so this behaviour could
present a major challenge in the field of in-vitro blood diagnostics [72]. This problem
is addressed by using chemicals, which inactivate or bind to certain coagulation factors
resulting in a disturbed blood coagulation. Four common agents used in the clinical
routine are heparin, hirudin, citrate, and Ethylene Diamine Tetraacetic Acid (EDTA).
These anticoagulants have different mechanisms of action. EDTA strongly chelates
Ca2+ and Mg2+ ions. This results in a blockage of many steps in coagulation complexes
and in the platelet aggregation process. Similar to EDTA, also citrate binds to Ca2+

and Mg2+ ions but with a lower strength. Both anticoagulation processes are reversible
by adding calcium and/or magnesium to the sample. Heparin binds to antithrombin
through a high-affinity pentasaccharide [73]. This complex then irreversible connects to
prothrombin, inhibiting the formation of thrombin as well as the factors Xa, IXa, XIa, and
XIIa in an irreversible manner. Hirudin is a peptide with 65 amino acids, providing potent
thrombin inhibition [74]. By forming a tight and irreversible bond with it, thrombin gets
inactivated. As a result, fibrinogen clotting, thrombin-induces platelet activation, and
the activation of clotting factors V, VIII, and XIII are blocked.
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Figure 2.7: Interaction of the different coagulation factors into the coagulation
cascade. The intrinsic, extrinsic, and common pathways have been drawn
in individual areas for clarity. The filled colours indicate where the respective
substance is present, and the border indicates whether the factor is activated
or non-activated. Figure was adapted from [68–70].

In addition to direct coagulation of blood after collection, it can also be activated by
the addition of activating agonists such as ADP and Thrombin Receptor Activating
Peptide (TRAP). ADP activates the platelet receptors P2Y12 and P2Y1 what supports
further ADP secretion out of the granula after activation [75]. Therefore, ADP results in a
positive feedback loop. In contrast, TRAP binds to different protease-activated receptors
of the platelets like PAR1 and PAR3, which triggers platelet secretion and aggregation
[76].

By using such substances, dynamics in patients’ blood coagulation can be determined.
For such activation assays, the agonists are added to the blood sample, which initialises
the clotting process. Next to the time until a part or the full sample is coagulated, also
dynamics in the process are analysed. This can be achieved by a mechanical [77] or
impedance [78] measurement method. In such assays, it could be shown that some an-
ticoagulants allow a subsequent platelet activation and others do not. Hirudin, heparin,
and citrate are regularly used in in-vitro assays because they allow blood coagulation
after initial activation with the agonists [79]. EDTA on the other side inhibits the forma-
tion of aggregates through the prevented interaction between fibrinogen and the exposed
receptors on the platelet membranes [80].
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2.3.4 Blood Cell Aggregates

Platelets play an essential role in haemostasis and close vessel injuries by forming ag-
gregates and clots. But platelets can not only specifically bind to each other or the
subendothelium but also to leukocytes. Platelet aggregation and the accompanying de-
granulation allow for association with leukocytes through interactions of various receptors
[81]. On the side of the platelets, two prominent examples are P-selectin (CD62P) and
CD40 Ligands (CD40L), which are both presented at the surface after platelet activation.
For Leukocytes, CD40 and P-selectin glycoprotein ligand-1 (PSGL-1) are important re-
ceptors that have a high binding affinity with CD40L and CD62P, respectively. Those
connections are then further stabilised by other receptors [82, 83]. This, however, triggers
further processes that support platelet and leukocyte activation. It has also been shown
that this connection leads to a release of neutrophil extracellular traps (NETs) [84, 85],
strengthens leukocyte recruitment [86], and promotes the release of pro-inflammatory me-
diators by the leukocytes [87, 88]. Using the example of Leukocyte-Platelet Aggregate
(LP-Aggregate)s, it could be shown that the formation of aggregates not only represents
a preliminary stage of blood coagulation after an injury of the endothelium but also oc-
cur specific to inflammatory and infectious processes. Aggregates have been detected in
bacterial and viral diseases of the liver [85, 89], kidney [90, 91], and lung [92, 93] as well
as in cardiovascular disorders [94, 95]. However, the exact composition of LP-Aggregates
differs according to the type of disease. P-Aggregates and their appearance in clinical dis-
orders are lesser investigated due to more limited measurement methods. Nevertheless,
they could be observed, for example, in patients with arterial insufficiencies [96] and in
infections of the lungs [97]. This could indicate that blood cell aggregates are a potential
marker for various diseases [81].

2.4 COVID-19

Coronavirus disease 2019 (COVID-19) is the clinical manifestation caused by Severe Acute
Respiratory Syndrome Coronavirus 2 (SARS-CoV-2). It ranges from asymptomatic in-
fections to a life-threatening diseases, whereby Acute Respiratory Distress Syndrome
(ARDS) and multi-organ failure can occur. Such serious complications can be partially
prevented by treating vulnerable patients with suitable drugs [98] or methods such as
the Extracorporeal Membrane Oxygenation (ECMO) [99]. Still, diagnostic tools are
needed to understand the progression of the disease. One key mechanism of COVID-
19 is the COVID-19-Associated Coagulopathy (CAC), which manifests in micro- and
macrothrombi. This can subsequently lead to multi-organ injury and failure. CAC has
not been completely understood when looking at the underlying cellular and molecular
mechanisms. Still, many pieces of evidence suggest that it is driven by dysregulated im-
munothrombosis, which is a complex interplay between the coagulation cascade, white
blood cells, platelets, fibrinolytic pathways, and the vascular endothelium [100–103]. The
hyperinflammatory immune response combined with hypercoagulability and vascular en-
dothelial cell dysfunction results in the clinical phenotype of COVID-19, which is linked to
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patient morbidity and mortality [103–105]. Many clinical biomarkers have been analysed
and combined for the longitudinal measurement of the patient’s health status and a possi-
ble prediction of the severity status. Two prominent examples that showed promising links
to disease severity, mortality, and thromboembolic complications are plasma levels of D-
dimers [106] and the C-reactive protein (CRP)[107, 108]. However, the relevance of both
markers for clinical management including anticoagulation, requires further investigation
[107, 109, 110]. Furthermore, while many other possible markers were investigated, hardly
any has been translated into clinical practice [111, 112]. Next to insufficient prospective
validation, inaccuracy of the biomarker, complex workflows, and economic reasons, there
are many more reasons for their discrepancy [113–115]. Many of these biomarkers try to
detect resulting products of the CAC. These can occur in many manifestations depend-
ing on the pathological platelet hyperactivation. To name some, platelets have a higher
microvesicle, granule, cytokine, and chemokine release and more frequently tend to un-
dergo apoptosis. Additionally, increased amounts of P-Aggregates and LP-Aggregates
have been detected in COVID-19 patients that could be linked with disease severity. This
includes platelet-monocyte and platelet-neutrophil aggregates [116–118].
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Figure 2.8: Impact of the COVID-19-associated coagulopathy on the physio-
logical platelet response. Inducers like old age, obesity, diabetes mellitus,
and hypoxia due to a previous illness in combination with a SARS-COV-
2 infection lead to increased intracellular levels of Reactive Oxygen Species
(ROS), which subsequently results in hyperactivation of platelets. This leads
to a higher release of microvesicles, granules, cytokines, and chemokines. A
supplementary higher platelet aggregation to other platelets and specific
bindings to certain leukocytes combined with a high platelet apoptosis re-
sults in a bigger platelet consumption. A parallel combination of all men-
tioned physiological responses simultaneously leads to increased thrombosis
and inflammation, which can end in life-threatening thromboembolism. In
COVID-19 patients, the lungs are predominantly affected, but these events
can also occur in other organs, like the heart, kidneys, and liver. The figure
was adapted from [119] and created with BioRender.com.





3 From a Laboratory Prototype
towards a Medical Technology Device

3.1 Motivation and Problem Statement

In previous work, the interplay of a DHM with a microfluidic chip and downstream image
analysis was used to differentiate between different types of leukaemia and detect infected
red blood cells [22, 23]. For this, single blood cells were analysed based on morphological
features such as a cell’s diameter or maximum phase shift. However, several further steps
are required to obtain a clinically relevant haematology device. First, an improvement
of the components of the analyser is needed to meet the requirements of various medical
questions. This includes a reproducible high amount of focused cells provided by the
microfluidic system. Because smaller particles are more difficult to focus than bigger ob-
jects (chapter 2.2), a high amount of unfocused cells can lead to a loss of small cells and,
subsequently, to wrong cell ratios. This not only lowers the precision of the device but
can also lead to misdiagnosis [120, 121]. In addition to the hardware, the image analysis
needs to be adjusted to fulfil new requirements like the detection of cell aggregates. Fur-
thermore, for many clinical decisions, blood cell concentration measurements are highly
important [122, 123]. Therefore, new analysers need to include this functionality to show
established laboratory values for the experts and allow a comparison of different methods.
Furthermore, the stability and reliability of the measurements must be ensured for each
sample. This can be met by introducing a calibrator system and an in-depth analysis of
possible influences on the blood cells. Finally, the label-free approach of DHM has limited
discrimination power for cells with similar morphological properties. This is true for some
leukocytes, such as B- and T-Cells. In fluorescence flow cytometry, this problem is tackled
by specific marker-cell interactions, allowing sub-typing of leukocytes as long as there are
suitable antibodies [124]. This led to the development of hybrid systems containing both
a DHM and a fluorescent sensor unit [125, 126]. However, this has the disadvantage of an
increased optical system complexity and the necessity of expensive fluorescent markers.
An alternative approach for optical systems is using beads coated with antibodies, which
also allows a specific bead-cell interaction. This was already shown for other imaging
methods, especially for cell sorting [127, 128].

Another major step towards a medical technology device is the automation of the system.
This drastically reduces inter-observer variabilities and allows a more simplified measure-
ment procedure. Especially for large studies or multicenter approaches, such automated
workflows are essential. Therefore, an overview of the applied automation steps is shown
in chapter A.2.
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3.2 Methodology

The measurement system used in this work comprises a DHM, a microfluidic system, and
subsequent image analysis. This methodology chapter explains all these single components
and their interplay in depth. For microfluidic focusing, different polymers were evaluated
for suitability as viscoelastic focusing materials and how they interact with blood cells.
Furthermore, used sample preparation steps for the extraction of leukocytes and the
sphering of erythrocytes are explained. Finally, the necessary steps for labeling leukocytes
with microbeads and using a Finite Element Method (FEM) to simulate the properties
of the microfluidic channel are described.

Sample DHM     Data PresentationMicrofluidics Image Analysis

Analyser

Sample presentation

High statistical power

Cell alignment

Detection

Segmentation

Classification

Image acquisition

Label-free

Figure 3.1: Workflow of the measurement system. A microfluidic module allows
the measurement of high amount of sample material while aligning the cells
in one horizontal plane. The usage of DHM provides phase-contrast images
without the need for labeling. The subsequent image analysis detects and
segments single elements in an image and allows cell classification.

3.2.1 Optical Setup

A customized transmission DHM developed with Ovizio Imaging System was used for
image acquisition. This device combines an off-axis approach for interference with a self-
referencing technique based on the shearing of the object beam. A SLED from Osram
with a wavelength of λ = 528 nm in combination with a Koehler illumination unit was
used as a light source. Light passes the sample toward the objective, which has a 40×
magnification and a 0.55 numeric aperture (CFI LWD, Nikon). The numeric aperture was
chosen to be a compromise between a moderate axial and lateral resolution. According
to Max Berek, the axial resolution (Depth-of-Field (DOF)) is defined as:

DOF = DOFWave + DOFGeometry = λnML

NA2 + nML

mNA
· pSens (3.1)

where DOFWave and DOFGeometry are the wave and geometrical optical depth of fields,
nML is the refractive index between medium and lens, NA is the numeric aperture of the
light collecting optics, m is the magnification, and pSens the pixel size of the sensor.
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Figure 3.2: Optical components and pathways of the used self-referencing
DHM. The microscope is built of a SLED with a wavelength of λ = 528 nm,
lenses for beam alignment, a grating filter for diffraction of the object beam,
a spatial filter to obtain desired maxima, and a CCD camera for image ac-
quisition. The self-referencing shearing approach is obtained after the beam
passes the sample through diffraction, filtering into zero and first maxima,
and a subsequent sheared interference.

The lateral resolution (d) is defined by the Rayleigh criterion by:

d = 1.22λ

2NA
(3.2)

While a high numeric aperture improves lateral resolution, it decreases the DOF, which
is especially important for analysing bigger cells.

Different shears are created by a grating of the object beam, resulting in a two-dimensional
diffraction pattern. The spatial filter eliminates all maxima except the zero-order maxi-
mum and the first-order maxima in both the x and y direction. With an off-axis angle α,
the zero-order maximum interferes with the first-order maxima in the x and y direction.
Here, a shear in their respective direction is introduced on both first-order maxima to
obtain a quasi-reference. Thus, a hologram is created where phase and amplitude in-
formation can be reconstructed by eliminating zero-order intensities and the twin image
(Figure 2.1). Images are recorded with a frame rate of 105 frames per second at a expo-
sure time of 5 µs using a GS3-U3- 32S4M camera (Teledyne FLIR LLC). For the recording
and reconstruction, the software Os-One Version 5.12.12 (Ovizio Imaging Systems) was
used. Dependent on the requirements, between 7, 500 − 15, 000 images per capture were
recorded.

3.2.2 Microfluidic Design

A high throughput sample measurement with a precise blood cell alignment was achieved
by combining the DHM with a microfluidic system. Here, a Polymethylmethacrylate
(PMMA) from Fraunhofer IMM was used as material for the 500 µm wide, 50 µm high and



28 3 TOWARDS A MEDICAL TECHNOLOGY DEVICE

Figure 3.3: Microfluidic system for cell alignment. (a) Schematic of the DHM
setup including a microfluidic chip, tubings, the microscope light source,
and objective. The insert figure on the top left highlights the hydrodynamic
focusing principle using four sheath flows and one sample inlet. (b) Exem-
plary image of a blood cell measurement. Here, the horizontal and vertical
alignment allows measurements without a cell loss due to defocusing or cells
out of the Field of View (FOV). Image adapted from [207].

50 mm long channel. To ensure high-focusing precisions, viscoelastic and hydrodynamic
techniques were combined. Viscoelastic focusing was enabled by introducing specific poly-
mer solutions to the measurement media and the sheath flows. In the here presented work,
Polyethylene oxide (PEO) or Polyvinylpyrrolidone (PVP) were dissolved in different con-
centrations in Phosphate-Buffered Saline (PBS) (Table 3.1). PVP (MW = 360 kDa,
Sigma-Aldrich) has been shown to promote three-dimensional particle focusing in cylin-
drical channels [129, 130]. In different experiments, a nearly constant shear viscosity for
PVP was shown for shear rates γ̇ < 103 with a slight shear-thinning behaviour for larger
values [131, 132]. PEO (MW = 4 MDa, Sigma-Aldrich) is also commonly used for particle
sorting and alignment [133, 134]. As for PVP, it shows a stable shear viscosity in the
lower shear rate regime and shear-thinning properties for higher shear rates. It was also
observed that its inherent focusing properties are reduced in the shear thinning regime
[135].

Alternatively to the Fraunhofer channel, a second microfluidic design was used for ery-
throcyte cell alignment. For some experiments, not only the horizontal focusing but also
the orientation of the discoid erythrocytes was of interest. This can be especially rele-
vant when looking at intracellular properties of erythrocytes, which need a reproducible
alignment of the non-rotationally symmetrical cells. In order to achieve this, a Poly-
dimethylsiloxane (PDMS) chip with a width of 500 µm, a height of 50 µm, and a length of
90 mm was designed. As measurement media, again, either PVP or PEO solution served
as a viscoelastic material. Contrary to the first design, only one inlet and one outlet
were implemented. The focusing in the vertical direction was waived not to induce any
turbulences on the cells.

For hydrodynamic focusing, a total of five inlets to the microfluidic channel were imple-
mented. One served as sample inlet and four as sheath flows surrounding the sample
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Table 3.1: List of used polymers used for viscoelastic focusing. All polymers
were diluted in PBS.

Polymers Concentration (w/v) Atomic mass unit (MW )
PVP 0.9 % 360 kDa
PEO 0.05 % 4 MDa

0.1 %
0.15 %
0.2 %

from the bottom, top, and sides. The total flow rate was fixed to 1.6 µL/s, resulting
in a Reynolds number of Re ≈ 6. This low Reynolds number highlights that the flow
conditions are in the laminar flow regime.

3.2.3 Droplet Fluidics

For droplet creation, a flow-focusing geometry with mineral oil as the dispersed and
deionised water + 0.1 % (v/v) Tween-20 as the continuous phase was used. Here, the
refractive index of deionized water and mineral oil is 1.333 and 1.467, respectively. The
PDMS channel for droplet generation has a homogeneous height of h = 22 µm, a orifice
width of wO = 12 µm, a disperse phase width of wD = 15 µm, a continuous phase width
of wC = 14 µm, and a outlet width of wOut = 50 µm. The PDMS channel was connected
to a glass surface with plasma bonding. The flow rate ratio between both phases (Qdiff =
QC/QD) varied throughout different experiments.

3.2.4 Analysis of Cell Morphologies and Focus Values

Quantitative phase images of the DHM have a size of 512 × 384 pixels, the phase shift is
stored in float, and each image can contain more than one cell. Before the properties
of single cells can be analysed, specific preprocessing steps are needed. Background
subtraction is applied to remove background noise and artefacts in the capture. This is
performed by taking the median of the first images of the capture. Since the FOV does not
change during a measurement, the background (including all background noise) remains
unchanged. Dependent on the measurement, the median of the first 20 − 1, 000 images
is taken. After the background subtraction, the important regions in the image need to
be located, hence the blood cells. This is performed by an applied binary thresholding.
Dependent on the sample and the size of the cells, a threshold value between 0.3−0.45 rad
provides good results in filtering out small debris [209]. The remaining objects are stored
in smaller image sections (patches) for further processing.

Morphological features based on the shape and size of the object are calculated from the
contour line, binary mask, and intensity of the cell images. Texture characterising fea-
tures are calculated from the Grey-Level Co-occurrence Matrix (GLCM), which describes
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the distribution of co-occurring pixel values in an image. This is commonly used for tex-
ture analysis in image processing [136]. Such cell analysis allows high intuitiveness and
explainability for the user but can have limits in complex intracellular cell analysis. Most
used examples of the morphological features can be found in table 3.2.

Table 3.2: List of regularly used morphological features calculated from float
phase images.

Feature Unit Description
Equivalent Diameter µm Diameter of a fitted circle whose area is same as

the contour area
Perimeter µm Cell contour perimeter
Width µm Width of the bounding box with the minimum

area
Height µm Height of the bounding box with the minimum

area
Cell Area µm2 Area within the cell contour
Optical Volume µm3 Sum of all contour volume pixel, whereas the

volume pixel is defined by: λ/2π(pixelsize)
Aspect Ratio a.u. Quotient of width and height
Radius Variance a.u. Variance of the distance between the centroid of

the contour and each contour point
Circularity [0, 1] Dependent on the cell area and the perimeter

with: 4π(CellArea)/(Perimeter)2

Biconcavity a.u. Correlation of phase values on a horizontal and
vertical cut in the centre of the cell contour
compared to −4x4 + 4x2 + 0.5

Homogeneity a.u. Homogeneity of phase values for all pixels inside
the cell contour based on the grey level
co-occurrence matrix

Optical Height Maximum rad Maximum phase value inside the segmented object
Optical Height Mean rad Mean phase value inside the segmented object
Optical Height Variance rad Phase value variance inside the segmented object

The Sobel Gradient sharpness functions [137, 138] was used to investigate whether a cell
is in focus. This method is edge-based thus, the assumption was made that a focused
image has a sharper edge and therefore, higher frequency components than a blurred
image. The Sobel Gradient operator convolves an image Z ∈ RN×M , N, M ∈ N with a
small kernel K ∈ R(2n+1)×(2n+1), n ∈ N in horizontal and vertical direction (x, y). The
discrete convolution operation is defined as:

Z(x, y) ∗ K(x, y) =
n∑

i=−n

n∑
j=−n

Z(x + i, y + j) · K(n + i, n + j) (3.3)
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The partial derivatives of Z in the horizontal and vertical direction are stated as:

Gx = δZ(x, y)
δx

=

−1 0 1
−2 0 2
−1 0 1

 ∗ Z, Z ∈ R, N, M ∈ N (3.4)

Gy = δZ(x, y)
δy

=

−1 −2 −1
0 0 0
1 2 1

 ∗ Z, Z ∈ R, N, M ∈ N (3.5)

At each point of the image, the gradient approximation and the corresponding sharpness
function can be stated as:

G =
√

G2
x + G2

y (3.6)

SSobel(Z) =
N∑

i=1

M∑
j=1

G(i, j) (3.7)

where G(i, j) ∈ R is a component of the matrix G ∈ RN×M .

3.2.5 Extraction of Leukocytes out of Whole Blood

One method to extract leukocytes from whole blood is by immunomagnetic separation
that uses magnetic nanoparticles functionalized with cell-specific antibodies. In the case
of helper T-cells, B-cells, neutrophils, and eosinophils, all other leukocytes are removed by
magnetic labeling. In contrast, erythrocytes and platelets are removed by aggregation and
density gradient differences. No centrifugation steps or direct cell labeling were needed for
the extraction step, allowing gentle cell handling. Only when necessary, remaining ery-
throcytes were removed by using the Miltenyi Biotec MACSxpress® erythrocyte depletion
kit. After all unwanted cells are removed, the remaining cell suspension is centrifuged
at 400 × g for 10 min. This will result in a pellet of cells from which the supernatant
can be removed, and the test solution can be added. Monocytes were obtained with the
help of the Pan Monocyte isolation kit of Miltenyi Biotec. The protocol consists of two
parts: separating Peripheral Blood Mononuclear Cells (PBMCs) via density gradient cen-
trifugation and dividing the monocytes from other PBMCs via magnetic labeling. Three
centrifugation steps were performed for the first step, including one centrifugation with
400 × g for 35 min and two steps with 200 × g for 10 min. Magnetic separation works by
the direct magnetic labeling of monocytes.
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Another method to extract leukocytes out of blood samples is by lysis of the erythrocytes.
This can be performed using water or specific lysis buffers. The hypotonic water lysis
of erythrocytes used in this work was previously described [139]. Remaining erythrocyte
fragments are removed using the Miltenyi Biotec MACSxpress® erythrocyte depletion
kit. After centrifugation with 400 × g for 10 min, the remaining pellet was resuspended
in the measurement solution. For the second method, a conventional erythrocyte lysis
buffer (J62990 RBC lysis buffer for humans, Alfa Aesar) based on ammonium chloride
and potassium bicarbonate-based buffers was used. These buffers are broadly used to
isolate deoxyribonucleic acid and ribonucleic acid, as well as for several flow cytometer
assays [140, 141]. 1 mL of blood was mixed with 4 mL of lysis buffer at room temperature
and then incubated for either 5, 10, 15, 20, or 25 minutes with continuous mixing on a
roller mixer. After centrifugation with 1, 000 × g for 10 min, the remaining pellet was
resuspended in 500 µL of the measurement solution.

3.2.6 Immunostaining of Cell Surface Markers

Identifying and analyzing different cells requires, in many cases, the staining of target pro-
teins, which are expressed by the cells. These cell surface markers are labeled with specific
primary antibodies. The antibodies can either be tagged with fluorescent molecules or
with specific binding proteins for further processing. In this work, 1 µL of antibodies was
used for 49 µL of cell suspension up to a concentration of 1×104 µL−1. After the addition
of antibodies to the cell suspension, the mixture is incubated in the dark for 10 minutes at
2 − 8 ◦C. To remove unbound antibodies after incubation, the sample was washed twice.
For this, the sample was centrifuged at 400 × g for 10 min, allowing the removal of the
supernatant and the resuspension with PBS. An overview of some of the most frequently
used antibodies in this work can be found in table 3.3.

Table 3.3: List of used antibodies for cell staining. For a clear identification the
Cluster of Differentiation (CD) naming scheme was used.

Antigen Conjugate Dilution Target
CD3 APC 1:50 T-cells
CD4 FITC 1:50 Helper T-cells
CD4 Biotin 1:50 Helper T-cells
CD19 PE 1:50 B-cells
CD45 VioBlue 1:50 Leukocytes
CD54 FITC 1:50 Broader activation marker
CD61 APC 1:50 Platelet marker
CD62P APC 1:50 P-selectin as platelet activation marker
CD64 PE 1:50 Activation marker for monocytes and neutrophils
CD71 FITC 1:50 T-cells activation marker
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3.2.7 Labeling of Leukocytes with Microbeads

The strong non-covalent interaction of the streptavidin-biotin complex is used in assays to
bind various biological molecules. Streptavidin is a tetrameric protein with four subunits,
each able to bind one molecule of biotin with high affinity per subunit. The dissociation
constant has been widely accepted as Kd ∼ 10−14 [142]. Three main reasons exist for
the specific and irreversible binding between both proteins. The hydrogen bonds, van
der Waals interactions between both molecules, and specific surface polypeptide loops of
the streptavidin, which can integrate biotin. The advantage of this binding is that it is
rapid and almost independent of temperature, pH value, proteolysis, and denaturants.
In addition, since biotin is a small molecule, its interaction with the streptavidin protein
does not significantly affect the functionality or shape of streptavidin. Because of these
advantages, streptavidin-coated beads are commercially available for microfluidic assays
that can be used to label and detect biotinylated cells [143, 144].

Target cell

Biotinylated antibody

Magnetic 

particle

Streptavidin on 

particle surface

Streptavidin-biotin 

complex

Figure 3.4: Schematic illustration of the binding of magnetic particles to a
target cell. This is obtained by the specific and near covalent binding
between streptavidin and biotin.

After isolating single leukocytes, they were stained with the respective CD-biotin antibody
using the protocol in chapter 3.2.6. In the case of B-cells, these are CD19-biotin antibodies
and in the case of CD4+ T-cells, they are CD4+-biotin antibodies. This staining step is
followed by labeling the coated cells with streptavidin-coated beads and then incubating
them for 15 minutes in the dark at 2 − 8 ◦C. Micromer®-M magnetic polystyrene beads
from micromod with a diameter of 2, 4 and 8 µm were diluted in the cell suspension with
a factor of 26, 16, and 11.5. Here, the cell suspension never exceeded 1 × 104 µL−1.
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3.2.8 Sphering of Erythrocytes

Isovolumetric sphering was achieved by mixing 200 µL of whole blood with 120 µL of spher-
ing buffer. The adopted sphering buffer consisted of 0.1 % glutaraldehyde, 109.30 mM
sodium chloride, 4.03 mM Na2EDTA, 3.36 mM Na4EDTA, and 0.035 mM sodium dodecyl
sulfate (SDS). This step was followed by a centrifugation of 400 × g for 10 min to remove
the sphering buffer. The sphered erythrocyte pellet is then resuspended in 12 mL of 0.9 %
PVP and divided into three control groups. All samples are stored at 4 ◦C over a duration
of 33 days. For each measurement, a total of 3,000 frames were acquired.

3.2.9 Finite Element Modelling

The characterisation of the laws of physics, such as electrostatics, quantum mechanics,
sound, and fluid dynamics, which are usually dependent on time and space, can be ex-
pressed as a Partial Differential Equation (PDE). In many cases, these PDEs cannot be
solved by analytical methods and need a numerical estimation. The FEM is a numeri-
cal approach that divides the model geometry into smaller so-called finite elements and
generates a finite number of points. The size of the finite elements, also referred to as
mesh elements, greatly influences the precision of the final estimation. However, a finer
mesh comes at a high computational cost, which means a trade-off between more accurate
solutions and longer computation times, including big memory requirements. For each
finite number of points, called nodes, the approximated solution is numerically solved by
consideration of initial value, boundary, and transitional conditions.

COMSOL Multiphysics 5.3 is a software specialised in solving FEM simulations. Allowing
the graphical design of the geometry, adding initial values and boundary conditions, using
a pre-implemented set of PDEs for different physical questions, and creating a mesh. The
microfluidic module of COMSOL Multiphysics has many PDEs for fluidic simulations in
a laminar regime already implemented, allowing a simple simulation of channel properties
as shown in chapter 3.3.

3.3 Microfluidic Cell Manipulation

The use of a microfluidic chip in combination with the optical system has many advan-
tages, like a reproducible focusing of blood cells in one focal plane and the alignment
of erythrocytes for intracellular analysis. However, there are also possible influences on
the sample introduced by the microfluidic system. In this chapter, some advantages and
potential disadvantages are discussed.

First, the microfluidic channel was simulated to obtain certain flow properties acting
on the sample. For this purpose, the described channel geometry of the Fraunhofer channel
was simplified as far as it did not change the simulation result. This allows more accurate
analysis with limited computing power by increasing the mesh density. One example is
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Figure 3.5: Simplified FEM simulation of the Fraunhofer microfluidic channel.
Flow velocity and shear rate values are obtained by simulations performed
with COMSOL Multiphysics 5.6. (a) Geometry of the model used. Blue
areas highlight the different inlets. (b) Flow velocity in vertical direction
at y = 1,250 µm showing a parabolic flow profile. The focused sample flow
under typical flow conditions is highlighted in blue. (c) Flow velocity along
the width of the channel at y = 1,250 µm. (d) Shear rate distribution in
horizontal direction at y = 1,250 µm.

reducing the channel length to 1,500 µm. It could be seen that immediately after the
last inlet, a balance between the different flows was established, which did not change
further along the channel. Values of horizontal and vertical flow value distributions were
calculated at y = 1,250 µm. In both cases, the line was drawn in the centre of each plane.
Flow rates of the different inlets and materials properties were set as previously discussed
(chapter 3.2.2). The total flow rate of 1.6 µL/s resulted in a maximum flow velocity of
10.3 cm/s (Figure 3.5b). The maximum flow velocity was located in the centre of the
channel and could be seen both in the vertical and horizontal dimension 3.5b and c). As
expected for laminar flow conditions, the total flow profile showed a parabolic form with
the minima at the channel borders [50]. This was particularly evident in Figure 3.5b.
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Furthermore, the shear rate distribution within a microfluidic system is also a relevant
factor. Higher shear rates can influence the sample and therefore should be avoided.
Figure 3.5d shows the shear rate plotted against the channel width. As for the flow
velocity over the horizontal plane, the same position was evaluated to obtain the shear
values. The portion of the sample flow for normal flow conditions is highlighted in blue.
Contrary to the flow rate, the shear rate had its maximum values at the channel borders,
where the velocity difference was the biggest. For smaller flow velocity differences also, the
shear rate is reduced. This was mainly in the centre of the channel, between x = 50 µm
and x = 450 µm. Here values were distributed around 600 s−1.

Different experiments were performed to see whether the flow conditions and the
measurement media influence the sample. First, the influence of the measurement media
was analysed by storing a platelet solution in different media for 120 minutes. This
included a regular PBS solution and PEO solution in different concentrations (0.05 %,
0.1 %, 0.15 %, and 0.2 %). To test whether this had an influence on the cell composition,
the amount of aggregated platelets was measured. The first measurement without ageing
is with a value of 0.78 %, the same for all media. However, within the first 15 minutes, big
differences arose. While the values for PBS, 0.05 % PEO, and 0.1 % PEO stayed nearly
the same (0.68 %, 0.72 %, and 0.76 %), already some differences could be seen for 0.15 %
PEO (1.82 %) and 0.2 % PEO (8.15 %). This trend continued within the 120 minutes,
whereby the number of aggregates continued to rise for 0.15 % PEO at minute 120 to
2.39 %. The PBS, 0.05 % PEO and 0.1 % PEO solution tended to distribute around the
initial measurement value indicating no influence of the medium on the blood cells (Figure
3.6a and b).

Activation markers were measured with a common fluorescent flow cytometer to further
validate these findings and to see whether the microfluidic system had an influence on
the cells. In Figure 3.6, the results for the T-cell activation marker CD71 and the platelet
activation marker CD62P are shown. Further activation markers were measured and can
be found elsewhere [214]. For the CD71 experiment, leukocytes were extracted from whole
blood and measured before and after introduction to the microfluidic system. Before the
flow cytometry measurement, cells were labeled both with CD71 and CD45 to be able
to exclude debris or remaining erythrocytes. After passing the microfluidic channel, cells
were collected and directly labeled with the same antibodies. Gates for activated and
non-activated cells were set at the same threshold. This allowed a comparison between
both cohorts, even though there are differences in the number of measured cells due to
the dilution in the Fraunhofer channel. The amount of activated cells rose from 1.77 %
before the fluidic to 2.35 %. For CD62P measurements, a platelet solution was measured
in PBS and 0.05 % PEO before passing the fluidic and in 0.05 % PEO after passing the
fluidic. Since the values of CD62P change gradually with activation, the MFI over all
platelets was calculated. As shown before, the introduction of 0.05 % PEO did not induce
noteworthy differences on platelets compared to PBS. This was reflected by a MFI of 49.93
and 48.45 for PBS and 0.05 % PEO. Additionally, after passing the fluidic, no increase of
the MFI could be observed as it would be expected for activated platelets. Instead, the
value dropped to 44.40.
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Figure 3.6: Influences of the microfluidic environment on the blood cells. (a)
Effect of different PEO concentrations on the artificial formation of P-
Aggregates over a storage time of 120 minutes. (b) Enlarged image of
the lower PEO concentrations measurements. (c) Analysis of the T-cell
activation marker CD71 in a healthy sample before being introduced to
the microfluidic system. (d) Histogram of CD71 after the sample passed
the microfluidic and was collected. (e) Analysis of the platelet activation
marker CD62P (P-selectin) for samples stored in PBS, the measurement
solution containing of 0.05 % PEO and after the sample passes the fluidics
while stored in the measurement solution. The Mean-Fluorescence-Intensity
(MFI) of CD62P over all platelets is plotted against the corresponding sam-
ple. Images partly adapted from [207, 214].
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Finally, also the concentration of blood cells in the sample solution can have an influ-
ence on the measurement results. Especially when analysing aggregates, it is important
to ensure that coincidences of cells due to high concentrations are not mistaken for ag-
gregates. On the other side, the sample should not be overly diluted, otherwise, this
leads either to a low statistical power or higher measurement times. Leukocytes are rare
compared to all other blood cells leading to a low probability of randomly overlapping.
Since erythrocyte aggregates are not analysed in this work, the main sources of errors
can occur from overlapping platelets. Therefore, these types of cells were investigated in
more detail with the Fraunhofer channel. A whole blood sample was diluted 1:25, 1:50,
1:75, and 1:100 and the individual platelets measured were analysed. For each dilution
step, three measurements of the same sample were performed. Figure 3.7a shows the
mean values and standard deviation of these three measurements. The number of single
platelets compared to all platelets is plotted against the dilution factor. For higher dilu-
tions, namely 1:75 and 1:100, nearly no differences in the amount of single platelets could
be seen. The changes for lower dilutions. While at a dilution of 1:100 and 1:75 the single
platelets were at 82.63 % and 82.67 %, this decreases to 79.84 % for 1:50 and to 68.42 %
for 1:25.

One exception where the hydrodynamic focusing properties of the Fraunhofer channel
are disadvantageous is the uniformed orientation of erythrocytes in the focal plane.
Here, influencing forces from the side sheaths interact with the horizontal focusing of
the viscoelastic media, resulting in the random orientation of the cells. To surpass this
phenomenon, another channel setup with only one inlet was used. In this case, mainly
the lateral viscoelastic force acting on the cells. Due to the geometry of the channel with
h << w, the forces in the vertical direction are dominant in the centre of the channel.
This allows a uniform orientation of the non-rotationally symmetrical erythrocytes. As
different polymers interact differently with the sample, this experiment was performed
on two polymer solutions, 0.9 % PVP and 0.05 % PEO. The orientation of the cells was
obtained by analysing the morphological parameters biconcavity and circularity (Table
3.2). Erythrocytes with a circularity > 0.8 and a biconcavity > 1 were considered correctly
oriented. Three measurements were performed for each polymer solution, whereby the
mean and the standard deviation are plotted in Figure 3.7b. 49.85 % of all erythrocytes
were correctly aligned when diluted in 0.9 % PVP solution. This value increased to 69.24 %
when using 0.05 % PEO instead.

As mentioned before, a key advantage of using this microfluidic channel setup is the repro-
ducible focusing of cells on one focal plane. To characterise this focusing behaviour
in a diluted whole blood sample, the mean focus measure for every cell was analysed.
This was performed by calculating the Sobel sharpness values for each pixel within a
cell segmentation. The mean overall pixel then results in the mean focus measure. A
typical distribution can be seen in Figure 3.7c. The threshold defining the out-of-focus
and in-focus cells was set to 5 by manually looking at cells in different focus planes and
their corresponding mean focus measures. Lastly, this methodology was used to evaluate
focused cells in a study including 146 patient measurements. Again, the threshold for the
mean focus measure was set to 5. The mean value of cells in focus overall measurements
is at 92.09 %, with a corresponding median of 90.71 %. Within the 146 measurement, the
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Figure 3.7: Channel properties and performance at normal flow conditions.
(a) Detection of single platelets in the same sample for different dilution
factors highlighting the threshold of platelet overlapping. (b) The propor-
tion of uniformly orientated erythrocytes is shown for the PEO and PVP
measurement media. Here, the erythrocyte cell alignment channel was used.
(c) Through the calculation of Sobel sharpness values, a threshold can be set
at which cells are classified as out of focus and in focus. (d) The number of
cells in focus is shown for a cohort of 118 independent clinical measurements.
In this case, the Fraunhofer channel was in use. Images partly adapted from
[207].

lowest value was at 64.44 % while the highest reached 98.49 %.

3.4 Cell Concentration Measurements

The measurement of blood cell concentrations is a highly relevant marker in the field of
haematology. Therefore, many state-of-the-art analysers provide this information [145].
Cell concentration can be estimated either by analysing the number of cells per capture
and comparing this to a known reference concentration measurement or by adding the
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Figure 3.8: Concentration measurements of different blood cells. (a) Measure-
ment of erythrocytes per frame for one exemplary donor at four different
dilution steps. The linear fit between the different measurement points is
highlighted in red. (b) Number of erythrocytes per frame for four indepen-
dent dilution experiments. The mean values and the standard deviation are
shown in black. (c) Comparison of erythrocyte measurements between Sys-
mex and phase imaging flow cytometer measurements with five independent
donor samples. (d) Correlation between leukocyte concentrations measured
with the Sysmex analyser and the phase imaging flow cytometer. (e) Com-
parison of erythrocyte measurements between Sysmex and phase imaging
flow cytometer measurements.
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reference directly into the sample [146]. In this section, both methods were tested.

For the first method, a reproducible measurement of cell numbers per frame is highly
important. Four blood samples of independent healthy donors were analysed to test
the performance of the here presented method. Blood was diluted with the factor 1:50,
1:75, 1:100, and 1:150 in the 0.9 % PVP solution and then measured in the Fraunhofer
microfluidic channel. In Figure 3.8, the results for (a) one exemplary donor and (b)
for all donors are plotted. A high correlation between the introduced dilution and the
erythrocytes per capture could be seen among all donors. Increased dilution corresponded
to a lower number of cells per capture and the coefficient of determination of the linear
fit was at 0.95. However, especially for lower dilutions (1:50 and 1:100), a high standard
deviation could be seen, indicating outliers. One of these outliers was observable for Donor
1 at a dilution of 1:75. The measured 6.98 erythrocytes per capture at this dilutions were
lower than the 10.58 and 7.11 for 1:100 and 1:150. This dramatically influences also the
coefficient of determination, which was at 0.72.

In a second experiment, an internal reference was introduced to the blood sample.
For this, monodisperse polystyrene beads (micromer®-M, micromod Partikeltechnologie
GmbH) with a diameter of 8 µm were diluted in 0.9 % PVP and their concentration was
measured with a hemocytometer. Through the dilution of the beads, the bead concentra-
tion in the final samples could be fixed to 7.45 · 103 µL−1. Reference beads with the same
concentration were used for measurements of erythrocytes, leukocytes, and platelets. In
all cases, the blood of five donors was analysed. For the erythrocyte and leukocyte exper-
iment, the beads were introduced to the whole blood sample allowing a direct calculation
of cell concentrations. For platelet measurements, the Platelet-Rich Plasma (PRP) had to
be extracted first and then the reference beads were added. The final platelet concentra-
tion could be obtained by considering the total blood volume before extracting the PRP.
Further sample preparation included a simple dilution of whole blood for erythrocytes,
using a lysis buffer for leukocytes, and the dilution of the PRP for platelets. As shown
in Figure 3.8c-e, there was a high correlation between reference measurements with a
state-of-the-art analyser (Sysmex) and the here presented method (DHM) for all blood
cells. The coefficient of determination for erythrocytes, leukocytes, and platelets between
both methods was 0.96, 0.99, and 0.98, respectively. However, it is noteworthy that even
though a positive overall correlation was given, slight differences in the absolute values
sometimes occurred.

3.5 Influence of Sample Preparation on Cell Morphology

As previously discussed, one way of leukocyte extraction is through cell lysis of erythro-
cytes (chapter 3.2.5). This can be performed using either a hypotonic water lysis or a
conventional erythrocyte lysis buffer. Both methods are performed on whole blood, so
an influence on leukocytes cannot be ruled out. Two morphological parameters, namely
Optical Height Maximum (OHM) and Equivalent Diameter (ED), were investigated to
determine these effects. Variations in these values represent changes in the cells’ outer
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Figure 3.9: Changes of leukocyte morphologies through cell lysis. (a) Effect
on lymphocyte equivalent diameter and optical height maximum when us-
ing 5 and 20 minutes incubation of erythrocyte lysis buffer. (b) Changes
in monocyte and granulocyte morphology for the same experimental condi-
tions. Images adapted from [214].

and/or inner shape. In the following, two populations were investigated: the lymphocyte
and granulocyte-monocyte clusters. They were separated from each other and debris by
applying suitable gates along the ED. Erythrocyte debris and platelets have a diame-
ter below 5.30 µm, lymphocytes are between 5.30 µm and 7.50 µm, and the granulocyte-
monocyte clusters are between 7.5 µm and 11.00 µm. Bigger objects with ED > 11.00 µm
were classified as doublets and ignored for further analysis. As shown in Figure 3.9, single
leukocyte populations were widely distributed along both axes, indicating a high hetero-
geneity. Here, the ED and OHM were plotted for an experiment using 5 min and 20 min
of erythrocyte lysis buffer incubation times. It could already be observed from these two
example measurements that longer incubation times seem to have an influence on the
cells. For lymphocytes, mainly a decrease in OHM was seen while the diameter was not
directly affected. In contrast, for granulocytes and monocytes both, a reduction in OHM
and an increase of ED could be observed.

Different leukocyte extraction methods were analysed in four measurement samples
of two donors to further evaluate this behaviour. Here, using hypotonic water lysis in
combination with a depletion kit was compared to erythrocyte lysis buffer protocols using
different incubation times. In Figure 3.10a and b, are shown mean values of ED in
orange, the mean values of OHM in blue, and the corresponding standard deviation,
which corresponds to the population distribution, in coloured areas. For lymphocytes,
no relevant change in ED could be seen independent of the sample preparation method.
Values remained over the whole experiments between 6.31 µm and 6.35 µm. A different
pattern could be observed when looking at the OHM. While short incubation times of
the lysis buffer also did not seem to show differences compared to the hypotonic water
lysis (2.61 rad to 2.60 rad), longer incubation of 20 minutes resulted in a reduction of the
OHM (2.28 rad). Influences on granulocytes and monocytes on the other hand, were even
more dominant. Already after five minutes of incubation, a noticeable difference in OHM
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Figure 3.10: Influence of erythrocyte cell lysis on leukocyte morphologies and
numbers. Presented data for two donors with a total of four measure-
ments. (a) Changes in lymphocyte equivalent diameter (orange) and opti-
cal height maximum (blue) induced by different sample preparation meth-
ods. The mean of the four measurements is highlighted as squares or circles,
whereas the coloured area indicates the standard deviation, which repre-
sents the population’s distribution. (b) Equivalent diameter (orange) and
optical height maximum (blue) for the granulocyte-monocyte population
for different sample preparation methods. (c) Granulocyte, lymphocyte,
and monocyte counts for different lysis incubation times, measured with a
fluorescent flow cytometer. Images adapted from [214].

could be observed compared to hypotonic water lysis. Values dropped from 4.10 rad to
3.58 rad. The trend continued for longer incubation times, resulting in 3.21 rad at 20
minutes of incubation. In contrast to lymphocytes, there was even a noticeable change
in the ED. For hypotonic water lysis, the mean ED over this population laid at 8.62 µm.
This value increased to 9.00 µm for five minutes of lysis and 9.23 µm for 20 minutes. Thus,
an inverse progression to the optical height could be identified. No relevant change in
the standard deviation could be observed for all cell types and for both morphological
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parameters indicating a homogeneous change over the respective populations.

Finally, the impact of erythrocyte lysis buffer incubation times was investigated by mul-
ticolour fluorescence flow cytometry. The aim was to observe if lysis not only affects the
leukocyte morphology but also whether it changes leukocyte ratios. For this, three blood
samples of one donor were independently labeled, and each was measured one time. As
reference method served the complete blood count values obtained by a Sysmex XN-350
haematology analyser. The percentages are given as a fraction of the total number of
white blood cells. Flow cytometer results showed granulocyte values between 55.06 %
and 57.98 %, lymphocyte values between 39.12 % and 41.16 %, and monocytes between
2.94 % and 3.78 %. All subtypes showed no cell loss through long incubation times. Gran-
ulocytes and lymphocytes values agreed with the reference (56.20 % and 38.20 %), with
monocytes showing higher values of 5.60 %.

3.6 Development of a Calibrator System

For the approval and operation of in-vitro diagnostic devices, calibration is required. Ac-
cording to the International Vocabulary of Metrology (VIM), it is an "operation that
establishes the relation, obtained by reference to one or more measurement standards,
that exists under specified conditions, between the indication of a measuring system and
the measurement result that would be obtained using the measuring system" [147]. This
implies regularly using a reference, also known as a quality control material or calibra-
tor, to test the measurement system. Here, the introduction of a calibrator serves two
purposes. First, it allows the comparison between different devices using different tech-
nologies. This is especially important in the field of haematology analysers, where different
fluidic setups, other hardware, or software are used [148]. In addition, many biomarkers
such as white blood cell count, red blood cell count, and mean corpuscular volume, are
measured at the same time. Second, it also allows longitudinal control of the system
itself. This enables the location of errors occurring due to wear and tear or other influ-
ences. Although haematology analysers showed a rapid technological progress over the
last years, it was not paralleled by a similar improvement of reference materials. Still, the
usage of whole blood samples of healthy donors, collected with a suitable anticoagulant,
is common practice [148, 149].

This chapter discusses possible calibrator systems for the DHM setup. The focus laid on
the longitudinal quality control and less on the inter-technology comparability with other
haematology analysers. For cell differentiation in quantitative phase imaging, mainly
two properties are important: the phase difference and the object size. The first solely
depends on the object’s height and the refractive index. A suitable calibrator should
therefore show a comparability in those properties when compared to the target sample.
It should also have inherent reproducibility and stability over long storage times.
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Figure 3.11: Ageing effects on the optical volume of sphered erythrocytes. (a-
c) Mean and standard deviation of sphered erythrocytes optical volume
over a duration of up to 17 days. The maximum range of the mean values
is highlighted in blue.

3.6.1 Sphered Erythrocytes

Isovolumetric sphering of erythrocytes is an established method to measure the volume
and refractive index in flow cytometry [150] and in DHM [151]. Here, the comparability
over different samples and stability over a duration of 33 days were tested. For this,
three different samples were prepared from a blood sample of one donor. The applied
protocol for sample storing and capturing is highlighted in chapter 3.2.8. The results of
the longitudinal measurement of this calibrator are shown in Figure 3.11. For inset figures
a-c, the optical volume was plotted against the time after blood collection. The range of
the mean volume was for Sample 1, 2, and 3 at 3.02−4.80 µm3, 4.12−4.80 µm3, and 3.62−
5.13 µm3, respectively. They showed a similar range of values but a varying distribution
of the mean values. The standard deviation, which also represents the homogeneity of
the cell population, ranged between 0.695−1.234. To further evaluate the stability of the
calibrator, also the Coefficient of Variation (CV) was calculated. For all three samples, a
similar CV distribution between 18.14 % and 28.64 % could be observed with one outlier
at sample 1 on day 26. Over the course, a slight increase in CV was observable.
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3.6.2 Chicken Erythrocytes

One possibility of introducing a calibrator with multiple phase shifts per object while
retaining the biological properties is using cells with a cell nucleus. In contrast to human
erythrocytes, chicken erythrocytes contain a nucleus. This allows for a differentiation of
the phase shift induced by the medium (n1), the cell cytoplasm (n2), and the cell nucleus
(n3). In Figure 3.12b, a typical optical height profile of such an erythrocyte is shown.
While the background medium was set to zero, the cell cytoplasms showed a distinct
plateau at around 2.30 rad. The cell nucleus induced an even higher phase shift resulting
in an optical height of around 3.25 rad. A patent application has been filed describing the
results of the investigations [219].
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Figure 3.12: Chicken erythrocytes as a calibrator for DHM. (a) Quantitative
phase contrast image of a chicken erythrocyte including the background
(n1), the erythrocyte cytoplasm (n2), and the erythrocyte nucleus (n3).
The line indicates the height profile for inset figure (b). (b) Optical height
profile of the erythrocyte, including the three distinct refractive index re-
gions.

3.6.3 Droplets

Finally, droplets were investigated as an alternative non-biological calibration material.
A difference between homogeneous single droplets (Figure 3.13a) and droplets in droplets
(Figure 3.13b) can be made. Both structures were generated in flow-focusing geometries,
whereby droplets in droplets are generated by putting two structures in a sequence. Here,
the outlet of the first structure serves as an inlet of the second, while the continuous phase
medium is the opposite for both geometries [152]. Single droplets induce one phase shift
between the background medium (n1) and the droplet (n2). Droplets in droplets allow a
second phase shift between the outer (n2) and inner droplet (n3). In the results presented
here, only single droplets were investigated.

As before, the performance of the calibrator was evaluated by its homogeneity, stability,
and similarity to the actual sample. Therefore, droplets were generated at day 0 and
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Figure 3.13: Different types of droplets generated in a flow-focusing geome-
try. (a) Droplets as calibrators allow a defined refractive index difference
between the background (n1) and the droplet (n2). (b) Droplet in droplets
can mimic intracellular refractive changes (n3 − n2).

then stored for 31 days at room temperature. Once a week, a total of 171 droplets were
measured and analysed. Results for the droplet diameter are plotted in Figure 3.14a and
b. The mean diameter and standard deviation values ranged from 33.31 ± 0.64 µm at day
0 up to 33.72±0.80 µm on day 31. The median was the lowest at day 0 with 33.33 µm and
the highest at day 21 with 33.79 µm. This change in values over time was also reflected
when looking at the CV for each measurement. Within the first week, the values remained
nearly the same with a CV at days 0 and 7 with 1.96 % and 1.97 %. After 16 days, the
CV rose to 2.14 % and peaked at days 21 and 31 with a value of 2.42 % and 2.38 %.

Additionally, the OHM of the droplets were analysed for three different flow rate ratios
between the continuous and dispersed phases. For each flow rate, three measurements
with 5,000 images were performed. As expected, an increase in the flow rate ratio led to
a decrease in droplet diameter and, therefore, a decrease in the OHM. For QC/QD = 10,
QC/QD = 20, and QC/QD = 32 the mean OHM were 23.04 rad, 19.15 rad, and 15.98 rad,
respectively. With the increasing flow rate ratio, the standard deviation between the three
measurements also increased. At QC/QD = 10 the standard deviation was the lowest with
0.24 rad compared to the maximum at QC/QD = 30 with 0.65 rad.

3.7 Improved Leukocyte Subtyping through Targeted
Cell Labeling

The label-free measurement of blood cells has many advantages but also some limits. This
is especially the case for cells with a similar morphological appearance. Therefore, this
experiment targeted cell labeling with polystyrene beads of different sizes to enhance the
differentiation power. For this, the described protocols in chapter 3.2.7 were applied on
previously extracted CD4+ T-helper cells. Measurements were performed in the standard
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Figure 3.14: Properties of droplets as a calibrator for quantitative phase imag-
ing. (a) Droplet diameters (n = 171) plotted against the storage time
within a duration of 31 days. Each data point represents one outlier
droplet, whereby the centerline represents the median and the framed black
square represents the mean distribution. (b) Coefficient of variation of the
droplet diameter within the 31 days of storage. (c) Optical height maxi-
mum of droplets plotted against the flow rate ratio QC/QD.

measurement setup. Images are analysed using the DHM Analyser from Siemens to
extract the morphological features and Kaluza Analysis Software from Beckman Coulter
for gating strategies and further analysis. Prior to the labeling experiments, the induced
phase shift of the beads was measured and plotted in table 3.4. This included magnetic
polystyrene beads with 2 µm, 4 µm and 8 µm which induced a mean phase shift in OHM
of 1.07 rad, 3.69 rad, and 8.09 rad. For comparison, a population of CD4+ and B cells
were measured and showed a mean OHM of 2.97 rad and 2.98 rad, exceeding the value of
2 µm beads.

For the labeling with 2 µm beads, CD4+ cells were extracted using a MACSxpress®

Whole Blood CD4 T Cell Isolation Kit (Miltenyi Biotec) as described in chapter 3.2.5.
The CD4+ cells were stained with CD4-Biotin antibodies and subsequently labeled with
2 µm streptavidin beads. Not all CD4+ cells were labeled with beads, resulting in a
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Figure 3.15: Quantitative phase contrast images of CD4+ T-helper cells la-
beled with polystyrene beads of different sizes. (a) The CD4+ cell,
highlighted in red, is labled with multiple 2 µm beads. (b) Two 4 µm beads
are connected to the CD4+ cell in the centre of the image. (c) One example
of a CD4+ cell labeled with two 8 µm beads. For better distinguishability,
the cell is again highlighted in red.

Table 3.4: Properties of different labeling beads, CD4+ and B cells.
Diameter Material Optical height maximum

2 µm Beads 2 µm Polystyrene 1.07 rad
4 µm Beads 4 µm Polystyrene 3.69 rad
8 µm Beads 8 µm Polystyrene 8.09 rad
CD4+ cells 7 µm Biological 2.97 rad
B cells 7 µm Biological 2.98 rad

labeled and non-labeled population that could be compared. Once the morphological
features had been extracted, the different populations were analysed for their inherent
characteristics. Smaller unbound beads could be separated from CD4+ cells using a size
filter with ED 5 − 16 µm. Here, unbound cells had a high circularity of > 0.75, whereas
aggregates showed values between 0.25 − 0.75. The aggregate population included the
desired cell-bead aggregates and undesired bead-bead aggregates. Those two populations
could then be separated using a filter for ED and homogeneity. Bead-bead aggregates
showed a higher homogeneity with a threshold of 0.4 while being slightly smaller. To
see whether the use of 2 µm beads for labeling is feasible, the morphological properties of
labeled and non-labeled CD4+ cells were compared. Here, the ED was plotted against the
OHM to see possible changes in size and phase shift. A total of two measurements were
performed, containing 2,500 cells for each population. As shown in Figure 3.16a and d, no
significant difference between both populations could be observed. The median OHM of
non-labled cells is at 2.90 rad compared to the 2.91 rad for CD4+ cells labeled with 2 µm
beads.

For the labeling with 4 µm magnetic polystyrene beads, the protocol was similar
to for the 2 µm beads. Again, isolated CD4+ cells were stained with biotin antibodies
and labeled with streptavidin beads. This resulted in non-labeled and labeled CD4+ cell
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Figure 3.16: Labeling of CD4+ T-cells with micrometre beads for cell differen-
tiation. (a) Equivalent diameter and optical height maximum population
of unlabeled cells (blue) and labeled cells with 2 µm magnetic polystyrene
beads (orange). (b) Comparison of unlabled CD4+ cells (blue) with CD4+

cells labeled with 4 µm magnetic polystyrene beads (orange). (c) In-
duced equivalent diameter and optical height maximum change through
labeling with 8 µm magnetic polystyrene beads compared to unlabeled
cells. (d) Difference in average median maximum optical height of the
non-labeled and labeled population. Significant differences between un-
labeled cells and labeling of 4 µm (p < 0.0001) and 8 µm (p < 0.0001)
could be observed. Significant levels are indicated by asterisks, with
∗ = p < 0.05; ∗∗ = p < 0.01; ∗∗∗ = p < 0.001, and ∗∗∗∗ = p < 0.0001.

populations. The single groups were extracted by differences in circularity, homogeneity,
ED, and OHM. In five independent measurements, a total of 1275 non-labeled and labeled
CD4+ cells were analysed and compared in Figure 3.16b and d. The labeled population
showed an increase in both the ED and OHM compared to the untouched cells while still
containing an overlap of both populations. The median OHM increased from 2.91 rad
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for untouched to 3.94 rad for labeled CD4+ cells resulting in a significant difference with
p < 0.0001.

Lastly, labeling with 8 µm magnetic polystyrene beads was also analysed in the same
way as beads of other sizes. However, another difficulty arose in the preprocessing of
the population due to the similar size of the target cells and the beads. This problem
could be tackled for single objects by the differences in OHM and for aggregates by
looking at the homogeneity and optical volume of the accumulation. Cell-bead aggregates
showed a homogeneity smaller than 0.45 and an optical volume of 10 to 60 µm3. In two
independent measurements, 1160 objects for each population were analysed in Figure
3.16c. Similar to the previous labeling experiment, differences between the non-labeled
and labeled populations could be seen. This time, not only a slight increase but a clear
separation was observable. This is also emphasised in 3.16d where the median OHM rose
from 2.91 rad for untouched to 8.72 rad for labeled CD4+ cells. Again, the difference is
highly significant with p < 0.0001. A patent application has been filed describing the
results of the investigations [217].
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3.8 Discussion

3.8.1 Microfluidic Cell Manipulation

An unprecedented effort has been made to understand the advantageous and disadvanta-
geous influences of the microfluidic system on blood cells. While the benefits of introduc-
ing such a system are undeniable, it is also important to localise negative effects in order
to minimise them. One of them is the shear rate induced activation of blood cells,
which can lead to falsification of the sample. It was shown that certain shear rates regu-
larly induce a natural deformation of the blood cells in the human body [153]. However,
these shear rates should not be too high as this can lead to undesirable effects. Platelets
can be activated by high shear rates, subsequently leading to the formation of aggregates
and thrombi [154, 155], and in extreme cases, high shear rates can lead to fragmentation
of blood cells [156]. Lipowsky et al. showed great shear rate differences in the physio-
logical conditions of various blood vessels. For large veins this value was below 100 s−1,
for the ascending aorta at 250 s−1, and for arterioles higher than 1,500 s−1 [157, 158]. A
similar broad distribution can also be observed when looking at the blood flow velocity
in the human body. The mean blood flow velocity in cerebral capillaries was found to be
at a low 0.79 ± 0.03 mm/s [159] compared to peak velocities in ventricular systole from
300 − 450 mm/s [160]. In FEM simulations for this system, a maximum flow velocity of
103 mm/s and centre shear rate of around 600 s−1 could be obtained. This lies within the
highlighted physiological range.

Additionally, the influence of the measurement medium on the platelet activa-
tion was investigated. This was performed at two levels, measuring the expression of
platelet activation markers and measuring the aggregates that are a result of the acti-
vation. Platelets stored in lower PEO concentrations showed no formation of additional
aggregates within a time frame of 120 minutes. This was in line with reference results,
where platelets were stored in PBS. It can therefore be assumed that the storage of blood
platelets in low PEO solutions has no additional influence compared to PBS. This as-
sumption is supported by the measurement of P-selectin, where no difference between
PEO and PBS could be seen either. In contrast, for higher PEO concentrations with
0.15 % and 0.2 %, a steep increase of P-Aggregates could be observed. These dynamics
were comparable to experiments where a platelet-activating substance was used, which
will be evaluated in the following chapters.

The measurement of the activation markers before and after the sample passes the fluidic
chip allows a characterisation of the whole fluidic setup. This includes influences of the
fluidic, the measurement media, and other factors. If the system has an influence, the
fluorescence values of the individual activation markers should increase. For P-selectin,
the opposite was the case. Here, the values decreased compared to before the fluidics. The
slight decrease in the values can only be explained by measurement inaccuracies. In the
case of CD71, which is a T-cell activation marker, a slight increase of fluorescence intensity
compared to before the fluidic could be observed. However, it is debatable whether this
increase from 1.77 % to 2.35 % is significant.



3.8 DISCUSSION 53

A high cell density in the sample can lead to overlapping cells that are mistakenly de-
tected as aggregates. To counter this, a suitable dilution factor was investigated, allowing
for the detection of single platelets while not introducing a too sparse cell distribution.
By looking at the number of single platelets, it could be seen that for a dilution of 1:75
or 1:100 stable value was reached. Without overlapping, a stable value of single platelets
is expected independently of the dilution. In contrast, a reduction of detected single
platelets indicates a loss through overlapping. Since the cell numbers can increase in
patients with specific diseases [161], a higher dilution of 1:100 was chosen for further
experiments.

Viscoelastic cell focusing can also be used for the uniformed alignment of erythro-
cytes [162]. This is of high importance when analysing diseases that influence the red
blood cell morphology, as in the case of malaria [163], hereditary disorders [164], and
sickle cell anaemia [165]. If no uniform alignment is possible, additional time-consuming
sample preparation methods are needed to compensate for it [22]. In this work, two poly-
mer solutions were tested regarding their erythrocyte alignment performance. Here, the
0.05 % PEO solution showed better results than the 0.9 % PVP solution. This finding
is in line with the work of Asghari et al., where they simulated three different polymer
solutions for the viscoelastic focusing [166]. Here they stated that PVP has a lower N1
gradient and, with that, induces a lower elastic force than PEO. This resulted in a worse
cell focusing, which properties can be compared to the alignment of erythrocytes. In ad-
dition to the orientation of the erythrocytes, the focusing of all the blood cells in one focal
plane is important for measurements without the need for autofocus readjustment. As
discussed by Asghari et al., PEO performs here superior to PVP. This fact, together with
the activability of blood cells, led to the use of a 0.05 % PEO solution to focus the cells.
The mean value of 92.09 % of cells in focus was reached by combining the viscoelastic
medium with the hydrodynamic focusing geometry of the Fraunhofer channel. Here, it
should be noted that an objective classification of cells in or out of focus is difficult. In
this work, the threshold of the mean focus measure was set by comparing cell images with
associated different values. The decision criteria were the cell contrast and the contour
sharpness.

3.8.2 Cell Concentration Measurements

Cell concentration measurements of erythrocytes without using reference beads showed
moderate results. On the one side, the mean results over four experiments showed a
good correlation between the dilution factor and the erythrocytes per frame. On the
other side, this needed precise pipetting of skilled personnel. Additionally, even when this
requirement was met, some outliers still occurred. This is also visible when looking at
the standard deviation between all four measurements. While the problem of outliers can
be handled through automation of the system and multiple measurements, another error
source can occur due to the system’s ageing. Several factors can influence the number
of cells per image when using a microfluidic geometry. Examples are the clotting of
tubes, the sedimentation of cells, the wear and tear of the syringe pumps, and increased
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amounts of air bubbles through leakages. One possibility for bypassing these problems
is introducing a reference system to the sample. Every preprocessing error will then
influence not only the sample but also the reference in the same way. Decreased numbers
of cells through clotted tubes occur in parallel with lower counts of reference beads. The
overall concentration, which is dependent on the ratio between cells and beads, will not be
affected. The introduction of such a reference bead allowed a high correlation between the
measured concentration between the here presented method and the values obtained by a
reference method. This was especially dominant for leukocytes (R2 = 0.99) and platelets
(R2 = 0.98). A slightly smaller coefficient of determination (R2 = 0.96) was seen for
erythrocytes. Differences in performance may be explained by the fixed concentration of
7.45 · 103 µL−1 for the reference beads in all samples. This concentration approximately
meets the concentration of leukocytes in whole blood while being roughly a fiftieth of
platelets and one-thousandths of erythrocytes. Additionally, a slight difference in absolute
concentration numbers between both measurement methods could be seen. This might
be explained by using different sample preparation and imaging methods. Even between
established haematology analysers, an absolute number comparison shows considerable
differences [145].

3.8.3 Influence of Sample Preparation on Cell Morphologies

Erythrocyte lysis buffers are commonly used in cell analysis to simply remove predomi-
nant erythrocytes in a sample [167]. However, so far, the impact of lysis buffer on cells
has only been studied for the qualitative change of flow cytometry parameters, such as the
fluorescence intensity [139]. Here, we looked at the morphological changes of leukocytes
when using different extraction methods and lysis incubation times. It could be seen that
with increasing incubation time, leukocytes seem to be more affected. Intracellular up-
take of lysis buffer and efflux of intracellular components may explain the increase in ED
and decrease in OHM in granulocytes and monocytes over time. One explanation why
lymphocytes, compared to other leukocytes, were less affected could be the higher ratio
of nucleus to plasma, which limits the uptake of lysis buffer. In contrast, granulocytes
and monocytes with a lower nucleus/plasma ratio were more affected. A higher uptake of
lysis buffer could lead to cell swelling and therefore increase in size and decrease in their
induced optical phase shift. While using a lysis buffer induced morphological changes in
the leukocytes, no significant influence on the relative percentages of the different popula-
tions could be observed. However, a small difference could be observed when comparing
the percentages of the three leukocyte subpopulations measured in the fluorescent flow
cytometer with the numbers obtained by a Sysmex XN-350. Especially for monocytes,
this difference was noteworthy. One explanation for the offset could again be the usage
of different preanalytical and analytical methods. This starts with using varying lysis
buffers, continues with other microfluidic geometries, and ends with different sensors.



3.8 DISCUSSION 55

3.8.4 Development of a Calibrator System

Calibrator systems for haematology analysers usually have similar properties and origins
as the actual sample. As previously discussed, in many cases, the use of blood samples of
healthy donors is still state of the art [148, 149]. The here presented sphered erythro-
cytes showing similar characteristics. They are also obtained from the blood of a healthy
donor and are one blood cell type of a whole blood sample. Three different samples have
been measured over a duration of 33 days. Quality criteria for the suitability as calibra-
tor were the similarity to the actual samples and the long time stability of morphological
properties measured by the optical volume. Since the similarity is given just by looking at
the sample’s origin, here, the main focus is on the changes in optical volume. The optical
volume showed similar properties for all three samples, whereby it should be noted that
for sample 2, a lower range of the mean values could be seen. Nevertheless, no trend
in increasing or decreasing optical volume over time could be observed, highlighting the
stability of sphered erythrocytes. However, a slight increase in the coefficient of variation
throughout 33 was seen, which indicates an increased heterogeneity of the sample.

In contrast to human erythrocytes, chicken erythrocytes contain a nucleus. This allows
a three-point calibration between the medium (n1), the cytoplasm (n2), and the nucleus
(n3). In this work, it was shown that chicken erythrocytes induce a phase shift similar
to human blood cells. The OHM of the cytoplasm with 2.30 rad is comparable to human
erythrocytes and the nucleus with 3.25 rad to human lymphocytes. This may prove the
similarity to the measurement sample, but no ageing measurements showing the stability
of the cells were performed in this work. To be able to consider chicken erythrocytes as a
reliable calibrator, such measurements need to be completed in future work. Due to the
high availability of chicken erythrocytes, it could provide an alternative to human blood
samples.

Lastly, droplets were tested as possible calibrator material. These synthetic structures
showed no direct similarity to the biological samples. However, for QPI, mainly two
properties of the sample influence the induced phase shift: the refraction index and the
height. Both parameters can be adjusted for droplets by the choice of liquids and geometry
for the droplet creation. In this and other works, it could be shown that both a single
droplet with one phase shift and droplets in droplets with multiple phase shifts can be
created. One is similar to sphered human erythrocytes, the other is similar to cells with a
nucleus like chicken erythrocytes. However, stability measurements were only performed
for single droplets. This time, the morphology of the calibrator was characterised by
looking at the object’s diameter. Again, the sample was stored for over 30 days at
room temperature. Throughout storage, no big changes in the mean diameter occurred.
However, an increased amount of outliers, combined with an increase in the coefficient of
variation, indicated a higher sample heterogeneity. The coefficient of variation between
1.96 % and 2.42 % cannot directly be compared to the one of sphered erythrocytes which
refers to a volumetric size. A rough estimation can be achieved by calculating the third
root of the values. Considering this, the adjusted coefficient of variation for sphered
erythrocytes is between 2.63 % and 3.22 %. Even with the outliers of droplet diameter
after 31 days, still, a similar homogeneity of the sample as for sphered erythrocytes can be
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seen, highlighting the stability of the marker within this time frame. However, a significant
difference in the biological sample is still seen when looking at the induced phase shift of
the analysed droplets. For some blood cells, the OHM can go up to a value of 6.00 rad
compared to the minimum OHM of 15.29 rad for smaller droplets. This discrepancy can
be explained by size difference and the use of an oil with a refractive index of 1.467. For
further work, both a reduction of size to a diameter of approximately 10 µm and using an
oil or oil suspension with a lower refractive index can improve the results in this regard.
Using a synthetically created calibrator has many advantages compared to its biological
counterparts. It allows high reproducibility, a fast adjustment for different samples, and
independence from human or animal donors.

3.8.5 Improved Leukocyte Subtyping through Targeted Cell Labeling

The usage of DHM allows a label-free detection of parasitic infections [22] and haema-
tological diseases such as leukaemia [23]. This can be achieved by the high contrast,
allowing even for a five-part differential, including monocytes, lymphocytes, neutrophils,
eosinophils, and basophils [23]. However, some blood cells are not distinguishable because
of their similar morphological properties. One example are subtypes of lymphocytes, in-
cluding CD4+ T, CD8+ T, and B cells, which are important for the adaptive immune
response and can therefore serve as a crucial marker for understanding pathophysiologi-
cal processing in human diseases [168]. To broaden the application of DHM and make it
even more beneficial for clinical diagnostics, a new labeling method was investigated that
allows a high throughput differentiation of, e.g., lymphocytes. CD4+ cells were labeled
using magnetic polystyrene beads with a diameter of 2, 4, and 8 µm. As non-labeled
reference served CD4+ of the same sample to ensure comparability. Using 2 µm beads for
labeling did not lead to a significant difference in ED or OHM. This was somehow ex-
pectable because the induced phase shift of these beads was a factor 0.36 lower than that
of CD4+ T cells. However, using bigger beads with a diameter of 4 µm and 8 µm induced
a clear increase, both in ED and in OHM. 4 µm beads led to 33.15 % higher OHM values,
whereas for 8 µm this growth was at 194.82 %. Again these results were expected as the
mean optical height of the 4 µm and 8 µm beads was 1.24 and 2.72 times higher than that
of the CD4+ cells. However, when looking at the cell populations in Figure 3.16, it can
be seen that for labeling with 4 µm cells, both populations are still overlapping. Only for
labeling with 8 µm beads a clear differentiation between non-labeled and labeled beads
is observable. Since no morphological differences between unlabeled CD4+ and B cells
could be observed, similar pictures are expected when comparing B cells to the labeled
sample. As a result, it is possible to differentiate between subtypes of lymphocytes when
using such a labeling approach.



4 Influences on Blood Cell Aggregates
as a new Biomarker Class

4.1 Motivation and Problem Statement

The analysis of processes in haemostasis is a crucial field for medical diagnostics. Results
can be used for patient treatment, intervention monitoring, or simple disease detection
[169, 170]. By understanding these physiological mechanisms, dysfunctions can be de-
tected and traced back to a possible cause.

There are many approaches to haemostaseological diagnostics, ranging from the mea-
surement of plasmatic coagulation to the study of primary haemostasis and fibrinolysis.
These include the measurement of plasmatic coagulation factors such as Factor II, V,
VII, VIII, IX, X, XI, and XII and simple whole blood coagulation measurements such
as the prothrombin time [171]. In addition, the primary haemostasis can be analysed by
factors such as the von Willebrand factor [172]. As sample material usually serves venous
blood and is either measured directly or after the extraction of platelet-rich plasma [173].
But also platelet functions can be analysed with various techniques. Alan D. Michelson
discussed in his work the advantages and disadvantages of suitable methods [174]. Here,
he looked at optical measurement techniques like platelet aggregometry, cost-efficient and
fast approaches like impedance aggregometry, techniques to measure surface proteins like
P-selectin, and measurements of LP-Aggregates with a fluorescence flow cytometer. He
concluded his work by saying that every method has its advantages and disadvantages.
However, a closer look at the drawbacks reveals that many of the presented techniques
that Michelson investigated suffer from similar problems. One of them is that an exces-
sive amount of sample preparation is needed. In many cases, additionally, the physiolog-
ical processes can only be measured after an agonist is added. Direct measurement of
haemostaseological processes with small volumes of blood is limited. P-selectin enables
a direct measurement of platelet aggregation but has the disadvantage that P-selectin-
positive platelets bind very rapidly to leukocytes via their expressed counter receptors.
This instability limits the sensitivity of the marker. Therefore, the direct measurement of
circulating aggregates promises to be are more sensitive marker than P-selectin–positive
platelets [174]. Additionally, aggregates can also serve as a marker in inflammatory and
infectious processes.

Aggregates can be measured using different techniques. The gold standard is the use of
the so-called blood smear analysis [97]. Here, blood cells are presented on a glass slide in
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a mononuclear layer, labeled by different kinds of stains, and examined under a transmis-
sion microscope. This method provides suitable contrast and high spatial resolution while
requiring trained personnel and time-consuming sample preparation. Another disadvan-
tage is the low number of examined cells through this manual process. The number of
leucocytes examined usually never exceeds 200 [175]. Fluorescent flow cytometry allows
rapid cell analysis and, therefore, a statistically relevant number of tens of thousands of
cells within a few minutes. The specific binding of fluorescent dye-labeled antibodies to
the respective surface proteins of the target cells allows an accurate cell identification
[14]. This allows a qualitative analysis of LP-Aggregates, but the low spatial resolution of
the system makes the detection of small P-Aggregates and a quantitative analysis of all
aggregates difficult. The AMNIS imaging flow cytometer combines a brightfield micro-
scope with a fluorescent flow cytometer, enabling high spatial information with suitable
throughout of around 20,000 cells per minute [176]. The main disadvantage is the system’s
high cost and the need for fluorescent antibodies to detect aggregates. These drawbacks,
in combination with its complexity, hinder its use in routine diagnostics.

This chapter discusses the use of the previously described measurement setup for mea-
suring blood cell aggregates. Similar to the AMNIS approach, a combination of a
microscope with a microfluidic system combines the high spatial resolution of an imaging
technique with the level of automation in fluorescent flow cytometry. Using a quantitative
phase imaging device enables a suitable contrast that overcomes tedious sample prepa-
ration, such as fluorescent labeling by trained users. An additional combination with an
adapted image analysis allows a quantitative and qualitative analysis of blood cell ag-
gregates. Down the road, this allows an in-depth characterisation of the new biomarker
class. It is essential to measure dynamics in the formation and decay as well as influencing
variables. Only when such a characterisation was performed precise statements about the
biomarker in a clinical question can be made.

The arguments and findings presented in this chapter are partly based on our previously
published work [208].

4.2 Methodology

The setup used for measuring blood cell aggregates was described in previous chapters
3.2.2. The medium for cell analysis contains 0.05 % (w/v) of PEO in PBS. The microscopic
and microfluidic chip design is the same as in previous chapters. This methodology section
begins with a description of the sample preparation followed by an in-depth specification
of the protocols used to activate platelets. To analyse aggregate images, a combination
of common image analysis combined with machine learning approaches is needed. This
part is highlighted in the last chapter of the methodology.
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Figure 4.1: Example images of platelet aggregates (top row) and leukocyte-
platelet aggregates (bottom row) captured with different imaging
devices. In the blue box, patches of quantitative phase contrast images
are shown in false colour (left) and after classification (right). The red
circles correspond to a classified and segmented leukocyte, while the green
is linked to platelets. In the green box are images obtained with an AMNIS
imaging flow cytometer. Here, on the left are brightfield images, and on
the right, merged brightfield images with the corresponding fluorescence
patches. Green is the excited fluorescent signal of platelets (CD61), and
red is those of leukocytes (CD45). In the orange box are shown example
pictures obtained by blood smear analysis. Both scale bars correspond to
5 µm. Image adapted from [207].

4.2.1 Sample Preparation

Venous blood samples were collected from healthy donors using EDTA, citrate, heparin,
and hirudin S-Monovette® tubes from Sarstedt. Samples were measured either as diluted
whole blood samples or after extraction of platelets. For the whole blood measure-
ments, blood was diluted in the medium for cell analysis to a final dilution of 1:100.
Platelets were extracted by a two-step protocol. First, 1.50 mL of whole blood was cen-
trifuged for five minutes at 200 × g. After this step, red and white blood cells are located
at the bottom of the tube, whereas the plasma and platelets lie above the sedimented
cells. Second, the supernatant is transferred to another tube and centrifuged at 800 × g
for another five minutes. After this step, the platelets are located in the pellet at the
bottom of the tube. Third, the supernatant is removed, and the pellet is resuspended in
2.25 mL of the cell analysis medium.

Additionally to the blood sample also platelet concentrates were analysed. These
concentrates were excluded from the clinical storage due to exceeding the expiration date.
For the reference measurements with a Fluorescence-Activated Cell Sorting (FACS), the
concentrates were diluted 1:10 in PBS. For DHM measurements, the same dilution was
applied but with the 0.05 % PEO measurements solution. Because the samples were
measured over a duration of several days, the concentrates were stored in citrate-coated
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bags at room temperature. The additional usage of a moving plate with a low velocity
prevents cell sedimentation and aggregation.

4.2.2 Activation Protocol for Platelets

Several preparation steps were needed for the in-vitro activation of whole blood samples
(Figure 4.2). After the blood draw, the sample was diluted in PBS with a concentration
of 1:2 and mixed at a temperature of 37 ◦C for three minutes to obtain a homogeneous
solution at physiological conditions. ADP with a final concentration of 0.33 µM, 1.61 µM
or 6.45 µM was added as a activator. These steps were adapted from previously published
work to achieve comparability to state-of-the-art analyser [78]. Afterwards, a final con-
centration of blood cells of 1:100 needs to be met. This is achieved by an additional 1:50
dilution step of the activated sample with the measurement solution.

Figure 4.2: Sample preparation steps for the in-vitro activation of whole blood
samples. Figure adapted from [208].

4.2.3 Image Analysis of Single Cells and Aggregates

The subsequent image analysis of the obtained images was performed in three distinct
steps: preprocessing, segmentation & classification of cells, and the analysis of the de-
tected objects.

• The raw images obtained from the measurement still contain many artefacts and
unwanted properties. Therefore, first, a background subtraction similar as in
chapter 3.2.4 is performed. Also, here the median of the first images, which results
in the background of the capture, is subtracted from each image. Single or clustered
objects are detected by using a threshold segmentation with a value of 0.45.
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Figure 4.3: Flow diagram of the image analysis. After reconstruction of the phase
images, preprocessing steps like noise reduction and rescaling are performed.
Then a Mask R-CNN approach, highlighted in green, in combination with
the calculation of morphological features, is used for an in-depth analysis of
cells and blood cell aggregates. Figure adapted from [208].

Similar to the work of Suzuki et al. [177], the contours of the detected objects were
extracted. Each component (represented by a contour) was then saved as a smaller
image section for further processing. In order to filter out remaining small artefacts
or debris, a suitable size filter was implemented and applied to the contours. The
last essential preprocessing step is the normalization. First, the value range of the
images is clipped to limit the unlimited value range of DHM phase images. Then, a
min-max normalisation is used to transform the image values into the range 0 − 1.
This is then a suitable format for neural networks.

• Segmentation and classification allows the identification of single cells, aggre-
gates, and their components. Here, based on the rough threshold segmentation
contours, a second stage Mask R-CNN model [178] is used for refining the individ-
ual subobjects. Mask R-CNN performs both object detection and object mask
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Figure 4.4: Example patches showing single platelets and platelet aggregates
of various sizes. In the top row are quantitative phase contrast images
in false colour. The bottom row shows the same patches overlaid by the
segmentation and classification results. The highlighted edges represent one
segmented cell’s borders, while green corresponds with a classified platelet.
The scale bar is 5 µm. Figure adapted from [208].

computation simultaneously and is based on the Faster R-CNN [179]. This method
operates in four stages: first, a convolutional network (backbone) provides a convo-
lutional feature map based on the input images. For the classification of blood cells
in this work, a ResNet50 [180] is used as the backbone. In the second step, a Region
Proposal Network (RPN) provides Regions of Interest (RoI). This can be achieved
by sliding a small network over the convolutional feature map. As a third step, a
RoI align layer provides feature maps in the same size as the RoI by bilinear interpo-
lation. These maps can then be used for classification and bounding box regression.
In parallel, a small Fully Convolutional Network (FCN) is applied to each RoI to
predict the individual object masks on a pixel-by-pixel scale. The performance and
reliability of the neural network are highly dependent on the quality, amount, and
selection of training data. Therefore, a high amount of ground truth training data
is needed. However, manually labeling cell patches is time-consuming and, in some
cases, not possible because of the low-contrast images. Therefore training data was
generated in two steps. First, subpopulations of blood cells were extracted out of
whole blood. In the case of platelets, this was performed as described in chapter
4.2.1. Erythrocytes were extracted by measurement of whole blood samples com-
bined with a suitable size filter. This allows the removal of small platelets and
bigger doublets and triplets. The remaining cells have more than 99 % purity ery-
throcytes. Subtypes of white blood cells could be extracted using Miltenyi Biotec
MACSxpress® kits as described in chapter 3.2.5. The different cells were measured
within one hour after the successful extraction. Secondly, after creating a labeled
dataset of single cells, synthetic aggregates were created by composing multiple
classified single-cell images together. These synthetic aggregates, together with the
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single cells, were used to train the network. In total, there were 200, 000 cells in
the training dataset. The performance of the trained network was evaluated on
both computer-generated aggregates as well as manually labeled images. Parallel
to the evaluation with the Mask R-CNN approach, simple morphological features
of the cells are also calculated. This is performed based on the simple threshold
segmentation but also based on the contours provided by the Mask R-CNN. The
morphological feature extraction process is described in more detail in chapter 3.2.4.

• The last step of the processing pipeline is the analysis of the single cells and
aggregates. Here, the segmentation and classification results were combined with
the information provided by the morphological features. This allows the categori-
sation of each patch as a single cell or an aggregate. Additionally, the amount,
the category, and the morphology of the involved cells can be extracted for each
patch. All image analysis tools were written in Python 3.8.8 8 (Python Software
Foundation), morphological features were adapted from OpenCV 4.5.5 [181], and
the neural network components were created in Tensorflow 2.8 [182].

4.2.4 Fluorescence Flow Cytometry Measurements

Fluorescence flow cytometry measurements were performed with the MACSQuant An-
alyzer 10 from Miltenyi Biotec B.V. & CO. KG. Cells were labeled with human CD41,
CD61, and CD62P antibodies. Those correspond to Integrin α-IIb, Integrin β-3, and
P-selectin, which are expressed by platelets. In the unactivated state, P-selectin is stored
in the α-granules of the platelets and is only expressed to the platelet surface when an
activation of them occurs. First, a suitable amount of antibodies was determined by
performing titration experiments where a saturation of the titration curve was reached.
Using the titration curves, a value of 1 µL per 25 µL of the sample with a cell count of
50, 000 was used for CD41 and CD61. For CD62P, half the volume of antibodies was
used, resulting in 0.5 µL per 25 µL of sample.

Cell labeling includes adding antibodies to the sample, followed by a 15-minute incubation
at 4 ◦C. Afterwards, the excess antibodies are removed by a washing step. Here, the cell
suspension is centrifuged at 2, 000 × g. After this step, a cell pellet is formed at the
bottom of the tube. The supernatant, together with the excess of antibodies, is removed,
and fresh PBS is used as media to resuspend the cell pellet. This step is repeated once
before performing the fluorescence flow cytometry measurements. Measurement files were
exported in the FCS format and analysed using Kaluza Analysis 2.1.

4.3 Effect of Sample Ageing on Platelet Aggregates

This chapter evaluates the influence of the sample age on the P-Aggregates. This can
be performed on several levels and for different kinds of samples. Platelet concentrates
after expiry and freshly drawn whole blood samples from healthy donors served as the
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two case studies. The measured target variables include the number and composition of
P-Aggregates.

4.3.1 Ageing of Platelet Concentrates

For patients with a low platelet concentration or no proper platelet function, the trans-
fusion of platelet concentrates is important to reduce the risk of internal and external
bleeding events. This can occur, for example, in patients treated with chemotherapeutics
[183]. Dependent on the definition, these platelet concentrates have a limited shelf life
of 72 - 120 hours. Afterwards, biochemical and physiological changes that occur during
storage have a negative influence on patients’ outcomes after transfusion [184].
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Figure 4.5: Ageing effects of platelet concentrates on platelet aggregate for-
mation and platelet activation. (a) Increase in the measured amount
of platelet aggregates over a storage time of 13 days with the corresponding
exponential fit function. (b) Subdivision of the aggregates in (a) according
to their composition. (c) The Mean fluorescent index (MFI) of the platelet
activation marker P-selectin measured with a fluorescent flow cytometer.
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Such changes in physiological properties, namely the development of P-Aggregates, were
monitored in this experiment after the 120-hour shelf life of the concentrates had been
reached. For this, platelet concentrates were measured on days 1, 2, 6, 7, 8, and 13
after expiry. For each day, three to five captures were recorded, each containing ap-
proximately 30, 000 platelets. In Figure 4.5a, the P-Aggregates are plotted against the
days after concentrate expiry. The number of P-Aggregates describes the fraction of
P-Aggregates compared to the total number of platelets. Each dot represents one sin-
gle measurement. An exponential growth fit was performed based on the function of
y = y0 + a · exp((x − x0)/b). The fitted model was y = 7.66 + 0.03 · exp((x + 13.70)/4.98).
The coefficient of determination of R2 = 0.89 and the p-value of 9.44 ·10−8 showed a good
fit to the obtained measurement data. Within the first 12 days after expiry, an exponen-
tial growth of P-Aggregates could be observed. The values increased from a medium of
8.21 % at day 1 to a value of 14.45 % at day 13. When comparing the mean composition
of the aggregates over all captures, it could be seen that the main population of aggre-
gates contained two platelets (Figure 4.5b). This effect was especially significant for the
first two measurements where only 0.01 % and 0.02 % of all aggregates contained 13 or
more platelets. Over the duration of the 13 measurement days, this number increased to
0.55 %. A similar trend could also be observed for aggregates containing 3, 4-6, and 7-12
platelets, whereby the increase was especially dominant for bigger P-Aggregates.

The rise in platelet activation over time could not only be monitored by measuring P-
Aggregates but also by direct measurement of P-selectin on the platelet’s surface. In
Figure 4.5c, the MFI of P-selectin is plotted against the days after platelet concentrate
expiry. Similar to the previous findings, also the MFI of P-selection increased in the first
days only by a small margin. However, a steep spike in platelet activation could be seen
after five days. Although there was an increase in both values over the measurement
period, there are differences in timing and dynamics.

4.3.2 Influence of used Anticoagulants on Sample Ageing

In the previous chapter, solely the influence of the ageing on a citrated platelet sample
was analysed by looking at the platelet activation and P-Aggregates. Here, the influence
of different anticoagulants is also considered while measuring P-Aggregates. Additionally,
the focus of this experiment was more on the highly dynamic processes after blood is
drawn instead of monitoring a sample over a long period. For this, blood from four
independent donors was anticoagulated in EDTA, citrate, heparin, and hirudin tubes.
Measurements were performed over a duration of two hours while the sample was stored at
room temperature. In Figure 4.6a, the progression for one exemplary donor is shown. The
amount of P-Aggregates was measured after 0, 30, 60, 120, and 240 minutes, whereby the
different anticoagulants are shown in different colours. 0 minutes was the defined starting
point of the experiments, which was within a time window of 30 minutes after blood
collection. For citrate, hirudin, and EDTA, all P-Aggregate values within the 240 minutes
stably ranged between 0.50 − 3.00 %. There were only two outliers for this donor: blood
stored in heparin at minute 30 (5.71 %) and minute 60 (8.94 %). Results in Figure 4.6b
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showed a similar pattern. In this figure, the aggregates of the ageing measurements were
compared with the respective 0-min measurement. Differences of all patients were plotted
on the Y-axis. Here, each plot represents a single measurement. In addition, the normal
distribution fitted over all captures of a single group is displayed. For hirudin and EDTA,
an expected distribution around the origin value could be observed. Similarly, as for donor
one, heparin showed an increased aggregation compared to their 0-min measurements. In
contrast, citrate showed a reduced aggregate number over time.
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Figure 4.6: Ageing effects of whole blood samples stored in different blood
collection tubes on platelet aggregate formation. (a) Exemplary
data of P-Aggregates from the blood of one donor over a period of 240
minutes. (b) Difference in P-Aggregates for all donors of the 30-, 60-, 120-,
and 240-minute captures compared to their respective 0-minute reference.
Image adapted from [208].

4.4 In-vitro Activation of Platelets

This section analyses the effect of in-vitro activation assays on blood. For this purpose,
the blood of three independent donors was stored in tubes with different anticoagulants
before a subsequent activation with varying amounts of ADP. Observed target values
were the number and composition of P-Aggregates both in formation and decay.

4.4.1 Effect of ADP Concentration

In a first step, the concentration of the activating substance ADP was varied to see if dif-
ferences in platelet aggregation occurred and if the imaging device could monitor them.
For this purpose a starting concentration of 6.45 µM was diluted to 1.61 µM and 0.33 µM.
Hirudin was used as an anticoagulant for all samples. Captures were performed shortly
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before activation (0 min) and on different points after activation (3, 7, and 12 min). At
the start of the experiment, the blood sample had been taken no more than an hour
earlier. Regardless of the used ADP concentration, an increase after activation can be ob-
served at minute 3 (Figure 4.7a. This effect is especially dominant for 1.61 µM (24.28 %)
and 6.45 µM (25.15 %) compared to the initial value (1.56 %). For 0.33 µM, only a small
increase to 4.13 % was measured. At the third minute after activation, a peak in all con-
centrations was reached. Afterwards, the values decreased over time. A similar behaviour
could also be observed when looking at the aggregate composition. In Figure 4.7b, the size
distribution of the aggregates at minutes 0, 3, and 7 are shown for activation with 6.45 µM
ADP. Before activation, most of the aggregates consisted of two or three platelets. Only
a small fraction of 4.10 % consisted of more than three platelets. Directly after activation,
this number increased to 21.10 %. Even big clots with ten or more platelets accounted
for 2.20 % of the total aggregate number. During the decay of aggregates at minute 7,
also the size distribution developed towards initial values. Here, already 84.70 % of all
aggregates had two or three platelets, and the number of big aggregates disintegrated
especially fast. At this point, no aggregates with ten or more platelets could be observed.
The 12-minute measurement continues this trend.
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Figure 4.7: Impact of ADP concentration variation on the measured number
and composition of P-Aggregates. (a) The dynamic process in the ag-
gregate formation and decay over time varies dependent on the concentration
of the used activator. (b) Composition of the P-Aggregates are shown for
three different time points (0, 3, and 7 min) and an ADP concentration of
6.45 µM. Image adapted from [208].
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4.4.2 Effect of Anticoagulants

As described in chapter 2.3.3, the choice of anticoagulants influences the activatability
of blood cells. This is due to their intervention at different points of the coagulation
cascade, which is true both for the direct activation after a blood draw and for an in-vitro
activation with ADP or TRAP. To test whether these effects can also be observed when
measuring P-Aggregates, differently anticoagulated blood samples were activated using
a total ADP concentration of 6.45 µM. Again the blood samples were collected in tubes
with either EDTA, citrate, heparin, and hirudin. In Figure 4.8a, the difference between
the single measurement points and their respective zero measurements is plotted against
the time after activation. Using this kind of illustration allows a direct observation of
differences caused by the activation. When comparing the four different anticoagulants,
one clear distinction between EDTA and the other anticoagulants could be seen. No
significant increase in P-Aggregates through ADP activation was visible. In all three
measurement points the increase ranged between 0.16 % and 0.66 %. This contrasted
with the other measurements, where a sharp increase could be observed. Three minutes
after activation, hirudin, heparin, and citrate values were close to each other, with values
ranging between 21.68 % to 23.59 %. As shown before, this increase was followed by a drop
at minutes seven and twelve. However, it is notable that this drop was most dominant
in hirudin with 73.55 % reduction at seven and 78.89 % at twelve minutes, followed by
citrate (62.23 % and 69.07 %) and heparin (37.33 % and 42.79 %).

4.4.3 Decay of Platelet Aggregates

The decay occurring after the initial spike can also be characterised by looking at the
composition of aggregates. Since the decay effect was only visible for citrate, heparin,
and hirudin, all those measurements were pooled. Figure 4.8b shows the disintegrated
portion of P-Aggregates broken down by their size. Aggregates were analysed at the
peak at minute three and compared to the last measurement at minute 12. Through this
comparison, the number of decayed aggregates within nine minutes was obtained. Since
only a fraction of the aggregates contain 11 or more platelets, only aggregates between
two and ten platelets were considered. Within the nine minutes of analysis, the majority
of P-Aggregates decayed for all sizes. Still, this effect was especially dominant for larger
structures. The number of remaining clots with two, three, four, or five platelets ranged
between 41.03 % and 45.59 %. In contrast, aggregates ranging from six to nine platelets
showed a linear increase in disintegration, starting from 77.40 % and ending at 100.00 %.
A deviation from this trend was observed for clots with ten platelets where only 95.58 %
of the aggregates decayed. This may be due to a small amount of such large structures
after 12 minutes and the associated measurement inaccuracy.
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Figure 4.8: Influence of in-vitro activation on aggregate formation and de-
cay while using differently anticoagulated blood samples. (a) P-
Aggregates difference after activation compared to their respective unacti-
vated blood measurement. Data contains measurements of three indepen-
dent donors. (b) Aggregate decay by size between minutes three and twelve
of the activation experiments. All measurements of heparin, hirudin, and
citrate are pooled and then analysed together. Image adapted from [208].
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4.5 Discussion

In this chapter, we proposed using our previously described measurement system to de-
tect highly dynamic processes in aggregate formation and decay. First, the behaviour of
a platelet concentrate was investigated when storing the sample over a duration of 13
days after expiry (Figure 4.5). The increase in P-Aggregates during storage followed an ex-
ponential growth, closely matching the results of the P-selectin measurements. However,
the two values are not identical with respect to the time of increase and must therefore
be considered independently. Result in P-Aggregates, and P-selectin also match previous
publications [185, 186]. Here, the authors measured different platelet membrane proteins
during a period of seven and ten days after donation. The exponential growth of the ag-
gregates was visible for clots of all different sizes, although the dominant population was
small clots containing only two platelets. Also noteworthy was the amount of aggregates
with 13 or more platelets. On day one, after expiry, they only contributed to 0.01 % of all
platelets. On the last measurement day, it increased to 0.55 %. These clots had a higher
diameter than common blood cells and could block smaller vessels. This highlights why
concentrates should not be used for transfusion after such a long storage.

Furthermore, the stability of the measurement was investigated for freshly drawn blood
and over a duration of four hours. As shown in Figure 4.6 and 4.7, stable and reproducible
measurements of blood were archived. Directly after the blood draw, the P-Aggregates
laid between 0.50 % and 3.00 %, which showed similar results as in previously published
data [187]. Here, Leytin et al. analysed the amount of P-selectin-positive platelets in the
blood of healthy donors. These values correlated directly with the number of activated
platelets and showed values of 1.02 ± 0.49 % for unactivated blood. Their obtained lower
values can be explained by using different analysis techniques and measuring another
marker. The number of measured P-Aggregates, and P-selectin-positive platelets are di-
rectly related, but this does not allow a direct comparability of the values. Michelson
postulated that through the fast consumption of P-selectin-positive platelets into aggre-
gates, the direct measurement of aggregates has a higher sensitivity [174, 188]. It can
therefore be assumed that this higher sensitivity of aggregates also leads to slightly higher
values compared to the P-selectin-positive platelets.

Blood samples stored in EDTA and hirudin showed stable behaviour without notable
ageing effects within the 240 minutes. The measured P-Aggregates values only varied
between ±2.00 % and showed a normal distribution around their respective zero measure-
ments (Figure 4.6b). For blood stored in heparin, an increased aggregate formation due
to the sample’s ageing could be seen. These effects were mostly observed shortly after
blood was drawn (30 and 60 min, Figure 4.6a) and could therefore be due to the effects
of the blood collection and subsequent lower anticoagulation with heparin. Blood stored
in citrate, however, showed an opposite trend. Here, a disintegration of aggregates over
time could be seen. For the four patient samples shown here, a clear trend for all four
anticoagulants was observable. However, a higher statistical number of samples is needed
to trace back fundamental processes.

To evaluate characteristics in P-Aggregate formation and decay, the in-vitro activation
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experiment with ADP was performed. This allows insides into how fast these processes
take place. When activating the same hirudin blood sample with different concentrations
of ADP, an increased amount of aggregates could be seen for higher concentrations.
However, it is noteworthy that the differences between 6.45 µM and 1.61 µM, shown in
Figure 4.7, were much smaller than compared to the differences with 0.33 µM. This
fact may be explained by a saturation that was reached for higher ADP concentrations.
When a certain threshold is reached, no more platelets can be activated. It should also
be emphasised that even at low concentrations of ADP, a formation of P-Aggregates
can be seen. This is the case for ADP concentrations of 0.33 µM and 1.61 µM, which a
significantly lower the 6.40 µM used in the microplate protocol. This indicates a possible
higher sensitivity of the presented method compared to the established reference method.
In addition, a higher temporal resolution can be considered as the test takes only 2
minutes. After initial activation, however, higher ADP concentrations lead to a slower
decay of aggregates. When looking at the aggregate sizes, it could be seen that not only
the amount of platelet changed but also the number of involved platelets. P-Aggregates
in the measurement before the activation mainly consisted of two and three platelets.
This changed considerably after activation. Therefore, it can be assumed that the ADP
promoted platelet cohesion by fibrinogen, supporting the formation of small and even
large aggregates.

A closer look at the effect of ADP activation on anticoagulated blood shows differ-
ences between the anticoagulants when comparing the measured P-Aggregates. Citrate,
heparin, and hirudin allowed an in-vitro activation of blood with ADP. In contrast, when
exposed to the activator, blood anticoagulated with EDTA showed no effect. These results
align with the literature described in chapter 2.3.3. When investigating the speed of disin-
tegration, dependent on the anticoagulant between 42.79 % to 79.98 % of all P-Aggregates
decayed within nine minutes (Figure 4.7a and 4.8). The result can be compared to a study
by Michelson et al. [188]. In this work, they activated platelet concentrates of baboons
in-vitro, infused them into the animals, and measured the number of LP-Aggregates in
the peripheral blood. 72.73 % of monocyte-platelet aggregates disintegrated in a time
frame of ten minutes. Although the experimental setup, the analysed species, and the
measured aggregates can not directly be compared to these results, similar physiological
dynamics can be observed. When looking at the size of the decaying aggregates (Figure
4.8b), it could be seen that the proportion of large aggregates with more than six platelets
dissolved faster than smaller aggregates. This behaviour can be explained by a homoge-
neous decay of all aggregates but a disintegration of bigger structures into smaller ones.
From the results can be deduced that time-consuming sample preparation is not reliable
for measuring these fast dynamics. To a more considerable extent, it can even induce a
sample activation through sample handling and preparation [154, 155].





5 Clinical Study on Aggregates in
COVID-19

5.1 Motivation and Problem Statement

COVID-19-associated coagulopathy leads to the formation of blood cell aggregates such
as P-Aggregates and LP-Aggregates. Among others, this increased aggregate forma-
tion subsequently leads to life-threatening thromboembolic events. Early detection of
increased numbers of aggregates in patients’ blood may allow a quantitative evaluation
of worsening conditions way before the complication occurs. More clinical studies need
to be performed to validate if this biomarker has a diagnostic or even prognostic value.
However, as described in chapter 4.1, there are many physiological and technological chal-
lenges when measuring these aggregates, like the ageing effect and the vulnerability of the
biomarker. For this reason, not many publications show the correlation between blood
cell aggregates and COVID-19 severity by measuring a statistically relevant amount of
events [118]. Instead, mainly established biomarkers have been tested to evaluate the
patient’s health. Most of them were shown to be of limited informative value, which can
be explained by a highly diverse patient cohort, especially at the Intensive Care Unit
(ICU). Even the addition of modern data processing techniques to combine different es-
tablished markers did not improve the results [107]. This highlights the need for novel
diagnostic parameters such as blood cell aggregates. New biomarkers should be able to
show an association with the patient’s health status while at the same time allowing rapid
near-patient testing. This is important to reflect the dynamic processes in the ICU and
allow fast decision-making in life-threatening situations.

This chapter discusses how the previously described measurement setup was applied to
measure and analyse blood cell aggregates in patients with COVID-19. Patients are sorted
into different cohorts dependent on the WHO ordinal scale for clinical improvement for
hospitalised patients with COVID-19. Additionally, a healthy cohort served as an internal
reference. Eventually, the number of aggregates and their composition were analysed and
compared for all cohorts.

The arguments and findings presented in this chapter are partly based on our previously
submitted work [207] and part of a patent application [216].



74 5 CLINICAL STUDY ON AGGREGATES IN COVID-19

5.2 Methodology

The setup, consisting of a microscope, a microfluidic channel, and subsequent image
analysis, has already been described in previous chapters. As before, the measurement
medium contains 0.05 % of PEO and 99.95 % of PBS. This methodology section begins
by describing the study design and the involved steps in sample collection and transport.
It ends with an in-depth description of the statistical analysis performed for biomarker
correlation and significance evaluation.

5.2.1 Study Design
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Figure 5.1: Schematic overview of the study workflow. After the admission of
the patient to the hospital and as early as possible, blood was drawn, trans-
ported to the prototype, and diluted. The end of the measurement was still
within the 30-minute time frame, with the measurement itself taking two
minutes. Image analysis is divided into aggregate and single cell detection,
classification analysis of single components, and a presentation of the results.
Figure adapted from [207].
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Blood from 36 patients between the ages of 32 to 83 was measured between November
2020 and 2021. The inclusion criteria involved a confirmed SARS-CoV-2 infection and a
declaration of consent. For longitudinal measurements, every 2 to 5 days, fresh arterial or
venous blood samples were collected using 2 mL Blood Gas-Monovettes® from Sarstedt.
Here, 50 IU of calcium-balanced lithium heparin per millilitre of blood is used as the
anticoagulant. Large-diameter cannulas were chosen to reduce shear rates during blood
sampling. A catheter with a tube diameter of 1.6 mm was chosen for ICU patients with
arterial access. For patients with moderate disease progression and healthy controls,
venous blood was collected using 0.8 mm cannula and 2.3 mm tubing. Experiments were
performed up to a maximum of 5 times, while the first measurement was planned early
as possible from admission to the ICU. A total of about 50,000 cells were measured in
one test. In a healthy patient, this means an analysis of ≈ 45, 000 erythrocytes, ≈ 5, 000
platelets, and ≈ 50 leukocytes. As described in chapter 4, aggregates tend to be unstable
over time and, when exposed to environmental conditions change. For this reason, blood
was analysed within 30 minutes after the blood draw and transported carefully to the
prototype to minimise the mechanical stress on cells. The only sample preparation step
was diluting the blood sample 1:100 in the measurement medium (Figure 5.1). Clinical,
laboratory, and demographic data were additionally collected for further data analysis.
The different patient cohorts were classified based on the WHO ordinal scale for clinical
improvement for hospitalised patients with COVID-19 [189]. Patients with a score of 4
or 5 are classified as moderate COVID-19 cases and require no oxygen therapy or only
oxygen by mask. Patients with a score between 6 and 10 are defined as severe COVID-19
cases and include individuals needing different invasive oxygen therapies and fatal cases.
For the healthy cohort, a total of 15 individuals between the age of 29 to 67 donated
blood. Similar demographic characteristics were used in the different cohorts to ensure
comparability. A more detailed overview can be found in tables 5.1 and 5.2, where the
high variance in co-infections of the patient cohort can also be observed. The study was
approved by the ethics committee of the University Hospital Rechts der Isar (appendix
A.1).

Table 5.1: Baseline characteristics of the healthy reference cohort. Data are
presented as median with the corresponding range. The nominal data is
given as n/N (%), where n is the exact number of participants, and N is the
total number.

Baseline characteristics
of healthy donors

Mean (SD) or
Median (Range)

n/N (%) missing data

Age (years) 50 (29-67) 0
Female 5/15 (33.3) 0
Male 10/15 (66.7) 0



76 5 CLINICAL STUDY ON AGGREGATES IN COVID-19

Table 5.2: Baseline characteristics of the patient cohorts. If the Shapiro-Wilk
normality test was passed, data are presented as mean with standard devia-
tion. Alternatively, the median with the corresponding range is given.

Baseline characteristics of
COVID-19 patients

Mean (SD) or
Median (Range)

n/N (%) missing data

Age (years) 65 (32-83) 0
Female 12/36 (33.3) 0
Male 24/36 (66.7) 0
COVID-19
WHO clinical progression
score

9 (4-10) 0

Variants 0
- Wildtype 10/36 (27.8)
- B.1.617.2 21/36 (58.3)
- B.1.1.7 4/36 (11.1)
- B.1.351 1/36 (2.8)
Therapeutic details
Oxygen (nasal cannula or
mask)

33/36 (91.7) 0

Non-invasive ventilation 15/36 (41.7) 0
Mechanical ventilation 26/36 (72.2) 0
Length of mechanical
ventilation (days)

18 (1-43) 1

Prone positioning 20/36 (55.6) 0
Extracorporeal CO2
elimination

10/36 (27.8) 0

ECMO therapy 4/36 (11.1) 0
Renal replacement therapy 10/36 (27.8) 0
COVID-19 directed therapy
Remdesivir 5/36 (13.9) 0
Dexamethasone 32/36 (88.9) 0
Casirivimab/Imdevimab 9/36 (25.0) 0
Tocilizumab 2/36 (5.6) 0
Comorbidities
Arterial hypertension 20/36 (55.6) 0
Diabetes mellitus 10/36 (27.8) 0
Coronary heart disease 6/36 (16.7) 0
Congestive heart failure 4/36 (11.1) 0
COPD 2/36 (5.6) 0
Malignant disease 5/36 (13.9) 0
Chronic kidney disease 6/36 (16.7) 0
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5.2.2 Statistical Analysis

In this study, statistical analysis were performed using OriginPro (2021b), R (4.0.2), and
IBM SPSS Statistics 25. The Shapiro-Wilk test was applied to test whether a normal dis-
tribution is given for the data set. Since the data obtained here is non-normal distributed,
the significance was analysed using the non-parametric Kruskal-Wallis-ANOVA with a
subsequent Dunn’s test. Significant levels are indicated by asterisks, with p < 0.05 (∗);
p < 0.01 (∗∗); p < 0.001 (∗∗∗), and p < 0.0001 (∗∗∗∗). Additionally, correlation values
between aggregates and established biomarkers were calculated using Spearman’s rank
correlation. Under consideration that for most patients, there were multiple measure-
ments, a within- and between-subject correlation was introduced. As the name suggests,
within-subject correlation considers correlations from one patient across multiple measure-
ment days. In contrast, the between-subject correlation investigates solely the correlation
between multiple patients or cohorts. Both linear and exponential growth function fits
were executed to describe certain patterns.

5.3 Correlation between Blood Cell Aggregates and
COVID-19 Severity and Mortality
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Figure 5.2: COVID-19 severity and platelet aggregate formation. Boxplots of
the P-Aggregate distribution for healthy references (n = 15), moderate (n =
9), and severe (n = 27) COVID-19 patients. Shown are the percentages of P-
Aggregates compared to the total amount of platelets for (a) the maximum
day and (b) the first measurement. Each data point represents one patient.
(a) Significant P-Aggregate differences between healthy vs. moderate (p =
0.0046), moderate vs. severe (p = 0.0006), and healthy vs. severe (p <
0.0001). (b) Comparing the values for the first measurement for healthy vs.
severe (p < 0.0001), healthy vs. moderate (p = 0.0095), and in moderate
COVID-19 patients vs. severe cases (p = 0.0326). Figure adapted from
[207].
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Figure 5.3: COVID-19 severity and leukocyte-platelet aggregate formation.
Boxplots of the LP-Aggregate distribution for healthy references (n = 15),
moderate (n = 9), and severe (n = 27) COVID-19 patients. Shown are the
percentages of LP-Aggregates compared to the total amount of all blood
cells for (a) the maximum day and (b) the first measurement. (a) Signifi-
cant LP-Aggregate differences between healthy vs. severe (p < 0.0001) and
moderate vs. severe (p = 0.0004). (b) Comparing the values for the first
measurement for healthy vs. severe (p = 0.0009). All other comparisons
show no significant differences. Figure adapted from [207].

The number of P-Aggregate levels of each patient between the different cohorts were
compared. In a first step, the maximum value of the longitudinal study of each patient was
considered. It could be observed that the P-Aggregate formation was significantly higher
with increasing severity levels (Figure 5.2a). Here, the mean values of P-Aggregates
ranged from 1.52 % for healthy, 4.00 % for moderate to 22.71 % for severe cases. The
healthy range is comparable to previous experiments (Figure 4.6). To test whether this
biomarker is suitable for predicting the severity of COVID-19, the values of the initial
measurement were compared (Figure 5.2b). Similar to the previous results, the mean
values of the cohorts rise depending on the severity with healthy, moderate, and severe
cohort values of 1.52 %, 3.29 %, and 9.06 % respectively. A significant difference between
all cohorts presented here could be observed with significant levels according to the pre-
viously described definition (chapter 5.2.2).

Similar trends could also be seen for the LP-Aggregates numbers (Figure 5.3). For the
maximum measurement day, the highest values of LP-Aggregates could be observed for
severe patients with a mean value of 0.1131 % followed by 0.0254 % for the moderate, and
0.0138 % for the healthy cohort. The number of LP-Aggregates describes the fraction
of LP-Aggregates compared to the total number of blood cells. It is noteworthy that
while the significance levels between severe and moderate as well as between severe and
healthy were comparable to the P-Aggregates results, there was no significant observable
difference between the healthy and moderate group. This effect was even more substantial
on the first measurement day (Figure 5.3b). Here, the mean values of severe, moderate,
and healthy were 0.0639 %, 0.0168 %, and 0.0138 %, respectively. Only one significant
difference between the cohorts could be observed between severe and healthy, showing a
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worse discrimination power than the results stated in Figure 5.2b.

In line with the results shown in Figure 5.2, was a significantly higher P-Aggregates occur-
rence in fatal COVID-19 cases with a mean value of 25.60 % compared to survivors with
a mean value of 13.76 %. Still, both cohorts showed a higher frequency of P-Aggregate
compared to the reference with a mean of 1.52 %.
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Figure 5.4: COVID-19 mortality and platelet aggregate formation. Boxplot of
the maximum P-Aggregate distribution for healthy references (n = 15),
survivors (n = 23), and patients with a fatal course (n = 13). Significant P-
Aggregate differences between survived vs. deceased (p = 0.0285), healthy
vs. survived (p < 0.0001), and healthy vs. deceased (p < 0.0001). Figure
adapted from [207].

5.4 Platelet Aggregates and Established Clinical
Biomarker

When comparing P-Aggregates in patients infected with the SARS-CoV-2 wild-type to
patients infected with variants, which includes alpha (B.1.1.7, n = 4), beta (B.1.351,
n = 1), and delta (B.1.617.2, n = 21), a significant difference could be seen. The mean
values of the distributions were 11.80 % for SARS-CoV-2 variants and 3.57 % for wild-type
SARS-CoV-2. Again, both cohorts were significantly higher than the healthy reference,
with a mean value of 1.52 %.

Next, the P-Aggregates at day 0 are plotted against the viral load on the measurement day
(Figure 5.5b). Patients with moderate and severe disease are shown in green and orange,
respectively, while orange stars highlight outliers. Outliers are defined by a relatively low
viral load compared to a highly severe disease course (e.g., fatal course). Moderate, severe,



80 5 CLINICAL STUDY ON AGGREGATES IN COVID-19

Healthy Wildtype Variants
0

10

20

30

40

50

P
la

te
le

t a
gg

re
ga

te
s 

at
 d

0 
(%

)

P
la

te
le

t a
gg

re
ga

te
s 

at
 d

0 
(%

)

***

****
(a) (b)

103 104 105 106 107 108 109

0

10

20

30

40
 Severe
 Severe outliers
Moderate

   p < 0.001

Viral load (Geq/ml)

Figure 5.5: Connection between P-Aggregates at day 0 with SARS-CoV-2
variants and viral load. (a) Boxplots of the P-Aggregate distribution
for healthy references (n = 15), patients infected by SARS-CoV-2 wild-type
(n = 10), and variants (n = 26, B.1.1.7, B.1.617.2, with AY lineages, and
B.1.351). Significant differences could be observed between wild-type vs.
variants (p = 0.0397), wild-type vs. healthy (p = 0.0021), and variants vs.
healthy (p < 0.0001). (b) Association between the viral load in the alveolar
fluid and the P-Aggregates at day 0. Highlighted are severe outliers (or-
ange stars), severe (orange squares), and moderate (green circles). Figure
adapted from [207].

and severe outliers were equally distributed for the viral load, while P-Aggregates showed
the previously described distribution power. Nevertheless, a significant correlation was
found between the two biomarkers, although large differences were observed for outlier
and moderate patients.

Further established biochemical parameters which are broadly used in diagnostics are D-
Dimer and PCT. Increased D-Dimer levels have been associated with coagulopathy and
suggested as a potential biomarker to predict mortality in COVID-19 [190]. A moderate
but significant between-subject correlation could be seen when plotting the longitudinal
P-Aggregates measurements against the corresponding D-Dimer levels. This indicated
high D-Dimer levels in patients with high levels of P-Aggregates. However, it should be
noted that the within-subject correlation was not significant (r = 0.24; p = 0.0920). Fur-
thermore, a significant within-subject correlation was observed between P-Aggregates and
Procalcitonin (PCT), which is a marker for hyperinflammation used to monitor bacterial
infections. Even though the presented data did not indicate a positive between-subject
correlation of P-Aggregates and PCT, this still suggests that dynamic changes may be
monitored using serial measurements of P-Aggregates. Lastly, no correlation between
P-Aggregates, and the inflammatory markers CRP and Interleukin-6 were seen.
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Figure 5.6: Connection between P-Aggregates with D-Dimer and PCT. (a)
Correlation of P-Aggregates and the corresponding D-Dimer levels (in µg/L,
logarithmical, reference < 500 µg/L) with an between subject correlation
of r = 0.46 and p = 0.0131. Each colour represents one patient. (b)
Correlation of P-Aggregates and the corresponding PCT levels (in ng/mL,
logarithmical, reference ≤ 0.1 ng/mL) with a within-subject correlation of
r = 0.26 and p = 0.0279. Figure adapted from [207].

5.5 Differences in Aggregate Composition Dependent on
COVID-19 Severity

The method presented here allows not only an analysis of aggregate numbers but also an
insight into aggregate composition. First, this was used to compare the number of involved
platelets per aggregate for different patients. Figure 5.7 shows a direct comparison of
aggregate sizes up to ten platelets for exemplary donors. As in previous experiments
(Figure 4.7b), P-Aggregates from healthy donors were mainly composed of two and three
platelets. A higher amount of big aggregates ranging up to ten platelets could be seen
for moderate and severe patients. In line with these examples was the statistical analysis
of aggregate sizes in the different cohorts (Figure 5.8). For the healthy reference, 81.3 %
of detected P-Aggregates consist of two platelets, compared to 73.2 % in moderate and
59.8 % in patients with a severe COVID-19 infections. Consequently, the amount of
larger aggregates was in this cohort higher. The proportion of triplets was 14.6 %, 15.9 %,
and 26.6 % for healthy, moderate, and severe, respectively. Especially noteworthy were
differences in bigger clusters composed of four or more platelets. Here, only 4.1 % could
be observed for healthy references compared to the 10.9 % for moderate and 13.6 % for
severe. Exemplary images of two-, three-, and four-platelet aggregates were displayed in
the centres of the chart.

The size distribution of the involved platelets in an aggregate was analysed further. Again,
the three different cohorts were compared, whereby a distinction was made between in-
dividual platelets and platelets in an aggregate for each of the groups. In each histogram
shown in Figure 5.9, the number of platelets is plotted against their corresponding diame-
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Figure 5.7: Exemplary size distribution of P-Aggregates in different donors.
Healthy references are displayed in blue (a, b, d), while moderate (b, c)
and severe (a,c, d) COVID-19 cases are highlighted in green and orange,
respectively. Figure adapted from [207].

ter. The mean diameter is highlighted as a red line. When comparing the single platelets
of the different cohorts, it could be seen that the mean diameter increased slightly with the
increasing severity. The diameter distribution of the main population was around 2 µm
and stayed the same over all groups. The difference in mean diameter arose due to an
appearance of a second platelet population at 5 µm. The effect was even more dominant,
looking at platelets in aggregates. Here, a small fraction of this population was already
visible for healthy donors. This pattern was even more evident for moderate and severe
COVID-19 progressions. Finally, it resulted in a shift of the mean platelet diameter over
the cohorts from 1.9 µm, over 2.2 µm up to 3.0 µm.

In addition to the (1) number and (2) size of aggregates, and the (3) size distribution
of individual platelets, (4) phase-related properties of single platelets were analysed. For
this, the refractive index dependent size of the optical height was considered. The mean
value over all pixels within a platelet was taken. Again, a distinction was made between
individual platelets and platelets in an aggregate. In Figure 5.10a-c, the optical height
mean values between single and aggregated platelets were compared for the three different
cohorts. To ensure comparability with previous analyses, the day with the highest number
of P-Aggregates was used. In all three cohorts, the aggregated platelets had higher optical
height mean values than the individual platelets, but only for the healthy and severe
population, a significance could be observed. In healthy references, the mean value of
the single cell population is 0.0671 rad, while the mean of the aggregated population is
0.0799 rad. For the moderate and severe cohort it was 0.0712 rad vs. 0.0800 rad and
0.0763 rad vs. 0.1052 rad. Furthermore, a comparison between the cohorts was made for



5.5 AGGREGATE COMPOSITION AND COVID-19 SEVERITY 83

(a)

(c)

(b)

Figure 5.8: P-Aggregate size distribution over the different cohorts. Mean val-
ues of the aggregate sizes on the maximum measurement day for healthy
(a), moderate (b), and severe (c). Images in the centres show exemplary
aggregates containing two, three, and four platelets as well as their respec-
tive segmentation (coloured lines). Figure adapted from [207].

individual and aggregated platelets (Figure 5.10d-e). For single platelets, a significant
difference could be observed between healthy and moderate as well as healthy and severe.
For aggregated platelets, a significant distinction was seen between severe patients and
the other two cohorts.
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Figure 5.9: Diameter of platelets as single cells and in aggregates. Histograms
of the diameter distribution of single platelets (top row) and platelets in
aggregates (bottom row) grouped into healthy (left panel), moderate (middle
panel), and severe (right panel). The mean of all cells is highlighted in red.
Two exemplary images show one aggregate only containing platelets of the
same size and an aggregate that contains both platelet types. Figure adapted
from [207].
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Figure 5.10: Optical height mean for single platelets and in aggregates. (a-c)
Comparison between the optical height mean values of individual platelets
and platelets in aggregates. Data were taken from the measurement with
the maximum number of aggregates. Significant value differences could be
seen for the (a) healthy (p = 0.0042) and (c) severe cohorts (p < 0.0001)
but not for the (b) moderate group (p = 0.4500). (d) When comparing
the single platelets of all cohorts, a significant difference can be seen for
healthy vs. moderate (p = 0.0037) and healthy vs. severe (p = 0.0002).
(e) For aggregated platelets, a significant difference was observable between
healthy vs. severe (p < 0.0001) and moderate vs. severe (p = 0.0009).



86 5 CLINICAL STUDY ON AGGREGATES IN COVID-19

5.6 Longitudinal Measurement of Aggregates in the
Acute Phase of COVID-19

Figure 5.11: Longitudinal assessment of platelet concentration, P-Aggregate
numbers, and composition in two exemplary patients. (a) P-
Aggregate share (blue squares) and composition (pie chart) plotted against
the time after admission. Colours in the pie chart indicate the fraction of
aggregates with two (blue), three (green), four (orange), and more than four
(red) platelets. Additionally, the platelet concentration (black squares) is
measured with a commercial haematology analyser. (b) Representative
computer tomography (CT) scans from patient 1 on the day after admis-
sion to the ICU (left, day 1), from patient 2 on the day of admission to
the ICU (middle, day 0), and the day of the initiation of extracorporeal
membrane oxygenation (ECMO) therapy (right, day 12). Figure adapted
from [207].

Up until now, no reliable biomarker for clinical deterioration has been established for
hospitalised COVID-19 patients. Therefore, platelet aggregates were measured in a lon-
gitudinal study to assess whether aggregate formation changes during the acute phase
of COVID-19 disease. Results of platelet aggregate number and composition were then
plotted against the corresponding platelet concentration obtained by a commercial haema-
tology analyser. These findings and representative computed tomography (CT) scans were
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shown for two severe patients in Figure 5.11. Patient 1 was admitted to the ICU on day 0
because of an increased oxygen demand. The patient was stabilised and transferred to the
regular ward on day 5, with no need for invasive or non-invasive ventilation. This is also
reflected by the aggregate measurements where the number of P-Aggregates remained
under 5 % throughout the measurement period of 11 days. Similar patterns could be ob-
served for the aggregate size distribution, whereby a marginal increase was seen for day 11.
Also, the platelet concentration remained in the reference range (150, 000−450,000 µL−1)
with only one exception on day 8 (528,000 µL−1). The corresponding CT scan on day 1
showed typical, moderate ground glass opacities. In contrast, patient 2 required intuba-
tion and mechanical ventilation nine days after ICU admission. Additionally, venovenous
extracorporeal membrane oxygenation (ECMO) treatment was needed on day 12 due to
the rapid deterioration of respiratory function. While the total platelet count was within
the reference range and no increase in P-Aggregates was observed during the first nine
days, there was a significant increase in P-Aggregates with a large proportion of aggregates
containing three or more platelets on day 12, just before the start of the ECMO therapy.
Due to the clinical deterioration on that day, another CT scan was performed, showing
dramatic progression compared to the first scan on day 0. Following the initiation of the
ECMO therapy, the total platelet count decreased to 261,000 µL−1. This was particularly
evident on day 20 when the platelet concentration fell to 80,000 µL−1, which is below the
reference range. Interestingly and in line with the patient’s further clinical deterioration,
the number of P-Aggregates, and the size of the aggregates increased significantly within
the same time frame. Due to the protocol limitations, no further analysis exceeded the 20
days. However, the patient gradually recovered, was weaned and subsequently removed
from ECMO and ventilation, and was eventually discharged.

Other biomarkers such as D-Dimer, PCT, CRP, IL-6, and the leukocyte count for both pa-
tients are shown in Table 5.3. In addition, also P-Aggregates number, P-Aggregates with
more than two platelets, and optical height mean values of single platelets were added.
Values outside of the respective reference range of healthy individuals were marked in red.
Consistent with previous results, most biomarkers in patient 1 showed no abnormality.
Only the D-dimer levels within the first four days and the white blood cell count from day
4 onwards deviated from the pattern. Patient 2 had a much more variable pattern. All
the biomarkers of the phase imaging flow cytometer follow the course of the P-Aggregate
numbers. D-Dimer and CRP show an elevated value over the entire progression, as does
PCT, with the exception of the first measurement. However, it is important to note that
the D-Dimer levels are strongly elevated at the last two measurement points and thus
show a similar behaviour to the platelet aggregation. On the other hand, IL-6, platelet
count, and WBC count do not follow a clear pattern, which is related to the patient’s
state of health.
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Table 5.3: Biomarkers throughout the longitudinal measurement of patients 1
and 2. Values outside of the respective reference ranges of healthy individuals
are highlighted in red.

Patient 1 Day 1 Day 4 Day 8 Day 11
# P-Aggregates (%) 2.48 5.11 3.3 4.21
P-Aggregates > 2 platelets (%) 21.21 17.54 13.33 32.35
OHM single platelets (rad) 0.077 0.077 0.075 0.073
OHM aggregated platelets (rad) 0.101 0.101 0.082 0.100
D-Dimer (µg/L) 1,217 1,506 nan nan
PCT (ng/mL) 0.10 0.10 0.10 nan
CRP (mg/dL) 4.10 0.80 0.30 nan
IL-6 (pg/mL) 6.90 8.10 1.60 nan
# Platelets (103 µL−1) 302 363 528 374
# Leukocytes (103 µL−1) 7.63 13.84 19.75 20.85
Patient 2 Day 2 Day 5 Day 9 Day 12 Day 20
# P-Aggregates (%) 3.12 1.25 2.10 36.82 45.86
P-Aggregates > 2 platelets (%) 32.35 32.00 17.07 46,00 57,47
OHM single platelets (rad) 0.067 0.072 0.074 0.096 0.085
OHM aggregated platelets (rad) 0.095 0.076 0.081 0.120 0.114
D-Dimer (µg/L) 1,228 1,726 2,128 3,620 6,794
PCT (ng/mL) 0.10 0.30 0.20 0.50 0.20
CRP (mg/dL) 8.40 28.50 9.30 25.40 10.80
IL-6 (pg/mL) 22.50 128.00 67.00 152.00 7.40
# Platelets (103 µL−1) 284 375 364 261 80
# Leukocytes (103 µL−1) 17.12 15.57 16.37 18.64 6.62

5.7 Possible Confounding Variables on Measurement
Results

There are many sources of confounding variables that can affect the results of a study.
Potential sources of confounding include study design, patient medication, and baseline
characteristics of the cohort. In this chapter, the corresponding study design and proper-
ties of the patient cohort are evaluated regarding their influence on aggregate formation.

Delay in the analysis of unfixed blood samples due to preanalytical steps, incubation,
or other storage times is known to activate platelets within two hours [191], which
subsequently can lead to artificial aggregation. To investigate these changes, we obtained
blood samples from nine severe COVID-19 patients and three healthy reference subjects
and assessed the percentage of P-Aggregates in each sample at 0, 60, and 120 minutes.
Similar to previous results, a significant difference could be seen between both cohorts
directly after the blood draw. With increasing storage times, both populations’ mean
number of aggregates and the corresponding standard deviation rose. For the healthy
reference, within 120 minutes, the aggregates got from 1.69 % up to 16.01 % while the
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severe group went from 8.91 % to 22.81 %. This shows that it may be challenging to
differentiate between the two clusters at higher storage times.

Many hospitalised COVID-19 patients are treated with an antithrombotic therapy. De-
pendent on prevalent thromboembolism, underlying conditions, individual risk factors,
and local recommendations, the dosage will vary depending on the anticoagulant type
and the amount. In the patient cohorts, including moderate and severe cases, 32 of
36 received unfractionated or low molecular weight heparin at least once during admis-
sion. To rule out any effect of intravenous heparin on aggregate stability, we assessed
the anticoagulant treatment administered at the time of blood collection. Figure 5.12b
shows the comparison between P-Aggregates and the corresponding administered hep-
arin dosage on the day of sample collection. No significant influence of administered
heparin on the P-Aggregates could be observed. In addition, from the first day in the
ICU, eight patients were treated with acetylsalicylic acid. To compare whether this
influences the P-Aggregate number, P-Aggregates were measured at d0 but after the ini-
tialisation of the treatment. As shown in Figure 5.12c, acetylsalicylic acid treatment had
no significant influence on the amount of P-Aggregates. Additionally, some patients were
intubated while staying in the normal ward or ICU. To see whether this is a confounding
variable on the measurement results, the number of P-Aggregates were plotted against
the corresponding intubation status on the measurement day. Comparing the resulting
two populations for all patients, measurements showed no significant difference between
patients intubated during their stay and those not intubated.

After it could be shown that the type of treatment was not significantly relevant for the
measured number of aggregates, in a final step, prominent patient characteristics were
examined. First, the influence of a patient’s age was analysed. In the patient’s cohort,
blood samples of subjects from 32 up to 83 years were measured. Despite the big age
differences, no correlation between patients’ age and the amount of P-Aggregates at d0
could be seen. A similar picture was observable when looking at the patient’s Body-
Mass-Index. Here, the values ranged between 22.53 and 53.13. When plotting the
Body-Mass-Index of each patient against the corresponding P-Aggregate measurement at
d0, no correlation is observable.
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Figure 5.12: Possible confounders of P-Aggregates in the COVID-19 study.
(a) Ageing of the blood sample is analysed by measuring P-Aggregates of
healthy (blue) and severe COVID-19 patients (orange) at 0, 60, and 120
minutes. Squares and triangles show the mean values, while the coloured
area indicates the standard deviation. For 0 and 60 minutes, a significant
difference of p = 0.0074 and p = 0.0185 can be observed. (b) Corre-
lation between P-Aggregates and the intravenous unfractionated heparin
dosage administered at the time of sample collection shows no significance
(n = 98, r = 0.05, p = 0.6268). (c) Comparison between P-Aggregates
at day 0 and if they are treated with acetylsalicylic acid shows no signif-
icant correlation (p = 0.0771). (d) P-Aggregate distribution for severe
patients both intubated and not intubated showing no significant differ-
ence (p = 0.2456). (e) Correlation between P-Aggregates and the patients
age shows no significance (r = −0.05, p = 0.7523). (f) Correlation be-
tween P-Aggregates and the patients Body-Mass-Index shows no signifi-
cance (r = −0.20, p = 0.2815). Figure adapted from [207].
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5.8 Discussion

An unprecedented effort has been made to understand the mechanism of CAC. CAC
is considered to be a major life-threatening complication and a critical pathogenic fac-
tor in COVID-19 [103]. But still, many pathophysiological mechanisms and therapeutic
approaches remain elusive. Clinical parameters and biomarkers are essential for risk strat-
ification, therapy, and prognosis. Although a wide range of biomarkers has been used for
clinical practice before the emergence of COVID-19, only three have recently been recom-
mended in a consensus statement for routine use. These are the platelet count, D-Dimer
levels, and CRP [107]. Other biomarkers developed based on mechanisms in CAC mostly
lack perspective and are therefore not yet recommended for clinical practice. Even the ad-
dition of modern data analysis tools, such as machine learning approaches, did not solve
the problem. Furthermore, some of those biomarkers were only measured once during
the disease, limiting the analysis of dynamic changes. This was, in many cases, due to
the complexity of the assays required to asses the novel parameters, which also hampers
large-scale validation studies [107]. Preferable for clinical practice are readily accessible
devices which are preferable POC diagnostic tools allowing the measurement of large
cohorts without excessive sample preparation.

This chapter discusses the label-free measurement of blood cell aggregates as one future
solution. The methodology allowed a quantitative analysis of blood cell aggregates at four
levels. The study of (1) aggregate numbers, (2) the analysis of the aggregate composition,
(3) the evaluation of individual cell diameters, and (4) the investigation of quantitative
phase values of a single object. In addition to the informational depth of this approach
through a high contrast, the measured phenomena have a fast response time. In the
previous chapter, a response could be seen 3 minutes after the activation of a blood
sample. To validate this novel approach, an exemplary study, including 36 COVID-19
patients and 15 healthy references, was conducted. As in previous chapters, a combination
of microfluidics, QPI, and suitable image analysis was used to detect LP-Aggregates and
P-Aggregates. To minimise unintentional influencing factors by the measurement system,
blood vessel flow conditions were mimicked by reducing the shear rates acting on the
cells [192] (see chapter 3.3). Still, high-throughput measurement of 500 − 2, 000 cells/s
was achieved by parallel analysis of more than one cell per image. By limiting the time
between sample collection and measurement to less than 30 minutes, the sample quality
was secured, and unwanted ageing effects were avoided.

It could be shown that P-Aggregate numbers significantly correlate with COVID-19
severity and mortality. These results align with recently published work [97, 103, 111,
117, 118]. For example, Nishikawa et al. also used an imaging flow cytometry approach
to show the correlation between P-Aggregates and disease severity. Additionally, the
link between this novel biomarker and COVID-19 mortality was observed. However, it
should be noted that blood samples in their study were undertaken extensive preparation
steps before analysis, which was performed within four hours of sample collection. On
the contrary, the presented work here suggests that an intermediate measurement after
blood collection is needed to enhance the discrimination power between different cohorts
(Figure 5.12a). While ageing characteristics of healthy blood are characterised for four
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different anticoagulants (Figure 4.6) for infected patients, only Blood Gas Monovettes®

from Sarstedt were examined. On the contrary, Nishikawa et al. used citrated blood
samples, which are physiologically different. Similar as for the P-Aggregate numbers, we
were able to see differences between patient severity levels in the LP-Aggregate count.
However, the differences between the cohorts were not as significant as for P-Aggregates.
This fact may be explained by the low statistical number of captured leukocytes during
a measurement. Since the study design was planned to reduce sample preparation by
avoiding the depletion of erythrocytes, the biggest population of measured cells are ery-
throcytes, followed by platelets. Only a small fraction of cells were actual leukocytes.
This resulted in around 50 detected leukocytes per capture. This data indicates that
SARS-CoV-2 variants showed a significantly higher number of P-Aggregates than pa-
tients infected by the wild-type. Here, the variant cohort consisted mainly of 21 Delta
(B.1.617.2) and four alpha (B.1.1.7) infections. Both variants are known to be more
virulent compared to the wild-type [193, 194]. It could be argued that the increase of
P-Aggregates mirrors primarily disease severity and cannot be attributed to specific vari-
ants. Furthermore, a positive correlation between viral load in the alveolar fluid and the
P-Aggregates in blood could be shown for the cohort. Across many viral infections like
HIV, Ebola, and influenza, the extent of the viral load has been a predictor of disease
severity. However, for SARS-CoV-2, its role in pathogenesis and ability to predict clini-
cal outcomes remains unresolved [195]. This is also reflected in this study cohort, where
the moderate cohort was equally distributed over the range of the detected viral load.
Additionally to the viral load, also other clinical routine biomarkers were correlated
to P-Aggregates. One example of such a routine marker is the D-Dimers, which result
from fibrin degradation in thrombi. As thrombus formation is a highly dynamic process,
this marker can be used for coagulation and fibrinolysis and has been strongly associated
with the severity of COVID-19 [106]. However, an optimal cut-off value for therapeutic
or diagnostic decisions remains controversial [196]. A positive between-subject correla-
tion for D-Dimer and P-Aggregates could be observed, aligning with both parameters’
prognostic power. In contrast, longitudinal measurements of other biomarkers did not
correlate. This is also in line with previous reports [118]. The prognostic value of PCT
in COVID-19 is controversial and mainly associated with a bacterial co-infection and not
with the primary viral infection [197, 198]. Therefore, it is only consequential that sev-
eral assessments of PCT levels are recommended to identify secondary bacterial infections,
which often require antibiotic treatment [199]. Interestingly, a significant within-subject
correlation between P-Aggregates, and corresponding PCT levels (r = 0.26; p = 0.028)
was found, suggesting a possible association of P-Aggregates with superinfections, which
may be interesting to explore in future projects. There is no direct correlation between
P-Aggregates and inflammatory biomarkers such as CRP and Interleukin-6, showing a
difference in the informational value of the aggregates compared to values that primarily
indicate inflammation.

For the evaluation of P-Aggregates composition, it could be observed that in healthy
donors, most aggregates were composed of two platelets (> 80 %). The possibility of that
occurrence cannot be solely explained by an overlap of the cells, as the percentage of
platelets in whole blood compared to erythrocytes is low. Additionally, as described in



5.8 DISCUSSION 93

chapter 3.3, the dilution was adjusted to reduce spatial coincidences. P-Aggregates may
thus appear physiologically in the body or as a side product of the blood draw. Patients
infected with COVID-19 tended to have higher numbers of larger aggregates, consisting
of up to ten platelets. These findings align with published results from Rampotas et
al. [97], who observed large platelet aggregates of up to 30 platelets in blood films from
COVID-19 patients.

In addition, Rampotas et al. found macrothrombocytes, a larger platelet subpopulation,
indicating increased platelet activity in COVID-19 patients. These macrothrombocytes
could also explain the formation of a second platelet population with a higher di-
ameter around 5 µm that was especially dominant in severe COVID-19 cases and ag-
gregates (Figure 5.9). In the findings presented here, severity influenced the number of
large platelets. Additionally, it could also be seen that they occur more often in aggre-
gates than in single cells. Guthikonda et al. and other groups showed that reticulated
platelets, which are young platelets, tended to have a higher diameter and are more active
than non-reticulated platelets [200, 201]. In another publication, this group also showed a
decreased antiplatelet effect on reticulated platelets [202], which may explain the observed
difference in activity.

To analyse quantitative phase values, the optical height mean was calculated for each
cell. A distinction was made between individual platelets and platelets in an aggregate.
In all cohorts, the aggregated group showed higher optical height mean values than the
individual cells. In addition, the optical height mean was higher in severe patients com-
pared to healthy individuals. This was particularly dominant for aggregated platelets.
Activated platelets tend to form aggregates [203], so a higher proportion of activated
platelets can be expected compared to the single cell population. Macey et al. showed
that a higher activation state of platelets correlates with a reduction in the refractive
index. At first sight, this seems to contradict the results presented in this study. This is
because the optical height mean correlates directly with the refractive index. However,
it should be noted that Macey et al. used blood from healthy donors in combination
with an activation assay. They compared the activation state of platelets within the same
blood sample. In contrast, we analysed different patients with high biological variability.
The presence of macrothrombocytes with a denser intracellular structure can explain why
platelets from patients in the severe group tend to have a higher optical height mean. In
further steps, the platelet population should be divided into two populations, the regular
platelets and the macrothrombocytes. The mean optical height can then be calculated
independently for both groups.

In two exemplary patient cases, a correlation between the longitudinal assessment of
P-Aggregates, and the clinical course could be shown. Both patients were treated in the
ICU at the beginning but showed two completely different courses. While P-Aggregate
numbers and composition did not greatly vary in patient 1, a reversed trend could be
seen for patient 2. Simultaneously with the clinical deterioration of patient 2 on day 12,
P-Aggregates increased dramatically and were even higher on day 20. This trend was also
true for the number of bigger aggregates and the optical height mean values of platelets.
While the increased consumption of platelets in the extracorporeal blood circuit prob-
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ably contributes to the observed decrease in the total platelet count after initiation of
ECMO therapy, the reduction of platelets on day 12 is probably caused by the formation
of P-Aggregates, as the blood sample was taken before initiation of ECMO therapy. The
decrease in platelets on day 12 is comparable to the values on day 2 when there was no
rapid deterioration of the patient’s condition. These findings suggest that P-Aggregates
could be used to differentiate the causes of platelet consumption. Other biomarkers
showed highly varying patterns for these two patients. As expected, markers that have
been shown not to correlate with the severity of COVID-19 presented inconsistent results.
The leukocyte count was almost consistently elevated in both patients, but at the peak
of patient’s 2 disease, it was within the reference range (6.62 × 103 µL−1). Similar could
be observed for IL-6 on the last measurement day. PCT levels, on the other hand, were
significantly elevated in the acute phase and followed the patient’s condition. However,
this trend only worked qualitatively, not when analysing the exact trend of the values.
Discrepancies were also observed with established COVID-19 markers. CRP was elevated
throughout the course of patient 2 and for the first measurement point of patient 1 but
didn’t allow a quantitative analysis. For example, the CRP value for patient 2 was higher
on day 4 (28.50 mg/dL) than on day 12 (25.40 mg/dL) when the actual complication oc-
curred. By day 20, it had dropped to 10.80 mg/dL, while there was still no improvement
in the patient’s condition. Lastly, D-Dimer seemed to be a highly sensitive marker for
COVID-19, which led to constant high values outside of the reference range for both pa-
tients. Again, it should be mentioned that there is no uniformly defined threshold for this
marker. Nevertheless, the quantitative analysis of the values allowed for a differentiation
of the severity. Patient 1 always showed values between 1, 000 − 2,500 µg/L, which is also
true for the first 9 days of patient 2. After the deterioration of the patient’s condition,
values increase to 3,620 on day 12 and 6,794 on day 20. In this limited case study, it
is the only established biomarker that corresponds to the courses of the disease. How-
ever, it should be emphasised that these are only two examples, and therefore no general
conclusions can be drawn.

Several possible confounders were evaluated to rule out that P-Aggregates are just a
by-product of patients’ other health conditions or treatment. One example is the age of
patients. Various publications have shown that age has a significant impact on the severity
of disease progression [119, 204]. Although P-Aggregates also correlates significantly with
the severity of COVID-19 infection, there is no direct relationship between P-Aggregates
and the age of patients. Therefore, it cannot be assumed that older people necessarily
have a higher number of aggregates or that aggregates only occur because of the patient’s
age. There was also no significant correlation between any of the other observed variables
like administered anticoagulant, intubation, or patient Body-Mass-Index. This underlines
the hypothesis that the here observed elevated P-Aggregate count is caused by the severity
of the COVID-19 infection.
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6.1 Conclusion

Research and development of haematology analysers to study clinical biomarkers is an
ongoing process. Both the analysis of established markers with higher accuracy and
the testing of new markers can contribute to the improvement of personalised medicine.
Many steps must be taken before a new measurement approach reaches the maturity
level for such a medical analyser. In this thesis, a DHM was combined with a microfluidic
system and a suitable image analysis to meet the requirements in haematological diag-
nostics. The three main objectives encompassed the process from a laboratory prototype
towards a medical technology device, the investigation of blood cell aggregates as a po-
tential new biomarker in clinical diagnostics, and the application of this biomarker in a
clinical COVID-19 study.

The steps towards a medical technology device were taken in many ways. Advances in
fluidics made it possible to precisely manipulate cells without altering their functions.
This was achieved by understanding the factors that affected them. By adding reference
particles to the sample, it was possible to accurately measure the concentration of cells.
Such microspheres could also enhance the discriminatory power of cell differentiation
through targeted cell labeling. Three possible calibrator systems with different degrees of
similarity to human blood cells were used as quality control material. Finally, automating
the washing and measurement protocol allowed for high reproducibility while reducing
inter-observer variability.

The investigation of blood cell aggregates as a new biomarker was carried out by evaluating
dynamics in formation and decay as well as analysing possible influencing variables. The
effect of sample ageing on P-Aggregates varied widely depending on the anticoagulants
used. In addition, storage of platelet concentrates for several days inevitably led to the
formation of larger aggregates. The introduction of an in-vitro platelet activator helped
to understand the dynamic processes involved in the formation and decay of aggregates.
Once again, the choice of anticoagulant was shown to have a major impact on these
dynamics.

A clinical study on aggregates in COVID-19 was carried out to investigate the perfor-
mance and suitability of this novel biomarker for clinical diagnostics. A high statistical
significance between the number of P-Aggregates and the severity of the disease could
be shown from the first day on. This highlights its potential as a diagnostic biomarker.
With this novel phase imaging flow cytometer, not only numbers of P-Aggregates could
be observed. Instead, the analysis of cells and aggregates was performed on four levels:
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(1) P-Aggregate numbers, (2) P-Aggregate compositions, (3) individual and aggregated
platelet diameters, and (4) individual and aggregated platelet phase related properties.
All these parameters showed a good correlation with the patients’ state of health. Also,
LP-Aggregates showed a close connection to patients’ severity levels but with lower signif-
icance than P-Aggregates. Furthermore, P-Aggregates were correlated with established
biomarkers like D-Dimers and PCT, indicating a moderate connection. The behaviour of
P-Aggregates was monitored longitudinally over 20 days using two patient examples. In
both cases, a change in health status significantly impacted the measured parameters.

6.2 Outlook

In addition to this work, further extensions to the addressed objectives could be identi-
fied:

Steps towards a medical technology device: Besides the integrated automation for washing
and measurement, an automated sample uptake would further reduce the complexity
of operating the instrument. Within this automation, the developed autofocus showed
promising results for homogeneous samples such as diluted blood. An extension of this
approach would be beneficial for more heterogeneous samples to obtain a similar accuracy.
The quality control materials presented in this work can be further evaluated. These
include stability measurements for chicken erythrocytes, the reduction of phase shifts
induced by droplet systems, and the investigation of droplet-in-droplet systems. For
the labling of cells with micrometre-sized particles, additional materials of the beads with
different refractive indices can be tested. Depending on the material, this would introduce
a different phase shift, allowing parallel staining with more than one type of bead. This
would enable something like a multicolour staining in fluorescence flow cytometry.

Blood cell aggregates as a new biomarker : Within this thesis, basic characteristics could
be evaluated for a deeper understanding of the biomarkers, in particular for P-Aggregates.
Due to the limited number of events, LP-Aggregates could not be characterised in depth.
In future work, the protocol presented here could be extended to include a pre-processing
step for the enrichment of LP-Aggregates. This can be achieved by reducing erythrocytes
through chemical or microfluidic separation techniques. This thesis primarily analysed
the aggregate formation and decay dynamics for healthy donors. Evaluating patient
samples with a physiologically high number of aggregates could be the next step to further
understanding this biomarker.

Clinical study on aggregates in COVID-19 : The study presented here analysed the number
and composition of aggregates as well as the morphologies of the involved cells. Based on
the longitudinal measurements of two patients, the first indications of a possible prognostic
power of this marker could be demonstrated. This prognostic validity and a potential
predictive significance should be investigated in future studies. A validation of study
results with established reference methods could provide further support. One example
is the molecular analysis of macrothrombocytes to better understand their physiology.
COVID-19 is not the only clinical case where blood cell aggregates are of high diagnostic
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relevance. In a initial exploratory study, the impact of late sequelae of COVID-19 disease
on the measured number of aggregates was observed. This was evident even after four
months where the P-Aggregate number of 14.66 % were well above the reference range
(Figure 6.1a). But also, in a patient with a predisposition to myocardial infarction,
changes in the number of aggregates were seen. Finally, initial research has been carried
out to see if increased immune responses affect the formation of blood cell aggregates.
For this purpose, blood samples from three patients were taken just before and after
vaccination, showing a significant increase of up to 900 % one hour after vaccination
(Figure 6.1b). After 24 hours, most of the aggregates had disintegrated, and two out of
three patients had levels within the healthy range. These first results appear promising
and show the versatility of P-Aggregates as a new biomarker. However, further clinical
studies with higher case numbers need to verify these findings. In summary, a first
step was made to show the applicability of P-Aggregates in different fields. Additional
studies in areas of sepsis, oncology, and cardiovascular diagnostics may help to further
understand the patients’ individual disease progressions. This may even be a step towards
early detection of thrombosis.
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Figure 6.1: Exploratory studies for the application of P-Aggregates. (a) Mea-
surement of P-Aggregates number of a patient with long-term problems after
a COVID-19 infection. (b) P-Aggregate numbers before and after the vac-
cination of three healthy individuals with the COMIRNATY® vaccine.
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A Appendix

A.1 Ethical Approval

The experiments were conducted in accordance with the declaration of Helsinki and ap-
proved by the ethics committee of the University Hospital rechts der Isar (221/20 S-SR
and 620/21 S-KK). Informed consent was obtained from all subjects or their legal repre-
sentatives.

A.2 Automation of the Measurement Setup

This chapter gives an overview of the automated steps, and top-level workflows are illus-
trated as flow diagrams. A more detailed description of the individual sub-programs and
defined variables can be found in the bachelor’s thesis by Thu Nguyen [205] and the mas-
ter’s thesis by Özgün Turgut [206]. Thu Nguyen’s bachelor’s thesis focused mainly on the
automation of the washing and measurement, while Özgün Turgut added an additional
autofocus and calibration for the stage. The automation of the setup was mainly done
using LabView 2018. Python 3.6 was used for some image reconstruction steps and the
implementation of the autofocus. At the time of writing, Python files up to version 3.6
can be executed within a LabView program, allowing the integration of both methods.

The automation of the setup can be divided into three main points: 1. sashing between
each sample, 2. initialisation of the setup, and 3. measurement. The components used
are a syringe pump, the DHM, a peristaltic pump, an injection valve, a 6-port valve, and
tubings.

• The CETONI syringe pump system used consists of the base module "Base 120"
and five low-pressure syringe pumps "Nemesys 290N". The base module contains
the interface to the control PC and supplies power to the plugged-in modules. The
syringe pumps can generate the microfluidic flow with the required high precision.
The flow generated is pulsation-free and highly uniform in the mL/s to nL/s range.
This is ensured by a PID-controlled drive unit that powers the syringe piston. To
control the syringe pump system in LabVIEW, CETONI has created a separate
LabVIEW sub-program for all Windows DLL function blocks. These so-called Vir-
tual Instruments (VIs) are similar to a C function call of a Windows DLL. The
provided VIs can be added to LabVIEW.
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Figure A.1: Overview of the components used for the automated measure-
ment setup. This includes washing liquids, a 6-port valve, a peristaltic
pump, an injection valve, a microfluidic chip, a syringe pump, a sample
and two different wastes. The coloured arrows indicate the direction of the
workflow. Green arrows highlight the washing protocol, orange arrows the
measurement protocol and grey arrows function of the syringe pump used
in all protocols. The image was created with BioRender.com.

• The DHM has already been described in detail in chapter 3.2.1. Ovizio Imaging
Systems has provided two different interfaces to control the microscope. These are
a Web Service API and a Python API. The Web Service API provided is a RESTful
web service. Ovizio Imaging Systems provides a Swagger document for the API.
This RESTful web service can perform operations on four main resources. These
are the Image Reconstruction, Microscope, Project and Tasks. The first enables the
real-time reconstruction of the hologram images into phase and intensity images.
The second allows microscope data and settings to be read or changed. It can also
be used to start image acquisition. The third facilitates the creation of new folders
and the organisation of previously acquired projects. The fourth allows the control
of running processes. The Python API allows, among others, the reconstruction of
phase and intensity images after a completed experiment.

• The peristaltic pump used is the "Ismatec IPC-N ISM936". This is a planetary
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gear pump that actively drives eight stainless steel cylinders. The required tubes
can be clamped onto CA Clock’n’go cassettes and placed on the stainless steel
cylinders. The rotating cylinders push the liquid in the tubes from one side to the
other. The pump can be used in different modes, such as pumping by rotations
per minute, pumping by flow rate or dosing by volume. The manufacturer provides
several VIs to control the peristaltic pump. This includes one VI for controlling the
start and stop of the pump, one for selecting an operating mode and one for setting
parameters.

• The Rheodyne injection valve can be operated in two modes, the "load" and
"inject" modes. In "load", the sample loop is connected to a sample inlet and the
waste, allowing it to be filled with a target solution. In "inject", the sample loop is
connected to a syringe pump and the microfluidic channel. This causes the sample
to be pumped into the channel at the flow rate of the syringe pump. As the valve
switches between the two circuits in an airtight manner, the formation of air bubbles
in the channel is avoided.

• The Rheodyne 6-way valve is used to select the required cleaning fluid during the
cleaning process. As the name suggests, the valve has six inputs and one output.
Only three inputs are used for the three washing liquids in the cleaning protocol. As
with the peristaltic pump, Rheodyne valve systems are supplied by the manufacturer
with VIs for operating.

• Perfluoroalkoxyalkane (PFA) tubing with an inner diameter of 0.50 mm was used
for the fluidic connection between the devices. The resulting dead volume between
the sample inlet and the microfluidic chip of 49.09 µL results from the inner radius
of 0.25 mm and the total length of the tubes of 250 mm.

A.2.1 Washing protocol

The washing protocol mainly solves the problem of cleaning the injection valve and mi-
crofluidic chip between two samples. It uses the 6-port valve, the peristaltic pump, the
injection valve and the syringe pump. Figure A.2 shows the sequence as a flow diagram.
Each shape colour represents a device, with green, brown, blue and orange representing
the syringe pump, 6-way valve, injection valve and peristaltic pump, respectively. The
sequence starts with the initialisation of the syringe pump flow. The flow rate of each
syringe is set to 1 µL/s. The sequence of steps needed for the washing is similar for all
three liquids. Only the number of repetitions is different. Usually, 2.5 % hypochlorite is
used three times, 0.1 mol HCl two times and PBS once. Each sequence starts with set-
ting the right washing liquid by changing the input of the 6-way valve. In addition, the
injection valve is set to "load", allowing the sample loop to be loaded. The wash solution
is delivered to the sample loop by starting the peristaltic pump. Once the sample loop
is filled, the injection valve is set to "inject", connecting the sample loop to the syringe
pump and the microfluidic channel. At this point, the peristaltic pump stops and the flow
of the syringe pump push the washing liquid in the sample loop through the microfluidic
chip. When all three wash liquids have been used, the script terminates.
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Figure A.2: Flow diagram of the washing protocol. The washing protocol includes
three washing steps with 2.5 % hypochlorite, two steps with 0.1 mol HCl
and one with PBS. Each colour represents a different device.
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A.2.2 Initialise protocol

The initialisation process should be carried out the first time the measurement setup is
started. The protocol consists of two parallel processes. First, the removal of air bubbles
in the tubing and microfluidic channel. Second, the prefilling of the washing liquids.
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Figure A.3: Flow diagram of the initialise protocol. The initialise protocol includes
two parallel processes. The removal of air in the microfluidic channel and
washing of the sample loop. Each colour represents a different device.
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The first protocol involves pumping a defined volume of 60 uL into the waste. For this, the
syringe pump valve is set to "waste", and the syringes pump 60 s at a flow rate of 1 µL/s.
This allows the removal of air bubbles that occur when fresh syringes are connected. The
channel is flushed by setting the syringe pump valve to "channel" and pumping 300 uL
for each syringe. This step should remove any remaining air bubbles in the tubing or the
microfluidic channel.

In parallel, the washing liquids are filled into the sample loop. This sequence is similar
to the steps in the washing protocol, but this time each washing liquid is used only once.
Only after the finalisation of all steps, the syringe pump flow will be stopped and the
protocol terminated.

A.2.3 Measurement protocol
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Figure A.4: Flow diagram of the measurement protocol. The measurement pro-
tocol includes the loading of the sample, injection into the channel and the
performed measurement. Each colour represents a different device.

The measurement protocol consists of three steps: 1. injection of the sample, 2. flow of
the sample towards the microfluidic chip, and 3. measurement of the sample. The first
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two steps are performed by the injection valve (blue) and the syringe pump (green), while
the last step is performed by the microscope (red). The time it takes for the sample to
flow from the sample loop to the microfluidic chip has been theoretically calculated and
experimentally tested. The main dependencies are the diameter and length of the tubing
between the sample loop outlet and the chip. Since this distance doesn’t change for the
same setup, a fixed value estimates when the sample reaches the channel and the mea-
surement can be started. A sample flow rate of 0.5 µL/s, side sheath flow rates of 0.5 µL/s,
and top and bottom flow rates of 0.2 µL/s are used for the Fraunhofer channel. When
the sample is in the channel, the sample flow rate is set to 0.2 µL/s to avoid motion blur
effects. All other flow rates remain unchanged. A crucial point for a well-performed mea-
surement is to use an appropriate z-position of the objective where the cells are in focus.
Images can be read in real-time using the microscope’s supplied APIs. Determining the
sharpness function over the whole image, as shown in chapter 3.2.4, provides information
on the proportion of cells in focus. The autofocus is now implemented so that the user
can specify a range of objective positions where he expects the optimal focus point to be.
It now iterates through all the values step by step whereby on step corresponds to 500 nm.
For each lens position, nine images are taken, and the average of the Sobel gradient values
is calculated. Nine images proved to be a good compromise between accuracy and time
efficiency. The point with the highest sharpness value is determined and used for the
measurement. The measurement is then performed automatically. A regular experiment
consists of 10,000 images, allowing the user to change this value if required. After the
defined number of images, the measurement is stopped, and the protocol is terminated.
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A.3 List of Figures

2.1 Representative images of phase and amplitude reconstruction
from an off-axis hologram. (a) Hologram image of human carcinoma
cells, (b) frequency spectrum of the hologram including the "zero-order
intensities" (|R|2 + |O|2), the image (R∗O) and the twin image (RO∗), (c)
spatial filter to eliminate the "zero-order intensities" and the twin image
with the subsequent realignment of the image in the centre, (d) Butter-
worth filtering of the frequency to enhance the image quality of the resulting
amplitude image (e) and phase image (f). Figure inspired by [34]. . . . . . 7

2.2 Two commonly used off-axis approaches for two beam DHM. (a)
A Michelson interferometer for reflection mode and (b) a Mach-Zehnder
interferometer for transmission mode measurements. Both setups include
lenses, samples (S), objectives (Obj), spatial filters (SF), mirrors (M), cam-
eras, and a laser. Adapted from [40]. . . . . . . . . . . . . . . . . . . . . . 9

2.3 Principle of the lateral self-referencing microscopy, illustrated by
using the example of a circular object. (a) Images from the first and
second object beam. (b) Shear of less than the object size results in a
shearogram. (c) Shear bigger than the object size results in a hologram.
The figure was inspired by [26]. . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4 Differences for Newtonian, shear-thickening, and shear-thinning
liquids. Illustrated by the comparison between (a) shear rate and viscosity
as well as (b) shear rate and shear stress. . . . . . . . . . . . . . . . . . . . 13

2.5 Principle of droplet generation in a flow-focusing geometry. The
setup includes one disperse phase with the width wD, two continuous phases
with the width wC, an orifice with a width wO and a length lO, and an outlet
with a width wOut. The height h is not shown. . . . . . . . . . . . . . . . . 16

2.6 Platelet activation and aggregation. Platelet interaction with pro-
teins of the subendothelium like the von-Willebrand-factor (vWF), col-
lagen (Coll), fibronectin (Fn), and laminin (Lam) stabilizes the platelet-
subendothelium-connection and strengthens the activation process. The
process is driven by thromboxane A2 (TxA2) and ADP and can be further
supported by thrombin. Fibrinogen (Fg) serves as a connector between the
GpIIb-IIIa-receptors of different platelets. Figure was adapted from [68]
and created with biorender.com. . . . . . . . . . . . . . . . . . . . . . . . . 18

2.7 Interaction of the different coagulation factors into the coagula-
tion cascade. The intrinsic, extrinsic, and common pathways have been
drawn in individual areas for clarity. The filled colours indicate where the
respective substance is present, and the border indicates whether the factor
is activated or non-activated. Figure was adapted from [68–70]. . . . . . . 20
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2.8 Impact of the COVID-19-associated coagulopathy on the physi-
ological platelet response. Inducers like old age, obesity, diabetes mel-
litus, and hypoxia due to a previous illness in combination with a SARS-
COV-2 infection lead to increased intracellular levels of Reactive Oxygen
Species (ROS), which subsequently results in hyperactivation of platelets.
This leads to a higher release of microvesicles, granules, cytokines, and
chemokines. A supplementary higher platelet aggregation to other platelets
and specific bindings to certain leukocytes combined with a high platelet
apoptosis results in a bigger platelet consumption. A parallel combination
of all mentioned physiological responses simultaneously leads to increased
thrombosis and inflammation, which can end in life-threatening throm-
boembolism. In COVID-19 patients, the lungs are predominantly affected,
but these events can also occur in other organs, like the heart, kidneys, and
liver. The figure was adapted from [119] and created with BioRender.com. 23

3.1 Workflow of the measurement system. A microfluidic module allows
the measurement of high amount of sample material while aligning the cells
in one horizontal plane. The usage of DHM provides phase-contrast images
without the need for labeling. The subsequent image analysis detects and
segments single elements in an image and allows cell classification. . . . . . 26

3.2 Optical components and pathways of the used self-referencing
DHM. The microscope is built of a SLED with a wavelength of λ =
528 nm, lenses for beam alignment, a grating filter for diffraction of the
object beam, a spatial filter to obtain desired maxima, and a CCD camera
for image acquisition. The self-referencing shearing approach is obtained
after the beam passes the sample through diffraction, filtering into zero
and first maxima, and a subsequent sheared interference. . . . . . . . . . . 27

3.3 Microfluidic system for cell alignment. (a) Schematic of the DHM
setup including a microfluidic chip, tubings, the microscope light source,
and objective. The insert figure on the top left highlights the hydrodynamic
focusing principle using four sheath flows and one sample inlet. (b) Exem-
plary image of a blood cell measurement. Here, the horizontal and vertical
alignment allows measurements without a cell loss due to defocusing or
cells out of the FOV. Image adapted from [207]. . . . . . . . . . . . . . . . 28

3.4 Schematic illustration of the binding of magnetic particles to a
target cell. This is obtained by the specific and near covalent binding
between streptavidin and biotin. . . . . . . . . . . . . . . . . . . . . . . . . 33

3.5 Simplified FEM simulation of the Fraunhofer microfluidic chan-
nel. Flow velocity and shear rate values are obtained by simulations per-
formed with COMSOL Multiphysics 5.6. (a) Geometry of the model used.
Blue areas highlight the different inlets. (b) Flow velocity in vertical direc-
tion at y = 1,250 µm showing a parabolic flow profile. The focused sample
flow under typical flow conditions is highlighted in blue. (c) Flow velocity
along the width of the channel at y = 1,250 µm. (d) Shear rate distribution
in horizontal direction at y = 1,250 µm. . . . . . . . . . . . . . . . . . . . . 35
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3.6 Influences of the microfluidic environment on the blood cells. (a)
Effect of different PEO concentrations on the artificial formation of P-
Aggregates over a storage time of 120 minutes. (b) Enlarged image of
the lower PEO concentrations measurements. (c) Analysis of the T-cell
activation marker CD71 in a healthy sample before being introduced to
the microfluidic system. (d) Histogram of CD71 after the sample passed
the microfluidic and was collected. (e) Analysis of the platelet activation
marker CD62P (P-selectin) for samples stored in PBS, the measurement
solution containing of 0.05 % PEO and after the sample passes the flu-
idics while stored in the measurement solution. The MFI of CD62P over
all platelets is plotted against the corresponding sample. Images partly
adapted from [207, 214]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.7 Channel properties and performance at normal flow conditions.
(a) Detection of single platelets in the same sample for different dilution
factors highlighting the threshold of platelet overlapping. (b) The propor-
tion of uniformly orientated erythrocytes is shown for the PEO and PVP
measurement media. Here, the erythrocyte cell alignment channel was
used. (c) Through the calculation of Sobel sharpness values, a threshold
can be set at which cells are classified as out of focus and in focus. (d) The
number of cells in focus is shown for a cohort of 118 independent clinical
measurements. In this case, the Fraunhofer channel was in use. Images
partly adapted from [207]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.8 Concentration measurements of different blood cells. (a) Measure-
ment of erythrocytes per frame for one exemplary donor at four different
dilution steps. The linear fit between the different measurement points is
highlighted in red. (b) Number of erythrocytes per frame for four indepen-
dent dilution experiments. The mean values and the standard deviation
are shown in black. (c) Comparison of erythrocyte measurements between
Sysmex and phase imaging flow cytometer measurements with five inde-
pendent donor samples. (d) Correlation between leukocyte concentrations
measured with the Sysmex analyser and the phase imaging flow cytometer.
(e) Comparison of erythrocyte measurements between Sysmex and phase
imaging flow cytometer measurements. . . . . . . . . . . . . . . . . . . . . 40

3.9 Changes of leukocyte morphologies through cell lysis. (a) Effect on
lymphocyte equivalent diameter and optical height maximum when using
5 and 20 minutes incubation of erythrocyte lysis buffer. (b) Changes in
monocyte and granulocyte morphology for the same experimental condi-
tions. Images adapted from [214]. . . . . . . . . . . . . . . . . . . . . . . . 42
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3.10 Influence of erythrocyte cell lysis on leukocyte morphologies and
numbers. Presented data for two donors with a total of four measure-
ments. (a) Changes in lymphocyte equivalent diameter (orange) and opti-
cal height maximum (blue) induced by different sample preparation meth-
ods. The mean of the four measurements is highlighted as squares or circles,
whereas the coloured area indicates the standard deviation, which repre-
sents the population’s distribution. (b) Equivalent diameter (orange) and
optical height maximum (blue) for the granulocyte-monocyte population
for different sample preparation methods. (c) Granulocyte, lymphocyte,
and monocyte counts for different lysis incubation times, measured with a
fluorescent flow cytometer. Images adapted from [214]. . . . . . . . . . . . 43

3.11 Ageing effects on the optical volume of sphered erythrocytes. (a-
c) Mean and standard deviation of sphered erythrocytes optical volume
over a duration of up to 17 days. The maximum range of the mean values
is highlighted in blue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.12 Chicken erythrocytes as a calibrator for DHM. (a) Quantitative
phase contrast image of a chicken erythrocyte including the background
(n1), the erythrocyte cytoplasm (n2), and the erythrocyte nucleus (n3).
The line indicates the height profile for inset figure (b). (b) Optical height
profile of the erythrocyte, including the three distinct refractive index regions. 46

3.13 Different types of droplets generated in a flow-focusing geome-
try. (a) Droplets as calibrators allow a defined refractive index difference
between the background (n1) and the droplet (n2). (b) Droplet in droplets
can mimic intracellular refractive changes (n3 − n2). . . . . . . . . . . . . . 47

3.14 Properties of droplets as a calibrator for quantitative phase imag-
ing. (a) Droplet diameters (n = 171) plotted against the storage time
within a duration of 31 days. Each data point represents one outlier droplet,
whereby the centerline represents the median and the framed black square
represents the mean distribution. (b) Coefficient of variation of the droplet
diameter within the 31 days of storage. (c) Optical height maximum of
droplets plotted against the flow rate ratio QC/QD. . . . . . . . . . . . . . 48

3.15 Quantitative phase contrast images of CD4+ T-helper cells la-
beled with polystyrene beads of different sizes. (a) The CD4+ cell,
highlighted in red, is labled with multiple 2 µm beads. (b) Two 4 µm beads
are connected to the CD4+ cell in the centre of the image. (c) One example
of a CD4+ cell labeled with two 8 µm beads. For better distinguishability,
the cell is again highlighted in red. . . . . . . . . . . . . . . . . . . . . . . 49
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3.16 Labeling of CD4+ T-cells with micrometre beads for cell differen-
tiation. (a) Equivalent diameter and optical height maximum population
of unlabeled cells (blue) and labeled cells with 2 µm magnetic polystyrene
beads (orange). (b) Comparison of unlabled CD4+ cells (blue) with CD4+

cells labeled with 4 µm magnetic polystyrene beads (orange). (c) Induced
equivalent diameter and optical height maximum change through labeling
with 8 µm magnetic polystyrene beads compared to unlabeled cells. (d)
Difference in average median maximum optical height of the non-labeled
and labeled population. Significant differences between unlabeled cells and
labeling of 4 µm (p < 0.0001) and 8 µm (p < 0.0001) could be observed.
Significant levels are indicated by asterisks, with ∗ = p < 0.05; ∗∗ = p <
0.01; ∗∗∗ = p < 0.001, and ∗∗∗∗ = p < 0.0001. . . . . . . . . . . . . . . . . . 50

4.1 Example images of platelet aggregates (top row) and leukocyte-
platelet aggregates (bottom row) captured with different imaging
devices. In the blue box, patches of quantitative phase contrast images
are shown in false colour (left) and after classification (right). The red
circles correspond to a classified and segmented leukocyte, while the green
is linked to platelets. In the green box are images obtained with an AMNIS
imaging flow cytometer. Here, on the left are brightfield images, and on
the right, merged brightfield images with the corresponding fluorescence
patches. Green is the excited fluorescent signal of platelets (CD61), and
red is those of leukocytes (CD45). In the orange box are shown example
pictures obtained by blood smear analysis. Both scale bars correspond to
5 µm. Image adapted from [207]. . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2 Sample preparation steps for the in-vitro activation of whole
blood samples. Figure adapted from [208]. . . . . . . . . . . . . . . . . . 60

4.3 Flow diagram of the image analysis. After reconstruction of the
phase images, preprocessing steps like noise reduction and rescaling are
performed. Then a Mask R-CNN approach, highlighted in green, in com-
bination with the calculation of morphological features, is used for an in-
depth analysis of cells and blood cell aggregates. Figure adapted from
[208]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.4 Example patches showing single platelets and platelet aggregates
of various sizes. In the top row are quantitative phase contrast images in
false colour. The bottom row shows the same patches overlaid by the seg-
mentation and classification results. The highlighted edges represent one
segmented cell’s borders, while green corresponds with a classified platelet.
The scale bar is 5 µm. Figure adapted from [208]. . . . . . . . . . . . . . . 62

4.5 Ageing effects of platelet concentrates on platelet aggregate for-
mation and platelet activation. (a) Increase in the measured amount
of platelet aggregates over a storage time of 13 days with the corresponding
exponential fit function. (b) Subdivision of the aggregates in (a) according
to their composition. (c) The Mean fluorescent index (MFI) of the platelet
activation marker P-selectin measured with a fluorescent flow cytometer. . 64
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4.6 Ageing effects of whole blood samples stored in different blood
collection tubes on platelet aggregate formation. (a) Exemplary
data of P-Aggregates from the blood of one donor over a period of 240
minutes. (b) Difference in P-Aggregates for all donors of the 30-, 60-, 120-
, and 240-minute captures compared to their respective 0-minute reference.
Image adapted from [208]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.7 Impact of ADP concentration variation on the measured num-
ber and composition of P-Aggregates. (a) The dynamic process in
the aggregate formation and decay over time varies dependent on the con-
centration of the used activator. (b) Composition of the P-Aggregates
are shown for three different time points (0, 3, and 7 min) and an ADP
concentration of 6.45 µM. Image adapted from [208]. . . . . . . . . . . . . 67

4.8 Influence of in-vitro activation on aggregate formation and de-
cay while using differently anticoagulated blood samples. (a) P-
Aggregates difference after activation compared to their respective unacti-
vated blood measurement. Data contains measurements of three indepen-
dent donors. (b) Aggregate decay by size between minutes three and twelve
of the activation experiments. All measurements of heparin, hirudin, and
citrate are pooled and then analysed together. Image adapted from [208]. . 69

5.1 Schematic overview of the study workflow. After the admission of
the patient to the hospital and as early as possible, blood was drawn,
transported to the prototype, and diluted. The end of the measurement
was still within the 30-minute time frame, with the measurement itself
taking two minutes. Image analysis is divided into aggregate and single cell
detection, classification analysis of single components, and a presentation
of the results. Figure adapted from [207]. . . . . . . . . . . . . . . . . . . . 74

5.2 COVID-19 severity and platelet aggregate formation. Boxplots of
the P-Aggregate distribution for healthy references (n = 15), moderate
(n = 9), and severe (n = 27) COVID-19 patients. Shown are the percent-
ages of P-Aggregates compared to the total amount of platelets for (a) the
maximum day and (b) the first measurement. Each data point represents
one patient. (a) Significant P-Aggregate differences between healthy vs.
moderate (p = 0.0046), moderate vs. severe (p = 0.0006), and healthy vs.
severe (p < 0.0001). (b) Comparing the values for the first measurement
for healthy vs. severe (p < 0.0001), healthy vs. moderate (p = 0.0095),
and in moderate COVID-19 patients vs. severe cases (p = 0.0326). Figure
adapted from [207]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
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5.3 COVID-19 severity and leukocyte-platelet aggregate formation.
Boxplots of the LP-Aggregate distribution for healthy references (n = 15),
moderate (n = 9), and severe (n = 27) COVID-19 patients. Shown are the
percentages of LP-Aggregates compared to the total amount of all blood
cells for (a) the maximum day and (b) the first measurement. (a) Signifi-
cant LP-Aggregate differences between healthy vs. severe (p < 0.0001) and
moderate vs. severe (p = 0.0004). (b) Comparing the values for the first
measurement for healthy vs. severe (p = 0.0009). All other comparisons
show no significant differences. Figure adapted from [207]. . . . . . . . . . 78

5.4 COVID-19 mortality and platelet aggregate formation. Boxplot
of the maximum P-Aggregate distribution for healthy references (n = 15),
survivors (n = 23), and patients with a fatal course (n = 13). Significant P-
Aggregate differences between survived vs. deceased (p = 0.0285), healthy
vs. survived (p < 0.0001), and healthy vs. deceased (p < 0.0001). Figure
adapted from [207]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.5 Connection between P-Aggregates at day 0 with SARS-CoV-2
variants and viral load. (a) Boxplots of the P-Aggregate distribution
for healthy references (n = 15), patients infected by SARS-CoV-2 wild-
type (n = 10), and variants (n = 26, B.1.1.7, B.1.617.2, with AY lineages,
and B.1.351). Significant differences could be observed between wild-type
vs. variants (p = 0.0397), wild-type vs. healthy (p = 0.0021), and variants
vs. healthy (p < 0.0001). (b) Association between the viral load in the
alveolar fluid and the P-Aggregates at day 0. Highlighted are severe out-
liers (orange stars), severe (orange squares), and moderate (green circles).
Figure adapted from [207]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.6 Connection between P-Aggregates with D-Dimer and PCT. (a)
Correlation of P-Aggregates and the corresponding D-Dimer levels (in
µg/L, logarithmical, reference < 500 µg/L) with an between subject corre-
lation of r = 0.46 and p = 0.0131. Each colour represents one patient. (b)
Correlation of P-Aggregates and the corresponding PCT levels (in ng/mL,
logarithmical, reference ≤ 0.1 ng/mL) with a within-subject correlation
of r = 0.26 and p = 0.0279. Figure adapted from [207]. . . . . . . . . . . . 81

5.7 Exemplary size distribution of P-Aggregates in different donors.
Healthy references are displayed in blue (a, b, d), while moderate (b, c)
and severe (a,c, d) COVID-19 cases are highlighted in green and orange,
respectively. Figure adapted from [207]. . . . . . . . . . . . . . . . . . . . . 82

5.8 P-Aggregate size distribution over the different cohorts. Mean val-
ues of the aggregate sizes on the maximum measurement day for healthy
(a), moderate (b), and severe (c). Images in the centres show exemplary
aggregates containing two, three, and four platelets as well as their respec-
tive segmentation (coloured lines). Figure adapted from [207]. . . . . . . . 83
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5.9 Diameter of platelets as single cells and in aggregates. Histograms
of the diameter distribution of single platelets (top row) and platelets in
aggregates (bottom row) grouped into healthy (left panel), moderate (mid-
dle panel), and severe (right panel). The mean of all cells is highlighted in
red. Two exemplary images show one aggregate only containing platelets
of the same size and an aggregate that contains both platelet types. Figure
adapted from [207]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.10 Optical height mean for single platelets and in aggregates. (a-c)
Comparison between the optical height mean values of individual platelets
and platelets in aggregates. Data were taken from the measurement with
the maximum number of aggregates. Significant value differences could be
seen for the (a) healthy (p = 0.0042) and (c) severe cohorts (p < 0.0001)
but not for the (b) moderate group (p = 0.4500). (d) When comparing
the single platelets of all cohorts, a significant difference can be seen for
healthy vs. moderate (p = 0.0037) and healthy vs. severe (p = 0.0002).
(e) For aggregated platelets, a significant difference was observable between
healthy vs. severe (p < 0.0001) and moderate vs. severe (p = 0.0009). . . . 85

5.11 Longitudinal assessment of platelet concentration, P-Aggregate
numbers, and composition in two exemplary patients. (a) P-
Aggregate share (blue squares) and composition (pie chart) plotted against
the time after admission. Colours in the pie chart indicate the fraction of
aggregates with two (blue), three (green), four (orange), and more than four
(red) platelets. Additionally, the platelet concentration (black squares) is
measured with a commercial haematology analyser. (b) Representative
computer tomography (CT) scans from patient 1 on the day after admis-
sion to the ICU (left, day 1), from patient 2 on the day of admission to
the ICU (middle, day 0), and the day of the initiation of extracorporeal
membrane oxygenation (ECMO) therapy (right, day 12). Figure adapted
from [207]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.12 Possible confounders of P-Aggregates in the COVID-19 study.
(a) Ageing of the blood sample is analysed by measuring P-Aggregates of
healthy (blue) and severe COVID-19 patients (orange) at 0, 60, and 120
minutes. Squares and triangles show the mean values, while the coloured
area indicates the standard deviation. For 0 and 60 minutes, a significant
difference of p = 0.0074 and p = 0.0185 can be observed. (b) Corre-
lation between P-Aggregates and the intravenous unfractionated heparin
dosage administered at the time of sample collection shows no significance
(n = 98, r = 0.05, p = 0.6268). (c) Comparison between P-Aggregates
at day 0 and if they are treated with acetylsalicylic acid shows no signif-
icant correlation (p = 0.0771). (d) P-Aggregate distribution for severe
patients both intubated and not intubated showing no significant differ-
ence (p = 0.2456). (e) Correlation between P-Aggregates and the patients
age shows no significance (r = −0.05, p = 0.7523). (f) Correlation be-
tween P-Aggregates and the patients Body-Mass-Index shows no signifi-
cance (r = −0.20, p = 0.2815). Figure adapted from [207]. . . . . . . . . . 90
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6.1 Exploratory studies for the application of P-Aggregates. (a) Mea-
surement of P-Aggregates number of a patient with long-term problems
after a COVID-19 infection. (b) P-Aggregate numbers before and after
the vaccination of three healthy individuals with the COMIRNATY® vaccine. 97

A.1 Overview of the components used for the automated measure-
ment setup. This includes washing liquids, a 6-port valve, a peristaltic
pump, an injection valve, a microfluidic chip, a syringe pump, a sample
and two different wastes. The coloured arrows indicate the direction of the
workflow. Green arrows highlight the washing protocol, orange arrows the
measurement protocol and grey arrows function of the syringe pump used
in all protocols. The image was created with BioRender.com. . . . . . . . . 100

A.2 Flow diagram of the washing protocol. The washing protocol includes
three washing steps with 2.5 % hypochlorite, two steps with 0.1 mol HCl
and one with PBS. Each colour represents a different device. . . . . . . . . 102

A.3 Flow diagram of the initialise protocol. The initialise protocol in-
cludes two parallel processes. The removal of air in the microfluidic channel
and washing of the sample loop. Each colour represents a different device. 103

A.4 Flow diagram of the measurement protocol. The measurement pro-
tocol includes the loading of the sample, injection into the channel and the
performed measurement. Each colour represents a different device. . . . . . 104
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