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Abstract

A fundamental research area in computer vision and computer graphics has been 3D
reconstruction, aiming to model the relationship between the real world and its cor-
responding images. However, many existing approaches encounter limitations in accu-
ratelymodeling hardware characteristics, assuming controlled laboratory environments,
or being applicable only to single-object scenes. �is thesis comprises four papers that
specifically tackle these challenges in the area of physically-based 3D reconstruction.
First, we propose a principled variational approach for up-sampling a single depth map
to match the resolution of a companion color image from an RGB-D sensor. By combin-
ing depth and color data, we simultaneously address the depth super-resolution (SR) and
Shape-from-Shading (SfS) problems. By accurately modeling the discrepancy in resolu-
tion of RGB-D sensors, we demonstrate that the extraction of low-frequency geometric
information from low-resolution (LR) depth maps can disambiguate SfS and that the use
of high-frequency photometric clues from the RGB image can disambiguate depth SR.
Second, we build on the principles of photometric stereo (PS) where we introduce an
efficient variational approach to uncalibrated PS under general illumination conditions.
We approximate the Lambertian reflectance model through a spherical harmonic expan-
sion, enabling the recovery of shape, reflectance, and illumination as a single variational
problem. �e proposed approach utilizes an innovative minimal surface initialization
and additionally eliminates the need for subsequent normal integration.
Next, we address the joint problem of 3D reconstruction and 2D segmentation of ob-
jects using PS. Unlike previous works, which assume a precomputed mask of the area of
interest, we formulate the reconstruction and segmentation as a joint problem. By com-
bining a differential formulation of PS with the Chan-Vese model for active contours,
the proposed variational solution simultaneously infers a binary mask of the object of
interest and a depth map.
Finally, we present a method to estimate the bidirectional reflectance distribution func-
tion (BRDF) of complete scenes in an uncontrolled environment. We split the BRDF
into diffuse and non-diffuse components and solve for each component separately. By
employing Monte Carlo ray tracing and a ray-tracing-based optimization strategy, we
efficiently estimate all parameters of the BRDF.
Overall, we address critical problems in physically-based 3D reconstruction such as
depth SR, SfS, uncalibrated PS, joint PS and segmentation, as well as BRDF estima-
tion. Evaluated on challenging synthetic and real-world data, the proposed approaches
demonstrate improved performance, efficiency, and robustness compared to existing
methods, paving the way for further developments and applications in the field.





Zusammenfassung

Ein bedeutender Forschungsbereich in der Computer Vision und Computergrafik ist die
3D-Rekonstruktion, die darauf abzielt, die Beziehung zwischen der realen Welt und den
entsprechenden Bildern zu modellieren. Viele bestehende Ansätze stoßen jedoch an ihre
Grenzen, wenn es darum geht, Hardwareeigenscha�en genau zu modellieren, kontrol-
lierte Laborumgebungen zu relaxieren oder auf mehr als nur auf Einzelobjektszenen
anwendbar zu sein. Diese Arbeit umfasst vier Publikationen, die sich speziell mit diesen
Herausforderungen im Bereich der physikalisch basierten 3D-Rekonstruktion befassen.
Zunächst schlagenwir einen Variationsansatz zur Verbesserung der Auflösung einer ein-
zelnen Tiefenkarte vor, um die gleiche Auflösung des begleitenden Farbbildes eines RGB-
D-Sensors zu erreichen. Durch die Kombination von Tiefen- und Farbdaten lösen wir
gleichzeitig die Probleme Tiefenkarten-super-resolution (SR) und Shape-from-Shading
(SfS). Durch die genaue Modellierung der Auflösungsdiskrepanz von RGB-D-Sensoren
zeigen wir, dass die Extraktion niederfrequenter geometrischer Informationen aus nied-
rig aufgelösten Tiefenkarten zur Disambiguierung von SfS und die Verwendung hoch-
frequenter photometrischer Informationen aus dem RGB-Bild zur Disambiguierung von
Tiefenkarten-SR führen kann.
Zweitens bauen wir auf den Prinzipien von Photometric Stereo (PS) auf, indemwir einen
effizienten Variationsansatz für unkalibriertes PS unter allgemeinen Beleuchtungsbedin-
gungen einführen. Wir approximieren das Lambertsche Reflexionsmodell durch Kugel-
flächenfunktionen, was die Wiederherstellung von Geometrie, Reflektanz und Beleuch-
tung durch ein einziges Variationsproblem ermöglicht. Der vorgeschlagene Ansatz ver-
wendet eine innovative Minimalflächeninitialisierung und eliminiert zusätzlich die Not-
wendigkeit einer nachfolgenden Normalenintegration.
Als Nächstes befassen wir uns mit dem gemeinsamen Problem der 3D-Rekonstruktion
und 2D-Segmentierung von Objekten unter Verwendung von PS. Im Gegensatz zu
früheren Arbeiten, die von einer vorberechneten Segmentierung des Bildes ausgehen,
formulieren wir die Rekonstruktion und Segmentierung als ein gemeinsames Problem.
Durch die Kombination einer Differentialformulierung von PS mit dem Chan-Vese-
Modell für aktive Konturen leitet die vorgeschlagene Variationslösung simultan eine
binäre Maske des Objekts und eine Tiefenkarte ab.
Abschließend präsentieren wir eine Methode zur Schätzung der Bidirektionalen Refle-
xionsverteilungsfunktion (BRDF) in umfangreichen Szenen von unkontrollierter Umge-
bung. Wir zerlegen die BRDF in diffuse und nicht-diffuse Komponenten auf und lösen
jede Komponente separat. Durch den Einsatz von Monte-Carlo-Strahlenverfolgung und
einer auf Strahlenverfolgung basierenden Optimierungsstrategie können wir alle Para-
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meter der BRDF effizient schätzen.
Insgesamt adressieren wir entscheidende Probleme in der physikalisch basierten 3D-
Rekonstruktion, wie beispielsweise Tiefenkarten-SR, SfS, unkalibriertes PS, PS und Seg-
mentierung sowie BRDF-Schätzung. Die vorgeschlagenen Ansätze wurden anhand an-
spruchsvoller synthetischer und realer Daten evaluiert und zeigen im Vergleich zu be-
stehenden Methoden eine verbesserte Leistung, Effizienz und Robustheit, was den Weg
für weitere Entwicklungen und Anwendungen in diesem Bereich ebnet.
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Chapter 1

Introduction

As humans, we possess a remarkable ability to excel at the task of 3D reconstruction by

effortlessly perceiving the world. We can readily estimate the source of light, recognize

material when seeing a reflection, or understand an object’s shape by simply looking

at it. However, for machines, the task of estimating such properties from a set of 2D

images is a complex challenge. In fact, in both fields computer vision and computer

graphics 3D reconstruction is a fundamental problem and has a long-standing history.

In recent years, we have seen a significant boost in this area due to two main phenom-

ena. First, the availability of low-cost commodity sensors, such as RGB-D sensors and

high-quality cameras in smartphones, and second the increase in computational power,

which enables solving more complex and larger problems. Consequently, the demand

for not only solving 3D reconstruction but also achieving high-quality reconstructions

has increased. Such high-quality reconstructions are crucial for several applications, in-

cluding augmented reality (AR), virtual reality (VR), or mixed reality (MR) applications

in the gaming industry [38, 110], automatic visual inspection of scenes [67], computer-

aided surgery tasks [50], autonomous driving [229], and smart devices [39].

�e proposed thesis aims to tackle 3D reconstruction problems while achieving the

aforementioned quality aspects. To this end, we will leverage relations that humans can

so effortlessly process, specifically the relation between image brightness of the cap-

tured scene and its illumination, geometry, and material. �ese relations will then be

used to robustly recover the mentioned scene assets of unprecedented detail and quality.

By dedicating a�ention to simple yet effective formalisms, this thesis aims to provide a

comprehensive framework for solving physically-based inverse problems for high-quality

3D reconstruction.
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1.1 Motivation

To establish the significance of high-quality 3D reconstruction based on physical prin-

ciples, this thesis will specifically motivate two aspects. �e first aspect involves the

critical task of accurately estimating geometry, while the subsequent will focus on the

challenging problem of robustly recovering material properties.

High-�ality Geometric Reconstruction. While several approaches have been

proposed for reconstructing geometry from either RGB data [205] or geometric

data [158], few works have a�empted to combine both modalities [261]. Moreover,

physically-based 3D reconstruction methods are even scarcer [263]. Among the cor-

responding geometric reconstruction approaches, two stand out: Shape-from-Shading

(SfS) [92] and photometric stereo (PS) [238]. Despite their challenges, both methods are

active research areas, due to their potential for high-quality geometric estimation.

SfS is a well-studied approach for estimating shape from a single image, owing to its

simplicity in problem statement and data acquisition. However, most existing methods

either suffer from an inherently ambiguous problem formulation [19], or require multi-

ple views of the scene to obtain shape estimates [263]. �is limitation can cause a lack

of robustness or make the capturing process more complex. �erefore, it is desirable

to have a solution that uses a simple data acquisition process while still solving an un-

ambiguous problem. One potential solution is to leverage the capabilities of modern

hardware, such as RGB-D sensors. Although few approaches use a single RGB-D image

pair [164], they typically fail to model sensor discrepancies, such as the difference in

resolutions between the RGB and depth images. Consequently, the resulting geometry

tends to have low resolution. �erefore, the low-resolution (LR) depth image is the lim-

iting factor, as valuable high-resolution information can not be used to its full extent.

Compared to SfS, geometry reconstruction in the case of PS is less ambiguous, due to the

availability of multiple images under different lighting [238]. In theory, this allows for

high-detailed reconstructions based on the images alone. However, all existing works

rely on a given mask, and additionally most focus on controlled laboratory se�ings, e.g.,

known directional light [208] or orthographic camera projection [252]. Moreover, it is

popular to reconstruct geometry via normal estimation alone [20], which may result in

non-curl-free normals that do not represent a surface. �ese limitations make the PS

approach complex in terms of data acquisition and reliant on impractical assumptions.

To address the research gaps in the domain of SfS and PS, our work in Chapters 5, 6, and

7 is aimed at utilizing RGB-D hardware, exploring depth super-resolution (SR), simul-

taneous masking, general lighting scenarios, realistic camera models, as well as depth

reconstruction to overcome the challenge of non-integrability.
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High-�ality Material Reconstruction. Material estimation entails the recovery

of bidirectional reflectance distribution function (BRDF) parameters, enabling the ren-

dering of photorealistic objects in images that are virtually indistinguishable from real-

world photographs. �is capability is of utmost importance for creating immersive scene

content in AR, VR, and MR applications, as mentioned earlier.

Many existing methods operate under the assumption of a simplified Lambertian model

that neglects specular highlights. While this approach may offer some advantages in

terms of computational simplicity, it leads to renderings that deviate from the faithful

representation of images, as reflections are an inherent and essential aspect of our world.

Incorporating view-dependent material effects introduces additional complexities to the

problem of material reconstruction. Even when illumination and geometry are known,

recovering non-diffuse reflectance remains a challenging task, o�en requiring addi-

tional assumptions [74]. Consequently, in the case of non-diffuse materials, the focus

is typically directed towards solitary objects within controlled environments. However,

achieving a faithful rendering of large-scale scenes necessitates a substantial database of

objects with accurate material properties. Creating such a database results in the recon-

struction of material properties for numerous objects of varying scales which becomes

a time-consuming endeavor. Conversely, in large-scale scenes, establishing controlled

environments for each object presents its own significant difficulties. �is inherently

limits the automated estimation of a comprehensive set of BRDF parameters for each

object in large-scale scenes.

Our objective in Chapter 8 is to tackle these challenges and achieve a fully automated

approach for estimating BRDF parameters for every object within a large-scale, uncon-

trolled environment.

1.2 �esis Outline

�is cumulative dissertation is organized into four distinct sections, as outlined below:

Part I provides an in-depth introduction to the research problem that motivated this the-

sis, including the underlying theoretical background andmethodology. �e first chapter,

Chapter 1, offers an introductory overview of the research topics, while Chapter 2 estab-

lishes the mathematical tools and fundamental concepts necessary for physically-based

3D reconstruction. Additionally, Chapter 3 provides a detailed literature overview of

the current state-of-the-art in RGB-D depth SR, SfS, PS, masking algorithms, and BRDF

parameter estimation of large-scale scenes. Finally, in Chapter 4, the main contributions

of this work are presented alongside an overview of the respective peer-reviewed pub-

lications.
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Part II contains the four original peer-reviewed publications that comprise the cumu-

lative content of this thesis, along with their respective disclaimers. Chapter 5 presents

a method for solving depth SR in combination with SfS using RGB-D data [5], result-

ing in high-quality depth maps of unprecedented detail. Chapter 6 introduces a novel

variational approach [6] aimed at solving uncalibrated photometric stereo (UPS) under

general illumination, which improves the accuracy of estimated geometry by a factor

of 2–3× by robustly solving for shape, albedo, and lighting in an alternating scheme,

given an innovative minimal surface initialization. Chapter 7 eliminates the fundamen-

tal assumption on the need for a segmentation mask in PS approaches by simultaneously

solving for PS and a segmentation [4] based on active contour approaches. Finally, Chap-

ter 8 proposes an efficient method for estimating the BRDF parameters of every object in

large-scale, room-sized scenes through the development of novel techniques in the area

of inverse ray tracing.

Part III offers a comprehensive summary of the thesis in Chapter 9, which serves to

synthesize the contributions made throughout this work. Additionally, in Chapter 10,

we discuss general limitations and potential avenues for future research within the do-

mains of computer vision and computer graphics, as well as opportunities for expanding

upon the proposed approaches.

Part IV comprises the supplementary material for three of the publications included

in Chapters A, B, and C. �is supplementary material provides additional details and

derivations, as well as experimental results, which support the conclusions presented in

the respective publications.



Chapter 2

�eoretical Background

�is chapter provides a comprehensive and detailed analysis of the theoretical back-

ground of the thesis, establishing the necessary mathematical and physical foundations

for the research presented in the subsequent chapters.

We commence this chapter with an in-depth discussion of two fundamental cameramod-

els, namely the orthographic and perspective models that have been used in the works

presented in Part II. �e underlying assumptions, principles, benefits, and limitations of

each model are explained and elaborated upon in detail.

We then delve into the hardware aspects of RGB-D cameras and the various method-

ologies for depth measurements. Notably, we address the challenge arising from the

difference in resolution between the RGB and depth image, which naturally leads us to

the issue of depth super-resolution. �is section is particularly relevant to the research

presented in Chapter 5.

Moving on, we discuss the rendering equation and its simplifications. As all the works

presented in Part II use some form of it, we start from a general formulation and dis-

cuss emissivity, diffuse and non-diffuse bidirectional reflectance distribution functions

(BRDFs), directional and natural illumination, and geometry based on normals and depth

maps.

Following this, we proceed to apply the aforementioned concepts and employ the

methodologies of Shape-from-Shading (SfS) and photometric stereo (PS) to invert the

rendering equation. Both of these problem statements are being addressed in Chapters

5 to 7.

In the concluding section of this chapter, we examine the technique of active contour

segmentation, which has proven to be an effective method for segmenting objects in

images. We discuss the application of active contours, as it is used in combination with

PS in the work presented in Chapter 7.
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2.1 Camera Models

In order to perform image-based 3D reconstruction, we have to relate a pixel position

with its corresponding surface point and vice versa. When the surface is opaque, there

is a bijection between each pixel and a 3D point on the surface. �e aim of this section

is to describe two different ways to model this relation. Many of the 3D reconstruction

algorithms, including the ones presented in Part II use the orthographic cameramodel [4,

6] or pinhole camera model [2, 5, 6]. We will discuss each model in more detail in the

following sections. Other models like weak perspective projection [17, 139], spherical

projection [139], enhanced unified camera [116], Kannala-Brandt camera [108], field-of-

view camera [57], or the double sphere camera model [224], et cetera are out of scope of

this thesis.

In general, a camera projection allows us to relate 2D image pixel positions, p ∈ R
2 with

their corresponding 3D points, x ∈ R
3. �us, we can define a projection as a mapping

Π : R3 → R
2, x 7→ Π(x) = p. Depending on the model, the specific definition of Π and

its inverse Π-1 differ.

2.1.1 Orthographic Camera

An orthographic cameramodel is based on orthographic projection. A particularly simple

mapping, as a point x = (x, y, z)⊤ ∈ R
3 and its pixel p = (u, v)⊤ ∈ R

2 are related via

x = u and y = v,

Πo : R
3 → R

2, x 7→ Πo(x) =

(
1 0 0

0 1 0

)

x

y

z


 =

(
u

v

)
= p. (2.1)

�e inverse of this mapping needs additional information, as the z information is lost

a�er applying Πo. �us, we can define the inverse orthographic projection as,

Π-1o : R2 × R → R
3, (p, z) 7→ Π-1o (p, z) =



u

v

z


 =



x

y

z


 = x. (2.2)

An illustration of this camera model is depicted in Figure 2.1. �is projection is a rea-

sonable approximation of the perspective camera analyzed in the next section, if the

scene’s depth variation or its diameter is much smaller than the distance of the scene to

the image plane [139]. Additionally, as we will see in Section 2.3.4, in order to compute

a surface normal from a depth map, we need to specify a camera model. Hence, the
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Figure 2.1: Illustration showcasing orthographic camera projection. �e camera-coordinate sys-

tem is represented by the xyz-coordinate system, while the image plane is the uv-plane. �e

gray portion of the spherical object represents the visible area captured by the camera. From the

camera’s perspective, point x1 is situated on the object’s boundary, while point x2 lies within

the object. �e pixels p1 and p2 correspond to the orthographic projections of x1 and x2, re-

spectively.

orthographic case is a popular choice for SfS and PS approaches, due to its ease of use,

as shown in Chapter 6 and Chapter 7 of this thesis. In practice, no camera calibration

or knowledge of the camera intrinsics is needed1. However, if above assumptions do

not hold, or if more knowledge of the camera is available, one should resort to the more

realistic perspective projection.

2.1.2 Perspective Camera

One of the most well-known camera models is the perspective camera model, also called

pinhole camera model which is based on perspective projection. In this case, a 3D point

x = (x, y, z)⊤ is projected onto the plane z = 1, scaled, and shi�ed,

Πp : R
3 → R

2, x 7→ Πp(x) =

(
fx

x
z
+ cx

fy
y

z
+ cy

)
= p. (2.3)

�e scale in x- and y-direction is called the focal length fx and fy, whereas the shi� in

x- and y-direction is called the principal point cx and cy. �e perspective projection in

(2.3) is an affine linear transformation in x

z
. With the help of homogeneous coordinates

of p = (u, v)⊤ ∈ R
2 in their projective space P2, p̃ = (u, v, 1)⊤ ∈ P

2, we transform (2.3)

into a compact linear equation in x

z
,

Π̃p(x) =
1

z
Kx = p̃. (2.4)

1In theory, it is necessary to convert pixel units to metric units in order to determine the pixel size.
However, in practice, this step is frequently ignored.
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Figure 2.2: Illustration showcasing perspective camera projection. �e camera-coordinate sys-

tem is represented by the xyz-coordinate system, while the image plane at distance f is the

uv-plane2. �e gray portion of the spherical object represents the visible area captured by the

camera. From the camera’s perspective, point x1 is situated on the object’s boundary, while point

x2 lies within the object. �e pixels p1 and p2 correspond to the perspective projections of x1

and x2, respectively.

Here, Π̃p : R3 → P
2 ⊂ R

3 indicates the mapping to the projective space P2. For more

information on projective spaces and homogeneous coordinates, we recommend [194].

In practice, one can easily recover p from p̃ via (2.1). Hence, Πp = Πo ◦ Π̃p, knowing

that P2 ⊂ R
3. �e matrixK ∈ R

3×3 is referred to as the intrinsic matrix,

K =



fx 0 cx

0 fy cy

0 0 1


 (2.5)

and its collection of parameters {fx, fy, cx, cy} are known as the intrinsic parameters.

Note, that we neglect a potential skew in the pixel grid, i.e., all pixels are assumed to be

rectangular. If we assumed a non-trivial skew coefficient, we would need to account for

this in the intrinsic matrix [139].

Similar to the orthographic projection, for an inverse projection the depth information

z is missing. Hence, when reprojecting the pixel p into the 3D scene, we need to know

its depth value,

Π-1p : R2 × R → R
3, (p, z) 7→ Π-1p (p, z) = zK-1p̃ = x. (2.6)

An illustration of perspective projection is depicted in Figure 2.2. As for the pinhole

camera model all rays are forced to go through the optical center of the camera, it as-

sumes a point aperture with an infinitesimal small lens. �is also means that all points

that lie on the same ray are projected onto the same point in the image plane [139].

2Figure 2.2 assumes that f := fx = fy . In cases where fx 6= fy , there is no single focal point,
resulting in a phenomenon known as astigmatism.
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�e Chapters 5, 6, and 8 in this thesis rely on the pinhole camera model, under the

assumption of a well-focused imaging configuration, devoid of any blur or distortion.

Under these assumptions, perspective projection is a good approximation. However, in

order to successfully use a perspective camera model the intrinsic parameters have to

be known. �ese are usually either accessible via the exchangeable image file format

(EXIF), have to be carefully calibrated [196], are provided by the manufacturer of the

camera, or are available in third party so�ware. For example, in the case of the RGB-D

sensor Asus Xtion Pro Live, the camera intrinsics can be accessed via the third party so�-

ware OpenNi3. �us, the perspective camera model is a widely adopted assumption in

the context of commodity RGB-D cameras. �ese sensors have had a significant impact

on 3D reconstruction, which we will discuss in the subsequent section.

2.2 RGB-D Cameras and their Resolution Problem

During the last decade, the area of dense 3D reconstruction experienced a major boost.

One significant factor was the release of the Microso� Kinect V1 in late 2010. It is

a low-cost commodity RGB-D sensor which delivers registered image data and dense

depth measurements in real-time. �is led to real-time dense 3D reconstruction of ob-

jects [158]. In the same year, Stühmer et al. [217] developed an approach that was able

to do real-time dense geometry reconstruction from gray-value images. However, the

Microso� Kinect gained popularity fast, due to its ease of use and robust, good qual-

ity depth maps. In the following, we will discuss the two most used methods for depth

measurements in RGB-D sensors, namely structured light and time-of-flight (TOF). For

a recent survey and in-depth discussion of depth cameras, we refer to [76].

2.2.1 Structured Light

Shortly a�er the Kinect V1 was published, other RGB-D devices were released. �e most

renowned and widely used ones are the Asus Xtion Pro live, the PrimeSense Carmine and

the Structure Sensor PRO. All devices have the same underlying depth measurement ap-

proach called structured light. �is method dates back to the 70s [209, 237] and probably

the most well-known dataset based on structured light is the Middlebury dataset [201].

Many different versions to leverage structured light for range image estimation have

been developed [22, 197]. �e underlying objective is to recover the scene’s 3D geome-

try, given two or more images. One way to achieve this is via triangulation, if the same

3D point is seen in multiple images. To this end, correspondences are needed, i.e., po-

3https://structure.io/openni, accessed on 3rd of March, 2023 at 9.14AM.

https://structure.io/openni
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sitions in the images that correspond to the same 3D point. One way of finding dense

correspondences is to project a known structured pa�ern onto the scene with a projec-

tor. An observing device captures the distorted pa�ern and can find correspondences

via computing its deformation [75]. �e situation for RGB-D sensors is slightly more

complicated as the projector of the structured light pa�ern should not visually degrade

the corresponding RGB image. To alleviate this, an infrared (IR) projector and camera is

used which does not interfere with the RGB camera’s transmission spectrum. �is setup

works well in indoor scenes, where no direct sunlight is visible. On the other hand, out-

door scenarios o�en pose challenges for these sensors as the IR camera may struggle to

detect the pa�ern, due to the interference caused by the intense IR radiation emi�ed by

the sun. Other limitations of these depth measurement devices are quantization effects,

partial occlusions and holes, as well as wrong measurements due to dark or very reflec-

tive surfaces. Overall the measurement error, e.g., due to noise increases quadratically

w.r.t. the distance, see [117]. Some of these undesirable effects can be alleviated, e.g.,

quantization artifacts, when resorting to other techniques like time-of-flight.

2.2.2 Time-of-Flight

Time-of-flight (TOF)-based devices rather count to a second generation of RGB-D

cameras. Popular models are the Asus Xtion 2, theMicroso� Kinect V2, and theMicroso�

Azure Kinect DK. TOF cameras use a photonic mixer device (PMD), which was first

developed in 1998 [244], hence they are also called PMD cameras. Similarly to the

previous method, an emi�er and a camera are needed for the TOF approach. However,

instead of looking for correspondences, the time of flight is measured for an emi�ed

light pulse to travel through the scene and back to the camera. �e measured time

can be used to deduce the distance to the scene. �is is either done via an optical

shu�er approach or an intensity modulation approach [76, 120]. In the case of RGB-D

cameras the TOF component also uses IR devices to not pollute the RGB images. �e

imaging process of TOF cameras using IR results in similar limitations as structured

light sensors when capturing outdoor scenes or materials with reflective or absorbing

properties. Due to the stereo vision setup partial occlusions and holes are also common

in the captured data. However, in contrast to structured light systems, TOF systems

exhibit fewer quantization artifacts. Nonetheless, TOF cameras can suffer from artifacts

known as flying pixels, which can arise when a pixel captures a region with a depth

discontinuity [120].

Independent of the methodology of an RGB-D sensor discussed here, they all share

the same drawback in resolution. �e RGB image and the depth image differ in image
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(a) RGB image of 1280× 1024 resolution. (b) Depth of 640× 480 resolution.

Figure 2.3: Illustration of the resolution discrepancy between RGB and depth image of an Asus

Xtion Pro Live.

size. While the color image is in general of high resolution, the depth image tends to be

of much smaller resolution. For instance, the Asus Xtion Pro Live provides RGB images

with dimensions 1280× 1024, whereas the maximum size of its depth images is limited

to 640× 480, as illustrated in Figure 2.3.

A list of all RGB-D devices mentioned here along with their acquisition method and

resolution can be seen in Table 2.1.

RGB-D Model Method Color Depth

MS Kinect V1 Structured Light 640× 480 640× 480
PrimeSense Carmine Structured Light 1280× 960 640× 480
Asus Xtion Pro Live Structured Light 1280× 1024 640× 480
Structure Sensor Pro Structured Light N/A (iPad dependent) 1280× 960
MS Kinect V2 TOF 1920× 1080 512× 424
Asus Xtion 2 TOF 2592× 1944 640× 480
MS Azure Kinect DK TOF 4096× 3072 1024× 1024

Table 2.1: Comparison of method and resolution of RGB-D sensor models. Systematically, the

depth resolution is lower than the RGB image resolution, or both resolutions are limited to VGA

(640× 480). For further information we refer to [53, 76, 82, 123, 235].

In various applications, it is o�en crucial to obtain a depth map with high-resolution

and fine-scale details, free of noise, quantization effects, and missing information, that is
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consistent with the high-resolution RGB image counterpart. To achieve this, the problem

of increasing a depthmap’s resolution is addressed by a technique known as depth super-

resolution, which we will delve into next.

2.2.3 Depth Super-Resolution

In general, upsampling data in space and/or time is an active research problem. �is

can be done in the 1D case for audio signals [121, 130], or in a multi-dimensional case

e.g., temporal or spatial video super-resolution (SR) [40, 241], or light field SR [233]. Our

work is more aligned with the 2D case i.e., imaging data. However, we will not focus on

RGB image SR [59, 225, 245, 251], but on the problem called depth super-resolution. �e

depth SR problem based on RGB-D data will be tackled in Chapter 5, thus we discuss it

here in more detail.

In depth SR, the aim is to upsample a coarse depthmap to a higher resolution. Mathemat-

ically, we can express this in terms of a low-resolution (LR) depth map zLR : ΩLR → R

and an SR depth map zSR : ΩSR → R, which maps from an LR and SR image domain

ΩLR ⊂ R
2 and ΩSR ⊂ R

2, respectively. To express this difference in resolution, we write

ΩLR ⊂ ΩSR. �e theoretical idea behind the relation between zLR and zSR is that the for-

mer is a downsampled version of the la�er. We can formulate this in terms of a linear

downsampling operator D : RΩSR → R
ΩLR ,

zLR = DzSR + ηz. (2.7)

�e operatorD can also incorporate other phenomena like blur or warping [63, 223], e.g.,

in the case of having different viewpoints or if camera blur effects are being modeled.

�e quantity ηz is a realization of some stochastic process, like noise, quantization or

other measurement errors. While ideally, ηz is vanishing, we saw in Section 2.2.1 and

2.2.2 that depth maps from RGB-D cameras can have non-trivial noise characteristics.

In Figure 2.4, we present an illustrative pair of LR and SR depth maps, where the former

exhibits visible noise contamination.

Inverting (2.7), from a given LR depth map zLR and a downsampling operator D is an

ill-posed problem due to D being non-injective. Hence, additional prior terms have to

be proposed in a depth SR problem,

min
zSR:ΩSR→R

Edata(zSR; zLR) + λEprior(zSR). (2.8)

�e parameter λ ≥ 0 is a trade-off parameter between the data term Edata and the prior

term Eprior. Enforcing (2.7) and assuming zero-mean Gaussian noise with variance σ2
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(a) LR depth (b) SR depth (c) LR shape (d) SR shape

Figure 2.4: Comparison of LR and SR depth and shape. �e presented figure showcases the oven

mi� from Figure 2.3 as a depth map along with its corresponding 3D shape. While the SR depth

map demonstrates improvements in terms of missing regions and resolution compared to the LR

depth, the shape exhibits enhanced geometric detail, reduced noise, and mitigated quantization

effects. �is significant improvement in quality has been achieved through the utilization of the

approach proposed by Peng et al. [7].

i.e., ηz ∼ N (0, σ2), the data term in (2.8) can be wri�en as

Edata(zSR; zLR) =
1

2
‖zLR −DzSR‖22, (2.9)

where ‖·‖p for 1 ≤ p < ∞ is the Lp-norm, which for p = 2 is the standard euclidean

norm, here, over the LR domain ΩLR.

�e prior term in (2.8) can ensure smoothness of zSR, usually via considering its gradient

map∇zSR : ΩSR → R
2. A well-known choice of smoothness prior is the squared L2-loss

or the total variation (TV) regularization,

EL2

prior(∇zSR) = ‖∇zSR‖22, (2.10)

ETV
prior(∇zSR) = ‖∇zSR‖1. (2.11)

�is essentially yields a smoothed out or piecewise constant solution [141], respectively,

and are possibly undesired artifacts. Other popular choices of prior terms to mitigate
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these effects are the Huber-loss [96, 223, 236], or a minimal surface prior [79],

EHuber
prior (∇zSR) =

{‖∇zSR‖22
2ε

, if ‖∇zSR‖2 ≤ ε,

‖∇zSR‖2 − ε
2
, if ‖∇zSR‖2 > ε,

(2.12)

EMS
prior(zSR) = ‖A[zSR]‖1, with (2.13)

A[zSR](p) =
zSR(p)

fxfy

√
‖∇fzSR(p)‖2 + (zSR(p) + 〈p− c,∇zSR(p)〉)2, (2.14)

where∇f = diag(fx, fy)∇ is the gradient operator scaled with a diagonal matrix of the

focal lengths, and c = (cx, cy)
⊤ is the principal point, see Section 2.1.2. As a regulariza-

tion term, the Huber-loss function4, as presented in (2.12), is designed to smooth small

gradients while preserving strong edges. �is mitigates the well-known limitation of TV

regularization that favors piecewise constant solutions, which leads to staircasing arti-

facts. However, for perspective depth maps, a minimal surface regularization method

as described in (2.13) has been proposed in [79]. Minimal surfaces are not necessarily

composed of piecewise constant depth regions. A perspective minimal surface depends

on the distance, as can be observed in Equation (2.14). �erefore, moving the points

of the surface to the center of projection reduces surface area, which in turn mitigates

the staircasing artifacts. Although not directly applied in the case of depth SR, minimal

surface regularization has already been proven useful in a line of works e.g., depth esti-

mation [79], or photometry-based approaches [3, 5, 149, 188].

However, simply solving a problem in the form of (2.8) with one of the regularization

terms mentioned here leads to the smoothing out of fine geometric details, as all of these

regularization methods imply local smoothness of the surface. To address this, (2.8) can

be supplemented with the companion RGB image in the case of RGB-D sensor data.

�e color image inherently contains useful and detailed geometric information that can

guide the super-resolved depth map as described in a recent survey [260]. Interestingly,

these image-guided depth SR approaches use only a sparse set of information from the

RGB image [58, 70, 172, 173, 246], which we will see later in Chapter 3.1.1, where we

discuss each method’s advantages, disadvantages, and open problems.

One promising alley of research involves the development of physically-based models

that establish dense relationships between RGB images and a scene’s assets, such as re-

flectance, illumination, and geometry through the rendering equation. �ese approaches

have exhibited promising results in guiding the depth SR problem, as evidenced by pre-

vious works including [3, 5, 7, 8, 137]. Our work in Chapter 5 also employs this method-

ology, combining depth SR with SfS. However, before discussing this further, it is neces-

4Named a�er the Swiss statistician Peter Jost Huber (1934).
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sary to first define and explain SfS and its relationship to the rendering equation. In the

following sections, we will delve into the rendering equation, its assets, simplifications,

SfS as well as PS.

2.3 Physically-Based Rendering

�is section aims to cover a range of concepts that will be utilized in Part II, all of which

fall under the umbrella of physically-based rendering. �is field is focused on estab-

lishing the relationships between a scene’s geometry, lighting, and material via light

transport. We begin with introducing the well-known rendering equation, followed by

a brief overview of emissivity. A�erwards, we introduce the concept of the bidirectional

reflectance distribution function (BRDF) as well as various illumination scenarios and

finally discuss geometric aspects.

�e underlying principle of physically-based rendering is the celebrated rendering

equationwhich was simultaneously proposed in 1986 by James T. Kajiya [106] and David

S. Immel et al. as the result of his Master’s thesis [99, 100]. �is equation models light

transport at a point x ∈ R
3 in direction ωo ∈ S

2, where S2 = {x ∈ R
3 | ‖x‖2 = 1} is the

unit sphere, as

Lo(x, ωo) = Le(x, ωo) +

∫

S2

fBRDF(x, ωi, ωo)Li(x, ωi)max(0, 〈n(x), ωi〉) dωi. (2.15)

�e quantity L : R3 × S
2 → R

+
0 at a point x ∈ R

3 in direction ωo ∈ S
2 models radiance,

which is defined as the radiant flux5 per surface area and per solid angle. We indicate

the outgoing, emi�ing, and incoming radiance with Lo, Le, and Li, respectively. Emit-

ting radiance is described in Section 2.3.1, while incoming radiance is further explained

in Section 2.3.3. �e integral’s integrand consists of the bidirectional reflectance distri-

bution function fBRDF, the incoming radiance Li, and the clamped dot product between

the surface normal n(x) ∈ S
2 at x and the incoming direction ωi, max(0, 〈n(x), ωi〉).

�e BRDF models how light is reflected at an opaque surface and we will discuss this in

more detail in Section 2.3.2. �e clamped dot product is reliant on the scene’s geome-

try (Section 2.3.4), where the max operator encodes self shadows, which arise when the

light direction ωi originates from behind the surface. �is occurs when the dot product is

negative, signifying that the angle between n and ωi is greater than 90◦. Furthermore, it

models the spread of incident illumination over the surface at a given angle. We can get

rid of the clamping operation i.e., themax operator, if we restrict the integration domain

to the upper hemisphere oriented along n, Hn = {ω ∈ S
2 | 〈n, ω〉 ≥ 0}. �e rendering

5Radiant flux is the energy of photons per second [15].
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Figure 2.5: Illustration demonstrating cast shadows versus self shadows and the rendering equa-

tion. An opaque wall is illuminated by a point light source, resulting in shadows cast both on

itself and on the floor. �e facets of the wall facing away from the light source produce self shad-

ows, while the shaded regions on the floor represent cast shadows. Cast shadows occur when

incoming radiance in these areas diminishes due to obstruction by the wall, blocking the light

rays. Additionally, the exemplification of the relationship between a pixel and the underlying

scene properties illustrates the rendering equation. A ray originates from the center of a per-

spective camera, passes through the pixel p, and intersects the scene at xwith its surface normal

n(x). At x, in the outgoing direction ωo, the outgoing radiance Lo(x, ωo) results in the im-

age intensity I(p) at p, as described in Equation (2.16). Simultaneously, the incoming radiance

Li(x, ωi) from the point light source, arriving from the incoming direction ωi, illuminates the

point x. �e reflectance of the floor fBRDF(x, ωi, ωo) is contingent upon its material properties,

such as carpet, parquet, tiles, and so forth.

model presented in Equation (2.15) encompasses another type of shadow known as cast

shadows. Such local lighting phenomena, which include inter-reflections as well, are

brought about by the dependence of x in Li. A visual comparison of cast versus self

shadows is depicted in Figure 2.5.

�e outgoing radiance Lo(x, ωo) can be set in relation with the image irradiance6 I at

pixel p, I(p) [93]. Given a camera model (Section 2.1), we can relate a pixel position p

with its corresponding 3D point x, p = Π(x). Leveraging this, we can write

I(Π(x)) = Lo(x, ωo), (2.16)

where the direction ωo is the normalized vector pointing from the point x towards its

6Irradiance is the radiant flux per surface area.
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corresponding pixelp. Equation (2.16) is in fact a proportionality relationship, i.e., image

irradiance is directly proportional to scene radiance [93]. �e proportionality coefficient

is determined by the camera’s characteristics, but since it is constant for all pixels, it will

be disregarded in the subsequent analysis. An illustration of the rendering equation and

its relation to images is visualized in Figure 2.5.

We would like to point out that we have not explicitly modeled the camera pipeline or

any similar components. If our intention was to capture a more comprehensive relation-

ship than (2.16), then the camera pipeline could potentially involve the following steps,

though this list is not exhaustive: lens effects like vigne�ing, the integration of the trans-

mission spectrum of the camera over the wavelengths, some preprocessing (black light

substraction, normalization), white balancing, demosaicing, some postprocessing (noise

reduction, sharpening), color transformation, color rendering (tone mapping, color ma-

nipulation), displaying, compressing, and storing. We refer to [55, 93, 109] for more

details on the camera pipeline and its effects on the final image. Works in the area of

using properly calibrated data have been developed and it was shown that this can im-

prove certain tasks [25, 64, 152]. However, for the sake of this thesis we assume (2.16)

holds true.

�e rendering equation can be extended to encompass time and/or wavelength depen-

dencies in general. Time dependency is particularly relevant in dynamic scenes where a

single frame can be computed by se�ing a fixed time, and motion blur can be accounted

for by integrating over a specific time interval. In the same vein, with the radiance

mapping only to R
+
0 sampling or integration over various wavelengths can result in a

polychromatic sample, such as an RGB color triplet. However, investigating these time

and wavelength dependencies to more extent than described is outside the scope of this

thesis. Concerning RGB data, we presume that there is a channel-wise relationship be-

tween an image and the rendering equation. In other words, we evaluate the rendering

equation separately for each color channel. Depending on the radiance and the BRDF,

different scenarios may arise: a grayscale case, where both radiance and BRDF are achro-

matic, and three RGB cases, where either radiance or BRDF is RGB while the other is

achromatic, or both are RGB. Unless specified otherwise, we will present most equations

in the grayscale case, and note that the RGB case can usually be computed in a straight-

forward manner as mentioned above.

�e rendering equation is a recursive equation, as the incoming radiance Li(x, ωi) at a

point x in direction ωi is equal to the outgoing radiance Lo(x̃,−ωi) at a hit point x̃ of the

scene in negative direction ωi, Li(x, ωi) = Lo(x̃,−ωi). �e hit point can be understood

as the first intersection point of a ray defined by the tuple (x, ωi) with the surface. �e

recursive property of (2.15) is a curse and blessing at the same time. While it allows

to have a single equation describing the radiance of almost arbitrary scenes, it requires
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evaluating a complex integral whose integrand depends on the evaluation of the radi-

ance at a different point in different directions7. Making this evaluation tractable is still

an active research topic and ideas consider Monte Carlo methods [106] to efficiently ap-

proximate the integral in (2.15), graphics processing unit (GPU) programming [175] to

speed up computation utilizing parallelism, bounding volume hierarchy [83] to accel-

erate ray hit point computation, and many more. With state-of-the-art hardware it is

already possible to evaluate (2.15) in real-time e.g., in consumer video games8. We refer

the interested reader to [15, 69, 159, 176, 177] for in detail discussions on the whole topic

of the rendering equation and its efficient implementation.

In the upcoming sections of this chapter, we will comprehensively discuss each com-

ponent of the rendering equation (2.15). We will initiate with the emissivity and its as-

sumptions in this thesis, followed by an in-depth discussion of BRDFs and their diffuse

and non-diffuse reflectance properties. Furthermore, we will explore two lighting sce-

narios - directional and natural lighting. Subsequently, we will shi� our focus towards

the geometry of the scene, and discuss normal and depth maps and their interrelation.

�is comprehensive understanding of the forward model will serve as a foundation for

its subsequent inversion using the techniques of SfS and PS.

2.3.1 Emissivity

�e emissivity term, denoted as Le(x, ωo) in the rendering equation (2.15), describes the

amount of radiance emi�ed by a surface point x in a given direction ωo. Examples of

emissive objects include light bulbs, flashlights, candles, the sun, et cetera. However, in

this thesis, we focus on recovering non-emissive objects,

Le(x, ωo) ≡ 0. (2.17)

�e assumption of non-emissivity is a commonly adopted practice in photorealistic 3D

reconstruction [2, 30, 138, 255, 256]. As a result of this assumption, the rendering equa-

tion (2.15) solely consists of the integral term, which can be computed based on the

BRDF (reflectance), the incoming radiance (illumination), and the underlying shape (ge-

ometry). In the forthcoming sections, we will discuss these three quantities in greater

detail, commencing with reflectance.

7�e recursive tracing of rays is called path tracing [106]
8Shadow of the Tomb Raider (2018) was the first video game with ray tracing capabilities to render

realistic shadows. Ba�lefield V (2018) was the first game that used ray tracing to render reflections. Metro

Exodus (2019) was the first game to render global illumination. Finally,�ake II RTX (2019) was the first
game to deploy ray tracing for shadows, reflections and global illumination
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2.3.2 Reflectance

In this section we discuss the famous bidirectional reflectance distribution function

(BRDF), which was first proposed by Fred Nicodemus in 1965 [160]. Other commonly

used names for the BRDF are reflectance or material. Intuitively, the BRDF describes

how much light is reflected due to the material properties of an opaque object9, e.g.,

diffuse materials reflect light uniformly in all directions, while non-diffuse materials re-

flect light predominantly in one direction. �us, the BRDF is a function of two directions,

the incoming (light) and the outgoing (viewer) direction. A physically realistic BRDF,

fBRDF : S
2 × S

2 → R
+
0 has to fulfill two properties:

• Helmholtz reciprocity:

fBRDF(ωi, ωo) = fBRDF(ωo, ωi) (2.18)

• Energy conservation:

∀ωo :

∫

Hn

fBRDF(ωi, ωo)〈n, ωi〉 dωi ≤ 1 (2.19)

It is worth to mentioning that the BRDF in Equation (2.15) not only depends on the in-

coming and outgoing light directions but also varies with the surface point x. Such a

BRDF is commonly referred to as a spatially varying BRDF (SVBRDF) and is mathemati-

cally defined as a function fBRDF : R
3×S

2×S
2 → R

+
0 . Although the BRDF and SVBRDF

differ in terms of their dependency on the 3D point x, we may use these terms inter-

changeably since the inclusion or exclusion of x readily distinguishes one from the other.

To ensure physical realism, it is imperative that both properties of a BRDF hold true for

all points x of an SVBRDF. While it is important to bear in mind the aforementioned

a�ributes, it should be noted that some BRDF models may not satisfy these properties.

In certain cases, the energy conservation requirement of the BRDF may be relaxed to

achieve faster computation [29, 178] or to enable the representation of a diverse range

of materials using a single BRDF model with a limited number of parameters [38].

Awidely accepted convention, whichwe shall adhere to, is that according to Shafer [206]

the reflectance can be dichromatically represented as the sum of a diffuse (Lambertian)

BRDF, f d
BRDF, and a non-diffuse BRDF, f s

BRDF,

fBRDF(x, ωi, ωo) = f d
BRDF(x) + f s

BRDF(x, ωi, ωo). (2.20)

9In the case of non-opaque or translucent materials, incorporating a bidirectional transmi�ance dis-
tribution function (BTDF) is necessary. However, this topic is not within the scope of this thesis.
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Figure 2.6: Illustration of the BRDF. �e complete BRDF comprises both a diffuse and a non-

diffuse component, as depicted in Equation (2.20). In this visualization, we observe a cross-section

of the BRDF at a specific point x, where the length of the outgoing directions ωo represents the

magnitude of the BRDFs for a given incoming direction ωi. While the diffuse lobe uniformly

sca�ers light across the upper hemisphere, the specular lobe predominantly directs light in a

specific direction.

�e non-diffuse component of the BRDF is frequently referred to as the specular BRDF.

An illustration of a purely diffuse and a purely specular BRDF, as well as their compo-

sition as described in (2.20), is shown in Figure 2.6. �e specular BRDF is notable for its

dependence on the light and viewing direction, whereas the Lambertian diffuse BRDF is

invariant to these factors. �e ensuing two sections will delve into the implications of

this observation. Cook et al. [51] propose a convex combination of f d
BRDF and f

s
BRDF to

satisfy the energy conservation constraint (2.19). �erefore, depending on the specific

choices of f d
BRDF and f

s
BRDF, the dichromatic reflectance assumption in (2.20) may not nec-

essarily hold as energy conserving, even if f d
BRDF and f

s
BRDF are each energy conserving

on their own.

Over the years, a variety of BRDFs have been developed, with the Lambertian BRDF be-

ing the most well-known for f d
BRDF, and the microfacet BRDF being the most well-known

for f s
BRDF. �e Torrance-Sparrow [221] and Cook-Torrance [51] are widely used micro-

facet models that are known for their physical realism. In contrast, other models such

as Ward [234], Phong [178], and Blinn-Phong [29], while popular due to their simplic-

ity, are neither microfacet models nor physically realistic. Additionally, there are some

microfacet BRDFs that are considered unrealistic, such as the Disney BRDF [38] which

violates the energy conservation constraint in Equation (2.19).

All the core publications presented in this dissertation adhere to the dichromatic assump-

tion (2.20). In Chapters 5, 6, and 7, we further simplify the dichromatic assumption by

adopting a purely Lambertian BRDF with f s
BRDF ≡ 0. However, in Chapter 8, we incorpo-

rate a non-zero specular BRDF into the model. In the forthcoming two sections, we shall

concentrate on the Lambertian BRDF as a simple model for f d
BRDF, and amicrofacet-based

model inspired by the Disney BRDF [38] for f s
BRDF.
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2.3.2.1 Lambertian BRDF

As stated previously, throughout the majority of this thesis, it is assumed that the BRDF

fBRDF remains invariant w.r.t. both the incident lighting and outgoing viewing direction,

f s
BRDF(x, ωi, ωo) ≡ 0 (2.21)

=⇒ fBRDF(x, ωi, ωo) = f d
BRDF(x), (2.22)

implying that the material’s ability to reflect light is equal in all directions. It is worth

mentioning that there exist alternative diffuse models, such as Oren-Nayar [165] that

incorporate a dependence on ωi and ωo. However, in our approach, we adhere to the

aforementioned assumption. In this case, (2.22) is commonly referred to as Lambertian

reflectance. �is relation causes that view-dependent phenomena, such as specular high-

lights, are not taken into consideration in the model. Consequently, any reflections that

may be present in actual images can be treated as anomalies, which can be addressed

using techniques such as those described in [190].

To obtain the outgoing radiance from a perfectly diffuse surface under uniform unit ra-

diance lighting, we can substitute non-emissivity (2.17) and the diffuse assumption (2.22)

into the rendering equation (2.15), while assuming unit incoming radiance,Li(x, ωi) ≡ 1.

Incorporating the fundamental principle of energy conservation, as expressed in (2.19),

leads to the definition of the albedo, ρ : R3 → [0, 1], which describes the response of a

perfectly diffuse surface illuminated uniformly by a light source with unit radiance [15].

We can express the diffuse BRDF, f d
BRDF, mathematically in terms of the albedo ρ using

ρ(x) = f d
BRDF(x)

∫

S2

max(0, 〈n(x), ωi〉) dωi ≤
(2.19)

1 (2.23)

= f d
BRDF(x)

∫

Hn

〈n(x), ωi〉 dωi (2.24)

= f d
BRDF(x)π (2.25)

⇐⇒ f d
BRDF(x) =

ρ(x)

π
, (2.26)

where the integral of the dot product over the hemisphere in (2.24) evaluates to π. In the

context of a purely diffuse environment, the normalization factor π can be absorbed into

the proportionality coefficient derived from the relationship in Equation (2.16). �ere-

fore, moving forward, we will disregard this factor.

As demonstrated earlier, in the case of Lambertian surfaces, the BRDF remains invari-

ant to the integration variable of the rendering equation. Consequently, the BRDF can

be extracted from the integral, leading to a simplification of the rendering equation’s
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integrand. We define the remaining integral as the shading, S : R3 → R
+
0 of the scene,

S(x) =

∫

S2

Li(x, ωi)max(0, 〈n(x), ωi〉) dωi, (2.27)

which only incorporates light and geometric information. Using the three statements

above, we can plug the non-emissivity (2.17), the diffuse reflectance (2.22), and the shad-

ing (2.27) into the rendering equation (2.15) and write it as

Lo(x) = f d
BRDF(x)S(x). (2.28)

�e case of diffuse reflectance is important for all chapters of Part II of this manuscript.

In the case of non-diffuse reflectance we resort to a microfacet BRDF strongly related to

a simplification of the Disney BRDF [38], which we will discuss next.

2.3.2.2 Specular BRDF

One popular approach for modeling specular reflections related to materials is through

the use of themicrofacet model, which was introduced in seminal works by Torrance and

Sparrow [51] and Cook and Torrance [221]. �is BRDF model describes surfaces that are

not perfectly smooth, but instead composed of a multitude of randomly oriented planar

surface fragments, known as microfacets. �e microfacets whose orientation is halfway

between the light direction and the viewing direction are responsible for the visible light

reflection. However, not all of these properly orientedmicrofacets contribute to reflected

light due to masking and shadowing effects that are accounted for in the microfacet

BRDF model. �at being said, a microfacet BRDF typically takes into account the half

vector h = ωi+ωo

‖ωi+ωo‖2
and the surface normal n in the following manner,

f s
BRDF(ωi, ωo) =

D(h)F (h, ωo)G(ωi, ωo)

4〈n, ωi〉〈n, ωo〉
. (2.29)

�e three functions D,F, and G are called normal distribution function, Fresnel, and

geometric shadowing, respectively. D describes the distribution of microfacets for the

surface, while G describes the shadowing from the microfacets, and F describes the

amount of light that reflects from a mirror surface.

BRDFs can be anisotropic or isotropic, which are distinguished by their invariance to

rotations around the surface normal. Anisotropic BRDFs, which are not invariant to such

transformations, can model non-circular specular lobes around a fixed normal direction,

such as brushedmetal, while isotropic BRDFs can onlymodel circular lobes. In this work,

we will focus solely on isotropic reflections as anisotropic BRDFs are beyond the scope
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of our research. Furthermore, we will only consider dielectric/non-metallic surfaces as

we do not aim to model metallic materials.

In Chapter 8, we utilize themicrofacet model (2.29) with a specific selection of the normal

distribution function D, the Fresnel function F , and the geometric shadowing function

G.

For the surface normal distribution function D, we use the Trowbridge-Reitz (GGX)

distribution, which additionally depends on the surface’s roughness ϕ̂ [222, 230]10,

D(h; ϕ̂) =
ϕ̂2

π
(
〈n,h〉2(ϕ̂2 − 1) + 1

)2 . (2.30)

�e roughness parameter characterizes the surface microstructure. Surfaces with lower

roughness exhibit more facets that align with the incoming light, resulting in pro-

nounced specular reflections. In contrast, surfaces with higher roughness have fewer

facets aligned with the incoming light, which leads to sca�ered reflections that appear

blurry and diffuse.

For the Fresnel term F we adopt Schlick’s approximation [203],

F
(
h, ωo; ψ̃

)
= ψ̃ +

(
1− ψ̃

)
(1− 〈h, ωo〉)5, (2.31)

with the specular albedo ψ̃, which is related to the index of refraction (IOR).

�e geometric shadow term G is a function of the roughness ϕ̃, similar to D. It is com-

mon to employ the method of Smith [210] to compute G, which breaks it into light and

view direction components and computes a pointwise product using the same function,

G(ωi, ωo; ϕ̃) = G1(ωi; ϕ̃)G1(ωo; ϕ̃) (2.32)

where G1 is also based on the Trowbridge-Reitz (GGX) distribution [222, 230],

G1(ω; ϕ̃) =
2〈n, ω〉

〈n, ω〉+
√
ϕ̃2 + (1− ϕ̃2)〈n, ω〉2

. (2.33)

It is worth noting that with this BRDF model, the denominator in (2.29) is cancelled due

to the pointwise product in (2.32) and the numerator in (2.33).

Conventionally, a single roughness value for both ϕ̂ and ϕ̃ is used, which is usually de-

10�is particular form of microfacet distribution was originally developed by Trowbridge and Reitz
in 1975 [222] and later reinvented by Walter et al. [230] in 2007, who coined the term GGX. �ere is an
interesting post on Ma� Pharr’s blog about this: https://pharr.org/matt/blog/2022/05/06/trowb
ridge-reitz, accessed on 13th of April, 2023 at 3.23PM.

https://pharr.org/matt/blog/2022/05/06/trowbridge-reitz
https://pharr.org/matt/blog/2022/05/06/trowbridge-reitz
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noted as ϕ. However, we depart from this convention and distinguish between the two,

as we will explain in the next paragraph where we establish a connection to the Disney

BRDF [38]. �e Trowbridge-Reitz (GGX) distribution [222, 230] and Schlick’s approx-

imation [203] have been employed in our approach due to their successful application

in the more sophisticated Disney BRDF [38]. �is model is known for its capability to

effectively represent a wide variety of distinct materials..

Connection to the Disney BRDF. We will now explore that the utilized non-diffuse

BRDF mentioned above is a specific instance of the well-known Disney BRDF [38].

For the full model and thorough reasoning of the Disney BRDF, we refer the reader

to [38] and the official implementation available on GitHub11. �e complete Disney

BRDF encompasses eleven parameters that account for various phenomena. �e pa-

rameters are called baseColor, subsurface, metallic, specular, specularTint, roughness,

anisotropic, sheen, sheenTint, clearcoat, and clearcoatGloss. As our concern is solely

with the isotropic, non-diffuse, and non-metallic component of the Disney BRDF, we as-

sign zero values to all parameters that do not contribute to this segment. �e remaining

terms consist of two specular lobes, the primary and the secondary, with the secondary

lobe representing a thin, translucent layer, which we omit. �ese simplifications result

in a final set of parameters, the roughness and the specular parameter.

Upon closer inspection of this simplified Disney BRDF, it is evident that the surface nor-

mal distribution function D, geometric shadowing G, and Fresnel term F align with

the aforementioned models, specifically equations (2.30) – (2.33), which employ the

Trowbridge-Reitz (GGX) and Schlick-Fresnel models. However, a slight distinction can

be observed in the approach of the Disney BRDF. It specifically involves a couple of

reparameterizations of the roughness value ϕ, and the specular parameter ψ. �e Dis-

ney BRDF employs these modifications to achieve improved numerical stability and a

more perceptually linear change in the roughness12,

ϕ̃(ϕ) = ϕ̂(ϕ) = max
(
0.001, ϕ2

)
. (2.34)

Moreover, the specular albedo is scaled to cover most common materials,

ψ̃(ψ) = 0.08ψ. (2.35)

11https://github.com/wdas/brdf/blob/main/src/brdfs/disney.brdf, accessed on April 14th,
2023 at 5:06PM.

12In Section 8.3.1,ϕ2 from Equation (2.34) is missing. �e requirement tomaintain the accepted version
of the publication prevents its correction.

https://github.com/wdas/brdf/blob/main/src/brdfs/disney.brdf
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In the initial version of the Disney BRDF manuscript, an additional reparameterization

was suggested, which is employed in Chapter 8. Although ϕ̂ is defined according to

(2.34), a different expression was used for ϕ̃,

ϕ̃(ϕ) =

(
ϕ

2
+

1

2

)2

. (2.36)

�is proposed third reparameterization of the roughness in the initial manuscript of the

Disney BRDF was later retracted following a subsequent study [89]. Additional informa-

tion on this topic can be found in [89], the addendum included in [38], and in the commit

history of Disney’s official GitHub repository13. �e presented non-diffuse BRDF model

has been effectively utilized in Chapter 8, wherein the reflectance characteristics of each

object in a scene of significant scale have been successfully estimated via inverting the

rendering equation as depicted in (2.15).

In the upcoming section on illumination, we adopt a purely diffuse BRDF model,

which enables us to express the rendering equation in terms of the albedo and the shad-

ing integral, as demonstrated in (2.28). With this adoption, the shading integral S can

be significantly simplified under specific illumination conditions. �ese simplifications

have been deployed in the remaining Chapters 5 – 7 of this dissertation. To this end,

we will explore two frequently used lighting setups: directional lighting and natural

lighting.

2.3.3 Illumination

�is section addresses the incoming radiance of the rendering equation, which can be

referred to interchangeably as illumination, light, or lighting. We introduce a set of

assumptions regarding the incoming radiance, and demonstrate how these can be lever-

aged to streamline the shading process, obviating the need for explicit integration com-

putation. It should be noted that, throughout this section, we are specifically considering

diffuse reflectance (as outlined in Section 2.3.2.1). Additionally, we posit that the incom-

ing radiance, denoted by Li, is positionally independent, a condition commonly referred

to as the distant light assumption,

Li(ωi) = Li(x, ωi). (2.37)

As a result of this assumption, incoming radiance from any particular direction is iden-

tical across every point in the scene. �e primary consequences of this simplification

13https://github.com/wdas/brdf/commit/9aee63621cbec6891b20d6485d7b8f4549f3db1b,
accessed on 14th of April, 2023 at 5.32PM.

https://github.com/wdas/brdf/commit/9aee63621cbec6891b20d6485d7b8f4549f3db1b
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(a) Grayscale radiance
Li showing a road in
Monument Valley14.

(b) Shading S of a white
hemisphere using the
radiance map shown in
(a).

(c) RGB radiance Li

showing a road in
Monument Valley14 .

(d) Shading S of a white
hemisphere using the
radiance map shown in
(c).

Figure 2.7: Illustration depicting radiance and shading. �e images in (a) and (c) each showcase

a radiance map, where (a) is the grayscale version of (c). �e images in (b) and (d) display the

shading, i.e., the evaluation of Equation (2.38). In the shading images, the normals correspond to

a hemisphere, and the incoming radiance aligns with the radiance maps displayed in (a) and (c).

include a lack of inter-reflections and the absence of cast shadows. It is important to

note that this assumption is not universally applicable, although there are real-world

situations in which the spatial independence outlined in Equation (2.37) holds true. For

instance, a class of objects which do not experience cast shadows are convex objects,

making it theoretically feasible for a convex scene to conform to this assumption.

Assuming this, the shading integral that is the focus of this section simplifies from (2.27)

to the form

S(x) =

∫

S2

Li(ωi)max(0, 〈n(x), ωi〉) dωi, (2.38)

see also Figure 2.7 for a visualization of exemplary radiances Li, as well as the corre-

sponding shadings of a white hemisphere. Several algorithms that leverage the distant

light assumption by solving the shading equation (2.38) are categorized as environment

map algorithms, as discussed in [191]. �e simplification of the lighting conditions pro-

vides the benefit of reducing the complexity of the shading term S, which may avoid the

need for the evaluation of the intricate integral set forth in Equation (2.38). Nevertheless,

simplifications can sometimes detract from the realism of the model, as certain facets of

the real-world are not accurately represented, such as the absence of cast shadows as

previously described. In addition to their limitations, we will now delve into two com-

monly employed assumptions pertaining to the lighting model and how they can greatly

facilitate the simplification of the shading integral.

14Environment map taken from http://www.hdrlabs.com/sibl/archive.html, accessed on 29th
of March, 2019 at 3.39PM.

http://www.hdrlabs.com/sibl/archive.html
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(a) Grayscale radiance
Li showing directional
lighting. Note the white
point within the sphere,
indicating the presence
of non-zero incoming
radiance.

(b) Shading S of a white
hemisphere using the
radiance map shown in
(a).

(c) RGB radiance Li

showing directional
lighting. Note the blue-
ish point within the
sphere, indicating the
presence of non-zero
incoming radiance.

(d) Shading S of a white
hemisphere using the
radiance map shown in
(c).

Figure 2.8: Illustration depicting directional light and shading. �e images in (a) and (c) each

showcase a radiance map of directional light. �e images in (b) and (d) display the shading

under directional light, i.e., the evaluation of Equation (2.42). In the shading images, the normals

correspond to a hemisphere, and the incoming radiance aligns with the radiance maps displayed

in (a) and (c).

2.3.3.1 Directional Lighting

In the case of directional lighting, it is assumed that only a single lighting direction, ωdir
i ,

is present, with incoming radiance that does not diminish to zero,

Ldir
i (ωi) =

{
Li(ωi), if ωi = ωdir

i ,

0, if ωi 6= ωdir
i .

(2.39)

Directional lighting is a frequently employed assumption when an object is situated in

a large, dark environment, where the distance between the object and the light source

is significantly greater than the diameter exhibited by the object. By substituting (2.39)

into (2.38), the shading integral simplifies to a single evaluation,

S(x) =

∫

S2

Ldir
i (ωi)max(0, 〈n(x), ωi〉) dωi (2.40)

= Li

(
ωdir
i

)
max

(
0,
〈
n(x), ωdir

i

〉)
(2.41)

= max
(
0,
〈
n(x), ldir

〉)
, (2.42)

where in the final step, the light direction, ωdir
i , is scaled by the light intensity, Li

(
ωdir
i

)
,

resulting in a single directional light vector, ldir = Li

(
ωdir
i

)
ωdir
i ∈ R

3. Exemplary

directional-lighting-based radiances Ldir
i and shadings are shown in Figure 2.8.
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�e rendering equation governing the radiance at a non-emissive point x with Lamber-

tian reflectance, and under directional lighting can be expressed as

Ldir
o (x) = f d

BRDF(x)max
(
0,
〈
n(x), ldir

〉)
(2.43)

= ρ(x)max
(
0,
〈
n(x), ldir

〉)
. (2.44)

By employing these simplifications, an image can be rendered in a straightforward man-

ner. �e rendering process can be succinctly described through the use of an albedo map

ρ : Ω → [0, 1], a lighting vector ldir ∈ R
3, and a normal map n : Ω → S

2. Once these

components are provided, the image can be rendered as

I(p) = ρ(p)max
(
0,
〈
n(p), ldir

〉)
. (2.45)

While the simplicity and ease of computation of this model is advantageous, it is limited

in that it represents a fairly controlled laboratory setup, assuming only a single distant

light direction in a dark environment. In the following section, we introduce a more

sophisticated model based on the spherical harmonics (SH) framework, which enables

the simulation of natural lighting scenarios.

2.3.3.2 Natural Lighting

Compared to directional lighting, the illumination scenario that we discuss here is more

realistic. We consider a non-emissive and Lambertian surface that is illuminated with

distant lighting. Our aim is to directly simplify Equation (2.38). �is scenario is referred

to as natural illumination or general illumination, and examples of it include a non-dark

room with multiple light sources [72] or an outdoor environment with light from the

sky on a cloudy day15 [105]. In this section, we largely follow the works of [21, 191] for

the relationship between shading and SH, and [28, 49] to derive the SH that map to the

real numbers R from the SH that map to the complex numbers C.

In order to facilitate the shading process outlined in (2.38), it is possible to interpret it as

a convolution of the incoming radiance function Li : S
2 → R

+
0 with a kernel function

K : S2 → R
+
0 ,

K(ωi) = max(0, 〈n(x), ωi〉). (2.46)

Both of these functions are non-negative over the surface of the sphere S2, and as such

can be represented using an orthonormal basis on this surface. One widely-used basis

are the spherical harmonics, which are defined using the associated Legendre polynomials

15Cast shadows resulting from a sunny day are not modeled with (2.38) due to the spatial independence
of the incoming radiance.



2.3. Physically-Based Rendering 31

Pm
n : [−1, 1] → R,

Pm
n (x) =

(1− x2)
m
2

2nn!

dn+m

dxn+m

[(
x2 − 1

)n]
(2.47)

and a normalization factor Nm
n ,

Nm
n =

√
2n+ 1

4π

(n−m)!

(n+m)!
. (2.48)

From this, we can define the spherical harmonics (SH) function of degree n and orderm,

denoted as Y m
n : S2 → C,

Y m
n (θ, φ) = Nm

n P
m
n (cos θ) exp(imφ), (2.49)

where we “abusively” use the spherical coordinates (θ, φ) to describe elements on S
2.

Specifically, θ ∈ [0, π] denotes the polar angle, also known as the colatitude, while φ ∈
[0, 2π) denotes the azimuth, or longitude.

Since the SH are complex-valued functions that map to the complex plane, they are

not directly suitable for computing the real-valued shading term in Equation (2.38). To

address this, we can derive real-valued functions from the SH functions by combining

complex conjugate functions of Y m
n . �e resulting real SH functions are given by Ynm :

S
2 → R,

Ynm(θ, φ) =





Nm
n P

m
n (cos θ)

√
2 cosmφ, ifm > 0,

N0
nP

0
n(cos θ), ifm = 0,

N
|m|
n P

|m|
n (cos θ)

√
2 sin|m|φ, ifm < 0.

(2.50)

For the sake of conciseness, we do not present the algebraic derivation here, but instead

refer interested readers to the work of Blanco et al. [28].

�e expression in (2.50) represents an orthonormal basis on the sphere [28], which pro-

vides a convenient means to represent the incoming radiance Li : S
2 → R

+
0 and the

convolution kernel K : S
2 → R

+
0 as an infinite linear combination of the SH basis

functions,

Li(ωi) =
∞∑

n=0

n∑

m=−n

lnmYnm(ωi) (2.51)

K(ωi) =
∞∑

n=0

knYn0(ωi), (2.52)

where the coefficients of the radiance, lnm can be interpreted as the “lighting” vector.
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�e coefficients of the kernel depend solely on the SH functions with m = 0, as the

kernel exhibits symmetry around n (the north pole). Notably, these coefficients kn can

be efficiently computed thanks to the kernel’s particular structure,

kn =

√
4π

2n+ 1
·





√
π

2
, if n = 0,

√
π
3
, if n = 1

(−1)
n
2
+1

√
(2n+1)π

2n(n−1)(n+2)

(
n
n
2

)
, if n ≥ 2, even,

0, if n ≥ 2, odd.

(2.53)

We can apply the Funk-Hecke theorem [80] to demonstrate that the substitution of (2.51)

and (2.52) into (2.38) is tantamount to multiplication of the coefficients,

S(x) =
∞∑

n=0

n∑

m=−n

lnmknYnm(n(x)). (2.54)

�e evaluation of the SH functions is now performed w.r.t. the normal n, since the inte-

gral in (2.38) that we express in terms of SH functions can be considered as a function of

the surface normal. It can not be interpreted as a function of the incoming direction ωi,

as this is the integration variable. �is simplification is advantageous, as it enables us

to compute the integral in (2.38) with a summation. To compute the (real) SH functions

up to a high degree, it is recommended to use a numerically stable method based on the

recursive computation of the associated Legendre polynomials [28, 181], combined with

widely used trigonometric identities such as the recursive multiple-angle formulae for

cosmφ and sin|m|φ.
Regre�ably, the summation in (2.54) extends infinitely, but the first two harmonic de-

grees are sufficient to capture most of the energy. In fact, a first- and second-degree

approximation capture 75% and 97.96%, respectively, of the non-negative light [21].

�erefore, it is justified to truncate the summation at n = 2,

∞∑

n=0

n∑

m=−n

lnmknYnm(n(x)) ≈
2∑

n=0

n∑

m=−n

lnmknYnm(n(x)). (2.55)

One may observe that the real SH functions presented in (2.50) are defined in terms of

spherical coordinates, while our incoming radiance (2.37) and kernel (2.46) are defined

on unit vectors. To address this discrepancy, it comes convenient to express the real SH

in terms of spatial coordinates x = (x, y, z)⊤ ∈ S
2. �is can be achieved through the

use of the aforementioned recursive approach and the spherical to Cartesian coordinate

transformation, (sin θ cosφ, sin θ sinφ, cos θ)⊤ = (x, y, z)⊤ ∈ S
2. For our purposes, it
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suffices to specify the first nine real SH up to second degree in Cartesian coordinates for

a given point x ∈ S
2:

n = 0 n = 1 n = 2

m = −2 Y2−2(x) =

√
15

4π
xy (2.56)

m = −1 Y1−1(x) =

√
3

4π
y Y2−1(x) =

√
15

4π
yz (2.57)

m = 0 Y00(x) =
1√
4π

Y10(x) =

√
3

4π
z Y20(x) =

√
5

16π

(
3z2 − 1

)
(2.58)

m = 1 Y11(x) =

√
3

4π
x Y21(x) =

√
15

4π
xz (2.59)

m = 2 Y22(x) =

√
15

16π

(
x2 − y2

)
(2.60)

�e weights of the corresponding kernel kn up to the second degree can be expressed as

n = 0 n = 1 n = 2

k0 = π k1 =
2π

3
k2 =

π

4
. (2.61)

For more details, we refer the interested reader to [21].

SH of both first and second degree are frequently employed in real-world scenarios due

to their ability to capture complex phenomena while retaining a manageable level of

complexity. Numerous works in the field have utilized these functions for a variety of

applications [3, 5, 6, 7, 8, 9, 140, 149, 150, 151, 164, 188, 263]. �e first-degree approx-

imation (n = 1) has the desirable property of being linear w.r.t. the surface normal.

However, this property does not hold for the second-degree approximation (n = 2), as

can be seen in equations (2.56) to (2.60), due to the presence of non-linear terms.

Given the Lambertian reflectance assumption, we may insert the relevant terms into the

rendering equation. Specifically, we substitute (2.55) into (2.54) and the distant lighting

shading (2.38), thereby arriving at,

LSH
o (x) = ρ(x)

〈
lSH,Yn(n(x))

〉
, (2.62)

where lSH ∈ R
(n+1)2 are the stacked “light” coefficients, {lnm}nm, and Yn(n(x)) ∈

R
(n+1)2 are the stacked kernel weighted SH basis functions evaluated at the surface nor-

mal, {knYnm(n(x))}nm. It is a common practice to omit the weights that appear in front
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(a) Image of a white hemisphere rendered under
first-degree spherical harmonics lighting, Y1.

(b) Image of a white hemisphere rendered un-
der second-degree spherical harmonics light-
ing,Y2.

Figure 2.9: Illustration of spherical harmonics lighting. �ese rendered images are generated by

applying Equation (2.63) with a white albedo and a hemisphere geometry. �e light coefficients

lSH approximate the incoming radiance depicted in Figure 2.7(c), hence the images visualized

here approximate the image shown in Figure 2.7(d).

of the SH functions (see (2.56) – (2.60)) as well as the kn’s since they can be incorporated

into the lighting vector, lSH, as simple constants. When calibrating or optimizing lSH,

multiplication with a constant is immaterial [6].

Similar to the case of directional lighting, image rendering can be performed in a

straightforward manner. �e rendering process can be concisely described by utiliz-

ing an albedo map ρ : Ω → [0, 1], a lighting vector lSH ∈ R
(n+1)2 , and a normal map

n : Ω → S
2, as

I(p) = ρ(p)
〈
lSH,Yn(n(p))

〉
. (2.63)

To provide visual illustration in Figure 2.9, two example images are rendered utilizing

Equation (2.63).

In this section, we have derived two distinct lighting scenarios: the directional sce-

nario as described in (2.45) and the natural scenario as outlined in (2.63). Although these

formulations may appear similar at first glance, there are subtle yet significant differ-

ences that are worthy of mention.

�e SH functions are utilized for the approximation of the radiance (2.37), the convolu-

tion kernel (2.46), and eventually the shading (2.38). It should be noted that the direc-
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tional lighting scenario, imposes a strong assumption on the incoming radiance, as it is

essentially a dirac function, as shown in (2.39). Its resulting effect can be demonstrated

via using two incoming radiance maps presented in the previous figures. Figure 2.7(c)

showcases a smooth outdoor scenario16, specifically a road in Monument Valley, USA,

which can be accurately approximated by employing SH functions, as depicted in Fig-

ure 2.9. Furthermore, Figure 2.8(c) illustrates a directional light scenario using a Dirac

function. Although the SH functions could potentially approximate the directional light-

ing, they may be slow to converge, necessitating the use of numerous basis functions.

E.g., when employing a first-degree approximation, the natural and directional light-

ing scenarios vary solely in terms of the max operator and the 0-th degree constant SH

function, also referred to as the ambient light. Despite their apparent similarity in this

instance, the accuracy of first-degree SH functions in approximating a dirac function

may be significantly compromised [72].

Furthermore, themax operator appearing in (2.38) plays a crucial role in preventing radi-

ance values from becoming negative. While this operator is still present in the directional

light simplification in (2.45), it is not strictly invoked in the natural light approximation

based on SH functions in (2.63). As a consequence, low-degree SH approximations may

lead to negative radiance values, a fact that should be kept in mind when generating data

according to (2.63) and storing it as images17, as these negative values will be clamped

to 0 or wrapped around 255.

Both expressions in (2.45) and (2.63) share a common dependency on the surface nor-

mal n at the point x or the corresponding pixel p. However, as discussed in Section 2.2,

when using RGB-D cameras, depth maps are available instead of surface normals. While

a simple image can be rendered using a normal and albedo map with some lighting vec-

tor, as shown in Equations (2.45) and (2.63), it may not be immediately clear where and

why depth maps should be incorporated. In the subsequent section, we showcase the

advantageous impact of the inclusion of depth maps in comparison to normal maps.

2.3.4 Geometry

In this section, we delve into the geometric considerations of the rendering equation.

Typically, when rendering scenes from multiple viewpoints, a mesh or a signed distance

function (SDF) is utilized. �is is the case in Chapter 8, where a mesh was employed

as the underlying geometric structure. However, in the upcoming Chapters 5 – 7, only

a single object is rendered from a sole viewpoint. �erefore, it suffices to represent the

object’s geometry using a single image, such as a depth or a normal map. To this end,

16In this situation, it is essentially an environment map
17We refer to standard image formats like png, jpg, et cetera.
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(a) Depth map (b) 3D shape (c) Surface normals

Figure 2.10: Illustration depicting the relationship between depth, shape, and surface normals

using the oven mi� object from Figure 2.3. Although the depth map alone may lack intricate de-

tails, projecting it into 3D and visualizing its shape as a mesh effectively reveals the fine structure

of the oven mi�. �is fine structure is also evident in the normal map, which is derived directly

from the depth map in (a).

further elaboration is required to discuss the relationship between the two parameter-

izations and to examine their respective advantages and disadvantages. In detail, we

will describe how to calculate normals from a depth map depending on its underlying

projection, and analyze the trade-offs between using a depth versus a normal parame-

terization.

Surface normals and depth maps are intimately related, as one can be derived from

the other by computing its gradient, i.e., we can directly parameterize the surface nor-

mals through depth. �erefore, when evaluating equations (2.45) or (2.63), we still com-

pute them based on surface normals, but we deduce these normals from their corre-

sponding depth maps. Figure 2.10 showcases a depth map, its 3D shape, and the cor-

responding normal map, providing a visual representation of their interconnected rela-

tionship, which will be further explored and deduced mathematically in the following.

As discussed in Sections 2.1 and 2.2, a depth map, denoted by z : Ω → R, is a 2D

grayscale image, where each pixel position, p ∈ Ω, describes the distance, z(p), to the

corresponding 3D point, x = Π-1(p, z(p)). Note that the camera model described by Π

must be consistent with the parameterization of the depth map z, i.e., an orthographic

or perspective camera must be used for an orthographic or perspective depth map, re-
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spectively. �us, we can reformulate a normal vector, n, in terms of its underlying depth

map, z, at pixel p = (u, v)⊤ as

n(x) = n
(
Π-1(p, z(p))

)
. (2.64)

Equation (2.64) demonstrates that the camera model, Π, plays a critical role in deter-

mining the surface normal. Specifically, the unit normal, now w.r.t. p and z in direction

of the principal axis, can be expressed as the normalized cross product of the partial

derivatives,

n[z](p) = normalize

(
∂Π-1(p, z(p))

∂u
× ∂Π-1(p, z(p))

∂v

)
, (2.65)

where we obtain the normalized vector normalize(x) from the original vector x by di-

viding it by its L2-norm, normalize(x) = x

‖x‖
2

. One can deduce the partial derivatives

of the inverse projection w.r.t. its pixel positions using the chain rule,

∂Π-1(p, z(p))

∂u
=
∂Π-1

∂u
+
∂Π-1

∂z

∂z

∂u
(2.66)

∂Π-1(p, z(p))

∂v
=
∂Π-1

∂v
+
∂Π-1

∂z

∂z

∂v
. (2.67)

We introduce the notation for partial derivatives of the depthmapw.r.t. its pixel positions

as zu = ∂z
∂u

and zv =
∂z
∂v
, which enable us to express the gradient of z as∇z = (zu, zv)

⊤.

�e computation of these partial derivatives typically involves a discrete stencil such as

forward differences, or backpropagation in the case of depth representation using a neu-

ral network. In this thesis, unless otherwise specified, we employ forward differences

with Neumann boundary conditions for computing the gradient in the image plane. Fur-

thermore, the partial derivatives ∂Π-1
∂u

, ∂Π-1
∂v

, and ∂Π-1
∂z

depend on the camera model, as

discussed in Section 2.1 for orthographic (Πo) and perspective projection (Πp). We ex-

plicitly state these partial derivatives of both projection types along with the final result

of the computed normal (2.65) in the following.

Orthographic Projection. For the case of orthographic projection, the partial deriva-

tives can be expressed in a straightforward manner,

∂Π-1o
∂u

=



1

0

0


 ,

∂Π-1o
∂v

=



0

1

0


 ,

∂Π-1o
∂z

=



0

0

1


 . (2.68)
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�e normal in the orthographic case can be computed by combining these partial deriva-

tives of the inverse projection and the gradient of the depth map. �erefore, the unit

normal vector pointing upward can be expressed as,

n[z](p) = normalize



−zu
−zv
1


 (2.69)

= normalize

(−∇z(p)
1

)
. (2.70)

Perspective Projection. �e perspective case entails a slightly more intricate com-

putation of the partial derivatives,

∂Π-1p
∂u

=



f−1
x z(p)

0

0


 ,

∂Π-1p
∂v

=




0

f−1
y z(p)

0


 ,

∂Π-1p
∂z

=



f−1
x (u− cx)

f−1
y (v − cy)

1


 . (2.71)

Upon substituting (2.71) associated with the perspective camera model into Equa-

tion (2.65) and simplifying the expression, we obtain

n[z](p) = normalize



z(p)

fxfy




−fxzu(p)
−fyzv(p)

z +

〈(
v − cx

u− cy

)
,

(
zu(p)

zv(p)

)〉





 (2.72)

= normalize

( −∇fz(p)

z + 〈p− c,∇z(p)〉

)
. (2.73)

In the final step, we have disregarded the constant factor z(p)
fxfy

, as it does not impact the

result. Additionally, we have utilized the scaled gradient operator ∇f and the principal

point c as defined in (2.14) [79].

In both the orthographic and perspective cases, the normal vector is oriented upward

in the direction of the principal axis. However, in most applications, it is preferable for

the normal to point towards the camera. To achieve this, it is common practice to invert

the normal vector by multiplying it with −1.

We have established the means by which a normal can be calculated based on a given

depth map. However, the question of its significance still looms large. A�er all, a nor-

mal map suffices to render images, as shown in (2.45) and (2.63). �e rationale behind

a depth-based representation is two-fold. First, the normal map is inherently integrable
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if represented using depth. In other words, every depth map infers a normal map, but

not every normal map has an underlying depth map. A normal map is said to be inte-

grable if a surface can be described with it. �e forward process of computing a normal

map as shown in (2.70) and (2.73) is straightforward when a depth map is provided. �e

backward process, known as normal integration, is not as trivial and is beyond the scope

of this thesis. Interested readers may refer to [184, 185] for more information. In many

3D reconstruction tasks, the desired outcome is a surface. However, if the estimated

normals are not integrable, then fi�ing a depth map to the normal field can result in

undesired artifacts and surfaces that are far from the genuine geometry. Directly esti-

mating over depth as a trade-off for avoiding such issues results in normalization issues

that introduce non-convexity when optimizing for depth. However, such issues can be

addressed via more sophisticated optimization schemes [1, 3, 4, 5, 6, 7, 8, 149, 182, 183,

188, 189, 190] or algebraic reformulations [78, 133, 143, 144, 145, 146, 147, 148, 187, 211].

�e second reason for representing a surface with a depth map is rooted in the assump-

tion that an initial geometry is available, for instance, from an RGB-D camera’s depth

sensor [3, 5, 7, 8, 86, 164, 188, 239, 250] or a generic minimal surface of specific volume [6,

167]. To obtain a refined and superior version of the initial depth map, it can be benefi-

cial to directly optimize over the depth map instead of employing a two-step approach

consisting of first optimizing the normal field and then integrating the potentially non-

integrable normal field to infer depth. In this two-step process, the final depth map is

determined only by the estimated normal map and is not influenced by the initial step.

With the image formation models presented in the previous and current sections, it

is now possible to render images of diffuse objects in a straightforward manner without

explicitly evaluating the shading integral (2.38). Specifically, we can combine the con-

cepts discussed in Section 2.3.3 and Section 2.3.4 as desired, resulting in four possible

(projection, lighting) pairs when representing surfaces in terms of depth: (orthographic,

directional), (orthographic, SH), (perspective, directional), and (perspective, SH). Two of

these combinations have been employed in the contributed papers of this thesis. A per-

spective projection with SH lighting was utilized in an SfS problem in Chapter 5 and in

a PS problem in Chapter 6, whereas an orthographic projection with directional lighting

was utilized in a PS problem in Chapter 7.

Although the forward process can be readily performed by evaluating the rendering

equation or its approximations based on the scene’s assets, such as geometry, material,

and illumination, the inverse process of recovering one or possibly multiple assets from

one or multiple images is a critical branch of 3D reconstruction. In this context, we will

now take a close look at inverting the rendering equation, as well as the topics of SfS

and PS.
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2.4 Inverting the Rendering Equation

�e focus of our discussion now shi�s towards the inversion of the rendering equation.

In the fields of computer graphics and computer vision, it is a crucial question to recover

geometry, material, and/or illumination information from a given set of images. In this

thesis, we will investigate a universal formulation of the inversion process as an inverse

problem. Subsequently, we provide an in-depth analysis of two prominent problems,

namely Shape-from-Shading (SfS) and photometric stereo (PS).

�e process of inverting the rendering equation is commonly referred to as inverse

rendering. Depending on the specific setup, it can be well-posed [1, 170] or ill-posed [14,

20, 88, 171, 252]. Furthermore, non-convexities [6, 256] and non-differentiabilities [126,

138, 255] can o�en arise, making inverse rendering a challenging problem in general.

Let us consider the problem of recovering a set of parameters X that represent various

aspects of the scene, including geometric, reflectance, and lighting properties. It should

be noted that in some cases, X may also include other a�ributes, such as camera pa-

rameters, as observed in recent studies [31, 140, 232]. However, our research focuses

exclusively on the recovery of geometry, reflectance, and lighting.

Given a set of N ∈ N images I = {Ii}i=1,...,N , where Ii represents the i-th image, the

inverse rendering problem can be formulated mathematically as the optimization of an

objective function f ,

min
X

f(I;X ) = Edata(I;X ) + Ereg(X ), (2.74)

consisting of a data term Edata and a regularization term Ereg. �e data term in the

formulation of the inverse rendering problem serves to quantify the difference between

the input and rendered images through the use of a residual, such as the photometric

difference. On the other hand, the regularization term typically operates solely on the

optimization parameters X . �is is done to address the presence of noise and ensure

the validity of the solution, as well as to limit the search space and prevent ambiguities.

To emphasize the dependence on X in the subsequent sections, we shall express the

outgoing radiance Lo as a function of its optimization parameters, rather than the pixel

or point positions.

In the upcoming sections, we shall analyze the problems of SfS and PS that are aimed

at resolving particular types of (2.74). We will investigate their individual assumptions,

challenges, and various techniques to overcome some of their respective obstacles.
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(a) Input image. (b) Output normal map.

Figure 2.11: Illustration of the SfS problem. From a single input image, as depicted in (a) infer

the corresponding geometry, represented here by a normal map in (b)18.

2.4.1 Shape-from-Shading

Solving the problem of inferring the shape of an object from shading clues using a single

image dates back to the 1970 Ph.D. thesis of Berthold Horn [92] and is commonly known

as the method of Shape-from-Shading (SfS). An illustration of the SfS problem is shown

in Figure 2.11. �is method involves formulating an optimization problem w.r.t.X based

on the inverse rendering formulation shown in (2.74),

min
X

‖I − Lo(X )‖22 + Ereg(X ), (2.75)

where, depending on the task at hand, the parameter X can take the form of either a

depth map z : Ω → R or a normal map n : Ω → S
2.

Regre�ably, the SfS problem is severely ill-posed, as illustrated by Adelson and Pent-

land’s workshop metaphor [14]. For instance, a painter may describe an image as a flat

shape illuminated uniformly but painted in a complex manner, while a sculptor may de-

scribe an image as a white and frontally-lit surface with a complex geometry. Similarly, a

gaffer may explain an image as a white planar surface illuminated in a complex manner.

18Geometry taken from https://www.thingiverse.com/thing:897412/remixes, accessed on 7th
of July, 2023 at 4.01PM.

https://www.thingiverse.com/thing:897412/remixes
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Some Image Painter’s explanation Sculptor’s explanation Gaffer’s explanation

Figure 2.12: Illustration of the workshop metaphor by Adelson and Pentland [14]. Each artist

provides a distinct interpretation of the same image. �e painter emphasizes complex color,

flat geometry, and uniform illumination in their description. �e sculptor focuses on complex

geometry, white color, and uniform illumination. �e gaffer highlights complex illumination,

flat geometry, and white color. �is metaphor vividly demonstrates the inherent challenges and

ill-posed nature of recovering scene properties from a single image.

An illustration of the workshop metaphor [14] is provided in Figure 2.12, which depicts

the diverse ways in which a single image can be explained by different artists. Let us

closely examine the sculptor’s explanation. �e assumption is that the scene depicted in

the image is white and frontally-lit. �e former can be realized by se�ing the albedo to

one, denoted as ρ = 1, while the la�er can be achieved by se�ing the directional lighting

vector ldir = (0, 0,−1)⊤. By incorporating these assumptions into the image formation

model, specifically the directional lighting model shown in Equation (2.45), and if we

further assume orthographic projection (2.70), the image intensity can be described as

I(p) =
1√

‖∇z(p)‖2 + 1
. (2.76)

Note that we have adjusted the directions of both the normal and the light vector to

point away from the surface, towards the camera. �e simplified case in (2.76) reveals

that the image intensity solely relies on the gradient of the depth, which corresponds to

the local change of depth. �erefore, given the image intensities and the desire to obtain

the depth map, (2.76) can be employed to solve for z [35]. �is leads to the well-known

Eikonal equation19 as follows

‖∇z(p)‖ =

√
1

I(p)2
− 1. (2.77)

19�e Eikonal equation is a non-linear first-order partial differential equation (PDE) that endeavors to
solve for u in the expression ‖∇u‖ = f , where f is a given positive function. By se�ing u as z and f as√

1
I2 − 1, we obtain (2.77).



2.4. Inverting the Rendering Equation 43

Hence, even in the simplified case of the sculptor where both the albedo and illumina-

tion are known, the depth cannot be deduced with certainty. We only have information

about the magnitude of the gradient, without knowledge of its direction or sign. Solving

the Eikonal equation, as depicted in Equation (2.77), is beyond the scope of this thesis.

However, this highlights the significant ill-posedness of the classical SfS problem, as even

under strong assumptions, the problem remains ambiguous. Interested readers may re-

fer to works that discuss mathematical solutions of the PDE shown in Equation (2.77) in

terms of viscosity, such as [34, 52, 66, 131, 180, 195], as well as two surveys on SfS [60,

257].

We are primarily concerned with solving the variational problem stated in (2.75) [71,

94, 228]. However, we aim to enhance the realism of our SfS approach by considering

perspective projection [34, 104, 180, 219] and natural illumination [95, 102, 169, 193]. In

order to increase the robustness of our approach and mitigate the inherent depth am-

biguity problem, we incorporate additional priors such as a low-resolution depth map

obtained from an RGB-D sensor.

2.4.1.1 Shape-from-Shading in RGB-D Sensing.

�e combination of SfS with RGB-D sensing has been the subject of several studies, such

as [86, 164, 188, 239, 250]. All of these works aim to solve an optimization problem w.r.t.

the parameter X , which represents geometric aspects of the scene,

min
X

‖I − Lo(X )‖22 + λ‖X − X0‖22 + Ereg(X ), (2.78)

where the first term in the objective function corresponds to the data term. �e stated

second term in the optimization problem is commonly referred to as the depth/normal

prior term. It serves as a zeroth-order regularization term for the geometry, but rather

than incorporating it into Ereg, we explicitly present it here within the context of SfS

in RGB-D sensing. It plays an important role in ensuring that the resulting geometry is

consistent with the measured values from the depth sensor. �e remaining quantities

in the optimization objective remain unchanged as in the original SfS problem depicted

in Equation (2.75). As mentioned earlier, incorporating knowledge from a depth sen-

sor can help alleviate the ambiguities associated with SfS e.g., as demonstrated in the

Eikonal Equation (2.77). However, previous a�empts to solve Equation (2.78), such as

those presented in [86, 164, 188, 239, 250], assume that lighting and/or albedo are known

or estimated in a preprocessing step, and that the color and depth images from the RGB-

D sensor have the same resolution. In Section 3.1.2, we thoroughly discuss these works

and emphasize their limitations, which will then be addressed in Chapter 5.
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Figure 2.13: Exemplary PS images. �e captures depict the same object as in Figure 2.11. Each

image is already segmented and taken under a different illumination condition20.

In light of the discourse on SfS, it is natural to question why a single image is used in-

stead of multiple images. �is inquiry can be addressed in the context of the PS problem,

which we shall explore in the upcoming section.

2.4.2 Photometric Stereo

�e problem of photometric stereo (PS) can be viewed as a natural extension of SfS.

Consequently, many of the techniques developed for SfS, such as methods for recov-

ering depth from normals, are naturally employed in conjunction with PS. �e primary

difference between SfS and PS lies in the number of input images. While SfS infers shape

from a single image, Robert J. Woodham proposed in 1980 in his seminal work [238] to

infer shape from multiple, differently illuminated images, an approach now known as

photometric stereo. �e original assumptions of PS proposed in [238] are that

• the object being captured is stationary and diffuse,

• the camera’s relative position w.r.t. the object remains constant during image cap-

ture,

• different illumination conditions are used to capture each image, and

• the object is segmented and a foreground mask is provided.

Figure 2.13 shows some exemplary PS images. �e objective is to acquiremultiple images

of an object under distinct illumination scenarios, as the reflectance and geometry of an

object are presumed to remain unchanged under varying illumination conditions. �is

constraint provides sufficient information about the underlying scene assets to estimate

the object’s geometry and reflectance from a set of images, assuming the illumination

is known. Several approaches exist that relax some of the aforementioned assumptions,

20Underlying geometry taken from https://www.thingiverse.com/thing:897412/remixes,
accessed on 7th of July, 2023 at 4.01PM.

https://www.thingiverse.com/thing:897412/remixes
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including those that utilize multiple camera viewpoints in a multi-view scenario [65, 113,

114, 125, 132, 168, 174, 247, 262], non-Lambertian approaches [43, 48, 135, 190, 208, 218,

259], light-source-enhanced cameras [8, 9, 27, 138, 157, 255], and dynamic scenes [78,

90, 101, 118, 227]. However, these approaches are beyond the scope of this thesis, which

focuses on the following problem.

Wemaymathematically formalize the problem of PS by considering a set ofN images

denoted by I = {Ii}i=1,...,N ,

min
X

N∑

i=1

‖Ii − Lo(X )‖22 + Ereg(X ), (2.79)

where the parameter vector X contains information about the geometry such as nor-

mals or a depth map, similar to the SfS case. However, in the context of PS, we typically

optimize over the albedo as well. It should be noted that the outgoing radiance Lo(X )

is dependent on i i.e., the i-th incoming radiance, since it changes with varying illumi-

nation. Nonetheless, for the sake of clarity, we temporarily omit this dependence.

For a given configuration, the number of images N required for disambiguating shape

estimation varies. In the specific context of our investigation into directional (Sec-

tion 2.3.3.1) and natural (Section 2.3.3.2) illumination,N ≥ 3 andN ≥ 4 images, respec-

tively, are required21. In a matrix formulation, we can represent each quantity involved

in the problem. Specifically, we can define the N intensity images, each with P pixels,

as I ∈ R
N×P , the surface normals as N ∈ R

3×P , the first-degree SH coefficients for

each surface normal as Y1 ∈ R
4×P , the albedo as ρ ∈ R

P and construct the diagonal

matrix P = diag(ρ) ∈ R
P×P , and the lighting as Ldir ∈ R

N×3 (for directional illumina-

tion) and LSH ∈ R
N×4 (for SH-based lighting). By definingM as a matrix indicating the

scaled normals or SH basis functions with the albedo i.e., Mdir = NP or MSH = Y1P,

respectively, we can formulate the PS problem as a matrix multiplication,

I =

{
LdirMdir, if directional light,

LSHMSH, if SH light.
(2.80)

To enhance conciseness, we useM to refer to bothMSH andMdir, and similarly for L. It

is worth noting that the element-wise clamping operationmax(·, 0) is neglected for the
directional lighting case, which is a common simplification that introduces inaccuracies.

21In the case of natural light, the number of images required for shape estimation is generally greater
than or equal to (n+1)2, where n represents the degree of SH used for modeling illumination, as discussed
in Section 2.3.3.2. For the purposes of this argument, we restrict our a�ention to the first-degree of SH
i.e., n = 1.
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Tomitigate this, discrepancies between the data and themodel can be described as sparse

errors in a preprocessing step using [240]. �e formulation in Equation (2.80) indicates

that the image matrix I is, at most, of rank 3 or 4, as it can be expressed as a product of

two low-rank matrices. Consequently, it is necessary to have at least N ≥ 3 or N ≥ 4

images to fully disambiguate the unknowns in the PS model, such that

rank(I) =

{
3, if directional light,

4, if SH light.
(2.81)

If the rank of the matrix is lower, then the linear system becomes underdetermined, and

hence, no reasonable solution can be obtained. It is important to note that even if we

have enough images, the rank of the matrices L or M may also be low. To avoid this

situation, the illumination, shape, and reflectance should be complex enough. Inappro-

priate scenarios that can result in low rankmatrices include planar lighting (rankL = 2),

degenerate surfaces22 (rankM ≤ 2), vanishing albedo (constant 0 i.e., rankP = 0), in-

adequate pixel count, et cetera.

If the matrices have an appropriate rank, two scenarios exist for PS, namely, calibrated

photometric stereo (CPS) when the illumination is known, and uncalibrated photometric

stereo (UPS)when the illumination is unknown. �erefore, X in (2.79) can also comprise

lighting information in the case of UPS. Although the absence of light calibration facili-

tates the overall capturing scenario in UPS, it can pose difficulties in solving for albedo,

light, and shape. �is can be exemplified by referencing (2.80). Any invertible matrixA

can be used to preserve the resulting images as

I = LM = LAA-1M, (2.82)

where we call A the ambiguity matrix. Depending on the lighting scenario, A ∈ GL3
or A ∈ GL4, where GLn denotes the general linear group of degree n, which is the set

of invertible n× n matrices. However, further constraints can be imposed on the shape

matrices to alleviate the ambiguities illustrated in (2.82). Enforcing the integrability of

surface normals under orthographic or perspective projection can be helpful. For ex-

ample, when directional lighting is used and no integrability constraint is imposed, the

ambiguity has nine degrees of freedom (dofs) [88]. However, if integrability is assumed

under orthographic projection, the dofs reduce to three [252]23. Interestingly, under

22Degenerate surfaces refer to simple geometries, such as a plane. We refer the interested reader to
the work of Brahimi et al. [1].

23In the scenario where surface integrability is enforced under orthographic projection, the corre-
sponding ambiguity matrix with three dofs is referred to as the generalized bas-reflief (GBR) ambiguity,
as documented in [23].
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perspective projection, enforcing integrability leads to a well-posed problem with no

dofs [170]. When considering first-degree SH lighting, if no integrability is imposed on

the surface normals, there are six dofs [20]24. However, when enforcing integrability

under orthographic or perspective projection, the dofs can be reduced to one and zero,

respectively [1]. Enforcing integrability under perspective projection ensures the well-

posedness of UPS in the directional and first-degree SH cases. However, the well- or

ill-posedness under integrability remains an open research problem for higher-degree

SH lighting as well as point light source illumination. In the absence of integrability

enforcement, second-degree SH and point light source illumination yield nine and four

dofs, respectively [20, 171]. While the specifics of these findings are beyond the scope

of this thesis, the results have been included here for completeness, and a detailed dis-

cussion can be found in [1].

�us far, we have expounded upon the assumptions and objectives of PS, the requisite

number of images for a given setup, and provided a succinct overview of the inherent

ambiguities that arise in the UPS scenario. Moving forward, we delve deeper into CPS

under directional lighting, and UPS under natural illumination, as these are the funda-

mental building blocks for Chapter 6 and Chapter 7.

2.4.2.1 Photometric Stereo under Directional Illumination.

In this section, we focus on the problem of recovering shape as a depth map z in the

context of CPS under directional light. To achieve this, we employ an image formation

model of the form

Ii(p) = ρ(p)
〈
n[z](p), ldiri

〉
, (2.83)

which takes into account the N given images Ii and the associated light vectors ldiri ,

where i = 1, . . . , N . As stated earlier, the clamping operation involving max(·, 0) has
been omi�ed in this analysis, and instead, we employ a preprocessing step based on [240]

to address arising inaccuracies. Let us substitute the expression for surface normals in

terms of depth under orthographic projection (2.70) into Equation (2.83) and formulate

it as a variational problem involving a set of non-linear PDEs,

min
z:Ω→R
ρ:Ω→R

N∑

i=1

∥∥∥∥∥Ii −
ρ√

|∇z|2 + 1

〈(−∇z
1

)
, ldiri

〉∥∥∥∥∥

2

2

+ λ‖z − z0‖22. (2.84)

24�e group of Lorentz transformations is employed to characterize the six dofs [61, 179].
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�e objective function includes a trade-off parameter λ ≥ 0 and a linear least squares

depth prior term. �e dependence of the data term solely on the gradient of the depth,

∇z, can give rise to a certain ambiguity in the minimization process. Specifically, since

a constant can be added to the depth while retaining the same minimum, this ambigu-

ity can be resolved by including a depth prior term. �is term, governed by a positive

parameter λ, enables fixing the constant by constraining the depth map to conform to

a specific initialization value z0 [144, 186]. Expressing (2.84) in terms of its depth map

eliminates the necessity of a two-step approach involving estimating normals followed

by integrating them, but introduces non-convexity as a result of the normalization factor√
|∇z|2 + 1. In addition, the optimization problem involves two variables, as the albedo

ρ is generally unknown. �erefore, in the absence of a good initialization of ρ and z,

convergence to poor local minima is possible.

To overcome this issue, we employ the technique of using image ratios or photometric

ratios, which was first proposed in [54] and has since been successfully adapted to var-

ious PS se�ings [78, 133, 143, 144, 145, 146, 147, 148, 187, 211]. In particular, we follow

the approach of [187], which employs image ratios in a variational se�ing for CPS under

orthographic projection. Upon closer inspection of (2.83), it is possible to reformulate it

such that it results in a set of PDEs that are not dependent on ρ and are linear w.r.t.∇z,
thus effectively circumventing the aforementioned issues. Specifically, by dividing the

image by the shading, we can observe that this quantity is equal to the ratio of the albedo

divided by the normalization factor. Per pixel, this ratio is constant across all images.

We can express this relation between two different images Ii and Ij , where i 6= j, as

Ii(p)〈(−∇z(p)
1

)
, ldiri

〉 =
ρ(p)√

|∇z(p)|2 + 1
=

Ij(p)〈(−∇z(p)
1

)
, ldirj

〉 . (2.85)

It is worth noting that our approach assumes that the shading value is non-zero for every

pixel in the image. �is is a necessary assumption to ensure that the system being solved

is non-degenerate. Specifically, degeneracy can occur in cases such as vanishing lighting

where the light direction vector is a constant zero vector, or in the case of planar surfaces

where all light vectors are perpendicular to the surface. By discarding the term in the

middle of Equation (2.85), multiplying both sides by their respective denominator, and
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performing further simplifications, we arrive at

〈(
Ii(p)l

dir
j,1 − Ij(p)l

dir
i,1

Ii(p)l
dir
j,2 − Ij(p)l

dir
i,2

)

︸ ︷︷ ︸
aij(p)

,∇z(p)
〉

= Ii(p)l
dir
j,3 − Ij(p)l

dir
i,3︸ ︷︷ ︸

bij(p)

(2.86)

〈aij(p),∇z(p)〉 = bij(p), (2.87)

which involves a vector field aij : Ω → R
2 and a scalar field bij : Ω → R. �e notation

ldiri,k denotes the k-th element of the i-th directional light vector ldiri ∈ R
3, where k ∈

{1, 2, 3}. Doing this for every pair of images (i, j) with 1 ≤ i < j ≤ N , we can obtain(
N

2

)
equations. We define the set of all such pairs as T = {(i, j) | 1 ≤ i < j ≤ N}.

Substituting theN data terms in (2.84) with the image-ratio-based formulation obtained

in (2.87) yields an optimization problem of the following form:

min
z:Ω→R

∑

(i,j)∈T
‖〈aij,∇z〉 − bij‖22 + λ‖z − z0‖22. (2.88)

Note that the number of equations in (2.84) increases linearly with N . However, in

(2.88), we observe a quadratic behavior due to the cardinality of T being |T | =
(
N

2

)
=

N !
(N−2)!2!

= N(N−1)
2

. �e problem stated in (2.88) is now a linear system w.r.t. z and is

independent of the albedo. Consequently, we can efficiently solve (2.88) using methods

such as Cholesky decomposition or conjugate gradient iterations, as outlined in [187].

�rough the joint solution of both PS and segmentation problems in Chapter 7, the pre-

sented image ratio model can help to effectively eliminate one of the fundamental as-

sumptions underlying PS, namely the requirement of a foreground mask.

2.4.2.2 Photometric Stereo under General Illumination.

�is section deals with the problem of UPS under general illumination, which is com-

monly approximated using the SH model [21, 191], as discussed in Section 2.3.3.2. As

in the previous section, to avoid the issue of non-integrable normal fields we take a

differential approach, enforcing integrability by directly optimizing the underlying per-

spective depth map. �e image formation model for the i-th image (i = 1, . . . , N ) is

based on (2.63) and uses a second-degree SH approximation,

Ii(p) = ρ(p)
〈
lSHi ,Y2(n[z](p))

〉
, (2.89)
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with the perspective surface normal, as shown in (2.73), but oriented towards the camera,

n[z](p) =

( ∇fz(p)

−z − 〈p− c,∇z(p)〉

)

√
|∇fz(p)|2 + (z + 〈p− c,∇z(p)〉)2

. (2.90)

�e task of recovering the underlying depth map, albedo, and light vectors from a col-

lection of N images under the relation depicted by Equation (2.89), can be cast as a

variational optimization problem of the form

min
z:Ω→R
ρ:Ω→R

{lSHi }i=1,...,N

N∑

i=1

∥∥Ii − ρ
〈
lSHi ,Y2(n[z])

〉∥∥2
2
. (2.91)

Similar to (2.84), a depth prior term can be added to fix the multiplicative ambiguity

w.r.t. the depth that arises under perspective projection. Despite the presence of this

ambiguity w.r.t. depth, the solution of (2.91) poses a significant challenge due to non-

convexity of the problem w.r.t. z. �is non-convexity arises from the normalization fac-

tor in (2.90) and the second-degree SH basis functions, as illustrated in (2.56)–(2.60). �e

non-convexity of (2.91) necessitates a good depth initialization and a robust optimiza-

tion scheme to obtain good solutions.

�e stated challenging UPS problem (2.91) or similar variants have been addressed in nu-

merous research works [7, 20, 154, 207]. In Section 3.2, we will conduct a comprehensive

review of this relevant literature and analyze how the corresponding researchers have

addressed the challenges associated with estimating the geometry of a scene with high

accuracy in the presence of natural illumination. In summary, these methods employed

multi-step approaches that are susceptible to error accumulation or relied on hardware-

assisted shape initialization, which is not always feasible. �e shortcomings of the ex-

isting methods will be overcome through a new paradigm proposed in Chapter 6, which

incorporates a robust solver and a generic depth initialization approach.

2.5 Active Contour Segmentation

�e objective of this section is to deliberate on a conventional strategy for the segmenta-

tion of objects, which relies on active contours as proposed by Chan and Vese [41]. �is

method has been effectively employed in the context of the research work presented in

Chapter 7, to enable the concurrent estimation of geometry and its binary mask for PS.
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Figure 2.14: Example input image for Chan-Vese segmentation. �is input image serves as an

illustration for a specific scenario designed for Chan-Vese image segmentation, where the white

region represents the background and the gray region depicts the foreground.

�e main concept involves the partitioning of a given grayscale image I : Ω ⊂
R

2 → R into two distinct regions, which are separated by a curve of minimal length.

�is curve is mathematically defined as the boundary of an open set Ω̃ ⊂ Ω, denoted

by C = ∂Ω̃. Moreover, we define the interior and exterior regions w.r.t. the curve as

inside(C) = Ω̃ and outside(C) = Ω \ cl
(
Ω̃
)
, respectively, where cl denotes the closure

of a set. It should be noted that the image values are expected to remain nearly constant

within and outside the curve, and are typically represented by the constants µ1, µ2 ∈ R,

respectively. �e objective at hand is to determine the optimal curve C , as well as the

associated constants µ1 and µ2, which can be formulated as the following optimization

problem25

min
µ1,µ2∈R

C

∫

inside(C)

PCV(µ1, I(p)) dp+

∫

outside(C)

PCV(µ2, I(p)) dp+ ν length(C), (2.92)

with PCV(µi, I(p)) = |µi − I(p)|2 for i ∈ {1, 2}, and the parameter ν ≥ 0 penalizing

the length of the curve. Specifically, higher and lower values of ν correspond to shorter

and longer curves, respectively. �e proposed Chan-Vese segmentation method [41] is

related to the classical Mumford-Shah model [156], which is commonly used for image

segmentation tasks and results in piecewise smooth regions. To be more precise, im-

posing the constraint that the solution is piecewise constant leads to the well-known

minimal partition problem, which can be regarded as a more general framework that

encompasses the Chan-Vese model as a special case, where the partition is limited to

only two distinct regions, see Figure 2.14.

To tackle this optimization problem, Chan and Vese [41] employ level set methods [166]

25�e notation PCV is derived from the surnames of the original authors, namely Tony F. Chan and
Luminita A. Vese, who proposed this method in [41]. In the literature, this model is commonly referred
to as the Chan-Vese segmentation.
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and utilize the reparametrization technique proposed in [258], which involves the use of

the Heaviside step function26. Level set methods enable the representation of the curve

C ∈ Ω as the zero level set of a Lipschitz function φ : Ω → R. �is representation allows

for the expression of C , inside(C), and outside(C) in terms of the level set function φ

as

C = {p ∈ Ω |φ(p) = 0} (2.93)

inside(C) = {p ∈ Ω |φ(p) > 0} (2.94)

outside(C) = {p ∈ Ω |φ(p) < 0}. (2.95)

By utilizing (2.93) – (2.95), it is possible to restate the initial problem (2.92) in terms of

the level set function φ,

min
µ1,µ2∈R
φ:Ω→R

∫

φ>0

PCV(µ1, I(p)) dp+

∫

φ<0

PCV(µ2, I(p)) dp+ ν length(φ = 0). (2.96)

Despite the reformulation of the initial problem in terms of the level set function φ as

given in (2.96), finding a solution remains challenging due to the optimization variable

dependence on the integration domain. To address this difficulty, we can leverage the

Heaviside step function

H : R → {0, 1}, H(x) =

{
1, if x ≥ 0,

0, if x < 0.
(2.97)

By smartly multiplying H with the integrands from (2.96), we can integrate over the

entire image domain Ω

min
µ1,µ2∈R
φ:Ω→R

∫

Ω

H(φ(p))PCV(µ1, I(p)) + (1−H(φ(p)))PCV(µ2, I(p)) + ν|∇H(φ(p))| dp,

(2.98)

where we used length(C) = length(φ = 0) =
∫
Ω
|∇H(φ(p))| dp to express the length

of the curve C in terms of the level set function φ.

�e optimization problem in (2.98) is non-convex, and the solution heavily depends on

the initialization, thus leading to the possibility of ge�ing stuck in local minima. Fur-

thermore, this approach tends to work well only if the image can be described using two

values, as in the resulting values of µi, i ∈ {1, 2}, which closely correspond to the av-

26�eHeaviside step function is named a�er the British mathematician and physicist Oliver Heaviside
(1850–1925).



2.5. Active Contour Segmentation 53

(a) Image to be segmented27. (b) Segmented object of the image in (a).

Figure 2.15: Illustration of fading foreground and background. In (a), the fading foreground on

the le� side of the cat presents challenges in distinguishing between the background and fore-

ground in that region. For reference, the segmented object is visualized in (b), revealing that the

color of the region, which resembles the background, actually belongs to the foreground. �is

characteristic poses difficulties for active contour methods to accurately perform object segmen-

tation.

erage value of I inside and outside the curve. However, this model may fail to perform

effectively in the presence of fading or discontinuous boundaries, where no clear distinc-

tion can be made between the foreground and background, as illustrated in Figure 2.15.

In the context of solving PS and masking simultaneously, we present in Chapter 7 an

alternative approach based on a customized Chan-Vese model that effectively addresses

the problem above. While this alternative approach entails the utilization of a more so-

phisticated cost function, it removes one of the fundamental assumptions of PS, namely

the masking process.

27Image taken from [208].





Chapter 3
Related Work

�is chapter offers a comprehensive overview of the relevant prior work that serves as

the foundation for the main publications presented in Part II. To begin, we examine the

related work on depth super-resolution (SR) and Shape-from-Shading (SfS) techniques.

Next, we present the most advanced methods for uncalibrated photometric stereo (UPS)

under natural illumination. Furthermore, we discuss the generation of object masks in a

photometric stereo (PS) se�ing and emphasize the related limitations. Lastly, we present

the current standard for material estimation in large-scale environments.

3.1 Depth Super-Resolution and Shape-from-Shading

�is section offers a comprehensive review of the current state-of-the-art in depth SR

and SfS. Specifically, we focus on the intersection of both topics, as both problems are

addressed simultaneously in Chapter 5. We begin by discussing image-guided depth

SR, which leverages corresponding RGB images to aid in depth SR. Next, we present

the prior research that deals with SfS with a depth prior, for instance, obtained from an

RGB-D sensor.

3.1.1 Image-Guided Depth Super-Resolution

�e problem of image-guided depth SR has become increasingly relevant with the avail-

ability of low-cost RGB-D cameras. �ese cameras offer aligned pairs of RGB and depth

images, which can be exploited to solve the depth SR problem by leveraging the high-

resolution information provided by the RGB image. A common assumption in this case

is to enforce alignment of depth edges with edges in the corresponding RGB image, such

that the depth image is smooth in regions where the RGB image is smooth, and discon-

tinuous in regions where the RGB image is discontinuous [58, 70, 172, 173, 246].
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Diebel and�run [58]. In Diebel and�run [58], the problem of image-guided depth

SR was formulated using Markov random fields (MRFs). �e formulation includes terms

similar to (2.9) and (2.10), with an additional weighting factor based on intensity varia-

tions in the corresponding grayscale image.

As a result, regions in the depth map with li�le intensity variation in the grayscale im-

age are smoothed more, while regions with large intensity variation are subject to less

smoothing.

Yang et al. [246]. An approach based on cost volumes was proposed in [246]. In this

method, an initially manually upsampled depth map is used to construct a cost volume

based on a truncated quadratic cost function. Each slice of the cost volume is then fil-

tered using a bilateral filter that is dependent on the corresponding color image. �e

bilateral filter results in smooth and discontinuous depth maps in regions where the

image is smooth and discontinuous, respectively. �e best cost is then extracted from

the filtered cost volume and refined using a sub-pixel refinement to obtain a new depth

map. �is process is repeated multiple times, with each new depth map being used to

construct the subsequent cost volume.

Although the results of [246] outperform the MRF approach proposed in [58], over-

smoothing is still noticeable due to the underlying bilateral filter being applied.

Park et al. [172, 173]. �e issue of oversmoothing in image-guided depth SR was

addressed in [173] and its ensuing work [172] by introducing a more sophisticated ob-

jective function. While the data term closely follows (2.9), two additional prior terms

are introduced. �e first is a regularization term based on non-local means (NLM) [36]

weighted with an anisotropic structural-aware filter [46]. �e anisotropic filter relies on

image gradients, while the NLMfilter compares pixels in a neighborhood, including non-

first-order neighbors. �e second regularization term is a weighted version of (2.10). �e

weight is based on confidence and reflects the spatial coherence of first-order neighbors.

�e confidence weighting is determined by color similarities, superpixel-based segmen-

tation [12, 13], edge saliency [26], and a guided bicubic interpolated depth map.

Although [173] yields sharper results than [58, 246], the reliance on color image weights

can cause erroneous propagation of color information to the depth image, leading to

inaccurate estimation of depth discontinuities.

Ferstl et al. [70]. A more mathematically-oriented approach, as opposed to the

“weight-engineering” approach of [173], was presented in [70]. �e data term is similar

to (2.9), while the regularization term is based on a generalization of the total variation
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(TV) prior, known as total generalized variation (TGV) [33]. TGV enables the recon-

struction of piecewise polynomial functions1. In [70], TGV is used to fit piecewise affine

functions to a coarse depth map. Furthermore, the TGV regularization is weighted with

an anisotropic diffusion tensor [192, 236], which assumes that color discontinuities co-

incide with depth discontinuities.

Summary. �e assumption of depth discontinuity coinciding with color discontinuity

is a common thread among the works discussed in this section, namely [58, 70, 172, 173,

246]. While this assumptionmay hold in some cases, it is not always true since variations

in the RGB image may not necessarily correspond to variations in the depth image, as

in the case of a simple drawing on a sheet of paper. Moreover, this assumption only

utilizes sparse information from the RGB image, whereas the entire RGB image contains

valuable geometric information. To address this limitation, some works have leveraged

physically-based approaches to densely relate the RGB image to the scene’s assets, such

as shape, illumination, and material (Section 2.3). �ese approaches, including [7, 8,

137], are primarily focused on the problem of PS and require multiple images to solve

depth SR. However, in the upcoming section, we will explore the case of utilizing only

a solitary RGB-D pair and combining it with the technique of SfS to retrieve a more

detailed depth map.

3.1.2 Shape-from-Shading in RGB-D Sensing

In the following, wewill examine related research that addresses the challenge of solving

the SfS problem while assuming the availability of a rough geometry estimate. As pre-

viously discussed in Section 2.4.1, the SfS problem is highly under-determined, since an

image can be explained by any geometry if the albedo and illumination are sufficiently

complex. �erefore, the approach of incorporating RGB-D data with SfS is to guide

shape optimization towards the correct direction using a sound geometry prior. Despite

the potential for high-quality 3D reconstruction from a single RGB-D image pair, this

problem scenario has not been extensively studied, with only a few works addressing

it [86, 164, 188, 239, 250].

Yu et al. [250]. �e pioneering work that applied SfS with RGB-D data was [250].

�eir method involves a multi-stage process where first the RGB image and a coarse

normal map based on the depth map are used to iteratively estimate albedo and spheri-

cal harmonics (SH) illumination. �ey leverage the fact that pixels with similar normal

1�e k-th order TGV favors piecewise polynomials of order k − 1. �us, TGV is a generalization of
TV, which results in piecewise constant functions i.e., first-order TGV.
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directions have the same shading under consistent natural illumination, and the dif-

ferences in their pixel intensities are due to differences in their respective albedos. To

achieve this objective, the authors employed a clustering method to group similar image

intensities and then constructed a graph, wherein each cluster represented a node and

two nodes were connected if they shared multiple normal directions. �is graph was

then utilized to identify clusters of albedos with uniform color, resulting in a piecewise

constant reflectance assumption. �e obtained albedos are further utilized to estimate

SH coefficients, which can be used to refine the albedos again. �is iterative process

is repeated for 3–5 times to achieve piecewise constant albedo and SH coefficient esti-

mates. Note that the used normals are based on the RGB-D sensor’s depth map, which

is subject to noise and quantization artifacts (Section 2.2). Concurrently, they perform

patch-based depth map repairing to estimate missing regions. �ese regions are first

inpainted by estimating depth gradients based on RGB data, RGB smoothness, depth

gradient data, and depth gradient smoothness. A�erwards, the depth gradients are used

to recover absolute depth via Poisson integration. Finally, the estimated albedo, SH light-

ing, and repaired depthmap of the two previous steps are used to estimate a normal map.

�emethod minimizes a loss function similar to (2.75), where the data term is based on a

second-degree SH approximation (2.62). �eir image formation model w.r.t. surface nor-

mals under precomputed albedo and lighting is L[250]
o (n) = ρ〈lSH,Y2(n)〉. �e method

infers three regularization/prior terms on n: a normal prior as in (2.78), and two addi-

tional terms ensuring smoothness and unit length.

In the proposed overall approach, the albedo and lighting estimation does not benefit

from the refined normals, as only the coarse sensor depth is utilized in this step. More-

over, the surface refinement step is limited to the estimation of surface normals, which

may result in a non-integrable normal field. Furthermore, the employed smoothness

term during normal estimation leads to overly smooth normals and may cause a loss

of fine details. �e authors have used data from the Kinect V1 throughout the paper,

which captures RGB and depth at the same VGA resolution. However, as demonstrated

in Table 2.1, all other depth sensors capture RGB and depth data of different resolutions.

�erefore, it is not clear how [250] would perform if the resolutions were to differ.

Han et al. [86]. �e subsequent work [86] proposes a method for estimating high-

quality normals from a single RGB-D image pair using a per-pixel α weighted second-

degree SH model, assuming a constant albedo ρ = 1, L[86]
o (n) = α〈lSH,Y2(n)〉. �e

assumption of a constant albedo is typically realized by assuming a white albedo ρ = 1,

and in the case where the object of interest is colored, colored lighting is used. Initially,

a global SH illumination lSH ∈ R
9 is estimated using the constant albedo assumption

and an initial normal map from the RGB-D sensor, which is solved in a least squares



3.1. Depth Super-Resolution and Shape-from-Shading 59

manner with α = 1. Subsequently, local lighting α : Ω → R is estimated, where

an adaptive smoothness based on the RGB image and a squared L2-loss of the Lapla-

cian of α are introduced to avoid overfi�ing to the RGB image and to avoid abrupt

changes w.r.t. pixel positions. In the final optimization step, the normal map is refined

by leveraging both the global and local light estimations. �is process entails minimiz-

ing a least squares photometric loss that measures the residual between the estimated

shading L[86]
o (n) and the input intensity image. To further ensure the quality of the esti-

mated normal map, two regularization/prior losses are incorporated: a normal prior as

in (2.78) and an integrability constraint. �e la�er is enforced by minimizing the curl

of the normals to ensure that the resulting normal field can be integrated to a surface,

which is advantageous over [250]. Additionally, a unit length constraint is inferred by

optimizing the normals in the pq-space [94], where a surface normal can be calculated

as n(p, q) = normalize(p, q,−1)⊤ under orthographic projection2.

Although the proposed approach provides highly detailed results, it has limitations that

need to be taken into account. First, the constant albedo assumption must be ensured

beforehand, which restricts the applicability of the method to a certain category of ob-

jects. Second, the normal parameterization employs orthographic projection while the

depth sensor’s depth is perspective, which makes it challenging to compare raw depth

versus estimated depth without pre- and/or postprocessing to bring both surfaces to the

same parameterization. As in [250], the global and local lighting estimation is solely

based on the initial sensor’s depth. Although the proposed algorithm could be deployed

in an iterative scheme to refine the illumination using the refined normals and, in turn,

further improve the estimated normals, this possibility is not discussed in the paper. Fi-

nally, it is worth noting that the approach assumes equal resolution between RGB and

depth, which is another limitation similar to [250].

Wu et al. [239]. �e article byWu et al. [239] presents an approach that achieves real-

time depth refinement of RGB-D sensor data based on SfS using the graphics processing

unit (GPU). �eir method is designed for both single RGB-D pair and multi-view sce-

narios, where they incorporate temporal consistency terms. However, since our focus is

not on temporal information, we will exclude this from our discussion. �is exclusion

does not affect the overall algorithm presented here, and the advantages and drawbacks

mentioned here still apply. As with previous works, this method also assumes a second-

degree SH illumination model. However, unlike the methods proposed in [86, 250], the

proposed approach expresses the outgoing radiance in terms of perspective depth rather

than in terms of normals. Specifically, their method computes the output radiance as

2If the normal field is integrable, p and q can be identified as the directional derivatives of a depth
map, as described in Equation (2.70).
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L[239]
o (z) = ρ〈lSH,Y2(n[z])〉. �e estimation of lighting is performed by solving a lin-

ear least squares problem. However, due to the lack of any assumptions on the albedo,

it becomes challenging to estimate global illumination using a given depth map and a

corresponding RGB image. As a result, the authors opt to assume a constant albedo of

ρ = 1 during the lighting estimation step. Upon prediction of lighting, a more reliable

estimate of the albedo is computed by dividing the intensities of the image by the shad-

ing induced by the predicted SHmodel. �is computation is carried out point-wise, as no

additional regularization is enforced. �e subsequent depth estimation step comprises

of a data term and two regularization terms. Interestingly, instead of imposing an abso-

lute photoconsistency term, a shading gradient term is employed. �is term penalizes

the difference between the gradients of the rendered image and the input image. �e

justification for using the shading gradient term is its ability to handle deviations be-

tween the shading model and the real-world data more robustly. In contrast to previous

works [86, 250], the authors propose an optimization scheme on the perspective depth

values as the outgoing radiance depends on z, L[239]
o (z). �is approach has certain ad-

vantages in terms of integrability, as discussed in Section 2.3.4. To enhance robustness,

a smoothness constraint penalizing the Laplacian of the depth map is proposed, along

with a depth prior similar to that in [86, 250], as shown in (2.78). �e authors then apply

a Gauss-Newton scheme to solve for the depth. �ese steps, including lighting, albedo,

and normal estimation, are implemented on the GPU with considerable engineering ef-

fort to make the proposed approach real-time capable.

In contrast to the approach of [86], the proposed method does not make the assumption

of a constant albedo. Instead, a trivial albedo is only assumed during the lighting esti-

mation step. �e point-wise computation of the albedo, however, leads to overfi�ing to

the data term and may absorb geometric information that cannot be recovered during

the step that follows for estimating depth. Once the lighting and albedo have been esti-

mated, the depth is updated as a last step. However, as with the methods in [86, 250], the

albedo and lighting estimation steps are not being refined using the high-quality depth

obtained in the previous step, as no iterative scheme across lighting, albedo and depth

is carried out. Furthermore, the assumption of equal resolution between RGB and depth

data persists [86, 250].

Or-El et al. [164]. �e research presented in [164] is another example of a real-time

framework for generating high-quality depth maps from RGB-D sensors. �eir pro-

posed image formation model is based on first-degree SH lighting, with an additional

pixel-wise shi� β : Ω → R that takes into account specular highlights and local il-

lumination changes. �is model is motivated by the work of Grosse et al. [81] and

then extended to SH illumination. Specifically, the outgoing radiance is expressed as
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L[164]
o (z) = ρ〈lSH,Y1(n[z])〉+ β. Similar to the other methods discussed, the estimation

of the lighting vector lSH ∈ R
4 is the first step in the proposed approach. �is is achieved

through solving a linear least squares problem using the depth map provided by the sen-

sor, while assuming a constant albedo of ρ = 1 and no pixel-wise shi� i.e., β = 0. �e

next step a�er lighting estimation is albedo estimation, wherein a regularization term is

incorporated to assume local smoothness of the albedo w.r.t. image and depth intensities.

Specifically, if depth or image values are spatially similar, the resulting albedo should be

smooth. �is adaptive smoothness on the albedo is inspired by the local lighting illu-

mination approach proposed in [86]. It is noteworthy that the assumption of β = 0 is

still being upheld during this process. Prior to optimizing for shape, the parameter β is

estimated using a similar approach as that of the albedo estimation, accompanied by an

additional regularization term that minimizes the squared L2-loss of β, promoting small

values for β. Orthographic surface refinement is conducted directly over depth values,

circumventing the potential non-integrability issue present in approaches that rely on

normal vectors, such as those proposed in [239]. �e optimization procedure leverages

a data term similar to those employed in [86, 250], which penalizes the difference be-

tween measured intensity and the rendering obtained from the estimated depth, given

the fixed albedo and lighting parameters. To regularize the depth map, the common

depth prior term, used in [86, 239, 250], is incorporated, and smoothness is inferred by

minimizing the squared L2-loss of the Laplacian of the depth map, similarly to [239].

Since the resulting optimization problem w.r.t. z is non-convex, a lagged optimization

strategy is employed. In this strategy, all non-convexities are fixed to their values from

the previous iteration. �e only non-convex part of the optimization problem is the nor-

malization factor when computing normals from depth. Hence, the normalization factor

from the last iteration is used, resulting in a linear least squares problem that can be

efficiently solved.

�is approach assumes an orthographic depth map and therefore requires preprocess-

ing of the perspective depth map obtained from the RGB-D sensor, which is a similar

issue to the one discussed in [86]. �e lagged optimization approach employed in this

method only infers the local surface orientation from its linear part, with the non-linear

part fixed to the last iteration. However, this approach may miss useful information that

could be contained in the non-linear parts. Furthermore, as with the previous meth-

ods discussed in [86, 239, 250], the lighting and albedo estimation steps do not benefit

from the refined depth since no iterative scheme is applied, and the assumption of equal

resolution between the RGB image and depth map remains.

�éau et al. [188]. A versatile and robust variational scheme is proposed in [188],

which assumes that both lighting and a constant albedo are known upfront. �e authors
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propose to solve for the SH illumination case of first and second degree, using both or-

thographic and perspective projection of the depth. Specifically, the proposed method

computes the radiance as L[188]
o (z) = ρ〈lSH,Yn(n[z])〉, where n ∈ {1, 2}. �e projection

depends on the input data, making the approach applicable to a wider range of appli-

cations. In a similar fashion to [164, 239], the optimization in this method is performed

over the depth map to ensure integrability. To disambiguate depth estimation and to

handle noise, two regularization terms are employed. Similarly to previous works [86,

164, 239, 250], a common depth prior is used. However, instead of a smoothness term

based solely on the gradient or Laplacian of the depth, a minimal surface regularization

term is utilized [79]. �is term, as seen in Equation (2.13), ensures that fronto-parallel

solutions or similar problematic solutions are avoided, as discussed in Section 2.2.3.

Although this approach appears to be effective, its applicability is inherently limited as it

assumes constant and known albedo and lighting, which restricts its utility in a narrower

range of scenarios. Furthermore, similar to other methods discussed in this context [86,

164, 239, 250], this method also enforces the constraint that RGB and depth data must

have the same resolution.

Summary. To provide a summary, all the approaches discussed here [86, 164, 188, 239,

250] suffer from two significant drawbacks. First, albedo and light are either assumed to

be constant or given, or estimated only once at the beginning and then remain unaltered

throughout the algorithm. It is worth noting that a more precise reconstruction of ge-

ometry can further refine the estimate of albedo and lighting, and vice versa. �erefore,

it is desirable to update the values of albedo, lighting, and shape iteratively so that each

variable can benefit from a more refined version of the others. However, none of the

approaches discussed here employ such a framework, which limits the accuracy of the

results. Second, all approaches assume that the resolution of the depth map and the RGB

image are identical. However, an RGB-D sensor’s depth map o�en has holes that must

be inpainted before linearly interpolating the depth map to match the RGB’s resolution.

�us, a range of preprocessing steps are necessary to increase the resolution of depth to

that of the RGB image, which can alter the depth map’s values in an unintended way.

�erefore, in such cases, it is common to downsample the RGB image to the depth map’s

resolution to enable using the sensor’s raw depth values, making the resolution of the

depth map a limiting factor for accuracy and detail.

Considering the discussion on SfS with RGB-D data and image-guided depth SR in

Section 3.1.1, it is proposed in Chapter 5 to address these limitations. �is approach re-

sults in high-resolution and quality depth maps along with albedo and lighting estimates

of unprecedented detail. Further information on how this is accomplished can be found

in Chapter 5.
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3.2 Uncalibrated Photometric Stereo under General

Illumination

We will now review the literature related to the inversion of UPS under natural illumi-

nation problems, such as (2.89), and explore the methods used to overcome the inherent

challenges caused by its ambiguity, integrability, and non-convexity. �e works that ad-

dress this complex inverse problem include [7, 20, 154, 207]. �ese approaches typically

involve either a matrix formulation based on surface normals (as shown in (2.80)) and a

multi-stage pipeline or a variational approach based on depth, similar to (2.91).

Basri et al. [20]. �e pioneering work of [20] addressed the problem of UPS under

both first- and second-degree SH illumination. �ey adopted a linear algebra perspec-

tive by formulating the problem as a matrix factorization, I = LSHMSH, as seen in (2.80).

For the first-degree case, they proposed an algorithm based on the singular value de-

composition (SVD) of I, leveraging the low-rank property of I as in (2.81). However,

the estimates for LSH and MSH obtained through this approach o�en lack two essen-

tial properties: the hypercone constraint3 and the integrability of the normal field. �e

hypercone constraint ensures the separability of the shape matrix into albedo and SH

functions, which in turn enables the recovery of surface normals, MSH = Y1P. While

the hypercone constraint can only be satisfied in the presence of li�le noise, the inte-

grability constraint is crucial for the existence of an underlying surface (Section 2.3.4),

and its satisfaction relies on human interaction to guess hand-chosen surface normals.

Similarly, for second-degree SH, no constraint like the hypercone constraint exists to

help infer the underlying shape up to integrability. In this case, a general-purpose op-

timization framework is employed to solve for a linear transformation that extracts the

underlying shape from the SVD solution. As there is no hypercone constraint, one can

only identify the (possibly non-integrable) normals up to a linear transformation. �e

integrability issue is resolved manually through a user-interactive postprocessing step,

similarly to the first-degree case.

Shi et al. [207]. �e research conducted by [207] employs the use of PS under natural

lighting conditions to a set of internet images to reconstruct objects from a variety of

touristic sites, such as Kōtoku-in in Japan, Motherland Calls in Russia, the Taj Mahal

in India, the Statue of Liberty, and Mount Rushmore in the USA. �e objective of the

3It is called the hypercone constraint because it refers to a hypercone in 4D that is represented by the
equation x2 + y2 + z2 = w2, which the first-degree SH satisfy with w = 1. �e constants in (2.56)–(2.60)
are absorbed into the lighting vector and can be neglected. When the SH are multiplied by the albedo, it
simply scales the hypercone, resulting in w = ρ.



64 Chapter 3. Related Work

study is to resolve the issues associated with recovering shape information from images

captured under natural lighting conditions using a shape prior that provides a good ini-

tialization. �is approach eliminates the need for manually selecting normal vectors in

images, which is a requirement in the previous work [20]. Initially, a set of internet im-

ages of the object of interest is downloaded, and a combination of sparse reconstruction

techniques such as structure from motion (SfM) [212] and multi view stereo (MVS) [73]

algorithms are applied. �e resulting sparse point cloud is then utilized to create a wa-

tertight depth prior using Poisson surface reconstruction [115]. �e calibrated images

from SfM and MVS, along with the depth prior, are used to register the internet images

and warp them to a manually selected reference view. �e depth prior is also used to cal-

culate a normal prior, which can assist in resolving the ambiguities associated with UPS.

Specifically, a similar strategy to [20] based on SVD is employed, but with the addition of

normal prior information from the SfM and MVS frameworks to disambiguate the linear

transformation. Once the normal field is estimated, it is integrated into an orthographic

depth map. Additionally, the depth prior is used as anchor points for surface recovery.

As already mentioned, [207] nicely estimates the linear ambiguity of UPS using a normal

prior, as compared to [20]. However, the proposed technique requires significant pre-

processing steps (SfM, MVS, Poisson integration, and registration) to retrieve an initial

shape of the scene. Furthermore, solving the UPS problem involves two steps: estimating

the normal map and then integrating it into a depth map.

Peng et al. [7]. In their work, [7] leverage modern hardware to yield a robust depth

prior by employing data from RGB-D sensors that provide synchronized RGB and depth

information (Section 2.2). �ey utilize first-degree SH and present UPS as a variational

problem in the form of (2.91) while including an additional SR depth prior term (2.9),

resulting in a fully data-driven model. Furthermore, they directly optimize over depth

to address the integrability issue, assuming perspective projection. �eir variational

approach allows for incorporating RGB data, a feat not easily achieved with SVD meth-

ods [20, 207]4. �e resulting variational framework can be solved in an alternating man-

ner over albedo, light, and depth using a fixed point approach. �is approach adopts

a similar technique as in [164] in which the non-linear parts are trailing one iteration

behind.

While this approach is transparent and optimizes over depth assuming perspective pro-

jection, it only utilizes first-degree SH, resulting in a lack of accuracy in the light approx-

imation. Moreover, this approach heavily depends on a well-initialized shape due to the

use of RGB-D sensor data, which may be difficult to obtain without such hardware, such

4In conventional SVD-based approaches, the RGB images are commonly converted to grayscale im-
ages, leading to the loss of useful information, as pointed out by�éau et al. [187].
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as in the case of [207]. Additionally, due to the least squares loss function, this approach

is susceptible to outliers, which o�en manifest as cast shadows or specular highlights

for non-diffuse surfaces.

Mo et al. [154]. �e first work to solve UPS under natural illumination without a

sparse set of manually hand-chosen normals [20] or an automatically generated depth

prior [7, 207] was proposed by Mo et al. [154]. �e method follows a multi-step proce-

dure, relying on the proposed equivalent directional lighting approximation. �e authors

assume that for small image patches, the underlying normals face roughly the same di-

rection. �erefore, for each patch, the normal direction is approximated with a constant,

and within each patch, the integration (2.38) is carried out over the same visible hemi-

sphere oriented along the surface normal. �is is claimed to be equivalent to directional

lighting within a patch, where the light vector is the mean lighting over the visible hemi-

sphere, as shown in (1) and (2) of Chapter 6.3. �is leads to a patch-wise UPS problem

under directional lighting, which is then solved separately per patch via an SVD, similar

to the approach in [88]. For each patch, the resulting normal estimates are then am-

biguous up to rotation. A rotation within a patch rotates all normals equally, hence the

relative angle between two normals within a patch remains unaffected. A matrix of all

pairwise angles across the patches is generated by leveraging 1) the rotation invariance

of two relative angles within a patch and 2) the overlap between patches. From the given

pairwise angles, they then follow [136] to compute a normal field up to a global rotation.

As in [136], the global rotation can be fixed via enforcing integrability [23]. Finally, only

a concave/convex ambiguity remains, which is resolved manually.

While the method by Mo et al. [154] can estimate normal maps without the need to ex-

plicitly estimate lighting and albedo, it suffers from accumulated errors in each step of

the algorithm. �is error accumulation can cause the resulting normal field to be poorly

integrable and, therefore, far from the ground truth surface. Additionally, in each patch

in the first step of the algorithm, the authors not only assume a constant normal field but

also constant albedo. �is assumption is crucial to estimate each patch’s normal field up

to rotation [88]. �e assumption of a constant albedo and set of constant normals per

patch also causes the algorithm to fail if more complex surfaces or albedos are present.

Summary. In conclusion, the current state-of-the-art methods are limited in their ap-

plicability to real-world UPS scenarios under natural illumination due to various as-

sumptions. �e existing methods rely on SVD solutions based on grayscale images fol-

lowed by a second, independent step to ensure integrability [20, 154, 207]. Somemethods

use a transparent differential variational scheme to directly estimate depth, which elim-

inates the need for a two-step process [7]. However, such methods require a reliable
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depth initialization from an RGB-D sensor, which may not always be feasible. �us,

it is essential to develop an approach based solely on RGB data that guarantees an in-

tegrable surface and is robust to outliers such as cast shadows or reflections. Despite

this challenge, no existing UPS approach has addressed this issue, except in the simpler,

directional lighting case [190]. In Chapter 6, we propose a method that satisfies these

requirements through a generic minimal surface depth initialization with a single tuning

parameter [167]. Further details on how this is achieved can be found in Chapter 6.

3.3 Masking for Photometric Stereo Approaches

As posited by Horn [92] and Woodham [238], photometric techniques such as SfS and

PS rely on the availability of a foreground/background mask to separate the object to

be reconstructed from the rest of the scene. �e rationale behind this requirement is

that the underlying depth map should exhibit smoothness without any discontinuities,

which would be violated if the object and the background were “merged” together in the

absence of segmentation. �us, providing an accurate mask is pivotal to obtain high-

quality geometry estimates. However, the masking process can be arduous, o�en per-

formed manually or as a preprocessing step using various techniques, such as imaging

so�ware [220], statistical shape segmentation [161], or more recently, deep neural net-

works [213, 214]. In this section, we will delve into these techniques, highlight their

respective merits and limitations, and conclude by elucidating the challenges that an

algorithm should tackle to obviate the need for masking altogether.

GIMP [220]. In many cases, the manual masking process is performed using image

editing so�ware such as GIMP [220]. Despite its accuracy in enabling the user to make

pixel-level decisions, this approach is known to be highly time-consuming, and o�en

requires multiple a�empts before a satisfactory mask is obtained.

Nieuwenhuis and Cremers [161]. GIMP also provides a semi-automated approach

called the “Foreground Select Tool” that uses spatially varying color distributions for

interactive segmentation [161]. However, this method still relies on user interaction to

provide an initial guess of the color distribution for foreground and background, which

can be difficult to estimate. In the case of PS, objects are typically placed in a dark

room and illuminated with a single light source [208], leading to strong intensity vari-

ations that can cause shadows to blend seamlessly with the background. As a result, it

is o�en difficult to separate the color distributions of the foreground and background,

making such approaches unsuitable for PS data. If PS images are not taken in a dark
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room, one would need to position the objects such that they are clearly distinct from the

background in terms of color, highlighting the importance of considering the masking

process during the acquisition setup.

Sofiiuk [213] et al. and Song et al. [214]. In recent years, deep neural networks

have been employed to perform image segmentation. However, only a few of these net-

works allow the user to iteratively refine the segmentation process, if the results are not

accurate enough [213, 214]. Despite the high priority of accuracy in the context of PS,

neural networks still struggle to achieve satisfactory results [153]. Moreover, segmen-

tation networks are trained on images from daily life that are not necessarily related to

PS, which makes them vulnerable to the same issue as [161] when dealing with shadows

that blend with the background.

Summary. Overall, we can identify two limitations of the masking process in PS. First,

it necessitates a manual or only partially automated (iterative) preprocessing step. Sec-

ond, all available automated masking tools suffer from inaccuracies and non-robustness

w.r.t. large image variations where the foreground blends with the background. �ese

limitations are unsurprising, given that all approaches lack knowledge about the 3D

scene and rely solely on image intensities. To overcome these challenges, it is preferable

to avoid masking as a preprocessing step and instead mask the image on the fly while

solving PS. Moreover, the accuracy of the mask and the final recovered shape should

not be compromised, and the approach should remain robust w.r.t. the large image vari-

ations in PS data. To achieve this, we incorporate 3D knowledge of the scene into the

problem, which leads to superior segmentation accuracy, while the reconstruction qual-

ity can be on par with the same PS approach that uses a pre-defined mask. In Chapter 7,

we describe in detail how this is accomplished by using image ratios [187] (see (2.88))

and a classical active contour model [41] (see Section 2.5).

3.4 Reflectance Parameter Estimation for Large-Scale

Scenes

�is section discusses related work pertaining to Chapter 8, which aims to address the

challenge of bidirectional reflectance distribution function (BRDF) parameter estimation

in large-scale scenes. Prior research on material parameter estimation has typically fo-

cused on single objects, small scenes, or a single image [32, 47, 56, 74, 107, 111, 112,

127, 128, 134, 142, 198, 204, 243], making it unsuitable for application to larger envi-

ronments. Our work seeks to predict BRDF parameters for every object in large-scale
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scenes using calibrated video input, a corresponding geometry reconstruction, and an

object instance segmentation. Other approaches aimed at the same objective have at-

tempted to address this challenge by either restricting material parameter estimation to

diffuse empty rooms [253] or by deploying a full path tracing framework [18, 162].

Zhang et al. [253]. �e study [253] involves the estimation of materials in room-sized

scenes, based on a geometric reconstruction of a non-empty room and the correspond-

ing camera frames. Prior to material estimation, the authors undertake a number of

preparatory tasks. First, they perform camera calibration with respect to gamma correc-

tion, exposure, and white balance, assuming a purely diffuse scene, resulting in a linear

camera response that is then employed for material estimation. In addition, they iden-

tify the architectural reconstruction (wall, floor, and ceiling) of the scene, assuming a

Manha�an World, whereby all objects are perpendicular to each other along a certain

dimension. �e authors semi-automatically locate emi�ers within the scene, enabling

the estimation of the intensity of each emi�er. �e radiometrically calibrated camera

frames are then used in conjunction with the architectural reconstruction to estimate

the albedo and emi�er intensities of the scene, with the assumption that each wall, floor,

and ceiling has a constant albedo.

Although the method [253] enables the reconstruction of material parameters in room-

sized scans, it is deficient in two important aspects required for realistic re-rendering

of scenes. First, the assumption of complete diffuse reflection precludes the accurate

modeling of specular reflections, resulting in potentially unrealistic and unfaithful re-

constructions. Second, the assumption of constant albedo per wall, ceiling, and floor,

restricts the applicability of this approach to scenes that conform to this assumption,

precluding spatially varying materials such as a parquet floor.

Azinovic et al. [18]. An approach that removes the constraint of a purely diffuse

scene is proposed in [18]. �ey introduce an inverse path tracer to optimize material

parameters and emissivity in a room-sized scene, using a similar input to that of [253]

i.e., geometry and calibrated (intrinsically and extrinsically) image captures of the scene.

In addition, object instance segmentation is required to optimize for constant emissivity,

albedo/baseColor, roughness, and specular parameters per object in the scene. �e au-

thors use the Disney BRDF similar to Section 2.3.2.2 to parameterize the reflectance and

mathematically formulate light transport in terms of a path integral [226]. Monte Carlo

path tracing is nested into a stochastic gradient descent (SGD) optimization scheme us-

ing Adam [119] to invert this process and solve for constant material and emissivity

parameters, with an L1 regularization term for the emission to increase robustness. Af-

ter convergence, the authors relax the assumption of constant albedo per object and
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perform a second optimization step, where they only optimize for the albedo per face

of the mesh. �e approach is evaluated mostly on synthetic data that conforms to the

assumptions of constant material parameters per scene and a sparse set of non-diffuse

material effects. Some evaluation is also conducted on real-world data from the Ma�er-

port3D dataset [42], which shows mostly diffuse scenes.

�eir method demonstrates promising results in estimating emissive and reflective prop-

erties, as evidenced by synthetic experiments. However, when using real-world data,

residual noise from the Monte Carlo rendering may contaminate re-rendering or albedo

estimates, or the reflectance parametersmay lack spatial details, thus hindering the faith-

ful reconstruction of the scene. Moreover, the burden falls on the user to provide a “good”

set of input images to estimate emissivity and reflectance parameters. Ideally, the im-

ages should capture specular highlights of non-diffuse surfaces; otherwise, these objects

may be mistaken as diffuse if no highlights are visible. �e authors use only a sparse set

of one to three input views for a room-size scene. While it is preferred to minimize the

number of images for computational efficiency, selecting only a few views that capture

a significant portion of the room, including visible specularity for every non-diffuse ob-

ject, can be challenging. �e authors report a fewminutes of computation time if a single

image is used, but this can increase to 12–24 hours if more images are employed [2].

Nimier-David et al. [162]. An alternative approach to estimating material parame-

ters and emissivity in large-scale scenes from a given geometry, object instance segmen-

tation and posed images is presented in [162]5. �is approach, which is similar to [18],

uses a differentiable path tracer [163] to optimize for emissivity, albedo/baseColor,

roughness, and specular parameter of the Disney BRDF (Section 2.3.2.2) using the Adam

optimizer [119]. �e object segmentation is used in a similar fashion to [18], where a

constant value of emissivity, roughness, and specular parameter per object is assumed.

To recover high-resolution textures, a UVmapping is used instead of directly optimizing

emissivity and BRDF parameters at themesh’s vertices, as done in [18]. �e optimization

variables are estimated directly in texture space, where a set of uniformly distributed tex-

els6 is sampled, projected onto the mesh using the inverse UVmapping, and a set of cam-

era views is used for which the camera’s frustum captures the corresponding projected

texels. �is approach automates the manual choosing of ”good” input images, although

the number of views used is not specified. As the problem is highly non-convex and

ill-posed, additional steps are taken to increase numerical stability, including initializing

the baseColor/albedo with the median texture from our work presented in this thesis in

5It should be noted that [162] appeared around the same time as the work presented in this thesis in
Chapter 8, which is why it is not specifically mentioned there.

6A texel is a pixel in a texture map.
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Chapter 8, using gradient clamping, and preventing optimization updates at zero gradi-

ents (which would be updated due to Adam’s momentum [119]). A coarse-to-fine update

scheme in texture space is also implemented for robustness, where low-resolution tex-

tures are optimized first and resolution is gradually increased to 4K over the course of

optimization.

�e research conducted by [162] addresses some of the challenges encountered in [18],

such as non-constant albedo estimation and the need for a more automated image selec-

tion process. However, a limitation of the proposed approach, similar to that of [18], is

the absence of a guarantee that the input images always exhibit specular highlights of

non-diffuse objects, despite the use of more than one to three images. As a consequence,

the algorithm may yield diffuse BRDF estimates for objects with non-diffuse behavior.

Additionally, the high computational complexity of the differentiable path tracer leads

to an execution time of 12 hours.

Summary. To summarize, prior work [18, 253] has made certain assumptions, such

as a purely diffuse scene, manually selected input images, or a constant set of material

parameters per object. While some of these issues have been addressed in a simultane-

ously published work [162], challenges remain regarding runtime and selecting appro-

priate input images. Our approach assumes knowledge of emissive objects, a reasonable

assumption given the availability of a 3D scan and an object instance segmentation7.

We estimate material parameters for each object in the scene, including albedo values

for each surface point and a set of constant, non-diffuse parameters. In addition, our

algorithm introduces a novel method for selecting input images per object that reduces

computational complexity and ensures visible specularities. �e resulting algorithm pro-

cesses full, complex scenes with multiple input images in a ma�er of minutes. Further

details on this approach are discussed in Chapter 8.

�is chapter provided an overview of the relevant related work that serves as the

foundation for the core publications used in this thesis. For each chapter in Part II, we

discussed the state-of-the-art, the associated algorithms, their respective advantages,

and limitations. While we have alluded to the contributions in these sections, we provide

amore in-depth analysis of each paper’s individual contribution in the following chapter.

7Usually, an object instance segmentation comes along with the classes that are present in the scene
e.g., wall, book, lamp. In such a case, one can verify emissive objects by the class they belong to.



Chapter 4
Contributions

�is chapter provides an overview of the contributions that led to high-quality recon-

structions of single objects and room-scale scenes achieved through solving physically-

based inverse problems. We present a comprehensive list of peer-reviewed publications,

of which four form the basis of this cumulative thesis. Subsequently, we provide a de-

tailed description of the contributions of these works in the following section.

4.1 List of Publications

�e contributions of this thesis stem from four peer-reviewed papers [2, 4, 5, 6], which

are the result of fruitful collaborations with esteemed researchers such as Daniel Cre-

mers, Yvain �éau, Tao Wu, �omas Möllenhoff, Zhenzhang Ye, Maolin Gao, �omas

Whelan, Simon Green, Michael Goesele, Daniel Andersen, Alan Oursland, and Richard

Newcombe. For a list of peer-reviewed articles that have contributed to this dissertation,

refer to Table 4.1. Additionally, Table 4.1 also includes other co-authored publications,

which are not included in the contributions of this thesis. Notably, all publications were

accepted in highly regarded peer-reviewed international conferences or journals.

�e research detailed in [4] was performed during a stay as visiting Ph.D. student at

the GREYC laboratory, Caen, France. �e study [2] was completed as part of a research

project during a research internship at Meta1 Reality Labs Research, Cork, Ireland.

�e findings presented in [3] are an extension of the previously published works [5, 7]

and provide a more comprehensive and detailed analysis. Furthermore, the articles [1,

3, 8] include outcomes of master’s theses that were supervised or co-supervised by the

author. Several works were presented as spotlights [4, 5, 8, 9] or full oral presenta-

tions [7, 11]. Additionally, the conference paper [11] was invited to a special issue, and

its extended version was published in a journal [10].

1At the time of the internship, Meta was known as Facebook.
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S. Peng, B. Haefner, Y. �éau, and D. Cremers. Depth Super-Resolution Meets Un-
calibrated Photometric Stereo. In International Conference on Computer Vision (ICCV)

Workshops, 2017 [7]

B. Haefner, Y. �éau, T. Möllenhoff, and D. Cremers. Fight ill-posedness with ill-
posedness: Single-shot variational depth super-resolution from shading. In IEEE Con-

ference on Computer Vision and Pa�ern Recognition (CVPR), 2018 [5] (Chapter 5)

B. Haefner, Z. Ye, M. Gao, T. Wu, Y.�éau, and D. Cremers. Variational Uncalibrated
Photometric Stereo under General Lighting. In International Conference on Computer

Vision (ICCV), 2019 [6] (Chapter 6)

B. Haefner, Y.�éau, and D. Cremers. Photometric Segmentation: Simultaneous Pho-
tometric Stereo and Masking. In International Conference on 3D Vision (3DV), 2019 [4]
(Chapter 7)

M. Brahimi, Y. �éau, B. Haefner, and D. Cremers. On the Well-Posedness of Uncal-

ibrated Photometric Stereo Under General Lighting. In Advances in Photometric 3D-

Reconstruction. J.-D. Durou, M. Falcone, Y. �éau, and S. Tozza, editors. Springer
International Publishing, 2020, pages 147–176 [1]

B. Haefner, S. Peng, A. Verma, Y. �éau, and D. Cremers. Photometric Depth Super-
Resolution. IEEE Transactions on Pa�ern Analysis and Machine Intelligence (TPAMI),
42(10):2453–2464, 2020 [3]

L. Sang, B. Haefner, and D. Cremers. Inferring Super-Resolution Depth from a Mov-
ing Light-Source Enhanced RGB-D Sensor: A Variational Approach. In IEEE Winter

Conference on Applications of Computer Vision (WACV), 2020 [8]

B. Haefner, S. Green, A. Oursland, D. Andersen, M. Goesele, D. Cremers, R. New-
combe, and T. Whelan. Recovering Real-world Reflectance Properties and Shading
from HDR Imagery. In International Conference on 3D Vision (3DV), 2021 [2] (Chap-
ter 8)

Z. Ye, B. Haefner, Y. �éau, T. Möllenhoff, and D. Cremers. Sublabel-Accurate Mul-
tilabeling Meets Product Label Spaces. In German Conference on Pa�ern Recognition

(GCPR), 2021 [11]

Z. Ye, B. Haefner, Y. �éau, T. Möllenhoff, and D. Cremers. A Cu�ing-Plane Method
for Sublabel-Accurate Relaxation of Problems with Product Label Spaces. Interna-

tional Journal of Computer Vision (IJCV), 2022 [10]

L. Sang, B. Haefner, X. Zuo, and D. Cremers. High-�ality RGB-D Reconstruction
via Multi-View Uncalibrated Photometric Stereo and Gradient-SDF. in IEEE Winter

Conference on Applications of Computer Vision (WACV), 2023 [9]

Table 4.1: Full list in chronological order of peer-reviewed publications done within the course

of this thesis. �e four publications that specifically contribute to this cumulative dissertation

are highlighted in black, with additional references to the respective chapters within this work.

Other published works that are not part of this thesis are marked in gray for clarity.
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4.2 Major Contributions

�is section provides a comprehensive review of the major contributions included in

this thesis. First, we present a contribution that employs Shape-from-Shading (SfS) to

recover high-quality super-resolved depth maps from a single-shot RGB-D image pair

of objects with piecewise constant reflectance, as detailed in [5]. Next, we describe our

work on photometric stereo (PS) under unknown illumination, which achieves state-of-

the-art results under a general lighting scenario, as presented in [6]. �is is followed

by a novel approach to automatically mask an object for photometric stereo (PS)-based

problems, described in [4], which circumvents the tedious procedure of manual prepro-

cessing. Finally, we present our work on estimating complex material parameters and

shading of large-scale scenes from high dynamic range (HDR) images, which is detailed

in [2].

4.2.1 Single-Shot Depth Super-Resolution from Shading

Chapter 5 introduces a variational formulation for upsampling a low-resolution (LR)

depthmap to the same size as its corresponding color image in the context of RGB-D sen-

sors. �e approach tackles two difficult problems simultaneously, namely depth super-

resolution (SR) and Shape-from-Shading (SfS), both of which are inherently ill-posed.

�e proposed method utilizes the high-frequency information in the high-resolution

RGB image to disambiguate depth SR and the low-frequency information in the LR depth

image to disambiguate SfS. �rough the joint numerical solution of these problems, the

method achieves state-of-the-art results for both tasks. Compared to other approaches

in the literature, such as those presented in [164, 242, 246], the proposed method yields

crisp, super-resolved depth maps with higher geometric detail.

4.2.2 Uncalibrated Photometric Stereo under General Lighting

In Chapter 6, we present an end-to-end, transparent variational problem to solve un-

calibrated photometric stereo (UPS) under general lighting conditions. Unlike other

methods that optimize for a set of possibly non-integrable normals, we directly opti-

mize for a depth map, ensuring integrability and making our uncalibrated photometric

stereo (UPS) setup well-posed [1]. We use Cauchy’s M-estimator and Huber-total vari-

ation (TV) regularization to make our approach robust against outliers like non-diffuse

effects, inter-reflections, or other inaccuracies in the used model. To solve the presented

variational problem, we propose a lagged block coordinate descent algorithm. We in-

troduce a novel minimal-surface-based initialization, which effectively helps to recover



74 Chapter 4. Contributions

state-of-the-art results. Our method outperforms [7, 68, 154] and achieves 2–3× be�er

geometric accuracy in the reconstructions.

4.2.3 Simultaneous Photometric Stereo and Masking

In Chapter 7, the aim is to simplify PS approaches by jointly solving 3D reconstruc-

tion and 2D masking using a variational formulation. PS data requires both multiple

images and the object’s mask, which is usually generated through a time-consuming

manual segmentation procedure [220] as a preprocessing step. �e proposed approach

eliminates the need for this step by simultaneously solving PS and masking. Un-

like other methods that automate the segmentation step resulting in under- or over-

segmentation [161], our method generates the best segmentation results by taking the

underlying PS problem into account. Furthermore, our method produces a reconstructed

surface of higher quality compared to a reconstructed surface without prior segmenta-

tion.

4.2.4 Recovering Reflectance and Shading From HDR Imagery

�e method proposed in Chapter 8 presents a novel approach for recovering material

parameters and shading from a set of calibrated HDR video frames and a geometric

reconstruction of large-scale scenes. First, we reconstruct diffuse HDR textures of the

scene using a novel running median approximation. Simultaneously, we additively split

the material in its diffuse and non-diffuse parts, enabling a separate optimization of both.

�e diffuse material is estimated by Monte Carlo ray tracing, sampling the incident illu-

mination at each point in the scene, thus allowing us to factor the diffuse HDR texture

into albedo and shading. Next, we introduce a novel algorithm to automate the selection

of target frames. �is results in a reduction of computational costs in the subsequent

step, as well as an increased likelihood of capturing specular observations. �e selected

target frames are then used to estimate the non-diffuse material via a ray-tracing-based

grid search method with nested least-squares optimization. Our approach effectively

leverages HDR data and surpasses similar works [18] in producing high-quality, photo-

realistic reconstructions of large-scale scenes.
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Abstract

We put forward a principled variational approach for

up-sampling a single depth map to the resolution of the

companion color image provided by an RGB-D sensor. We

combine heterogeneous depth and color data in order to

jointly solve the ill-posed depth super-resolution and shape-

from-shading problems. The low-frequency geometric in-

formation necessary to disambiguate shape-from-shading

is extracted from the low-resolution depth measurements

and, symmetrically, the high-resolution photometric clues

in the RGB image provide the high-frequency information

required to disambiguate depth super-resolution.

1. Introduction

RGB-D sensors have become very popular for 3D-

reconstruction, in view of their low cost and ease of use.

They deliver a colored point cloud in a single shot, but

the resulting shape often misses thin geometric structures.

This is due to noise, quantisation and, more importantly,

the coarse resolution of the depth map. However, super-

resolution of a solitary depth map without additional con-

straint is an ill-posed problem.

In comparison, the quality and resolution of the compan-

ion RGB image are substantially better. For instance, the

Asus Xtion Pro Live device delivers 1280× 1024 px2 RGB

images, but only up to 640 × 480 px2 depth maps. There-

fore, it seems natural to rely on color to refine depth. Yet,

retrieving geometry from a single color image is another ill-

posed problem, called shape-from-shading. Besides, com-

bining it with depth clues requires the RGB and depth im-

ages to have the same resolution.

The resolution of the depth map thus remains a limit-

ing factor in single-shot RGB-D sensing. This work aims

at breaking this barrier by jointly refining and upsampling

the depth map using shape-from-shading. In other words,

we fight the ill-posedness of single depth image super-

resolution using shape-from shading, and vice-versa.

Input: one low-resolution depth map Our result
and its companion high-resolution image

Figure 1: We carry out single-shot depth super-resolution

for commodity RGB-D sensors, using shape-from-shading.

By combining low-resolution depth (left) and high-

resolution color clues (middle), detail-preserving super-

resolution is achieved (right). All figures best viewed in

the electronic version.

The rest of this paper is organized as follows. Section 2

reviews the single depth image super-resolution and shape-

from-shading problems, in order to motivate their joint solv-

ing in the context of RGB-D sensing. Section 3 then intro-

duces a principled Bayesian approach to joint depth super-

resolution and shape-from shading. This yields a noncon-

vex variational problem which is solved using a dedicated

ADMM algorithm. Our approach is evaluated against a

broad variety of real-world datasets in Section 4, and our

conclusions are eventually drawn in Section 5.

2. Motivation and related work

Let us first recall the ambiguities arising in single depth

image super-resolution and in shape-from-shading, and how

they have been handled in the literature.

1



2.1. Ill­posedness in single depth image super­
resolution

A depth map is a function which associates to each 2D

point of the image plane, the third component of its conju-

gate 3D-point, relatively to the camera coordinate system.

Depth sensors provide out-of-the-box samples of the depth

map over a discrete low-resolution rectangular 2D grid

ΩLR ⊂ R
2. We will denote by z0 : ΩLR → R, p 7→ z0(p)

such a mapping between a pixel p and the measured depth

value z0(p).

Due to hardware constraints, the depth observations z0
are limited by the resolution of the sensor (i.e., the number

of pixels in ΩLR). The single depth image super-resolution

problem consists in estimating a high-resolution depth map

z : ΩHR → R over a larger domain ΩHR ⊃ ΩLR, which

coincides with the low-resolution observations z0 over ΩLR

once it is downsampled. Following [14], this can be for-

mally written as

z0 = Kz + ηz. (1)

In (1), K : R
ΩHR → R

ΩLR is a linear operator combining

warping, blurring and downsampling [55]. It can be cali-

brated beforehand, hence assumed to be known, see for in-

stance [44]. As for ηz , it stands for the realisation of some

stochastic process representing measurement errors, quan-

tisation, etc.

Single depth image super-resolution requires solving

Equation (1) in terms of the high-resolution depth map z.

However, K in (1) maps from a high-dimensional space

ΩHR to a low-dimensional one ΩLR, hence it cannot be in-

verted. Single depth image (blind) super-resolution is thus

an ill-posed problem, as there exist infinitely many choices

for interpolating between observations, as sketched in Fig-

ure 2. Therefore, one must find a way to constrain the

problem, as well as to handle noise. This can be achieved

by adding observations obtained from different viewing an-

gles [20, 40, 53], but in this work we rather target single-

shot applications.

When the input consists in a solitary depth map, dis-

ambiguation can be carried out by introducing a smooth-

ness prior on the high-resolution depth map, a strategy

which has led to a number of variational approaches, see

for instance [55]. More recently, several machine learn-

ing approaches have been put forward, which essentially

rely on a dictionary of low- and high-resolution depth or

edge patches [38, 58]. To avoid resorting to a database,

such a dictionary can be constructed from a single depth

image by looking for self-similarities [27, 34]. Neverthe-

less, learning-based depth super-resolution methods remain

prone to over-fitting, an issue which has been specifically

tackled in [59]. Over-fitting can also be avoided by com-

bining the respective benefits of machine learning and vari-

ational approaches [17, 50].

Figure 2: There exist infinitely many ways (dashed lines) to

interpolate between low-resolution depth samples (rectan-

gles). Our disambiguation strategy builds upon shape-from-

shading applied to the companion high-resolution color im-

age (cf. Figure 3), in order to resurrect the fine-scale geo-

metric details of the genuine surface (solid line).

In the RGB-D framework, a high-resolution color im-

age is also available. It can be used as a “guide” to inter-

polate missing depth values. Several methods were thus

proposed to coalign the depth edges in the super-resolved

map with edges of the given high-resolution color im-

age [11, 16, 44, 60]. Yet, such approaches only consider

sparse features in the high-resolution data, although the

whole color image actually conveys shape clues. Indeed,

brightness is directly related to the local orientation, hence

a photometric approach to depth super-resolution for RGB-

D sensors should be feasible and permit to recover fine-

scale geometric details. There is, however, surprisingly few

works in that direction: to the best of our knowledge, this

has been achieved only in [37, 45], but these methods rely

on a sequence of images acquired under varying lighting,

hence they do not tackle the single-shot problem.

2.2. Ill­posedness in shape­from­shading

Shape-from-shading [25] is another classical inverse

problem which aims at inferring shape from a single

graylevel or color image of a scene. It consists in invert-

ing an image formation model relating the image irradiance

I to the scene radiance R, which depends on the surface

shape (represented here by the depth map z), the incident

lighting l and the surface reflectance ρ:

I = R(z|l, ρ) + ηI , (2)

with ηI the realisation of a stochastic process standing for

noise, quantisation and outliers.

Assuming frontal lighting, uniform Lambertian re-

flectance, Lipschitz-continuous depth and orthographic pro-

jection, solving (2) in terms of the depth map z comes down

to solving the eikonal equation [7]

|∇z| =
√

1

I2
− 1. (3)



Figure 3: Shape-from-shading suffers from the concave /
convex ambiguity: the genuine surface (solid line) and both

the surfaces depicted by dashed lines produce the same im-

age, if lit and viewed from above. We put forward low-

resolution depth clues (cf. Figure 2) for disambiguation.

It is noteworthy that (3) only provides the magnitude of

the depth gradient, and not its direction. The local shape

is thus unambiguous in singular points (the tangent vectors

in Figure 3), but two singular points may either be con-

nected by “going up” or by “going down”. This is the well-

celebrated concave / convex ambiguity. One out of the in-

finitely many solutions of (3) can be numerically computed

by variational methods [26, 29] or by resorting to the vis-

cosity solution theory [10, 15, 35, 51]. See [6, 12, 62] for

further details about numerical shape-from-shading.

Even under the unrealistic assumptions yielding the

eikonal shape-from-shading model (3), shape inference is

ill-posed. Hence, one may expect that more realistic light-

ing and reflectance assumptions will add more ambiguities.

Several steps in the direction of handling natural lighting

have been achieved [28, 31, 49], but they still require the re-

flectance to be uniform. However, in general both the light-

ing and the reflectance may be arbitrarily complex. This

is nicely visualized in the “workshop metaphor” of Adelson

and Pentland [1]: any image can be explained by a flat shape

illuminated uniformly but painted in a complex manner, by

a white and frontally-lit surface with a complex geome-

try, or by a white planar surface illuminated in a complex

manner. To solve this series of ambiguities, additional con-

straints must be introduced. Barron et al. proposed for this

purpose appropriate priors for reflectance (sparsity of the

gradients), lighting (spherical harmonics model [4, 48]) and

shape (smoothness), and combined them in order to achieve

shape, reflectance and illumination from shading [3].

Recently, the shape-from-shading problem has gained

new life with the emergence of RGB-D sensors. Indeed,

the rough depth map can be used as prior to “guide” shape-

from-shading and thus circumvent its ambiguities. This has

been achieved in the multi-view setup [39, 63], but also in

the single-shot case [9, 22, 42, 43, 57, 61] we tackle in this

paper. Still, these methods require the resolutions of the

input image and of the depth map to be the same.

2.3. Intuitive justification of our proposal

In view of this brief discussion on single depth image

super-resolution and shape-from-shading, we conclude that,

in the context of RGB-D sensing, the high-frequency infor-

mation necessary to achieve detail-preserving depth super-

resolution could be provided by the photometric data. Sim-

ilarly, the low-frequency information necessary to disam-

biguate shape-from-shading could be conveyed by the geo-

metric data. Compare Figures 2 and 3, and see Figure 4. It

should thus be possible to achieve joint depth map refine-

ment and super-resolution in a single shot, without resort-

ing to additional data (new viewing angles or illumination

conditions, learnt dictionary, etc.). In the next section, we

formulate this task as a principled variational problem, by

resorting to Bayesian inference.

(a) (b)

(c) (d) (e)

Figure 4: (a-b) Input low-resolution depth and high-

resolution color images. (c) Blind super-resolution

(achieved by disabling the shape-from-shading term in (18))

cannot hallucinate high-frequency geometric details from

(a). (d) Shape-from-shading (achieved by setting µ = 0
in (18)) applied to (b) appropriately recover such thin struc-

tures, but it is prone to low-frequency errors. (e) The com-

bination of both techniques yields appropriate restoration of

both high- and low-frequency components.

3. A variational approach to joint depth super-

resolution and shape-from-shading

We formulate shading-based depth super-resolution as

the joint solving of (1) (super-resolution) and (2) (shape-

from-shading) in terms of the high-resolution depth map z :
ΩHR → R, given a low-resolution depth map z0 : ΩLR → R

and a high-resolution RGB image I : ΩHR → R
3.



We aim at recovering not only a high-resolution depth

map which is consistent both with the low-resolution depth

measurements and with the high-resolution color data,

but also the hidden parameters of the image formation

model (2) i.e., the reflectance ρ and the lighting l. This can

be achieved by maximizing the posterior distribution of the

input data which, according to Bayes rule, is given by

P(z, ρ, l|z0, I) =
P(z0, I|z, ρ, l)P(z, ρ, l)

P(z0, I)
, (4)

where the numerator is the product of the likelihood with

the prior, and the denominator is the evidence, which can

be discarded since it plays no role in maximum a posteri-

ori (MAP) estimation. In order to make the independency

assumptions as transparent as possible and to motivate the

final energy we aim at minimizing (see (18)), we follow in

the next subsections David Mumford’s approach [41] to de-

rive a variational model from the posterior distribution (4).

3.1. Likelihood

Let us start with the first term in the numerator of (4)

i.e., the likelihood. By construction of RGB-D sen-

sors, depth and color observations are independent, hence

P(z0, I|z, ρ, l) = P(z0|z, ρ, l)P(I|z, ρ, l). We fur-

ther assume that the depth observations are independent

from the surface reflectance and from the lighting, hence

P(z0|z, ρ, l) = P(z0|z) and thus:

P(z0, I|z, ρ, l) = P(z0|z)P(I|z, ρ, l). (5)

Assuming homoskedastic, zero-mean Gaussian noise ηz
with variance σ2

z in (1), the first factor in (5) writes

P(z0|z) ∝ exp

{
−
‖Kz − z0‖2ℓ2(ΩLR)

2σ2
z

}
. (6)

Next, we discuss the second factor in (5), by making

Equation (2) explicit. In general, the irradiance in channel

⋆ ∈ {R,G,B} writes

I⋆ =

∫

λ

∫

ω

c⋆(λ)ρ(λ)φ(λ, ω)max{0, s(ω)·nz} dω dλ+ηI ,

(7)

where integration is carried out over all wavelengths λ (ρ is

the spectral reflectance of the surface and c⋆ is the transmis-

sion spectrum of the camera in channel ⋆) and all incident

lighting directions ω (s(ω) is the unit-length vector pointing

towards the light source located in direction ω, and φ(·, ω) is

the spectrum of this source), and nz is the unit-length sur-

face normal (which depends on the underlying depth map

z). Assuming achromatic lighting i.e., φ(·, ω) := φ(ω), and

using a first-order1 spherical harmonics approximation of

1The whole proposed method is straightforward to extend to second-

order spherical harmonics. However we did not observe substantial im-

provement with this extension, hence we discuss only the first-order case,

which can capture more than 85% of natural illumination [18].

the inner integral, we obtain

I =



∫
λ
cR(λ)ρ(λ)dλ∫

λ
cG(λ)ρ(λ)dλ∫

λ
cB(λ)ρ(λ)dλ




︸ ︷︷ ︸
:=ρ

l ·
[
nz

1

]
+ ηI , (8)

with l ∈ R
4 the achromatic “light vector”, ρ : ΩHR →

R
3 the albedo (Lambertian reflectance) map, relatively to

the camera transmission spectra {c⋆}⋆∈{R,G,B}, and nz :
ΩHR → S

2 ⊂ R
3 the field of unit-length surface normals.

Assuming perspective projection with focal length f > 0
and p : ΩHR → R

2 the field of pixel coordinates with re-

spect to the principal point, the normal field is given by

nz =
1√

|f ∇z|2 + (−z − p · ∇z)2

[
f ∇z

−z − p · ∇z

]
(9)

(see, for instance, [46]).

Assuming that the image noise is homoskedastically

Gaussian-distributed with zero-mean and covariance matrix

Diag(σ2
I , σ

2
I , σ

2
I ), we obtain

P(I|z, ρ, l) ∝ exp

{
−
‖(l ·mz,∇z) ρ− I‖2ℓ2(ΩHR)

2σ2
I

}
,

(10)

where, according to (8) and (9), mz,∇z is a ΩHR → R
4

vector field defined as

mz,∇z =




f ∇z√
|f ∇z|2 + (−z − p · ∇z)2

−z − p · ∇z√
|f ∇z|2 + (−z − p · ∇z)2

1



. (11)

3.2. Priors

We now consider the second factor in the numerator

of (4) i.e., the prior distribution. We assume that depth, re-

flectance and lighting are independent (independence of re-

flectance from depth and lighting follows from the Lamber-

tian assumption, and independence of lighting from depth

follows from the distant-light assumption required to derive

the spherical harmonics model (8), see [4, 48]). This im-

plies

P(z, ρ, l) = P(z)P(ρ)P(l). (12)

Since lighting has already been modeled as a low-

frequency phenomenon for the sake of expliciting the image

formation model (8), we do not need to introduce any other

prior P(l) and thus we use an improper prior

P(l) = constant. (13)



Regarding the depth map z, we follow the recent

work [21] and opt for a minimal surface prior. Remark that

dAz,∇z =
z

f2

√
|f ∇z|2 + (−z − p · ∇z)2 (14)

is a ΩHR → R scalar field which maps each pixel to

the area of the corresponding surface element. Thus

‖dAz,∇z‖ℓ1(ΩHR)
is the total surface area and the minimal

surface prior writes

P(z) ∝ exp

{
−
‖dAz,∇z‖ℓ1(ΩHR)

α

}
, (15)

with α > 0 a free parameter controlling smoothness.

According to the Retinex theory [33], the reflectance ρ
can be assumed piecewise constant. This yields a Potts prior

P(ρ) ∝ exp

{
−
‖∇ρ‖ℓ0(ΩHR)

β

}
, (16)

with β > 0 a scale parameter, and ‖·‖ℓ0 an abusive notation

for the length of the discontinuity set:

‖∇ρ‖ℓ0(ΩHR)
=
∑

p∈ΩHR

{
0, if |∇ρ(p)|2 = 0,

1, otherwise,
(17)

where |·|2 is the Euclidean norm in R
6.

3.3. Variational formulation

Replacing the maximisation of the posterior distribu-

tion (4) by the minimisation of its negative logarithm, com-

bining Equations (4)–(6), (10), (12)–(16), and neglecting

the additive constants, we end up with the variational model

min
ρ: ΩHR→R

3

l∈R
4

z: ΩHR→R

‖(l ·mz,∇z) ρ− I‖2ℓ2(ΩHR)
+µ ‖Kz − z0‖2ℓ2(ΩLR)

+ ν ‖dAz,∇z‖ℓ1(ΩHR)
+ λ ‖∇ρ‖ℓ0(ΩHR)

, (18)

with the following definitions of the weights:

µ =
σ2
I

σ2
z

, ν =
2σ2

I

α
and λ =

2σ2
I

β
. (19)

3.4. Numerical solution

We now describe an algorithm for effectively solving the

variational problem (18), which is both nonsmooth and non-

convex. In order to tackle the nonlinear dependency upon

the depth and its gradient arising from shape-from-shading

and minimal surface regularisation, we follow [47] and in-

troduce an auxiliary variable θ := (z,∇z), then rewrite (18)

as a constrained optimisation problem:

min
ρ: ΩHR→R

3

l∈R
4

z: ΩHR→R

θ: ΩHR→R
3

‖(l ·mθ) ρ− I‖2ℓ2(ΩHR)
+ µ ‖Kz − z0‖2ℓ2(ΩLR)

+ ν ‖dAθ‖ℓ1(ΩHR)
+ λ ‖∇ρ‖ℓ0(ΩHR)

s.t. θ = (z,∇z). (20)

We then use a multi-block variant of ADMM [5,

13, 19] to solve (20)2. Given the current estimates

(ρ(k), l(k), θ(k), z(k)) at iteration (k), the variables are up-

dated according to the following sweep:

ρ(k+1) = argmin
ρ

∥∥∥
(
l(k) ·mθ(k)

)
ρ− I

∥∥∥
2

ℓ2(ΩHR)

+ λ ‖∇ρ‖ℓ0(ΩHR)
, (21)

l(k+1) = argmin
l

∥∥∥(l ·mθ(k)) ρ(k+1)−I
∥∥∥
2

ℓ2(ΩHR)
, (22)

θ(k+1) = argmin
θ

∥∥∥
(
l(k+1) ·mθ

)
ρ(k+1) − I

∥∥∥
2

ℓ2(ΩHR)

+ν‖dAθ‖ℓ1(ΩHR)
+
κ

2

∥∥∥θ−(z,∇z)(k)+u(k)
∥∥∥
2

ℓ2(ΩHR)
,

(23)

z(k+1) = argmin
z

µ ‖Kz − z0‖2ℓ2(ΩLR)

+
κ

2

∥∥∥θ(k+1) − (z,∇z) + u(k)
∥∥∥
2

ℓ2(ΩHR)
, (24)

u(k+1) = u(k) + θ(k+1) − (z(k+1),∇z(k+1)), (25)

where u and κ are a Lagrange multiplier and a step size,

respectively. In our implementation κ is determined auto-

matically using the varying penalty procedure [23].

To solve the albedo sub-problem (21) we resort to

primal-dual iterations [54]. The lighting update (22) is

solved using pseudo-inverse. The θ-update (23) comes

down to a series of independent (there is no coupling be-

tween neighboring pixels, thanks to the ADMM strategy)

nonlinear optimisation problems, which we solve using the

implementation [52] of the L-BFGS method [36], using the

Moreau envelope of the ℓ1 norm to ensure differentiability.

The depth update (24) requires solving a large sparse lin-

ear least-squares problem, which we tackle using conjugate

gradient on the normal equations.

Although the overall optimisation problem (18) is non-

convex, recent works [24, 30, 56] have demonstrated that

under mild assumptions on the cost function and small

enough step size κ, nonconvex ADMM converges to a crit-

ical point. In practice, we found the proposed ADMM

scheme to be stable and always observed convergence. In

our experiments we use as initial guess: ρ(0) = I , l(0) =

[0, 0,−1, 0]
⊤

, z(0) a smoothed (using bilinear filtering) ver-

sion of a linear interpolation of the low-resolution input z0,

θ(0) = (z0,∇z(0)), u(0) ≡ 0 and κ(0) = 10−4. In all our

experiments, 10 to 20 global iterations (k) were sufficient to

reach convergence, which is evaluated through the relative

residual between two successive depth estimates z(k+1) and

z(k). On a recent laptop computer with i7 processor, such

a process requires around one minute (code is implemented

in Matlab except the albedo update, which is implemented

in CUDA).

2Code and dataset is available at https://github.com/

BjoernHaefner/DepthSRfromShading.



4. Experimental validation

In this section we evaluate our variational approach

to joint depth super-resolution and shape-from-shading

against challenging synthetic and real-world datasets.

4.1. Synthetic data

We first discuss the choice of the parameters involved in

the variational problem (18). Although their optimal values

can be deduced from the data statistics (see (19)), it can

be difficult to estimate such statistics in practice and thus

we rather consider µ, ν and λ as tunable hyper-parameters.

The formulae in (19) remain however insightful regarding

the way these parameters should be tuned.

To select an appropriate set of parameters, we con-

sider a synthetic dataset (the publicly available “Joyful

Yell” 3D-shape) which we render under first-order spher-

ical harmonics lighting (l = [0, 0,−1, 0.2]
⊤

) with three

different reflectance maps as depicted in Figure 5. Addi-

tive zero-mean Gaussian noise with standard deviation 1%
that of the original images is added to the high resolution

(640 × 480 px2) images. Ground-truth high resolution and

input low-resolution (320 × 240 px2) depth maps are ren-

dered from the 3D-model. Non-uniform zero-mean Gaus-

sian noise with standard deviation 10−3 times the squared

original depth value (consistently with the real-world mea-

surements from [32]) is then added to the low-resolution

depth map. Quantitative evaluation is carried out by evalu-

ating the root mean squared error (RMSE) between the es-

timated depth and albedo maps and the ground-truth ones.

Initially, we chose µ = 1
12 , ν = 2 and λ = 1. Then, we

evaluated the impact of varying each parameter, keeping the

others fixed to these values found empirically. Results are

shown in Figure 6. Quite logically, µ should not be set too

high otherwise the resulting depth map is as noisy as the

input. Low values always allow a good albedo estimation,

but the range µ ∈ [10−2, 1] seems to provide the most ac-

curate depth maps. Regarding λ, larger values should be

chosen if the reflectance is uniform, but they induce high

errors whenever it is not. On the other hand, low values sys-

tematically yield high errors since the reflectance estimate

absorbs all the shading information (this is the “painter’s

explanation” in the “workshop metaphor” [1]). In between,

the range λ ∈ [10−1, 10] seems to always give reasonable

results. Eventually, high values of ν should be avoided in

order to prevent over-smoothing.

Since we chose to disambiguate shape-from-shading by

assuming piecewise-constant reflectance, the minimal sur-

face prior plays no role in disambiguation. This explains

why low values of ν should be preferred. Depth regulari-

sation matters only when color cannot be exploited, for in-

stance due to shadows, black reflectance or saturation. This

will be better visualised in the real-world experiments.

voronoi constant rectcircle

Figure 5: Synthetic dataset used for quantitative evaluation.

Left: low-resolution depth map. Right: high-resolution

RGB images, rendered using three different albedo maps.
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Figure 6: Impact of the parameters µ, ν and λ on the ac-

curacy of the albedo and depth estimates. Based on those

experiments, we select the set of parameters (µ, ν, λ) =
(10−1, 10−1, 2) for our experiments.

In Figure 7, we compare our method with two other

single-shot ones: a learning-based approach [58] and an

image-based one [60]. To emphasise the interest of joint

shape-from-shading and super-resolution over shading-

based depth refinement using the downsampled image, we

also show the results of [43]. For fair comparison with [58],

this time we use a scaling factor of 4 for all methods i.e., the

depth maps are rendered at 120× 160 px2. To evaluate the

recovery of thin structures, we provide the mean angular

error with respect to surface normals. The learning-based

method can obviously not hallucinate surface details since it

does not use the color image. The image-based method does

a much better job, but it is largely overcome by shading-

based super-resolution.
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Figure 7: Comparison between learning-based [58], image-

based [60] and shading-based (ours) depth super-resolution,

as well as shading-based refinement using low-resolution

images [43]. Our method systematically outperforms the

others (numbers are the mean angular errors on normals).

4.2. Real­world data

For real-world experiments, we use the Asus Xtion Pro

Live sensor, which delivers 1280 × 1024 px2 RGB and

640 × 480 px2 depth images at 30 fps. Data are acquired

in an indoor office with ambient lighting, and objects are

manually segmented from background before processing.

Figures 1, 4, 8, 9, 10 and 13 present real-world re-

sults. Combining depth super-resolution and shape-from-

shading apparently resolves the low-frequency and high-

frequency ambiguities arising in either of the inverse prob-

lems. Over-segmentation of reflectance may happen, but

this does not seem to impact depth recovery. Whenever

color gets saturated or too low, then minimal surface drives

super-resolution, which adds robustness. Additional results

using depth maps with lower resolution (320 × 240 px2)

are presented in Figure 11. Our method only fails when

reflectance does not fit the Potts prior, as shown in Fig-

ure 12 for an object with smoothly-varying reflectance. It

induces bias in the estimated depth such that reflectance

based artifacts appear. Handling such cases would require

using another prior for the reflectance, or actively control-

ling lighting. This has already been achieved in RGB-D

sensing [2, 8, 45], but it is not compatible with single-shot

applications.

Figure 8: Super-resolution of a “dress”. The estimated re-

flectance map is uniform, hence it is not displayed here.

Figure 9: Super-resolution of a “monkey doll”. Fine-scale

shape and reflectance structures are nicely recovered.

Figure 10: Super-resolution of “wool balls”. Minimal sur-

face drives super-resolution when color gets saturated.

5. Conclusion

A variational approach to single-shot depth super-

resolution for RGB-D sensors is proposed. It fully exploits

the color information in order to guide super-resolution,

by resorting to the shape-from-shading technique. Low-

resolution depth cues resolve the ambiguities arising in

shape-from-shading and, symmetrically, high-resolution

photometric clues resolve those of depth super-resolution.
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Figure 11: Comparison between our super-resolution method, two others [58, 60] and shading-based depth refinement on the

low-resolution images [43]. Our shading-based super-resolution restores the complex geometry the best. Numbers represent

runtime in seconds.

Figure 12: If the pictured object does not match our Potts

prior for the reflectance, artifacts appear.

Figure 13: Super-resolution of a “blanket”. Despite over-

segmentation of the reflectance, thin structures are recov-

ered. Even in black areas without shading information, re-

sults remain satisfactory thanks to the minimal surface prior.
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Abstract

Photometric stereo (PS) techniques nowadays remain

constrained to an ideal laboratory setup where modeling

and calibration of lighting is amenable. To eliminate such

restrictions, we propose an efficient principled variational

approach to uncalibrated PS under general illumination. To

this end, the Lambertian reflectance model is approximated

through a spherical harmonic expansion, which preserves

the spatial invariance of the lighting. The joint recovery

of shape, reflectance and illumination is then formulated as

a single variational problem. There the shape estimation

is carried out directly in terms of the underlying perspec-

tive depth map, thus implicitly ensuring integrability and

bypassing the need for a subsequent normal integration. To

tackle the resulting nonconvex problem numerically, we un-

dertake a two-phase procedure to initialize a balloon-like

perspective depth map, followed by a “lagged” block coor-

dinate descent scheme. The experiments validate efficiency

and robustness of this approach. Across a variety of evalu-

ations, we are able to reduce the mean angular error con-

sistently by a factor of 2–3 compared to the state-of-the-art.

1. Introduction

Photometric stereo techniques aim at acquiring both the

shape and the reflectance of a scene. To this end, multiple

images are acquired under the same viewing angle but vary-

ing lighting, and a physics-based image formation model

is inverted. However, the classic way to solve this inverse

problem requires lighting to be highly controlled, which

restricts practical applications to laboratory setups where

careful calibration of lighting must be carried out.

The objective of this research work is to simplify the

overall photometric stereo pipeline, by providing an ef-

ficient solution to uncalibrated photometric stereo under

general lighting, as illustrated in Figure 1 (the code is re-

leased1). In comparison with existing efforts in the same

direction, the proposed one has the following advantages:

∗Authors contributed equally.
1https://github.com/zhenzhangye/general_ups
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Figure 1. We present an efficient variational scheme to solve un-

calibrated photometric stereo under general lighting. Given a set

of input RGB images captured from the same viewing angle but

under unknown, varying general illumination (top, M = 20 im-

ages were acquired in an office under daylight, while freely mov-

ing a hand-held LED light source), fine-detailed reflectance and

shape (bottom, we show the estimated albedo and perspective

depth maps) are recovered by an end-to-end variational approach.

• The joint estimation of shape, reflectance and general

lighting is formulated as an end-to-end, mathemati-

cally transparent variational problem;

• A real 3D-surface represented as a depth map is recov-

ered, rather than possibly non-integrable normals;

• It is robust, due to the use of Cauchy’s robust M-

estimator and Huber-TV albedo regularization;

• It is computationally efficient, thanks to a tailored

lagged block coordinate descent scheme initialized us-

ing a simple balloon-like shape.

After reviewing related works in Section 2, we discuss

in Section 3 the image formation model considered in this

work. It can be inverted using the variational approach in

Section 4. A dedicated numerical solution is then intro-

duced in Section 5 and empirically evaluated in Section 6.

Section 7 eventually draws the conclusion of this research.



2. Related Work

3D-models of scenes are essential in many applications

such as visual inspection [14] or computer-aided surgery us-

ing augmented reality [12]. A 3D-model consists of geo-

metric (position, orientation, etc.) and photometric (color,

texture, etc.) properties. Given a set of photographies, the

aim of 3D scanning is to invert the image formation process

in order to recover these geometric and photometric prop-

erties of the observed scene. This notion thus includes both

those of 3D-reconstruction (geometry) and of reflectance

estimation (photometry).

Many approaches to the problem of 3D-reconstruction

from photographies have been studied, and they are grouped

under the generic naming “shape-from-X”, where X stands

for the clue which is being used (shadows [44], con-

tours [10], texture [49], template [6], structured light [16],

motion [35], focus [36], silhouettes [21], etc.). Geometric

shape-from-X techniques are based on the identification and

analysis of feature point or areas in the image. In contrast,

photometric techniques build upon the analysis of the quan-

tity of light received by each photosite of the camera’s sen-

sor. Among photometric techniques, shape-from-shading is

probably the most famous one. This technique, developed

in the 70s by Horn et al. [25], consists in 3D-reconstruction

from a single image of a shaded scene. It is a classic ill-

posed inverse problem whose numerical solving usually re-

quires the surface’s reflectance to be known [13]. In order

both to limit the ambiguities of shape-from-shading and to

allow for automatic reflectance estimation, it has been sug-

gested to consider not just one image of the scene, but sev-

eral ones acquired from the same viewing angle but under

varying lighting. This variant, which was introduced in the

late 70s by Woodham [50], is known as photometric stereo.

Among the various shape-from-X techniques mentioned

above, photometric stereo is the only 3D-scanning tech-

nique i.e., the only one which is able to achieve both 3D-

reconstruction and reflectance estimation. However, early

photometric approaches strongly rely on the control of

lighting. The latter is usually assumed for simplicity to be

directional, although the case of nearby point light sources

has recently regained some attention [31, 33]. More im-

portantly, lighting is assumed to be calibrated. Indeed, the

uncalibrated problem is ill-posed: the underlying normal

map can be estimated only up to a linear ambiguity [20],

which reduces to a generalized bas-relief one if integrabil-

ity is enforced [9]. To resolve the latter ambiguity, some

prior on the scene’s surface or geometry must be introduced,

see [48] for a recent survey. A natural way to enforce in-

tegrability consists in following a differential approach to

photometric stereo [11, 32] i.e., directly estimate the 3D-

surface as a depth map instead of first estimating the sur-

face normals and then integrating them. Such a differen-

tial approach to photometric stereo can be coupled with

variational methods in order to iteratively refine depth, re-

flectance and lighting in a robust manner [42]. In addition

to the theoretical interest of enforcing integrability in order

to limit ambiguities, differential approaches to photomet-

ric stereo have the advantages of easing combination with

other 3D-reconstruction methods [17, 40], and of bypass-

ing the problem of integrating the estimated normal field,

which is by itself a non-trivial problem [41]. Besides, any

error in the estimated normal field might propagate during

integration, and thus robustness to specularities or shadows

must be enforced during normal estimation, see again [48]

for some discussion.

All the research works mentioned in the previous para-

graph assume that lighting is induced by a single light

source. Nevertheless, many studies rather considered the

case of more general illumination conditions, which finds a

natural application in outdoor conditions [43]. For instance,

the apparent motion of the sun within a day induces changes

in the illumination direction which, in theory, allow photo-

metric stereo-based 3D-reconstruction. However, this ap-

parent motion is close to being planar, and thus the rank of

the set of illumination vectors is equal or close to 2 [45]

(see also [23] for additional discussion on the stability of

single-day photometric stereo). This situation is thus sim-

ilar to the two-image case, which is known to be ill-posed

since the early 90s [28, 37, 51], although it is still an ac-

tive research area [29]. In order to limit the instabilities due

to this issue, one possibility is to consider images acquired

over many seasons as in [2, 3], or to resort to deep neural

networks [22]. Another one is to consider a non-directional

illumination model to represent natural illumination, as for

instance in [26]. Modeling natural illumination is a promis-

ing track, since such a model would not be restricted to

sunny days, and images acquired under cloudy days are

known to yield more accurate 3D-reconstructions [23].

However, the previous approaches to photometric stereo

under natural illumination assume calibrated lighting,

where calibration is deduced from time and GPS coordi-

nates or from a calibration target. The case of both general

and uncalibrated lighting is much more challenging and has

been fewly explored, apart from studies restricted to sparse

3D-reconstructions [46] or relying on the prior knowledge

of a rough geometry [4, 27, 40, 47]. Uncalibrated photo-

metric stereo under natural illumination has been revisited

recently in [34], using a spatially-varying equivalent direc-

tional lighting model. However, results were limited to the

recovery of possibly non-integrable surface normals. In-

stead, the method which we propose in the present paper di-

rectly recovers the underlying surface represented as a depth

map. Following the seminal work of Basri and Jacobs [7], it

considers the spherical harmonics representation of general

lighting in lieu of the equivalent directional approximation,

as discussed in the next section.



3. Image Formation Model

In photometric stereo (PS), we are given a number of ob-

servations {Ii}Mi=1, each Ii : Ω ⊂ R
2 → R

C representing

a multi-channel image (i.e. C ≥ 1) over a masked pixel do-

main Ω. Assuming that the object being pictured is Lamber-

tian, the surface’s reflectance is represented by the albedo ρ,

and the general image formation model is as follows, for all

i ∈ {1, ...,M}, c ∈ {1, ..., C}, and p ∈ Ω:

Iic(p) =

∫

S2

ρc(p)ℓ
i
c(ω)max{ω · n(p), 0} dω. (1)

Here S
2 is the unit sphere in R

3, ℓic : S
2 → R+ repre-

sents the channel-wise intensity of the incident light, and

ρc(p) ∈ R+ and n(p) ∈ S
2 are the channel-wise albedos

and the unit-length surface normals, respectively, at the sur-

face point conjugate to pixel p ∈ Ω. The max operation

in (1) encodes self-shadows. The overall integral
∫
S2

col-

lects elementary luminance contributions arising from all

incident lighting directions ω. In the setup of uncalibrated

PS, the quantities {ℓic}, {ρc}, in addition to n, are unknown.

Equivalent directional lighting [24] approximates (1) via

Iic(p) = ρc(p) ℓ̄
i
c(p) · n(p),

ℓ̄ic(p) :=

∫

{ω∈S2:ω·n(p)≥0}

ℓic(ω)ω dω.
(2)

where ℓ̄ic(p) represents the mean lighting over the visible

hemisphere at p. The field ℓ̄ci is spatially variant but can

be approximated by directional lighting over small local

patches. Over each patch, one is thus faced with the am-

biguities of directional uncalibrated PS [20]. State-of-the-

art patch-wise methods [34] first solve this problem over

each patch, then connect the patches to form a complete nor-

mal field up to rotation, and eventually estimate the rotation

which best satisfies the integrability constraint. Errors may

however get propagated during the sequence, resulting in a

possibly non-integrable normal field.

Instead of such an equivalent directional lighting model,

we rather consider a spherical harmonic approximation

(SHA) of general lighting [8, 7]. By defining the half-cosine

kernel k as

k(ω,n) := max{ω · n, 0}, (3)

we can view (1) as an analog of a convolution:

Iic(p) = ρc(p)

∫

S2

k(ω,n(p))ℓic(ω) dω. (4)

Invoking the Funk-Hecke theorem, we obtain the following

harmonic expansion analogous to Fourier series:

∫

S2

k(ω,n(p))ℓic(ω) dω =
∞∑

n=0

n∑

m=−n

(knℓ
i,c
n,m)hn,m(n(p)).

(5)

ℓi Model (1)
Model (7)

(1st order)

Model (7)

(2nd order)

Figure 2. Illustration of RGB (C = 3) environment lighting

ℓi = (ℓi1, ℓ
i
2, ℓ

i
3), the resulting images (assuming white albedos

and a spherical shape) under the image formation model (1) and

its approximation by spherical harmonics. The approximation by

the second-order spherical harmonics is nearly perfect.

Here the spherical harmonics {hn,m} form an orthonor-

mal basis of L2(S2), and {kn} and {ℓi,cn,m} are the expan-

sion coefficients of k and ℓic with respect to {hn,m}. Since

most energy in the expansion (5) concentrates on low-order

terms [8], we obtain the second-order SHA by truncating

the series up to the first nine terms (i.e., 0 ≤ n ≤ 2):

∫

S2

k(ω,n(p))ℓic(ω) dω ≈
2∑

n=0

n∑

m=−n

(knℓ
i,c
n,m)hn,m(n(p)).

(6)

The first-order SHA refers to the truncation up to the first

four terms (i.e., 0 ≤ n ≤ 1). It is shown in [8] that, for

distant lighting, at least 75% of the resulting irradiance is

captured by the first-order SHA, and 98% by the second-

order SHA (cf. Figure 2 for a visualization).

Plugging (6) and specifics of spherical harmonics [8]

into (4), we finalize our image formation model as:

Iic(p) ≈ ρc(p) l
i
c · h[n](p), (7)

h[n]=
[
1,n1,n2,n3,n1n2,n1n3,n2n3,n

2
1−n2

2,3n
2
3−1

]⊤
.
(8)

Here h[n] : Ω → R
9 represents the second-order harmonic

images, and lic ∈ R
9 represents the harmonic lighting vec-

tor whose entries have absorbed {knℓi,cn,m} and constant fac-

tors of {hn,m}. A key advantage of the SHA (7) over the

equivalent directional lighting model (2) lies in the spatial

invariance of the lighting vectors {lic}, which yields a less

ill-posed inverse problem [7]. The counterpart is the non-

linear dependency upon the normal components, which we

will handle in Section 5 using a tailored numerical solution.

In the next section, we build upon the key observations that

integrability [9] and perspective projection [39] both largely

reduce the ambiguities of uncalibrated PS to derive a varia-

tional approach to inverting the SHA (7).



4. Variational Uncalibrated PS

In this section, we shall propose a joint variational model

for uncalibrated PS. To this end, let a 3D-frame (Oxyz) be

attached to the camera, with O the optical center, the z-axis

aligned with the optical axis such that z > 0 for any 3D

point (x, y, z) in front of the camera. Further let a 2D-frame

(O′uv) be attached to the focal plane which is parallel to the

xy-plane and contains the masked pixel domain Ω. Under

perspective projection, the surface geometry is modeled as

a map x : p = (u, v) ∈ Ω 7→ x(u, v) ∈ R
3 given by

x(u, v) = z(u, v)K−1[u, v, 1]⊤, (9)

with z : Ω → R+ the depth map and

K :=



fu 0 u0
0 fv v0
0 0 1


 (10)

the calibrated camera’s intrinsics matrix. In the following

we denote for convenience (ũ, ṽ) := (u− u0, v − v0).
Assuming that z is differentiable, the surface normal n at

point x(u, v) is the unit vector oriented towards the camera

such that n(u, v) ∝ ∂ux(u, v) × ∂vx(u, v), which yields

the following parameterization of the normal by the depth:

n[z](u, v) =
ñ[z](u, v)

|ñ[z](u, v)| , (11)

ñ[z](u, v) :=




fu∂uz(u, v)
fv∂vz(u, v)

−z(u, v)− ũ ∂uz(u, v)− ṽ ∂vz(u, v)


 .

(12)

Note that the dependence of ñ[z] on z is linear.

Based on the forward model (7) and the parameteriza-

tion (11) of normals, we formulate the joint recovery of re-

flectance, lighting and geometry as the following variational

problem:

min
{ρc},{lic},z

M∑

i=1

C∑

c=1

∫

Ω

φλ

(
ρc(u, v) l

i
c · h[n[z]](u, v)

− Iic(u, v)
)
du dv + µ

C∑

c=1

∫

Ω

|∇ρc(u, v)|γ du dv. (13)

In the first term above, we use Cauchy’s M-estimator to pe-

nalize the data-fitting discrepancy:

φλ(s) = λ2 log(1 + s2/λ2), (14)

It is indeed well-known that Cauchy’s estimator, being non-

convex, is robust against outliers; see for instance [42] in

the context of PS. The scaling parameter λ = 0.15 is used

in all experiments.

The second term in (13) represents a Huber total-

variation (TV) regularization on each albedo map ρc, with

the Huber loss defined by

|s|γ :=

{
|s|2/(2γ) if |s| ≤ γ,

|s| − γ/2 if |s| > γ,
(15)

and γ = 0.1 being fixed in the experiments. It turns out that

the Huber TV imposes desirable smoothness on the albedo

maps {ρc} and in turn improves the joint estimation overall.

Eventually, µ > 0 is a weight parameter which balances the

data-fitting term and the Huber TV one. Its value was em-

pirically set to 2 · 10−6 (see Section 6 for some discussion).

In (13), geometry is directly optimized in terms of the

depth z (rather than indirectly in terms of the normal n).

This both ensures integrability and avoids integration of

normals into depths as a post-processing step.

5. Solver and Implementation

To solve the variational problem (13) numerically, we

follow a “discretize-then-optimize” approach. There, Ω ⊂
R

2 is replaced by R
N , N being the number of pixels inside

Ω, which yields discretized vectors z, {ρc}Cc=1 ∈ R
N . To

alleviate notational burden, we sometimes refer to a pixel

by its index j ∈ {1, . . . , N} and sometimes by its position

p = (u, v) ∈ Ω. The spatial gradient ∇ is discretized using

a forward difference stencil.

We shall apply a lagged block coordinate descent

(LBCD) method to find a local minimum of the objective

function in (23). Due to the (highly) non-convex nature

of (23), initialization of optimization variables has a strong

influence on the final solution. In our implementation, we

initialize ρc,j = median({Iic,j}Mi=1) for all c, j and lic =

[0.2, 0, 0,−1, 0, 0, 0, 0, 0]⊤ for all c, i. Moreover, during

the first eight iterations we freeze the second-order spherical

harmonics coefficients (lic)5 = (lic)6 = ... = (lic)9 = 0 i.e.,

we reconstruct using only first-order spherical harmonic ap-

proximation as a warm start. Most real-world scenes being

convex, we initialize the depth z as a balloon-like surface,

as discussed in the following.

5.1. Depth Initialization

It is readily seen that a trivial constant initialization of the

depth z yields uniform vertically aligned normals n[z] and,

hence, zero entries in the initial harmonic images h[n[z]].
This would cause non-meaningful updates on albedos {ρc}
and lighting vectors {lic}; cf. Figure 3 for an illustration.

To solve this issue, we specialize the depth initialization

which undergoes two phases:

1. Following [38], we generate a balloon-like depth map

zo under orthographic projection.

2. We then convert the orthographic depth zo to a per-

spective depth zp via normal integration [41].



Phase 1 is pursued via seeking a depth map zo which has

minimal surface area subject to a constant volume V :

min
zo

∫

Ω

√
1 + |∇zo|2 du dv

s.t.

∫

Ω

zo du dv = V.

(16)

A global minimizer of this model can be efficiently com-

puted by simple projected gradient iterations:

z(k+1/2)
o = z(k)o − τ∇⊤


 1√

1 + |∇z(k)o |2
∇z(k)o


 , (17)

z(k+1)
o = z(k+1/2)

o +

(
V −

∫
Ω
z
(k+1/2)
o du dv∫

Ω
du dv

)
· 1Ω,

(18)

where 1Ω(u, v) ≡ 1 and τ = 0.8/‖∇‖spec with ‖ · ‖spec the

spectral norm. The volume constant V is a hyperparameter

which is empirically chosen, see Section 6 for discussion.

Next, we convert the orthographic depth zo to a perspec-

tive depth zp. Note that zo complies with the orthographic

projection, under which a 3D-point x̂ is represented by

x̂(u, v) = [u, v, zo(u, v)]
⊤, (19)

and the corresponding surface normal n̂ to the surface at x̂

conjugate to pixel p̂ = (u, v) is given by

n̂(u, v) =
1√

|∇zo(u, v)|2 + 1
[∇zo(u, v),−1]⊤. (20)

Since n̂ is invariant to the projection model, Eq. (11) also

implies that

n̂(u, v) ∝




fu∂uẑp(u, v)
fv∂v ẑp(u, v)

−1− ũ∂uẑp(u, v)− ṽ∂v ẑp(u, v)


 , (21)

where ẑp(u, v) = log zp(u, v) stands for the log-perspective

depth. This further implies the formula for ∇ẑp:

∇ẑp(u, v) =
−1

ũn̂1(u,v)
fu

+ ṽn̂2(u,v)
fv

+ n̂3(u, v)

[ 1
fu
n̂1(u, v)

1
fv
n̂2(u, v)

]
,

(22)

which can be integrated to obtain ẑp (and hence zp). The

overall pipeline in Phase 2 is summarized as follows:

1. (zo → n̂): Compute n̂ by (20).

2. (n̂ → ∇ẑp): Compute ∇ẑp by (22).

3. (∇ẑp → zp): Perform integration [41] to obtain ẑp.

Return zp = exp ẑp as the initialized (perspective)

depth.

As discussed in [18] the perspective surface area depends

linearly on the depth z. This complicates direct perspective

ballooning, since the depth is driven towards zero and hence

yields numerical instability. For this reason, we opted for

the two-step approach which bypasses the issue.

Trivial zp ≡ 1 and its result z Our zp and its result z

Figure 3. Impact of depth initialization: a trivial constant initial-

ization on the left vs. our initialization on the right and its corre-

sponding resulting geometry estimates. Further results from vary-

ing initializations can be found in the supplementary material.

5.2. Lagged Block Coordinate Descent

Even with a reasonable initialization, the numerical res-

olution of Problem (23) remains challenging. Due to the ap-

pearances of the spherical harmonic approximation h[n[z]]
and the Cauchy’s M-estimator φλ, the objective in (23)

is highly nonlinear and nonconvex. To tackle these chal-

lenges, here we present a lagged block coordinate descent

(LBCD) method which performs efficiently in practice.

To derive LBCD, we introduce an auxiliary variable θ ∈
R

N such that θj = |ñj [z]|. This enables us to rewrite (11)

as nj [z] = ñj [z]/θj . Then we formulate the following con-

strained optimization problem:

min
θ,{ρc},{lic},z

M∑

i=1

C∑

c=1

N∑

j=1

φλ
(
ri,c,j(θj , ρc,j , l

i
c, z)

)

+ µ
C∑

c=1

N∑

j=1

|(∇ρc)j |γ ,

s.t. θj = |ñj [z]|, ∀j ∈ {1, . . . , N},

(23)

where ri,c,j is the residual function defined by:

ri,c,j(θj , ρc,j , l
i
c, z) = ρc,j l

i
c · hj [ñj [z]/θj ]− Iic,j . (24)

Upon initialization, the proposed LBCD proceeds as fol-

lows. At iteration k, we lag θ one iteration behind, i.e.,

θ
(k+1)
j := |ñj [z

(k)]|, ∀j ∈ {1, ..., N}, (25)

and then sequentially update each of the three blocks

(namely {ρc}, {lic} and z). In each resulting subproblem,



we solve (lagged) weighted least squares problems as an ap-

proximation of the Cauchy loss and/or the Huber loss. This

is detailed in the following:

• (Update {ρc}): We evaluate the residual

r
(k+1/3)
i,c,j := ri,c,j(θ

(k+1)
j , ρ

(k)
c,j , l

i,(k)
c , z(k)), (26)

and then set up the (lagged) weight factors for both the

Cauchy loss and the Huber loss as

w
(k+1/3)
i,c,j := φ′λ(r

(k+1/3)
i,c,j )/r

(k+1/3)
i,c,j , (27)

q
(k+1/3)
c,j := 1/max{γ, |(∇ρ(k)c )j |}. (28)

The albedos {ρc} are updated as the solution to the

following linear weighted least-squares problem:

{ρ(k+1)
c } := argmin

{ρc}
µ
∑

c,j

q
(k+1/3)
c,j |(∇ρc)j |2

+
∑

i,c,j

w
(k+1/3)
i,c,j |ri,c,j(θ(k+1)

j , ρcj , l
i,(k)
c , z(k))|2,

(29)

which is carried out by conjugate gradient (CG).

• (Update {lic}): The lighting subproblem is similar to

the one for albedos, except for absence of the Huber

TV term. Upon evaluation of the residual r
(k+2/3)
i,c,j and

the weight factor w
(k+2/3)
i,c,j , we update {lic} by solv-

ing the following linear weighted least-squares prob-

lem via CG:

{li,(k+1)
c } = argmin

lic

∑

i,c,j

w
(k+2/3)
i,c,j ·

|ri,c,j(θ(k+1)
j , ρ

(k+1)
c,j , lic, z

(k))|2.
(30)

• (Update z): The depth subproblem requires additional

efforts. With r
(k+1)
i,c,j and w

(k+1)
i,c,j evaluated after the

{lic}-update, we are faced with the following weighted

least squares problem:

min
z

∑

i,c,j

w
(k+1)
i,c,j |ri,c,j(θ(k+1)

j , ρ
(k+1)
c,j , li,(k+1)

c , z)|2,

(31)

where the dependence of ri,c,j on z is still nonlinear.

Therefore, we further linearize ri,c,j with respect to z
and arrive at the following update:

z(k+1) = argmin
z

∑

i,c,j

w
(k+1)
i,c,j ·

|r(k+1)
i,c,j + Jr(z

(k))(z − z(k))|2,
(32)

where Jr(z
(k)) is the Jacobian of the map z 7→

ri,c,j(θ
(k+1)
j , ρ

(k+1)
c,j , l

i,(k+1)
c , z) at z = z(k). The

resulting linearized least-squares problem is again

solved by CG. In our experiments, we additionally in-

corporate backtracking line search in the z-update to

ensure a monotonic decrease of the energy.

6. Experimental Validation

This section is concerned with the evaluation of the pro-

posed nonconvex variational approach to uncalibrated pho-

tometric stereo under general lighting.

6.1. Synthetic Experiments

To validate the impact of the initial volume V in (16),

the tunable hyper-parameter µ, and the number of in-

put images M in (13), we consider 36 challenging syn-

thetic datasets. We use four different depth maps (“Joy-

ful Yell” [1], “Lucy” [30], “Armadillo” [30] and “Thai

Statue” [30]) and nine different albedo maps and each of

those 36 combinations is rendered as described in (1) using

M = 25 different environment maps2, cf. Figure 4. The re-

sulting 25 RGB images per dataset are used as input, along

with the intrinsic camera parameters and a binary mask Ω.

A quantitative evaluation on the triplet (V, µ,M) is carried

out on four randomly chosen datasets (Armadillo & White

albedo, Joyful Yell & Ebsd albedo, Lucy & Hippie albedo,

and Thai Statue & Voronoi albedo), comparing the impact

of each value of (V, µ,M) on the resulting mean angular

error (MAE) between ground truth and estimated normals.

First, we validate the choice of the input volume V using

the initially fixed values of µ = 2 · 10−6 and M = 25. As

the volume depends on the size of the mask, we consider

a linear parametrization V (κ) = κ|Ω| = κN and evalu-

ate a range of ratios κ ∈
[
1, 103

]
. Figure 5 (left) indicates

that the optimal value of κ is dataset-dependent. For syn-

thetic datasets we always selected this optimal value, yet for

real-world data no such evaluation is possible and κ must

be tuned manually. Since the ballooning-based depth ini-

tialization can be carried out in real-time (implementation

is parallelized in CUDA), the user has an immediate feed-

back on the initial depth and thus a plausible initial shape

is easily drawn. Humans excel at estimating size and shape

of objects [5] and real-world experiments will show that a

manual choice of κ can result in appealing geometries.

Next, we evaluate the impact of µ, cf. Figure 5 (right).

As can be seen, the depth estimate seems to deteriorate

for too small and too large values of µ, whereas µ ∈[
10−6, 10−5

]
seems to provide good depth estimates across

all albedo maps. Therefore we fix µ = 2 · 10−6 for all our

upcoming experimental evaluation.

Unsurprisingly, the MAE is inversely proportional to the

number M of input images, but runtime increases (linearly)

with M , cf. Figure 6. We found that M ∈ [15, 25] repre-

sents a good trade-off between runtime and accuracy, and

fix M = 20 for all our further experiments. Our Matlab im-

plementation needs about 1–2 minutes on a computer with

an Intel i7 processor.

2Environment maps are downloaded from http://www.hdrlabs.

com/sibl/archive.html
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Figure 4. The four 3D-shapes and nine albedo maps we used to create 36 (3D-shape, albedo) datasets. For each dataset, M = 25 images

were rendered using different environment maps such as those shown on the top right.

Figure 5. Impact of the initial volume V(Shape) as well as µ on the

accuracy of the estimated depth. Based on these experiments we

choose κ(Armadillo) = 2.84, κ(Joyful Yell) = 24.77, κ(Lucy) = 4.98,

κ(Thai Statue) = 3.05 and µ = 2 · 10−6 for all experiments, where

V(Shape) = κ(Shape)N(Shape).

Figure 6. Impact of the number of images M on the mean angular

error (MAE) and the runtime. Based on these insights we choose

M = 20 for our experiments.

Having fixed the choice of (V, µ,M), we can now evalu-

ate our approach against other state-of-the-art methods. We

compare our results against those obtained by an uncal-

ibrated photometric stereo approach assuming directional

lighting [15], and another one assuming general (first-order

spherical harmonics) illumination yet relying on an input

shape prior (e.g., from an RGB-D sensor) [40]. As this

limiting assumption on the access to a sensor-based depth

prior is not always given and to make comparison fair, we

input as depth prior to this method the ballooning initial-

ization described in Section 5.1. Furthermore, we compare

against another uncalibrated photometric stereo work under

natural illumination [34]3, which resorts to the equivalent

directional lighting instead of spherical harmonics, cf. Sec-

tion 3. Table 1 shows the median and mean MAEs over all

36 datasets (a more detailed table can be found in the sup-

plementary material). On these datasets, it can be seen that

our method quantitatively outperforms the current state-of-

the-art by a factor of 2–3. This gain is also evaluated quali-

tatively in Figure 7, which shows a selection of two results.

Approach [15] [40] [34] Ours

Median 27.16 21.14 34.06 9.17

Mean 34.15 21.18 35.53 10.72
Table 1. Median and mean of the mean angular errors (MAE) over

all 36 datasets. The proposed approach overcomes the state-of-

the-art by a factor of 2–3.

6.2. Real-World Experiments

For real-world data we use the publicly available dataset

of [19]. It offers eight challenging real-world datasets of

objects with complex geometry and albedo captured under

daylight and a freely moving LED, along with intrinsics ma-

trix K and masks Ω. Results are presented in Figure 8.

Despite relying on a directional lighting model, the ap-

proach of [15] produces reasonable results on some datasets

(Face1, Ovenmitt or Shirt), but it fails on others. As [40] as-

sumes a reliable prior on depth in order to perform a photo-

metric refinement, this approach is biased towards its initial-

ization and thus, only when the depth prior is very close to

3Code associated with [15] and [40] can be found online, and the results

obtained by [34] were provided by the authors.
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Figure 7. Results of state-of-the-art approaches and our approach

on two out of the 36 synthetic datasets. Numbers show the mean

angular error (MAE) in degrees.

the objects’ rough shape (Ovenmitt, Shirt, Tabletcase, Vase)

a meaningful geometry is recovered. The approach of [34]

estimates a possibly non-integrable normal field only, and it

can be seen that after integration the depth map might not be

satisfactory. As our approach optimizes over depth directly,

such issues are not apparent and we are able to recover fine-

scale geometric details throughout all tests.

7. Conclusion

We proposed a variational approach to uncalibrated pho-

tometric stereo (PS) under general lighting. Assuming

a perspective camera setup, our method jointly estimates

shape, reflectance and lighting in a robust manner. The

possible non-integrability of normals is bypassed by the

direct estimation of the underlying depth map, and ro-

bustness is ensured by resorting to Cauchy’s M-estimator

and Huber-TV albedo regularization. Although the prob-

lem is nonconvex and thus numerically challenging and

initialization-dependent, we tackled it efficiently through

a tailored lagged block coordinate descent algorithm and

ballooning-based depth initialization. Over a series of eval-

uations on synthetic and real data, we demonstrated that our

method outperforms existing methods in terms of MAE by

a factor of 2–3 and provides highly detailed reconstructions

even in challenging real-world settings.

In future research, a more automated balloon-like depth

initialization is desirable. Exploring the theoretical founda-

tions (uniqueness of a solution) of differential perspective

uncalibrated PS under spherical harmonic lighting and ana-

lyzing the convergence properties of the proposed numeri-

cal scheme constitute two other promising perspectives.
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Figure 8. Results of state-of-the-art approaches and our approach

on challenging real-world datasets. While the competing ap-

proaches fail on some datasets, our approach consistently yields

satisfactory results.
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and Daniel Cremers. Photometric depth super-resolution.

Arxiv preprint 1809.10097, 2018. 7

[20] Hideki Hayakawa. Photometric stereo under a light source

with arbitrary motion. Journal of the Optical Society of

America A, 11(11):3079–3089, 1994. 2, 3

[21] Carlos Hernández. Stereo and Silhouette Fusion for 3D

Object Modeling from Uncalibrated Images Under Circular
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Abstract

This work is concerned with both the 3D-reconstruction

of an object using photometric stereo, and its 2D-

segmentation from the background. In contrast with pre-

vious works on photometric stereo which assume that a

mask of the area of interest has been computed beforehand,

we formulate 3D-reconstruction and 2D-segmentation as a

joint problem. The proposed variational solution combines

a differential formulation of photometric stereo with the

classic Chan-Vese model for active contours. Given a set

of photometric stereo images, this solution simultaneously

infers a binary mask of the object of interest and a depth

map representing its 3D-shape. Experiments on real-world

datasets confirm the soundness of simultaneously solving

both these classic computer vision problems, as the joint

approach considerably simplifies the overall 3D-scanning

process for the end-user.

1. Introduction

Photometric stereo [26] can be employed to estimate the

3D-shape of an object, given a set of images taken under

the same viewing angle, but varying illumination. To this

end, an image formation model describing the interactions

between light and matter is inverted. Recent advances in

the field have focused on relaxing several assumptions such

as those of Lambertian reflectance and of calibrated light-

ing [23], in order to make the technique applicable in real-

world scenarios and to simplify the 3D-scanning process.

However, all the approaches to photometric stereo which

have been proposed so far assume that the area of inter-

est is known in advance (see Figure 1). This means that

the end-user is still required to perform a pre-segmentation

of the object to reconstruct, before the 3D-reconstruction

can be carried out. Such a pre-segmentation can be tedious

and time-consuming: it would be way more convenient to

achieve it automatically, while taking into account the in-

formation conveyed by the multi-light acquisition process

of photometric stereo.

(a) (b) (c)

Figure 1. Given a set of input images such as (a), and a mask of the

object to reconstruct (b), photometric stereo techniques infer 3D-

geometry, represented in (c) under the form of surface normals.

The present work aims at simplifying this process, by automati-

cally achieving 2D-segmentation of the object in the same time as

its 3D-reconstruction. That is to say, we aim at directly recovering

the mask (b) and geometry (c) from the images (a).

In this work, we introduce a way to simultaneously

achieve the 2D-segmentation of the object and its 3D-

reconstruction, instead of first masking the object and then

estimating its geometry. Building upon both the celebrated

active contours model of Chan and Vese for two-region seg-

mentation [2], and a recent PDE-based variational formula-

tion of photometric stereo [20], we propose a joint varia-

tional approach to this problem. It comes down to estimat-

ing a minimal-length curve separating background from an

area where the image formation model is satisfied and thus

shape estimation is possible.

The proposed variational formulation for simultane-

ous 3D-reconstruction by photometric stereo and 2D-

segmentation is detailed in Section 3, after discussing re-

lated variational approaches to photometric stereo and seg-

mentation in Section 2. The resulting optimisation prob-

lem is numerically challenging, but recasting it as a level-set

problem allows one to use classic convex optimisation tech-

niques. Experimental results presented in Section 4 demon-

strate the potential of this joint approach. Eventually, Sec-

tion 5 concludes this study and suggests future research di-

rections.



2. Variational Methods for Photometric Stereo

and Segmentation

Assuming Lambertian reflectance with known direc-

tional lighting, neglecting shadows and assuming the object

to reconstruct is pre-segmented, the classic formulation of

photometric stereo [26] with m images consists in solving

a set of equations such as

Ii(x) = ρ(x)n(x) · si, ∀x ∈ Ω, i ∈ {1, . . . ,m}, (1)

with Ω ⊂ R
2 the mask of the object to reconstruct, Ii :

Ω → R the i-th input graylevel image, ρ the reflectance

(albedo) map, n the normal map (which encodes the 3D-

geometry), and si ∈ R
3 a vector representing the incident

lighting in the i-th image (in intensity and direction). Most

of recent works on photometric stereo have focused on re-

laxing the assumptions of Lambertian reflectance (i.e., han-

dling surfaces which exhibit a specular behavior) [4, 21,

11, 29] and calibrated directional lighting (i.e., handling

unknown or non-uniform lighting) [5, 10, 13, 22], see for

instance [23] for some discussion and [3] for a state-of-

the-art joint solution to both issues using deep neural net-

works. However, in all of these recent works the object to

reconstruct is assumed to be segmented a priori: the whole

pipeline relies on the knowledge of the domain Ω.

In order to get rid of this assumption, we will make use of

the recent variational formulation of photometric stereo ex-

posed in [20], and also advocated in [6, 10, 12, 24]. Therein,

3D-reconstruction by photometric stereo is formulated as

a variational problem aiming at directly reconstructing the

underlying depth map z : Ω → R, thus bypassing the need

for normal estimation followed by normal integration. It is

an optimisation-based approach of the form

min
z

∫

Ω

PPS(z(x)) dx, (2)

with PPS(z(x)) a term evaluating the pixel-wise dis-

crepency between the data and a differential formulation of

the image formation model (1). Under orthographic projec-

tion, the normal is linked to the gradient ∇z : Ω → R
2

of the underlying depth map z : Ω → R according to

n(x) = [∇z(x),−1]⊤√
|∇z(x)|2+1

[19], thus from a pair of equations

such as (1), with i 6= j, one gets, for any x ∈ Ω:

Ii(x)

[∇z(x),−1]
⊤ · si

=
ρ(x)√

|∇z(x)|2 + 1
=

Ij(x)

[∇z(x),−1]
⊤ · sj

,

(3)

from which one can deduce:

aij(x)∇z(x) = bij(x), (4)

with aij(x) :=

[
Ii(x)s

1
j − Ij(x)s

1
i

Ii(x)s
2
j − Ij(x)s

2
i

]⊤
∈ R

1×2, bij(x) :=

Ii(x)s
3
j − Ij(x)s

3
i ∈ R and where si =

[
s1i , s

2
i , s

3
i

]⊤
. This

gives rise to
(
m
2

)
different linear PDEs in z, which can be

combined in a variational framework. Adding an arbitrary

depth prior z0 for numerical stability, depth estimation can

then be formulated as (2), with

PPS(z(x)) :=
1(
m
2

)
∑

ij

(aij(x)∇z(x)− bij(x))
2

+ λ(z(x)− z0(x))
2, (5)

where λ > 0 is some hyper-parameter.

On the other hand, there is a large amount of litera-

ture on the image segmentation problem. Let us men-

tion for instance early approaches based on region merg-

ing heuristics [17], active contours evolving towards edges

in the images (aka snakes) [8], or recent deep learning

frameworks [1]. Another class of methods is based on

piecewise-smooth approximation of the input image [14],

which comes down to image segmentation in the case of

piewise-constant approximation. A classic example of such

an approach is the Chan-Vese active contour model [2].

It aims at estimating a minimal-length curve C separating

the image domain Ω between an area inside C where the

graylevel image I is well-approximated by some value µ1,

and an area outsideC where it is better-approximated by µ2.

This can be formulated as follows:

min
µ1,µ2,C

∫

inside(C)

P1(µ1, I(x)) dx

+

∫

outside(C)

P2(µ2, I(x)) dx (6)

+ ν length(C),

where ν ≥ 0 is a hyper-parameter controlling the length of

the curve C, and Pj(µj , I(x)) = (µj − I(x))2, j ∈ {1, 2},

such that the values µ1, µ2 resemble the mean intensity of

the image I in the region inside and outside C, respectively.

Image segmentation and 3D-reconstruction may appear

as two disconnected problems. Nevertheless, each task

contributes information which may be interesting for the

other, and the joint solving of these inverse problems has

proven valuable, for instance, in the context of dense multi-

view reconstruction [7], X-ray tomography [9], pose esti-

mation [18], SLAM [25] or hyperspectral imaging [28]. In-

spired by such joint approaches to simultaneous reconstruc-

tion and segmentation, in the rest of this work we revisit the

photometric stereo problem in the case where no prior seg-

mentation of the object has been performed i.e., domain Ω
in (1) is unknown. This is detailed in the next section,

where we propose a joint approach to photometric stereo

and masking which combines the variational photometric

stereo formulation (2) with the Chan-Vese variational seg-

mentation approach (6).



3. Photometric Segmentation

The underlying assumption of the classic Chan-Vese seg-

mentation model is that the brightness in the foreground

largely differs from that of the background: (6) assumes

that brightness in the foreground and background are well-

approximated by two different constants µ1 and µ2. In the

context of photometric stereo images, the objects are usu-

ally captured in the dark, thus it would make sense to as-

sume that the background has a constant, low, brightness.

Yet, the foreground may contain shadowed or low-albedo

areas which might wrongly be classified as background.

The redundancy of information induced by the lighting

variations contributes useful information to overcome shad-

owing issues. One could for instance apply a similar method

as (6), but on the stack of m photometric stereo images.

This can be simply achieved by setting Pj(µj , I(x)) =
1
m

∑m
i=1(µj − Ii(x))

2 in (6). However, Figure 2 shows

that this first approach remains unsatisfactory as it cannot

distinguish between low albedo and background.

Ours

CV-1 CV-1 CV-1 CV-10

Figure 2. Top: three photometric stereo images (out of m = 10),

and the segmentation obtained using the proposed joint reconstruc-

tion and segmentation method. Bottom: result of Chan-Vese seg-

mentation applied to the single photometric stereo image shown

above (CV-1), or to the whole set of 10 images (CV-10). It is

difficult to segment a single image due to the ambiguity between

background and shadows. Using multiple images improves re-

sults, but not as much as incorporating a photometric stereo model

into segmentation, as we propose.

Instead of such a naive adaptation of the Chan-Vese

model based on the average brightness, we suggest to drive

segmentation by the image formation model. We define

foreground as the set of pixels where the depth map z
can be estimated from the differential photometric stereo

model (4). On the contrary, we define background as the set

of pixels where the photometric stereo model is not valid

i.e., any uniform depth map z0 can be set in (4). This way,

the resulting depth map z will exhibit discontinuities along

the separating curve C, which shall not fit to model (4).

That is to say, it would “cost” more to wrongly include the

boundaries of the object in the background or foreground,

than to fit the curve separating foreground and background

on the genuine object’s boundaries.

In variational terms, this comes down to solving the fol-

lowing optimisation problem:

min
z,C

∫

inside(C)

PPS(z(x)) dx

+

∫

outside(C)

PPS(z0(x)) dx (7)

+ ν length(C),

where PPS is the differential photometric stereo fitting cri-

terion defined in (5), ν ≥ 0 is a hyper-parameter control-

ling the length of the segmenting curve, and z0 is an arbi-

trary depth prior which can be set using e.g., a prior on the

camera-scene distance, or any arbitrary value if depth es-

timation up to an additive offset is acceptable (e.g., in our

experiments we use z0 ≡ 1).

Let us remark that the proposed variational model (7)

differs from the Chan-Vese model (6) in two ways. First,

the unknown depth z needs not being estimated in the back-

ground, which slightly simplifies the process. On the other

hand the unknown depth is spatially-varying on the fore-

ground, yet the estimation of such a spatially-varying quan-

tity is made possible by the multiple image measurements

under varying lighting.

Despite these differences, the optimisation problem (7)

contains the same major difficulty as the origin problem of

Chan and Vese: it involves both 2D (the depth map) and

1D (the curve) entities, which makes optimisation nontriv-

ial. Besides, optimisation over the curve would require an

appropriate parameterisation, which is known to yield non-

trivial numerical issues such as setting the number of con-

trol points and uniformly sampling them over the curve. In

the rest of this section we introduce an equivalent level-

sets [16] formulation of the problem, which yields a simpler

numerical solution. That is to say, we embed the problem

in a higher-dimensional space where it is easier to solve nu-

merically.

Let us define the curve C as the zero level-set of some

function φ : Ω → R, such that φ ≥ 0 defines foreground

and φ < 0 defines background. Let us further denote by

H the Heaviside step function (H(x) = 1 if x ≥ 0 and

H(x) = 0 elsewhere). Then, (7) is rewritten as follows:

min
z,φ

∫

Ω

H(φ(x))PPS(z(x)) dx

+

∫

Ω

(1−H(φ(x)))PPS(z0(x)) dx (8)

+ ν

∫

Ω

|∇H(φ(x))| dx,

where optimisation is now carried out over two real-valued

2D maps over Ω, and the segmenting curve C can be com-

puted a posteriori from φ by thresholding.



To jointly solve the problems of photometric stereo (z-

estimation) and segmentation (φ-estimation), we solve (8)

alternatingly over each variable. At iteration (k), we solve:

z(k+1) = argmin
z

∫

Ω

H(φ(k)(x))PPS(z(x)) dx, (9)

φ(k+1) = argmin
φ

∫

Ω

H(φ(x))PPS(z
(k+1)(x)) dx

+

∫

Ω

(1−H(φ(x)))PPS(z0(x)) dx

+ ν

∫

Ω

|∇H(φ(x))| dx. (10)

Problem (9) is a linear least squares problem, which can

be solved using conjugate gradient iterations on the normal

equations. Problem (10) is solved using gradient descent on

the Euler-Lagrange equation

δ(φ(x))

[
PPS(z

(k+1)(x))− PPS(z0(x))

−ν div

( ∇φ(x)
|∇φ(x)|

)]
= 0, (11)

where δ(φ(x)) is a dirac delta, which can be considered as

the derivative of the heaviside function H(φ(x)).
Before the first iteration we initialise z(0) with the

prior z0, while the initial foreground is a circle of radius

10: φ(0) = 10 −
√

(x1 − c1)2 + (x2 − c1)2, where xi are

pixel coordinates and ci corresponds to the center of the im-

age, i ∈ {1, 2}. We stop iterations when the relative energy

between two consecutive iterations falls under a threshold

of 0.02, and we noticed that this was achieved in at most 20
iterations.

4. Experimental Validation

This section provides experimental results for the pro-

posed variational photometric segmentation model. Real-

world datasets of 10 photometric stereo images (see Fig-

ure 3) are extracted from a publicly available challenging

photometric stereo benchmark [23] (images were prepro-

cessed using [27] in order to fit the Lambertian assump-

tion). The ten images are chosen such that the object is

illuminated from every direction. All the experiments were

conducted using Matlab on a standard laptop with 16GB of

RAM and an Intel Core i7 with 2.2GHz. Convergence was

always reached in at most 1 minute.

The impact of the hyper-parameter ν on the segmenta-

tion result will first be discussed. This is followed by a

quantitative and qualitative evaluation of our segmentation

results against other segmentation approaches. Eventually,

we show that the estimated geometry of the scene is on aver-

age better, and en par compared to the result using no mask,

and the ground-truth mask, respectively.

Ball Bear Buddha Cat Cow

Goblet Harvest Pot1 Pot2 Reading

Figure 3. One out of ten grayscale images from [23] we used as

input, along with the corresponding ground-truth normals.

4.1. Parameter Tuning

Our model comprises two tuning parameters λ and ν. In

all our experiments we set λ to a very small value of 10−9,

since regularisation inside the mask is only intended to fix

the translation ambiguity z(x) := z(x) + constant in (4).

Indeed, any small value of λ will solve this ambiguity and

ensure convexity of the optimisation problem with respect

to z, yet a high value of λmight bias the solution towards z0.

The tuning parameter ν is more crucial, hence we are going

to evaluate it more thoroughly.

To this end we run our algorithm on the publicly avail-

able dataset [23] for values of ν ∈ [10−1, 109] and eval-

uate the segmentation result using the Jaccard coefficient

J(A,B) = |A∩B|
|A∪B| , where A and B are two sets, in our case

the ground truth mask and the estimated one. Our approach

is compared against the classic Chan-Vese approach [2] pre-

sented in (6), which depends on the parameter ν as well.

To show the impact of the choice of images in [2] we de-

ploy two schemes. The first scheme uses a single image

(randomly chosen from the data set) and we denote this ap-

proach with CV-1. The second scheme uses the same 10

images we use in the proposed method and we denote this

approach with CV-10. The impact of the hyper-parameter ν
can be evaluated in Figure 4. Not surprisingly, the Chan-

Vese approach with ten images performs on average better

than CV-1, as more data is used.



(a) CV-1 (b) CV-10 (c) Ours

Figure 4. Impact of the tuning parameter ν on the Jaccard coefficient (closer to one is better) for the classic Chan-Vese model (6) based

on a single image (a) or multiple images (b), and for the proposed model (c). Our method systematically overcomes the Chan-Vese ones,

provided that µ is not set too high in order to avoid over-segmentation.

Our model overcomes both Chan-Vese results through-

out the evaluated range of ν, which shows that a tailored

photometric segmentation cost function helps to find a bet-

ter estimate of the mask of the object. In the rest of the

evaluation we use the value of ν which provides the best

results, for both Chan-Vese methods and for the proposed

one.

4.2. Segmentation Accuracy

To quantitatively validate the accuracy of the estimated

mask we compare the Jaccard coefficients against those ob-

tained by three different segmentation approaches. The first

one is GIMP’s “Foreground Select Tool” which is based on

statistical models of color variation [15] and can be consid-

ered as a standard way to generate a mask for an end-user

of photometric stereo. It asks him to draw two scribbles in

the image which provide the best statistical information in

terms of color to separate background from foreground. The

two Chan-Vese approaches (with a single or multiple im-

ages) already discussed in the previous paragraph are also

considered, along with our approach with the best possible

parameters for each dataset based on our evaluation in Fig-

ure 4. All quantitative and qualitative results can be seen

in Table 1 and Figure 5. As already shown in Figure 4, the

proposed approach overcomes both CV-1 and CV-10, which

proves that the photometric term improves segmentation re-

sults. GIMP performs best on the Goblet dataset since it is

able to separate the inner part of it, which no other method

is able to do. Still, GIMP, CV-1 and CV-10 mainly suffer

from oversegmentation, as they are not intended to distin-

guish background from shading. Only Harvest shows an

undersegmented result, where GIMP considers too much

background as foreground, due to too much dark shading

variations in the object. Although the automated GIMP tool

seems to overcome classic Chan-Vese segmentation, it can

not keep up with our joint approach, which delivers the best

segmentation results overall.

Dataset GIMP CV-1 CV-10 Proposed

Ball 0.6958 0.7307 0.8090 0.9643

Bear 0.8767 0.8254 0.9391 0.9827

Buddha 0.9112 0.7441 0.9074 0.9320

Cat 0.8567 0.6719 0.4352 0.9842

Cow 0.5536 0.1695 0.3277 0.9829

Goblet 0.8706 0.0601 0.2734 0.6727

Harvest 0.4830 0.0706 0.2227 0.9773

Pot1 0.7930 0.6781 0.7978 0.9727

Pot2 0.9145 0.4596 0.8305 0.9851

Reading 0.4970 0.0023 0.0114 0.7748

Table 1. Quantitative evaluation of the segmentation obtained us-

ing GIMP, CV-1, CV-10 and the proposed method, based on the

Jaccard coefficient. The proposed approach overcomes the others

in most cases.

4.3. Normal Reconstruction Accuracy

We also question whether an accurate segmentation may

improve the quality of the estimated geometry. The best

possible estimate is obtained using photometric stereo with

ground truth mask i.e., solving (8) with fixed φ. Hence we

consider the latter estimate as our “ground truth” geometry

(as Figures 3 and 6 illustrate, such a baseline geometry may

deviate from the real ground truth one, yet using the lat-

ter would bias the evaluation). For quantitative evaluation

we calculate the mean angular error (MAE) in degrees be-

tween the baseline normals (resulting from the ground truth

mask) and the estimated ones. As estimated normals we

consider two approaches. The first one is an approach with-

out any mask, that is every pixel is considered as valuable

data point and used during optimisation. The second one is

the proposed photometric segmentation approach. To make

comparison fair, for both approaches we only evaluate MAE

in the area corresponding to the intersection between the

mask estimated by our approach and the ground truth one.

Results can be seen in Table 2 and Figure 6.
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Figure 5. Qualitative comparison between the segmentation ob-

tained using GIMP, CV-1, CV-10 and the proposed method which

jointly estimates mask and geometry. In all the examples except

Goblet, the estimated mask is the most accurate one.

These results show that geometry estimation indeed ben-

efits from a joint 3D-reconstruction and segmentation ap-

proach: in most datasets our approach deviates much less

from the baseline normals, compared to the approach with-

out mask. Only the two data sets Harvest and Reading ap-

pear to perform better with no mask, but the loss in accuracy

(0.02◦ and 0.15◦, respectively) can be considered neglegi-

ble. We believe that this gain comes from the fact that when

using no mask, geometry is smoothed at the boundaries of

the object, while when using a mask (or, when automati-

cally finding this mask, as we propose) much sharper ge-

ometry can be recoverd near the boundaries.
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Figure 6. Qualititative results of the normal estimates using no

mask and the proposed approach which jointly estimates mask and

geometry. Estimated masks can be seen in Figure 5.



Dataset W/O mask Proposed

Ball 0.9290 0.7522

Bear 0.6211 0.2974

Buddha 0.7791 0.5370

Cat 0.2068 0.0868

Cow 0.9644 0.6592

Goblet 6.8144 6.4709

Harvest 0.6204 0.6816

Pot1 1.7623 1.5196

Pot2 0.8353 0.3747

Reading 9.0507 9.2291

Table 2. Comparison of the mean angular error (in degrees) on

the estimated normals with respect to the baseline. The proposed

approach slightly improves the geometry estimate in most cases.

Indeed, Figure 7 shows that the improvement becomes

apparent at the boundaries of the estimates, where our ap-

proach has less error and larger deviation from the approach

with no mask is visible. Especially in the case of the Bud-

dha, where a large error appears in the hole of the arms and

head, our approach has much less error, as it is able to detect

this region as background. Only the results of Goblet and

Reading largely deviate from the baseline normals inside

the object. The difficulty with Goblet is the discontinuity

in the upper part, which our approach is not able to detect.

This results in geometry estimates across the discontinuity,

inducing smoothing which deteriorates the overall geome-

try inside the object. Reading itself is very dark compared

to the other objects, cf Figure 3. This causes the mask esti-

mate to suffer from undersegmentation of the object.

5. Conclusion

We presented a joint variational approach to photometric

stereo and segmentation. To the best of our knowledge this

is the first methodology providing a scheme which is able

to perform photometric stereo without the need of a mask.

The proposed approach simplifies the photometric stereo

process from the end-user perspective, by circumventing

the need for tedious masking of the object and providing

an end-to-end framework for object 3D-reconstruction, as

shown in Figure 8. Experiments conducted on real-world

benchmarks provided empirical evidence for the superior-

ity of model-driven segmentation over naive segmentation

based on brightness. Still, the proposed alternating opti-

misation strategy could be accelerated a lot by relying on

parallel computing: in the future this will enable real-time

results which will ease the setting of the hyper-parameter

controlling the length of the boundary curve.
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Figure 7. Spatial distribution of the angular error with respect to

the baseline. Joint reconstruction and segmentation slightly re-

duces errors near the boundaries of the objects, since geometry

estimate does not propagate over possibly discontinuous regions.

Best seen in color on the Buddha and Cat examples.

W/O mask

Proposed

Figure 8. 3D-reconstruction of the Cat without masking, or using

the proposed method. The latter makes possible an end-to-end

3D-scanning pipeline of objects.
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[21] Y. Quéau, T. Wu, F. Lauze, J.-D. Durou, and D. Cremers.

A Non-Convex Variational Approach to Photometric Stereo

under Inaccurate Lighting. In The IEEE Conference on Com-

puter Vision and Pattern Recognition (CVPR), pages 350–

359, 2017. 2

[22] S. Sengupta, H. Zhou, W. Forkel, R. Basri, T. Goldstein, and

D. Jacobs. Solving uncalibrated photometric stereo using

fewer images by jointly optimizing low-rank matrix comple-

tion and integrability. Journal of Mathematical Imaging and

Vision, 60(4):563–575, 2018. 2

[23] B. Shi, Z. Mo, Z. Wu, D. Duan, S. Yeung, and P. Tan.

A Benchmark Dataset and Evaluation for Non-Lambertian

and Uncalibrated Photometric Stereo. IEEE Transactions on

Pattern Analysis and Machine Intelligence, 41(2):271–284,

2019. 1, 2, 4

[24] W. Smith and F. Fang. Height from photometric ratio with

model-based light source selection. Computer Vision and

Image Understanding, 145:128–138, 2016. 2

[25] K. Tateno, F. Tombari, and N. Navab. When 2.5 D is

not enough: Simultaneous reconstruction, segmentation and

recognition on dense SLAM. In The IEEE International

Conference on Robotics and Automation (ICRA), pages

2295–2302, 2016. 2

[26] R. J. Woodham. Photometric Method for Determining Sur-

face Orientation from Multiple Images. Optical Engineering,

19(1):139–144, 1980. 1, 2

[27] L. Wu, A. Ganesh, B. Shi, Y. Matsushita, Y. Wang, and

Y. Ma. Robust photometric stereo via low-rank matrix com-

pletion and recovery. In Asian Conference on Computer Vi-

sion (ACCV), pages 703–717, 2010. 4

[28] Q. Zhang, R. Plemmons, D. Kittle, D. Brady, and S. Prasad.

Joint segmentation and reconstruction of hyperspectral

data with compressed measurements. Applied Optics,

50(22):4417–4435, 2011. 2

[29] Q. Zheng, B. Kumar, A. Shi, and G. Pan. Numeri-

cal Reflectance Compensation for Non-Lambertian Photo-

metric Stereo. IEEE Transactions on Image Processing,

28(7):3177–3191, 2019. 2





Chapter 8
Recovering Real-World Reflectance

Properties and Shading From HDR Imagery

Copyright

©2021 IEEE. Reprinted, with permission, from

Bjoern Haefner, Simon Green, Alan Oursland, Daniel Andersen, Michael

Goesele, Daniel Cremers, Richard Newcombe, and Thomas Whelan

Recovering Real-World Reflectance Properties and Shading From HDR Im-

agery

2021 International Conference on 3D Vision (3DV)

DOI: 10.1109/3DV53792.2021.00115

Individual contributions

Leading role in realizing the scientific project.

Problem definition significantly contributed

Literature survey significantly contributed

Implementation significantly contributed

Experimental evaluation significantly contributed

Preparation of the manuscript significantly contributed

In accordance with the IEEE �esis / Dissertation Reuse Permissions, we include the accepted version
of the original publication [2] in the following.

https://doi.org/10.1109/3DV53792.2021.00115


Recovering Real-World Reflectance Properties and Shading From HDR Imagery

Bjoern Haefner1,2 Simon Green2 Alan Oursland2 Daniel Andersen2

Michael Goesele2 Daniel Cremers1 Richard Newcombe2 Thomas Whelan2

1Technical University of Munich 2Facebook Reality Labs Research

{bjoern.haefner, cremers}@tum.de,

{simongreen, ours, andersed, goesele, newcombe, twhelan}@fb.com

Abstract

We propose a method to estimate the bidirectional re-

flectance distribution function (BRDF) and shading of com-

plete scenes under static illumination given the 3D scene

geometry and a corresponding high dynamic range (HDR)

video. By splitting the BRDF into its diffuse and non-diffuse

parts we solve the estimation of each component separately.

For the diffuse component, we sample the incident illumina-

tion at each point in the scene using Monte Carlo ray trac-

ing, allowing us to factor the captured surface color into

albedo and shading. We then use a novel ray tracing-based

optimization strategy to estimate the non-diffuse parameters

of the BRDF. In a variety of experiments, we demonstrate

that our method efficiently generates realistic copies of the

observed scenes.

1. Introduction

Recovering a faithful copy of our world is of funda-

mental importance for virtual, augmented and mixed real-

ity (VR, AR, MR). VR devices immerse the user into a

virtual world to fulfill certain tasks, e.g. medical, educa-

tional or gaming purposes. They rely on a representation of

the scene in terms of surface geometry, material properties

and lighting. Since hand-crafting such virtual world models

is tedious, there is an increasing demand for methods that

can automatically reconstruct real world environments. Yet,

their practical value critically depends on the realism of the

virtual world. In MR and AR, faithful scene representations

are required to render virtual objects that have the correct

physical interactions and visual appearance with respect to

their surroundings. While the reconstruction of surface ge-

ometry is quite mature, the estimation of reflectance and

lighting of a scene remains a difficult open challenge – in

particular, if we want to estimate these properties straight

from an input video. This work brings the virtual and real

world closer together enabling users to immerse in a realis-

tic virtual reality and experience believable augmentations.

Diffuse Baseline Our Reconstruction Ground truth

Shading Albedo Specular

Figure 1. Reconstruction results: Given an input video and a geo-

metric reconstruction of the scene, we deduce the scene’s shading,

albedo and specular properties, thereby allowing for a more faith-

ful reconstruction. The insets show details of two specular objects.

Given a comprehensive HDR video of an environment and

its corresponding reconstructed 3D mesh, we claim three

novel contributions:

• An efficient method to leverage HDR textures for esti-

mating albedo and shading per surface element.

• A procedure to calculate ideal target frames for each

object in the scene within the estimation process.

• A method to estimate the non-diffuse BRDF using grid

search with nested least-squares optimization.

On a broad range of real-world datasets, we demonstrate

that this enables faithful reconstructions, plausible scene re-

lighting and visually accurate rendering of virtual objects

that can take the surrounding scene appearance and geome-

try into account.



2. Background and related work

In the following we recall the rendering equation [18]

and discuss efforts to invert it in order to recover realistic

models of the observed world.

2.1. The rendering equation

The rendering equation [18] is a useful and popular tool

to render images given the scenes properties of material,

illumination and geometry. It models the light transport as:

Lo(x, ωo)=Le(x, ωo)+

∫

H2

fr(x, ω, ωo)L(x, ω)〈ω,n〉dω (1)

where theLo is the observed radiance at x ∈ R
3 in direction

ωo ∈ S
2, with S

2 being the 3D unit sphere. Le(x, ωo) de-

scribes the amount of light emitted at x in direction ωo by a

light source. The integral over the hemisphere H2 oriented

by the surface normal n ∈ S
2 positioned at x, integrates

along all incident directions ω. The integrand describes the

interaction between material, light and geometry, where the

BRDF fr models the reflectance properties of a variety of

materials. The radiance L(x, ω) describes the amount of

incoming light at x from direction ω. The geometric term

〈ω,n〉 models the spread of incident illumination over the

surface at a given angle, where 〈·, ·〉 : R3 × R
3 → R de-

scribes the dot product. Evaluating Eq. (1) can result in high

quality renderings close to real-world images [18, 37], pro-

viding the relation between a captured image and its scene.

To this end we identify for each pixel p ∈ Ω ⊂ R
2 of the

image I : Ω → R
3, the conjugate 3D-point x. And ωo is the

normalized vector pointing from x to p, I(p) = Lo(x, ωo).

2.2. Inverting the rendering equation

Inferring camera and scene properties by inverting the

rendering equation in order to obtain suitable models of the

real world has a long-standing history and is called inverse

rendering [35]. We now discuss the most related work that

tackles the challenging task of material estimation, but refer

to [20] for a comprehensive survey on inverse rendering.

Deep Learning [4, 5, 9, 24, 25, 26, 30, 43, 45, 54] ap-

proaches train a network in an (un-)supervised manner and

demonstrate impressive results in the context of photore-

alistic scene reconstruction. Yet, these techniques applied

in the single image domain, are concerned with single ob-

ject reconstruction, and/or have an implicit scene represen-

tation. This makes it difficult to be compatible with con-

ventional computer graphics assets used for lighting and

physics interactions in full 3D room-scale real-world re-

constructions, thus limiting the applicability of these ap-

proaches to AR/VR/MR applications.

Multi-Shot [1, 3, 4, 9, 11, 13, 21, 22, 26, 23, 27, 29, 30, 31,

33, 40, 42, 52, 53] techniques recover material effects us-

ing multiple images taken from the same or different view-

points. While more observations constrain the resulting op-

timization problem better, additional images need to be cap-

tured and the computational burden can limit inference in

terms of memory and runtime. Thus, it is always desirable

to use as few images as possible, while still constraining the

search space of possible solutions enough to find reasonable

estimates. Additionally, many of these approaches have at

best a piece-wise constant material per object if no active

lighting is used.

Active Lighting [1, 9, 11, 13, 16, 15, 21, 22, 31, 36, 38,

42, 53] frameworks estimate reflectance properties similar

to multi-shot techniques, but additionally require different

(calibrated) illumination for each image. This limits the

practicability of these approaches as a light source has to

be actively controlled. It is known that these approaches

are well-posed in the Lambertian setting under general il-

lumination [6] and a point-wise solution of the albedo can

be found as it is much more constrained. Considering view-

dependent material effects adds additional complexity to the

problem and even if illumination and geometry is known,

recovering non-diffuse reflectance is an open challenge and

additional assumptions have to be made [14].

HDR Imagery [1, 11, 21, 22, 29, 52, 53] shows great us-

age in photometric approaches as they tend to relate scene

properties to linear radiance data instead of non-linearly

mapped pixel intensities [12] – a relation which, if violated

due to no camera calibration, can result in undesired de-

terioration [12, 19]. Interestingly, despite its potential and

desirable properties the literature applying HDR data in the

context of photorealistic reconstruction of room-sized en-

vironments is fairly sparse [29, 52]. This might be due to

the different orders of magnitude involved when using HDR

data – an effect non-existent with 8-bit images as higher ra-

diance values are usually clamped to 255. This can cause

standard algorithms, like running average of pixel intensi-

ties to not work as expected.

In contrast to the above approaches, the method presented

here does not rely on large amounts of diverse training data,

nor on active lighting and works in complete room-sized 3D

environments. We effectively incorporate the advantages of

HDR imagery and a tailored ray tracing framework to re-

cover the BRDF for every object in the scene. More specifi-

cally, we can recover a spatially varying albedo, and present

a principled way to leverage HDR video for automated tar-

get frame selection which allows us to estimate non-diffuse

material effects from a single view per object. To the best of

our knowledge this is the first work utilizing HDR data with

consistent full 3D room-scale reconstructions, which is able

to recover BRDF parameters of every object in the scene

using a single automatically computed target frame. In the

context of AR/VR/MR, this enables the faithful recovery

of large-scale scenes that support conventional physical as

well as light interaction between real and virtual objects.



3. Recovering complex reflectance and shading

Given a mesh-based 3D reconstruction of the scene ge-

ometry, an HDR RGB sequence of frames covering that ge-

ometry and their corresponding poses, we first reconstruct

and estimate the lit diffuse HDR texture (Section 3.2). This

then builds the foundation for the albedo and shading esti-

mation using only the textured geometry (Section 3.3), and,

given an object segmentation, the estimation of the specu-

lar material parameters per object (Section 3.4). See Algo-

rithm 1 for an overview of our proposed framework. Note

that our input assumptions differ only in the HDR data com-

pared to other approaches like [3], allowing us to cover the

dynamic range of the scene from the darkest to the bright-

est areas. We follow [12] to transform the captured data

to floating point linear units directly proportional to the in-

coming radiance and discuss in Section 3.2 and 3.4.1 arising

issues and how to effectively leverage that to our advantage.

Algorithm 1 Overview of our proposed algorithm

Input: HDR data, poses, geometry, object segmentation

Output: ρ̃, {ϕi, ψi}i=1,...,M for allM objects in the scene

Calculate lit diffuse HDR texture (Sec. 3.2):

1: Ld = runningMedian(HDR data, poses, geometry)

Calculate shading S and albedo ρ̃ (Sec. 3.3):

2: S = calcShading(geometry, Ld)

3: ρ̃ = Ld

S
For each object: Target frame calculation and rough-

ness ϕi and specular ψi estimation (Sec. 3.4):

4: TFs = calcTargetFrames(HDR data, poses, geometry,

object segmentation)

5: for each object i in the scene do

6: TF = TFs[i] (i-th object’s target frame)

7: ϕi, ψi = estimateNondiffuse(TF, geometry, Ld)

3.1. Microfacet BRDF Model

We restrict our focus to isotropic, dielectric (non-

metallic), and opaque (not translucent/transparent) objects

only. A desirable property for a BRDF is an additive separa-

tion into its diffuse and non-diffuse component, as it allows

splitting the problem of BRDF parameter estimation into

two separate, easier to solve problems as we will describe

later. We will thus use a dichromatic BRDF [44],

fr (x, ω, ωo) = fd (x) + fnd (x, ω, ωo) (2)

and identify the diffuse part as fd (x) =
ρ(x)
π =: ρ̃ (x), and

call ρ̃ the (scaled) albedo, where ρ : Σ → [0, 1]3, given

a reconstructed surface Σ ⊂ R
3. The non-diffuse com-

ponent is described using the Torrance-Sparrow microfacet

model [10, 49] with a GGX distribution [46, 50, 51] and

Running Mean Running Approximated Median

Figure 2. The mean textures (left) suffer from occluding edge

bleeding and baked in specularities, our approximated median

(right) is able to estimate textures without such artifacts.

Schlick’s Fresnel approximation [41] (dropping the x, ω, ωo

dependencies for brevity),

fnd (ϕ, ψ) =G (ϕ)D (ϕ)F (ψ) , (3)

G (ϕ) =G1 (〈n, ω〉 , ϕ̃) ·G1 (〈n, ωo〉 , ϕ̃) , (4)

D (ϕ) =
ϕ̂2

π
(
1 + (ϕ̂2 − 1) 〈n, h〉2

)2 , (5)

F (ψ) =ψ̃ +
(
1− ψ̃

)
(1− 〈ω, h〉)5 , (6)

with G1 (x, y) = (x+
√
x2 + y2 − x2y2)−1, the half vec-

tor h = ω+ωo

‖ω+ωo‖
, and the nondiffuse parameters roughness

ϕ : Σ → [0, 1], and specular ψ : Σ → [0, 1]. Following [7],

we apply three reparameterisations to increase robustness:

ϕ̃ = (ϕ2 + 1
2 )

2 to have a more perceptually linear change

in roughness, ϕ̂ = max (0.001, ϕ) for numerical stability,

and ψ̃ = 0.08ψ causing the refractive index to cover most

common materials. Plugging (2) into (1), assuming non-

emissivity (Le ≡ 0) and splitting the integral, we get

Lo (x, ωo) = Ld (x) + Lnd (x, ωo) , (7)

Ld (x) := fd (x;ρ)

∫

H2

L (x, ω) 〈ω,n〉 dω, (8)

Lnd (x, ωo) :=

∫

H2

fnd (x,ω,ωo;ϕ,ψ)L (x,ω)〈ω,n〉 dω. (9)

3.2. Lit diffuse HDR texture estimation

We estimate the lit diffuse HDR texture by projecting the

video frames onto the surface geometry. Using low dynamic

range 8-bit data, weighted averaging [8, 32] typically yields

reasonable results as outliers are smoothed out. However,

this is not the case with HDR data due to its large range

of values, resulting in a number of visual artifacts caused

by two main phenomena: errors in the geometry and bright

lights along with specular reflections of those, see Fig. 2

left. One popular approach to diminish these artifacts is to

calculate the median rather than a running mean [39]. How-

ever, this is extremely expensive since it requires storing all

RGB values. To overcome this we estimate an approxima-

tion of the median of each color channel using the P-Square



algorithm [17]1. Figure 2 shows a comparison between the

running mean and our running approximated median. De-

spite errors in the reconstruction, the floor is no longer cor-

rupted and specular reflections on the table have been re-

moved. Mathematically speaking, the BRDF inscribed in

the texture should have no view-dependent effects and can

thus be assumed to represent the albedo. Nevertheless, one

should not identify the median texture with the albedo itself

as it still contains global light transport and geometric in-

formation. Thus, we assume that the median texture can be

identified as the diffuse radiance, Ld and we call it the lit

diffuse HDR texture.

3.3. Albedo and shading estimation

We are now going to effectively leverage the information

that the HDR texture’s intensity is proportional to the true

radiance, which would not be possible with textures where

intensities, especially at light sources, are truncated to 8-

bits. This allows us to estimate the captured shading S at

each surface point x ∈ Σ of the scene,

S (x) :=

∫

H2

L (x, ω) 〈ω,n〉 dω. (10)

The shading describes the sum of the radiance L (x, ω)
gathered from the scene weighted by the geometric scale

factor 〈ω,n〉. We estimate the shading S via Monte-Carlo

ray tracing, a stochastic approach to estimate complex in-

tegrals such as Eq. (10). We cast rays at each scene’s sur-

face point x ∈ Σ on the hemisphere H2, where the cho-

sen ray directions ω follow a distribution accounting for the

scalar product in Eq. (10) (cosine weighted) [37]. For each

cast ray (x, ω) we read the lit diffuse HDR texture at the

closest hit point x̃ and interpret it as the incident radiance,

L (x, ω) = Ld (x̃). Summing up all cosine weighted sam-

ples of incident radiance gives an estimate for the shading S
for each surface point x. One can interpret this procedure as

sampling each surface point’s environment map. Note that

the captured lit diffuse HDR texture already includes the ef-

fects of global light transport in the diffuse scene [52], thus

we can perform the proposed shading estimation in paral-

lel for all surface points x ∈ Σ independently. Finally, as

the captured lit diffuse HDR texture is the product of the

scaled albedo and the shading, see Eq. (8), we can recover

the albedo by dividing the captured lit diffuse HDR texture

by the estimated shading.

Fig. 3 shows shading estimates for different numbers of

ray samples and how increasing sample size de-noises the

result. Our approach to recover shading and albedo does

not account for emissive radiance Le, although the lit dif-

fuse HDR textures inherently carries that information. Nev-

ertheless, we do not think of this as a major disadvantage,

1In the interest of brevity we refer to the original paper for a full de-

scription of the algorithm and its performance relative to an exact median.

Lit diffuse HDR texture Ld 100 samples

1000 samples 10000 samples

Figure 3. Estimated shading S for different numbers of ray sam-

ples. Note how more samples remove noise from the shading.

as for emissive objects, the impact of the intrinsic radiance

(what we see when looking at a light source which is turned

off) is negligible compared to its emissive radiance.

3.4. Specular appearance estimation

Given an estimate of the lit diffuse scene Ld (x) at each

surface point, we can estimate the non-diffuse BRDF pa-

rameters ψ and ϕ per object. We assume that for all M
objects in the scene, each object’s view-dependent effects

can be described with two parameters, {
(
ψi, ϕi

)
}i=1,...,M ,

resulting in two constant, non-diffuse BRDF parameters per

object. We first discuss how we automatically select an indi-

vidual target frame per object given an object segmentation

before utilizing these in the proposed optimization scheme.

3.4.1 Target frames

Path tracing a single image is expensive and time-

consuming, which is why we would like to use as few im-

ages for inference as possible. Additionally, the so called

target frames (TF) used to estimate each object’s non-

diffuse material parameters should have two attributes:

• A1, high chance of specular highlights caused by di-

rect illumination, and

• A2 the captured observation from the HDR video con-

sists mostly of valid pixels, i.e., the RGB values are

not over- or under-saturated2.

These requirements in combination with the assumption

that a single object’s specular appearance can be described

with two parameters allows us to use only one TF per ob-

ject. In order to find TFs fulfilling A1, we assume the object

of interest is a perfect mirror and we render only the pix-

els where light sources can be seen in the mirrored surface.

2Over- or under-saturated observations do not depend linearly on the

incoming radiance [12], hence we omit them to avoid corrupting the result.
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A1 ✓ ✗ (no highlights) ✓

A2 ✗ (under-saturated) ✓ ✓

TF ✗ ✗ ✓

Figure 4. Example of good and bad target frame (TF) candidates

for the object “Red Wall” based on the attributes A1 and A2.

While for the first two columns, either the observation is under-

saturated (intensity increased by a factor of 10 for visualization

purposes) or there are no specular highlights on the object, the

third column shows a TF satisfying both A1 and A2.

Note that this is the only step in our framework that requires

information about position of emitting light sources. Con-

cerning A2, the HDR capture cycles through three different

exposures in subsequent frames. This leads to three differ-

ent exposures at roughly the same viewpoint, allowing us

to find at least one frame with enough valid pixels. Exam-

ple frames and their attributes A1 and A2 are visualized in

Fig. 4. We iterate through the video and for each of it’s ob-

jects set the TF as the frame with most pixels in A1 ∩ A2.

3.4.2 Optimization

Given the i-th object’s target frame Ii we describe it as the

composition of its diffuse and non-diffuse component, Iid
and Iind respectively,

Ii (p) = Iid (p) + Iind

(
p;ϕi, ψi

)
. (11)

We assume Ii (the observation) and Iid (rendered image us-

ing the lit diffuse HDR texture) to be given so that the only

varying quantity is Iind. Due to view-dependent appearance

effects, full evaluation, i.e., dense sampling of ω of the in-

tegral in Eq. (9) is challenging. We therefore follow a multi

importance sampling strategy [37]. For further technical de-

tails see the supplementary material. We assume that single

bounce ray tracing is enough for a reasonable approxima-

tion of the scene [52] keeping computational expense prac-

tical. We have a good estimation of the lit diffuse scene

thanks to the HDR median textures Ld. When adding view-

dependent effects such as reflections, inter-reflections start

to have impact on the final result. Nevertheless, a specu-

lar lobe illuminating the scene is assumed to be negligible

compared to an emissive light source when integrating over

the whole hemisphere, as our target frames are chosen such

that specular reflections are mainly caused by direct illumi-

nation (A1). Even in the presence of mirror like objects our

target frames were not corrupted enough with indirect illu-

mination that this would cause the system to fail. In order

to determine the non-diffuse properties of the BRDF we can

now formulate an optimization problem in X i := (ϕi, ψi)
per object i, i.e., we want to solve for i = 1, . . . ,M ,

min
X i∈[0,1]2

L(X i) :=
∑

p∈Ωi

∥∥r
(
p;X i

)∥∥2
2
. (12)

‖·‖2 is the L2-norm and r a point-wise RGB-color residual

at each pixel p in the image domain Ωi ⊂ Ω showing only

the i-th object,

r
(
p;X i

)
= Ii (p)−

(
Iid (p) + Ii

nd

(
p;X i

))
. (13)

Note that due to the single bounce assumption, the M opti-

mization problems in (12) are disjoint, which enables solv-

ing each problem separately and in parallel.

Optimization problems like Eq. (12) are difficult to solve

due to the non-convexity in the roughness parameter ϕi, cp.

Eqs. (4) and (5). We now present a simple and fast numer-

ical scheme that can tackle the inherent complexity by ex-

ploiting the closed parameter domain [0, 1]2 of X i and the

fact that the BRDF fnd depends only linearly on the specu-

lar parameter ψi, cp. Eq. (6). We perform a two-level grid

search approach (in ϕi) with nested least squares optimiza-

tion (in ψi). That is, at the l-th level we set the roughness

ϕi = ϕi
lk

from a discrete set of sample points equidistantly

spread across an interval [al, bl],

ϕi
lk

∈ {al +
k · (bl − al)

K − 1
| k = 0, . . . ,K − 1} (14)

For each ϕi
lk

we calculate the best specular value ψi
lk

by

solving the linear least squares problem in Eq. (12) in closed

form. For the resulting K tuples {X i
lk
}k=0,...,K−1 at the l-

th level we evaluate L(X i
lk
) and set the minimizer of the l-th

level as the one with lowest cost. We choose K = 11, as

we found this gives a dense enough sampling of the interval

[al, bl] ∀l. At the first level we set a0 = 0, b0 = 1, while

the second level’s interval is initialized with the direct left

and right neighbours of the minimizer’s roughness value,

or the roughness value itself in case it lies on the boundary

of the sampling interval. Note that this approach always

terminates after K·“number of levels”= 22 iterations, but

is not guaranteed to find a global minimizer – a challenging

task in non-convex optimization. In our evaluation we did

not observe any failed results that were undoubtedly caused

by an unsuccessful optimization.
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Figure 5. Error maps and numbers of normalized RMSE

(NRMSE) of our approach to estimate albedo and shading on two

differently illuminated scans A and B. We compare the two esti-

mated albedos ρ̃A and ρ̃B , and how well the ground truth (SA ·ρ̃A

and SB ·ρ̃B) can be predicted with the other scan’s albedo (SA ·ρ̃B

and SB · ρ̃A). See Figure 6 for the images used to calculate the

shown error maps.

4. Experiments

Given each surface point’s albedo and shading, as well

as each object’s specular appearance, we can now quanti-

tatively and qualitatively evaluate the effectiveness of our

proposed approach. We use the Replica dataset [48] for the

evaluation as this provides appropriate input data: recon-

structed meshes of the complete scene, HDR video (pro-

vided by the authors of [48]), per frame camera poses, and

semantic object instance information.

For quantitative validation of the albedo and shading es-

timation we use a dataset captured by ourselves with con-

trol over illumination and the objects in the scene, see the

supplementary material for details on the capturing process.

The room has in total four globe lights and three LED panels

as light sources, which differ in wavelength and emission.

The two scans differ in their respective lighting: For the first

scan, all four globe lights and one LED panel were turned

on (we call this Scan/Reconstruction A). For the second

scan, only two LED panels (different from the one in Scan

A) were turned on (we call this Scan/Reconstruction B).

Note that we calculate the set of lit diffuse HDR textures

(Section 3.2) a priori for each dataset, which runs on the

GPU at ≈8−9Hz for RGB images of resolution 1224×1024.

All experiments are carried out on a machine with an Intel

Xeon 3.70GHz and an NVIDIA GeForce RTX 2080. We

encourage the reader to view our supplementary material

for further results.

4.1. Albedo and shading validation

We use Reconstructions A and B as well as scenes from

the Replica dataset [48] to evaluate the albedo and shad-

ing described in Section 3.3. Using NVidia’s OptiX en-

gine [34], we cast 10000 rays per texel from each corre-

sponding surface element to get a de-noised estimate of the

shading and albedo. This process takes ∼10min.

Quantitative evaluation is carried out on the Reconstruc-

tions A and B. The reconstructed albedos should ideally be

equal as lighting cues are explained by the shading S. Fig-

E
st

im
at

ed
A

lb
ed

o
E

st
im

at
ed

S
h
ad

in
g

P
re

d
ic

ti
o
n

G
ro

u
n
d

tr
u
th
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Figure 6. Numerical evaluation of our approach to estimate albedo

and shading on two differently illuminated scans A and B. As can

be seen visually, illumination information is nicely explained in

the estimated shading, while both albedos look almost identical

and the predicted scene is close to ground truth.

ure 5 shows the normalized RMSE (NRMSE) for the whole

scene verifying that there is only little, i.e. less than 10%
difference between the two albedos. Additionally, a numer-

ical evaluation between the ground truth and predicted re-

constructions is carried out. To this end, we compare ρ̃A·SA

vs. ρ̃B · SA to see how well reconstruction A can be pre-

dicted, while ρ̃B ·SB vs. ρ̃A ·SB validates the prediction of

reconstruction B. An error well below 5% for both tests

shows that we can faithfully modify diffuse scenes with

novel lighting conditions. Figure 6 shows the estimated

albedos, shadings, ground truth and their predictions. While

overall both albedo estimates are visually almost identical,

few artifacts are visible and show how our system performs

under violated assumptions of 1) remaining view-dependent

effects in the lit diffuse HDR texture (e.g. on the door), and

2) inaccuracies in the reconstructed geometry (e.g. the ob-

jects on the table). Nevertheless, as numerically and quali-
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Figure 7. We deploy our albedo and shading estimation on chal-

lenging real-world “Office” data sets of the Replica data set [48]

and are able to estimate per-texel albedo and shading information,

using the reconstructed mesh and lit diffuse HDR texture only.

More results can be found the in the supplementary material.

Mean L2 error Mean FLIP error

Figure 8. Numerical comparison on Office 1 [48] between a purely

diffuse reconstruction with the ground truth (blue line) and the

proposed reconstruction with the ground truth (orange). The left

shows the numerical mean L2 metric, while the right visualises

the perceptual FLIP [2] metric. More results can be found in the

supplementary material.

tatively shown, errors in our albedo estimation are still tol-

erable to plausibly relight diffuse scenes, i.e. errors between

the two albedo estimates are easier to detect than errors be-

tween predicted relighting and ground truth.

Qualitative evaluation is carried out on the real-world

Replica dataset [48] and can be seen in Figure 7. When

our assumptions are met, we can recover an albedo estimate

free of illumination effects, as these are contained in the

corresponding shading estimate. Furthermore, we are able

to tackle the challenging task of removing cast shadows of

objects, e.g., chairs, sofas and tables. Note that in Office 0

the table under the display has a stand right below it on the

floor which can be mistaken as a cast shadow in the albedo

estimate, but the corresponding shading estimate shows it

has actually been successfully removed.

4.2. Specular appearance estimation validation

For quantitative and qualitative comparison, we de-

ploy our approach described in Section 3.4 on the Replica

dataset [48]; casting 200 rays per each pixel’s correspond-

ing surface element using OptiX [34]. The dataset consists

of ≈50−150 objects per scene; each of different size, geom-

etry and material. Estimating an object’s non-diffuse BRDF

parameters takes ≈238sec on the GPU.

Quantitative evaluation is concerned with how much a re-

construction improves compared to the diffuse baseline, i.e.

a reconstruction using the lit diffuse HDR textures. We in-

fer non-diffuse material parameters from a single image per

object. More specifically, to validate consistency across dif-

ferent views we test our predictions against unseen view-

points of the ground truth observation, and compare this to

the diffuse baseline. To this end we use two different error

metrics, the numerical L2-loss, as well as the recently in-

troduced perceptual FLIP [2] evaluator. FLIP has a partic-

ular focus on the differences between rendered images and

corresponding ground truths via approximating the differ-

ence perceived by humans when alternating between two

images. Figure 8 shows the per frame numerical mean

L2 metric (left), and the perceptual mean FLIP [2] metric

(right) for a video sequence of Office 1 [48] containing 1389
frames, where 1363 frames are novel viewpoints and only

26 frames were used as target frames. Both graphs show

that on average the error decreases when incorporating the

proposed view-dependent BRDF estimates. Note that, be-

sides only small differences between the orange and blue

graph (as specular highlights are only sparsely distributed

across an image, if they appear at all), the improvements

(“orange<blue”) are of much larger magnitude than the de-

terioration (“blue<orange”). That means that if our pro-

posed rendering degrades the ground truth more than the

diffuse baseline, it is only slightly worse, while our pro-

posed rendering considerably improves realism compared

to the diffuse baseline.

Qualitative evaluation and comparison to related work

is carried out over multiple real-world datasets of [48], see

Figure 9. The state-of-the-art approach closest related to

ours is [3], which is a full path tracing (2 bounces) approach

to estimate the scene’s material properties. We chose the

hyper-parameters as recommended by the authors using 1
sample to estimate the image and 511 for the derivative and

ran [3] until convergence which took 12−24hrs, depend-

ing on the data set. A side-by-side comparison between the

diffuse, the state-of-the-art [3] and the proposed reconstruc-

tion along with the ground truth and the corresponding er-

ror maps shows the superiority of our approach. While the

overall trend of estimated material parameters of [3] seems

correct, Monte Carlo noise is dominating the resulting re-

construction which heavily deteriorates the rendered im-

ages. Our method can successfully reconstruct subtle spec-

ular effects such as the specular lobe on the wall in Office

0. It also models stronger reflections, e.g., the TV screen

in Office 4 and even mirror like reflections, see the glass

window in Office 3. Inaccuracies in geometry can affect the

result (Office 1, largest deterioration according to Fig. 8),

although the tablet glass screen seems to be well estimated.
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Figure 9. Side-by-side comparisons between the diffuse baseline, a path tracing approach [3] and the proposed reconstruction along with

the ground truth and the corresponding L2 errors and FLIP evaluator [2]. More results can be found in the supplementary material.

Figure 10. Complete synthetic relighting of different data sets (Of-

fice 0, Office 2 of [48]) with virtually placed objects [47, 28]. More

results can be found in the supplementary material.

4.3. Relighting

Finally, having the full BRDF at hand (albedo, specular,

and roughness), we can now do a complete visually accu-

rate rendering of the full scene under new synthetic lighting

with additional virtual objects, see Figure 10. To this end,

we deploy a path tracing engine with four bounces. The

bunny and statue added to the reconstructions of the Office

0 and Office 2 scenes [48] look faithful and realistic as they

take the overall scene’s appearance into account resulting in

consistent shadowing and material effects.

4.4. Limitations and future work

We assume geometry to be given, thus deterioration can

have negative impact on the result (Figure 9 Office 1) –

a standard limitation for inverse rendering under known

geometry [3, 13, 52]. In our tests, we did not experi-

ence inter-reflections to cause our system to fail, as target

frames are chosen to maximize specular reflections based

on direct illumination. However, we expect the presence

of strong inter-reflections to limit the performance of our

framework, due to the single bounce assumption. In the fu-

ture, we aim to overcome some limitations with the lit dif-

fuse HDR texture, as it can suffer from remaining baked-in

view-dependent effects. While modest corruptions are tol-

erable and still enable plausible relighting (Section 4.1), we

assume the system to not work as assumed when artifacts

dominate the median texture.

5. Conclusion

We introduced a method that estimates the BRDF and

shading properties of complete 3D scenes from HDR im-

agery. We are able to recover per surface element albedo

and shading using only the reconstructed geometry and

HDR textures. We provide a scheme to automatically cal-

culate target frames per object; these are then used to es-

timate non-diffuse material parameters per object. Numer-

ous experiments on a range of challenging real-world HDR

data sets validate the efficiency of our approach compared to

the current state-of-the-art, allowing us to create reconstruc-

tions that are almost indistinguishable from the real-world.
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Conclusion and Outlook





Chapter 9
Summary

�is thesis proposes novel algorithms to solve physically-based inverse problems for high-

quality 3D reconstruction. Our methodology involved upsampling low-resolution (LR)

depth maps from a commodity RGB-D sensor to the scale of the companion color im-

age using a unique combination of Shape-from-Shading (SfS) and depth super-resolution

(SR), resulting in high-quality, detail preserving depth maps. We then introduced a ro-

bust initialization and optimization solver to address the complex problem of uncali-

brated photometric stereo (UPS) under natural illumination, leading to superior results

compared to its state-of-the-art. Furthermore, we promoted an innovative combina-

tion of calibrated photometric stereo (CPS) with active contour segmentation, which

eliminates the need for a segmentation mask, thus removing one of the fundamental as-

sumptions of photometric stereo (PS) methods. Finally, we developed a new approach to

estimating bidirectional reflectance distribution function (BRDF) parameters in scenes

of significant scale. In the following, we summarize the core publications presented in

Part II of this dissertation in terms of their novelties and key contributions.

Single-Shot Depth Super-Resolution from Shading. �e ill-posed problems of SfS

and depth SR have been effectively addressed in Chapter 5 using a single calibrated RGB-

D image pair, thanks to a novel variational formulation that combines both problems.

�e low-frequency geometric information from the depth sensor helps disambiguate

SfS, while high-frequency information in the color image helps to disambiguate depth

SR. �e depth SR is guided by a minimal surface regularizer in cases where no shape

clues or RGB information is available, such as in the presence of holes in the depth

image or under-/oversaturation in the intensity image. Furthermore, a novel piecewise

constant albedo regularization term facilitates the robust recovery of crisp depth maps

with unprecedented detail, as all smooth shading information is explained geometrically.

�is approach is suitable for a broad range of applications that require high-resolution

geometric information and are based on RGB-D data that depicts a diffuse scene.
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Uncalibrated Photometric Stereo under General Lighting. In Chapter 6, a novel

variational paradigm has been presented for robustly recovering state-of-the-art depth

maps from a set of UPS images under natural illumination. �e recovery of high-quality

depthmaps from a set of UPS images has been achieved through the use of a robust depth

initialization scheme based onminimal surfaces [167] and a perspective projectionmodel

that avoids ambiguities and non-integrabilities in the approach. Tomitigate inaccuracies

in the image formation model, Cauchy’s robust M-estimator is utilized, which accounts

for noise and quantization, lens aberrations, and non-local illumination artifacts such as

specularities, inter-reflections and cast shadows. �e resulting solution of the variational

model yields state-of-the-art geometry estimates that are on average 2–3× times be�er

than the current state-of-the-art methods for UPS under general illumination.

Simultaneous Photometric Stereo and Masking. �e methodology presented in

Chapter 7 eliminates one of the fundamental assumptions in PS. �e combination of ac-

tive contour segmentation with a differentiable PS approach eliminates the need for the

tedious preprocessing step to generate a segmentation mask. �is significantly stream-

lines PS approaches and enables the generation of 3D objects from a set of PS images.

To make this possible, the masking procedure is not solely based on 2D image informa-

tion, i.e., image brightness, but on 3D information by incorporating the image formation

model, making the approach robust against strong intensity variations in the images.

�is is especially important in the case of PS techniques due to changing illumination

and its resulting cast and self shadows. Unlike time-consuming manual or error-prone

semi-automated approaches, this method results in a fast and robust simultaneous esti-

mation of a shape and its silhoue�e.

Recovering Reflectance and Shading From HDR Imagery. In Chapter 8, we pro-

posed a new framework for estimating BRDF parameters for all objects in large-scale

scenes based on high dynamic range (HDR) data. First, we introduced a novel running

median computation to estimate an approximate lit diffuse HDR texture of the scene.

�is allowed us to estimate the diffuse and non-diffuse characteristics of the dichromatic

BRDF employed. For each surface point, we computed the albedo using a novel raytrac-

ing paradigm, effectively estimating each point’s environment map. Next, we estimated

the non-diffuse parameters per object via an innovative inverse rendering scheme that

exploited the structure of the rendering equation and BRDF model. �is involved per-

forming a grid search w.r.t. the non-linear parameters of the BRDF and a nested closed-

form least squares solution w.r.t. the linear parameters. Our results are of unprecedented

detail and quality compared to related methods, making it possible to faithfully render

the captured scene under novel illumination with virtually inserted objects.



Chapter 10
Future Research

Notwithstanding the advances made by this thesis’ research, there exist certain con-

straints that can be utilized to steer future research endeavors. A few of these pursuits

constitute contemporary open research questions in the realm of computer vision or

computer graphics, while others encompass unambiguous expansions of the investiga-

tions expounded upon in this dissertation.

RGB-D Cameras. In the realm of depth sensing RGB devices, there persist obstacles

that necessitate resolution. Since the advent of theMicroso� Kinect V1 in 2010, headway

has been made in the robustness and precision of depth measurements, augmentation of

sensor resolution, resistance to water, physical dimension, employment of global shut-

ter, inertial measurement unit (IMU), high frames per second (FPS), and other aspects.

Present-day pinnacles in this field comprise the MS Azure Kinect DK and the Intel Re-

alSense product line. Despite these advancements, state-of-the-art sensors continue to

be susceptible to the very limitations that plagued the Microso� Kinect V1.

All devices in this domain rely on a multi-sensor stereo system, whereby depth is typ-

ically computed using a stereo configuration, which can result in holes and missing

geometry. Additionally, since the RGB and depth cameras are separate sensors, a post-

processing step is required to align the RGB with the depth image, and this is heavily

contingent upon the accuracy of the sensor’s internal calibration, including intrinsic

and extrinsic parameters as well as shu�er synchronization between the RGB and depth

sensors. Only a few research directions have been suggested to mitigate these chal-

lenges [85, 215], which involves using beam spli�er devices.

Furthermore, despite a general improvement in the resolution of both sensors, there

persists a gap between the resolution of the RGB and depth sensors, and discretization

artifacts in the depth data still result in the depth super-resolution (SR) problem being

relevant in the context of RGB-D rigs.



128 Chapter 10. Future Research

Inverse Rendering. In the context of inverse rendering, retrieval of shape, material,

light, and camera properties remains a vibrant area of research. �e complexity of this

problem is a�ributed to the presence of non-convex, non-differentiable, and ill-posed

cost functions. While some approaches have made headway in tackling these chal-

lenges [18, 126, 162, 163, 231, 249], their usage is limited due to their high demand for

(graphics processing unit (GPU)) memory and long runtime in even the simplest of cases,

rendering them impractical for larger-scale scenarios. �is is mainly due to the use of

general-purpose optimization schemes, particularly stochastic gradient descent (SGD)

based on automatic differentiation.

As evidenced by our findings in Chapter 8, an optimization scheme tailored specifically

to the inverse rendering problem has the potential to yield more accurate results and

faster runtimes, making it a promising avenue for future research. In this regard, con-

vex relaxation methods, such as functional li�ing approaches [77, 155], could also be

explored. While these methods are generally memory-intensive, recently proposed scal-

able approaches have shown promise in addressing this challenge [10, 11]. Nevertheless,

the applicability of such methods to inverse rendering problems remains unexplored.

Furthermore, it is commonly assumed that one or more scene assets are known upfront

in inverse rendering, such as in the case of NeRFs for image synthesis [152], geometry re-

construction [231, 249], or light-field and material estimation [248]. �ese assumptions

include calibrated images [152, 231, 248, 249] and even known geometry [248]. Recently,

approaches have been developed to mitigate the calibration assumption [31, 124, 202,

232]. However, these approaches require user interaction [31] or are only applicable in

the context of image synthesis [124, 202, 232], meaning that they do not specifically esti-

mate geometry, material, or lighting. As a result, solving the inverse rendering problem

in terms of scene and camera assets remains an open research challenge.

Photometric Stereo. While the problem of photometric stereo (PS) has been studied

since Woodham’s pioneering work [238], recent trends have focused on deep learning

approaches to improve the robustness and accuracy of the method. Although these ap-

proaches can handle non-diffuse reflectance well, they still only consider limited setups,

such as (calibrated) directional lighting, only estimating potentially non-integrable nor-

mals, or requiring large amounts of training data [43, 44, 45, 87, 103, 129, 199, 200].

�erefore, shape estimation in the context of deep PS remains an interesting research

alley. While a few recent works, such as those on near-light illumination [84] or global

lighting contexts [97, 98], have tackled different scenarios, there is still much to be ex-

plored in terms of unsupervised learning-based approaches that optimize for shape un-

der various illumination setups, which have the potential to further advance the field

beyond the capabilities of model-based methods.
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Furthermore, an area that remains underexplored in PS is the identification of ill- and

well-posed setups. A systematic investigation of this issue could offer valuable theoret-

ical insights into the underlying assumptions required to achieve robust and accurate

shape recovery.

BRDF Parameter Estimation. In the realm of material estimation, most existing

methods presuppose an isotropic, non-metallic, and opaque bidirectional reflectance

distribution function (BRDF). �ese employ the widely adopted microfacet model [51,

221] with the Trowbridge-Reitz (GGX) distribution [222, 230], or employ artistic models

such as the Disney BRDF [38].

While this setup is already fairly complex, it still imposes limitations on the range

of applications of these methods. Specifically, it is currently not possible to recover

transparent materials, such as glass or smoke, from a set of real-world images. �us, it

would be interesting to explore incorporating the bidirectional transmi�ance distribu-

tion function (BTDF) to overcome these limitations.

�e representation of BRDF functions using neural networks is an open problem.

While there are possibilities for deploying multilayer perceptrons (MLPs) to represent

shape [231, 249], or light-fields [248, 254], no literature exists on how to formulate a

similar approach for BRDFs. Currently, a parametric BRDF model is o�en employed, as

described above, where the BRDF parameters are represented using MLPs. However, an

interesting approach could be to represent the full BRDF as a ”black-box” MLP, as this

could potentially mitigate the limitations on anisotropy or dielectricity.

To propose potential future research directions, the following four paragraphs out-

line possible extensions to the core publications presented in this thesis.

Single-Shot Depth Super-Resolution from Shading (Chapter 5). Although our

approach can generate high-quality SR depth maps, it is contingent on several assump-

tions. Specifically, we rely on the underlying material of the object to be a piecewise-

constant albedo. However, this assumption may not hold true for all scenarios, and

therefore, a possible extension to our approach could involve the adoption of a smooth

albedo assumption. �is could be achieved by exploring the differences in albedo and

shading variations. For instance, under achromatic lighting conditions, shading vari-

ations tend to be similar across all three RGB channels, whereas albedo changes may

differ. �is approach has been investigated in several previous works by the research

group of Steven Zucker [16, 24, 91, 122] using the hue channel in the hue, saturation,

value (HSV) color space. Another possible avenue for future research would be to in-

corporate non-diffuse behavior in our approach, which has already been explored in a
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similar context by incorporating the infrared (IR) image from the RGB-D sensor [62].

�e current runtime figures are based on an inefficient MATLAB implementation, al-

though some of the steps are performed using a CUDA framework. Nevertheless, a

custom GPU implementation has the potential to significantly improve the runtime per-

formance of our approach, bringing it closer to real-time operation. �is would be par-

ticularly advantageous in a multi-view scenario. Additionally, estimated quantities from

the preceding frame could be utilized to initialize the new frame, and some form of tem-

poral regularization, similar to that employed in [216], could be introduced.

Furthermore, this approach could be extended to develop pipelines similar to those

in [140, 263], which integrate multiple RGB-D frames to create an signed distance func-

tion (SDF) volume of a larger scene.

Uncalibrated Photometric Stereo under General Lighting (Chapter 6). �e nov-

elty of this approach lies in the use of a robust optimization solver, as well as minimal

surface regularization, which is essential in achieving high-quality depth maps. How-

ever, the process of hyperparameter tuning is required to obtain a suitable initialization.

To simplify this procedure, one potential avenue for future research would be to imple-

ment the uncalibrated photometric stereo (UPS) solver in a coarse-to-fine scheme. It is

well-known that such an approach is less sensitive to initialization, and therefore could

potentially reduce the amount of manual tuning required.

Moreover, the current approach assumes a purely diffuse scene and treats specularities

as outliers. To produce a more photorealistic reconstruction of the scene, it is necessary

to take into account the non-diffuse part of the BRDF as well. �is could be achieved

either as a postprocessing step or to incorporate the specular component directly into

the reconstruction process by utilizing neural approaches, as has already been achieved

in previous works described earlier.

Simultaneous Photometric Stereo and Masking (Chapter 7). Although the pre-

sented methodology is convenient in that PS can be implemented without the need for

a mask, it has only been tested under specific conditions, such as calibrated photometric

stereo (CPS) with directional lighting and orthographic projection. A promising direc-

tion for future research would be to expand this methodology to encompass a wider

range of PS approaches, both calibrated and uncalibrated, to create a versatile setup that

can be applied to various PS tasks.

As with the approach described above, tuning a hyperparameter is necessary to obtain

high-quality depth maps and segmentation masks. To streamline this process, one possi-

ble avenue for future research would be to develop a more efficient implementation that

provides faster feedback a�er parameter tuning. Alternatively, incorporating segmen-
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tation approaches that are less sensitive to hyperparameters, such as neural networks,

could be explored. Recently, there have been promising advancements in this area, such

as the deployment of PS without a mask and on multiple objects simultaneously [97].

Recovering Reflectance and Shading From HDR Imagery (Chapter 8). Given

the reliance of the diffuse component on the quality of the median texture, specularities

baked into the texture may propagate to the albedo when specular highlights are present

in more than 50% of the captures. To address this issue, prospective investigations could

explore either a more accurate estimation of the lit diffuse texture that avoids baked-in

specularities or a more sophisticated approach for estimating the albedo in large-scale

scenes.

In addition, future studies could consider exploring the relaxation of the assumption

of a constant non-diffuse material per object, given that most objects are composed of

multiple non-diffuse materials. One possible avenue is to investigate a neural approach

that learns the segmentation of the non-diffuse material without explicitly estimating

the non-diffuse BRDF parameters, which can then be incorporated into our framework.

Alternatively, a more elaborate procedure could be employed to estimate a non-diffuse

spatially varying BRDF (SVBRDF) per object.

�e approach presented in this study utilizes a single bounce for image rendering, which

may lead to a degradation in the results due to inter-reflections. To mitigate this issue,

exploring the incorporation of multiple bounces in the solver to improve the accuracy

of the rendered images is a promising direction.

Exploring methods to recover a wider range of materials is also of great interest for fu-

ture research. �is can be accomplished by either incorporating more parameters of the

Disney BRDF or by investigating alternative BRDF models.

Additionally, the reconstruction of translucent materials, such as glass, presents another

promising avenue for research. One potential approach is to additionally optimize physi-

cally realistic BTDFmodels, or to explore the Disney bidirectional sca�ering distribution

function (BSDF) [37]1.

1A BSDF is a combination of BRDF and BTDF, and enables the rendering of both opaque and translu-
cent materials.
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1. Additional real-world experiments

We ran our algorithm against two publicly available

datasets [1, 3] to further demonstrate the effectiveness of

our method.

Both datasets offer RGB-D frames, whereas the RGB im-

ages have resolutions of 1280× 1024 px2, 1296× 968 px2

and 640×480 px2, respectively and the depth images come

with a resolution of 640 × 480 px2. Additionally, the cor-

responding multi-view reconstructions based on each of the

methods described in [2, 4] are provided.

Figures 1, 2, 3, 4 show that our method provides good depth

estimates on each of the additional datasets. Even in the

case of cast- or self-shadows we are able to recover fine

details of the depth without inducing too strong bias from

the companion color image, see Figure 2 the cast-shadow

of the camera or Figure 4 the self-shadows. Our method

also seems to be robust to more complex lighting, see Fig-

ure 3 that the upper-right area of the RGB image is much

darker compared to the well illuminated lower-left area of

the image.
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[4] M. Zollhöfer, A. Dai, M. Innman, C. Wu, M. Stamminger,

C. Theobalt, and M. Nießner. Shading-based refinement on

volumetric signed distance functions. ACM Transactions on

Graphics, 34(4):96:1–96:14, 2015. 1, 2, 3, 4



(a) RGB input

(b) Depth input

(c) Result of the multi-view approach [4]
(d) Our result using a single RGB-D frame

Figure 1: Augustus dataset of [3]



(a) RGB input

(b) Depth input

(c) Result of the multi-view approach [4] (d) Our result using a single RGB-D frame

Figure 2: Lucy dataset of [3]



(a) RGB input

(b) Depth input

(c) Result of the multi-view approach [4] (d) Our result using a single RGB-D frame

Figure 3: Relief dataset of [3]



(a) RGB input

(b) Depth input

(c) Result of the multi-view approach [2] (d) Our result using a single RGB-D frame

Figure 4: Gate dataset of [1]
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1. Further Details on Synthetic Experiments

To provide further insights on the synthetic experiments

(in Section 6.1), we visualize the environment lightings ℓi,
i = 1 . . . 25, used to render each image. Figure 1 shows all

25 environment maps1. The impact of each incident lighting

ℓi, i = 1 . . . 25, is illustrated in Figure 2 showing the Joyful

Yell with a White (ρ ≡ 1) albedo. Thus, color changes in

the images are caused by lighting only, as depicted in model

(1) and (7) in the main paper.

Table 1 shows the mean angular error (MAE) of each

dataset on the state-of-the-art approaches [1, 2, 3] and our

proposed methodology. It can be seen that our approach

consistently overcomes [1, 2, 3] by a factor of 2–3. Only the

Pattern albedo seems to bias the resulting depth negatively,

yet even in this case our approach estimates the geometry

more faithfully than the current state-of-the-art.

Two more qualitative results on synthetic data are shown

in Figure 3. While [1] gives more meaningful results on Ar-

madillo with Constant albedo, depth deteriorates strongly

on Lucy with Hippie albedo. Methods of [2, 3] both result in

rather flattened shapes (cf. Lucy). Most accurate results are

achieved using the proposed method where fine geometric

details, as well as non flattened depth estimates are shown.

Additional to the depth results, Figure 4 shows esti-

mated lightings and albedos along with the ground truths.

Although lighting estimates show less shadowed areas and

seem brighter compared to ground truths, this does not seem

to affect reflectance estimations much. The estimated albe-

dos are satisfactory, although some shading information is

slightly visible.

The initialization is indeed crucial for the whole al-

gorithm. Here, we show two different non-trivial initial-

izations for our algorithm in Table 1: 1) Hemisphere, we

first compute the circumscribed sphere for the 3D points of

ground truth. The projection of each point onto this sphere

is considered as initialization; 2) Initialization by [2], we

∗Authors contributed equally.
1All environment maps were downloaded from http://www.

hdrlabs.com/sibl/archive.html

simply refine the result from [2] by our algorithm. In Fig-

ure 5, we show visualized results. In certain special cases,

the initialization from [2] is slightly better. However, our

minimal surface strategy is stable for all cases, and our al-

gorithm improves the results from [2]) in most cases.

2. Further Details on Real-World Results

Supplementary to the real-world experiments (in Sec-

tion 6.2), Figures 6 and 7 show alternative viewpoints of

the real-world results. The estimated albedos, which are

mapped onto the surfaces, appear satisfactory. Correspond-

ingly, we also show the estimated albedos and lightings. In

view of the multiplicative ambiguity between lightings and

albedos, all visualized albedos are normalized to have max-

imum value 1.
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Figure 1. All environment maps ℓi (360◦ view) used throughout the synthetic evaluation.



Figure 2. Illustration of the input data. The Joyful Yell dataset with White albedo to show the impact of the different environment maps

used throughout the synthetic experimental validation.



Dataset

[1] [3] [2]

Our approach with different initializations

Shape Albedo Hemisphere Using [2]
Minimal surface

(Sec. 5.1)

A
rm

ad
il

lo

Bars 26.22 27.84 36.91 79.54 20.08 16.78

Constant 25.84 26.64 36.87 83.01 18.81 13.97

Ebsd 25.34 26.88 27.80 82.53 15.99 14.26

Hippie 28.21 27.30 25.82 79.12 12.56 14.52

Lena 27.07 27.33 28.36 84.24 17.79 14.78

Pattern 45.87 26.82 24.01 82.59 19.39 19.06

Rectcircle 26.97 26.71 36.23 80.68 19.64 14.06

Voronoi 25.62 26.91 50.70 79.65 55.29 14.07

White 26.19 26.64 52.04 83.04 56.74 14.13

Jo
y

fu
l

Y
el

l

Bars 21.84 16.26 31.80 21.21 28.82 8.69

Constant 23.95 14.93 33.47 16.85 29.31 5.96

Ebsd 26.08 15.63 15.91 17.63 7.49 7.28

Hippie 28.67 16.23 22.96 17.68 7.47 7.49

Lena 21.33 16.33 19.70 20.11 13.16 9.21

Pattern 26.07 18.76 26.67 18.76 21.03 16.97

Rectcircle 35.27 15.19 52.41 16.27 61.77 7.34

Voronoi 22.27 16.42 45.74 18.62 54.78 6.57

White 27.12 14.32 33.06 17.70 28.99 6.20

L
u

cy

Bars 49.13 21.90 36.51 40.55 26.15 8.16

Constant 54.98 19.89 36.57 41.00 25.74 8.71

Ebsd 62.33 20.81 23.56 40.80 13.36 9.61

Hippie 58.61 21.29 32.38 39.93 8.10 7.87

Lena 64.01 22.24 30.93 40.16 19.14 9.56

Pattern 48.83 22.25 32.68 40.11 20.56 17.78

Rectcircle 24.68 20.99 43.13 41.17 10.01 8.98

Voronoi 61.53 22.10 48.14 40.39 71.32 7.59

White 64.43 19.33 44.76 41.54 72.45 8.76

T
h

ai
S

ta
tu

e

Bars 25.53 21.91 66.17 78.72 8.94 8.55

Constant 27.20 18.91 38.47 81.14 24.26 9.58

Ebsd 27.85 20.22 34.11 79.58 19.23 9.47

Hippie 21.91 21.86 30.62 77.27 12.78 8.83

Lena 33.53 19.66 34.00 79.43 19.55 9.19

Pattern 26.77 22.06 28.81 83.92 16.69 15.27

Rectcircle 29.36 19.92 43.86 81.88 79.88 8.84

Voronoi 30.65 21.56 36.58 78.92 25.21 8.69

White 28.02 18.64 37.31 81.54 24.94 9.16

Median 27.16 21.14 34.06 59.41 19.86 9.17

Mean 34.15 21.18 35.53 55.20 27.43 10.72
Table 1. Quantitative comparison between our method and other state-of-the-art methods on challenging synthetic datasets. The last three

columns refer to the results with different initializations for our approach.
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Figure 3. Results of state-of-the-art approaches and our approach on two out of the 36 synthetic datasets. Numbers show the mean angular

error (MAE) in degrees.
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Figure 4. Our estimated albedos and lighting next to the ground truth. Lighting estimates show less shadowed areas and seem brighter

compared to ground truth, yet this does not seem to affect reflectance and geometry estimation much, cf. Figure 7 in main paper and

Figure 3 in the supplementary material. The estimated albedos are satisfactory, although some shading information is slightly visible.



Initialization by

hemisphere

Final result by

hemisphere

Initialization by

[2]

Final result by

[2]
Our final result GT
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Figure 5. Our results compared those from two different initializations of our algorithm. Numbers show the mean angular error (MAE) in

degrees. Though the initialization by [2] achieves comparable result to ground truth on “Lucy & Hippie” dataset, its performance is not

stable across different datasets.
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Figure 6. Real-world results: (left) estimated albedos mapped onto estimated surfaces rendered under a novel viewpoint, (middle) estimated

albedos, (right) estimated lightings for all M = 20 input images.
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Figure 7. More real-world results: (left) estimated albedos mapped onto estimated surfaces rendered under a novel viewpoint, (middle)

estimated albedos, (right) estimated lightings for all M = 20 input images.
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A. Details on importance sampling (Section

3.4.2)

This section discusses the technical implementation de-

tails on an efficient sampling strategy to evaluate

Ind (p;ϕ, ψ) :=

∫

H2

fnd (x, ω, ωo;ϕ, ψ)L (x, ω) 〈ω,n〉 dω.
(1)

Importance sampling is a powerful tool to estimate the inte-

gral in (1) and we refer the interested reader to [9], Chapter

13 for the mathematical reasoning behind it. The Monte-

Carlo estimator used for Eqn. (1) using the non-diffuse part

of the simplified Disney BRDF is the finite sum of the form,

Ind(p;ϕ,ψ)=
1

N

N∑

j=1

fnd(x,Ωj ,ωo;ϕ,ψ)L(x,Ωj)〈Ωj ,n〉
p(Ωj)

,

(2)

where the random variables Ωj are samples drawn from the

probability density function p(ω). We expect, i.e. given

enough samples N ,

E [Ind (p;ϕ, ψ)] = Ind (p;ϕ, ψ) , ∀p, ϕ, ψ. (3)

The probability density function used in our approach is

p (ω) =
1

2

|〈ω,n〉|
π

+
1

2

D (ϕ) |〈h,n〉|
4 |〈ωo, h〉|

. (4)

To evaluate (2), we need to be able to sample random vari-

ables Ωj from p(ω) and we realize this the following way:

Given the j-th observation of random variables following a

uniform distribution over [0, 1), Xj
0 , X

j
1 , X

j
2 ∼ U(0, 1), we

calculate a sample of incident direction as

Ωj =

{
TsH2(Xj

1 , X
j
2), Xj

0 <
1
2 ,

R(ωo, Ths(X
j
1 , X

j
2)), else,

(5)

where R(ωo, h) = 2 〈ωo, h〉h−ωo resembles the reflection

of ωo on h, and T := (t1, t2, t3) ∈ R
3×3 is an orthonormal

basis transform in the normal’s coordinate system, aligning

the north pole of H2 with the normal n,

t1 = t2 × t3 (6)

t2 =





(−ny,nx,0)
⊤

‖(−ny,nx,0)‖
, |nx| > |nz| ,

(0,−nz,ny)
⊤

‖(0,−nz,ny)‖
, else,

(7)

t3 = n. (8)

To sample the diffuse lobe of the BRDF (the case when

Xj
0 < 1

2 in (5)), we generate random samples on the up-

per hemisphere H2 using sH2 : [0, 1)2 → H2,

sH2(x1, x2) =




s1
s2√

max (0, 1− s21 − s22)


 , (9)

with s1 :=
√
x1 cos (2πx2) and s2 :=

√
x1 sin (2πx2).

The non-diffuse lobe of the BRDF (the case when Xj
0 ≥ 1

2
in (5)) is sampled using hs : [0, 1)

2 → H2,

hs(x1, x2) =



sin (θ) cos (2πx1)
sin (θ) sin (2πx1)

cos (θ)


 , (10)

with θ := cos−1
(√

1−x2

1+(ϕ̂2−1)x2

)
.

B. Details on capturing process (Section 4)

We perform two full scans of a room sized environment,

where camera poses are recovered using SLAM [2, 7], ge-

ometry is reconstructed with [8]. In a post-processing step

we fill larges holes manually or using Poisson reconstruc-

tion [4, 5] and repair any remaining issues automatically

using [3]. Object segmentation is carried out in a manual

step.



C. Further quantitative results on albedo and

shading estimation validation (Section 4.1)

Additional qualitative results of the albedo and shading

estimation applied to real-world data sets are shown in Fig-

ure 1.

D. Further quantitative results on specular

appearance estimation validation (Section

4.2)

This section discusses further quantitative results of

the specular appearance estimation for novel views. The

main paper depicts quantitative results as well as a quali-

tative visualization of notable peaks in the corresponding

graph on the “Office 1” sequence of [11]. For full in-

sight, we show the results on the remaining sequences of

the Replica datasets [11], cp. Figure 2 for insight in the

“Office” sequences using the L2 metric, Figure 3 for in-

sight in the “Office” sequences using the FLIP evaluator [1],

Figure 4 for insight in the “Room” sequences using the L2

metric, and Figure 5 for insight in the “Room” sequences

using the FLIP evaluator [1].

Figures 2 and 3 show results on the “Office” sequences

of [11], they consist of 1293, 2117, 2459, and 2101 frames,

which include 24, 38, 43, and 31 target frames, respectively,

thus incorporating 1269, 2079, 2416, and 2070 novel, un-

seen viewpoints. The “Office 0”, “Office 2”, “Office 3”,

and “Office 4” sequences have their largest improvement

and deterioration for the L2 error at frames (1264, 243),
(629, 910), (1799, 2319), and (1899, 1903), respectively

and are visualized for qualitative inspection in Figure 2. The

same sequences have their largest improvement and deteri-

oration for the FLIP evaluator [1] at frames (1263, 163),
(1801, 1107), (1799, 637), and (1899, 1929), respectively

and are visualized for qualitative inspection in Figure 3.

Figure 4 shows results on the “Room” sequences of [11],

they consist of 2642, 1828, and 1789 frames, which in-

clude 51, 33, and 34 target frames, respectively, thus incor-

porating 2591, 1795, and 1755 novel, unseen viewpoints.

The “Room 0”, “Room 1”, and “Room 2” sequences have

their largest improvement and deterioration for the L2 er-

ror at frames (1856, 1203), (31, 114), and (604, 118), re-

spectively and are visualized for qualitative inspection in

Figure 4. The same sequences have their largest improve-

ment and deterioration for the FLIP evaluator [1] at frames

(1552, 1204), (31, 83), and (656, 118), respectively and are

visualized for qualitative inspection in Figure 5.

Overall, the average reconstruction error decreases for

all experiments and validates our findings described in Sec-

tion 4.2.1 on a larger scale. This can also be seen qualita-

tively; note the overall increase of realism, for the improve-

ments, due to view-dependent effects, while the deteriora-

tions seem to be only slightly worse than the baseline, but

still visually pleasing to the human eye – an effect desired

in AR/VR/MR applications.

Further quantitative results on the Room sequences

of [11] are shown in Figure 6. For specular highlights that

seem too wide such as the vase in “Room 0” our reconstruc-

tions still look more faithful compared to a purely diffuse

one. Notice that the anisotropic BRDF of the window blinds

in “Room 2” is difficult to recover with our approach as we

do not model this effect. Instead, we estimate an isotropic

approximation of it, which still looks realistic.

Robustness against inaccurate geometry can affect the

final reconstruction in accuracy and realism. Figure 3 “Of-

fice 3” shows how specularities are misplaced and BRDF

estimates too rough, if the geometry (clock) is inaccurate

at the location of reflection. Figure 4 and 5 “Room 1” and

Figure 6 “Room 0” and “Room 1” show results were differ-

ent levels of deteriorated geometry affects the non-diffuse

BRDF estimate. While the vase in “Room 1” is almost dif-

fuse, the vase in “Room 0” shows specular reflections, al-

though not as strong as the capture. The reason for both

failures are caused by an estimated specular highlight hav-

ing no overlap with the genuine reflection, cp. the error

maps in Figure 6 “Room 0”, the specular reflections are not

perfectly superimposed.

E. Further Relighting results (Section 4.3)

Further renderings under novel lighting with artificially

placed objects are shown in Figure 7.

F. Attached video file

The video file attached to the supplementary material

shows a number of video renderings of our results as well

as comparisons to the baseline. This video is encoded with

the H.265 codec in an MP4 container. Some of the images

shown in the video will have a somewhat grainy appearance

- this is caused by the relatively simple path tracer we im-

plemented for visualizing the results of our approach, rather

than being an intrinsic part of the estimated appearance.
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Figure 2. Overall Mean L2 error across the “Office” datasets of [11] along with the largest improvement, deterioration and the correspond-

ing L2 error maps.
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corresponding FLIP error maps.
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corresponding FLIP error maps.
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Springer International Publishing, 2020, pages 147–176 (cited on pp. 39, 40, 46,

47, 71–73).

[2] B. Haefner, S. Green, A. Oursland, D. Andersen, M. Goesele, D. Cremers, R. New-

combe, and T. Whelan. Recovering Real-world Reflectance Properties and Shad-

ing fromHDR Imagery. In International Conference on 3DVision (3DV), 2021 (cited

on pp. 8, 20, 69, 71–73, 111).

[3] B. Haefner, S. Peng, A. Verma, Y. �éau, and D. Cremers. Photometric Depth
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ference, SSVM 2015, Lège-Cap Ferret, France, May 31-June 4, 2015, Proceedings 5,

pages 538–550. Springer, 2015 (cited on p. 43).

[105] J. Jung, J.-Y. Lee, and I. S. Kweon. One-day outdoor photometric stereo using sky-

light estimation. International Journal of Computer Vision, 127:1126–1142, 2019

(cited on p. 30).

[106] J. T. Kajiya. The rendering equation. In Proceedings of the 13th annual conference

on Computer graphics and interactive techniques, pages 143–150, 1986 (cited on

pp. 17, 20).

[107] K. Kang, Z. Chen, J. Wang, K. Zhou, and H. Wu. Efficient reflectance capture

using an autoencoder. ACM Trans. Graph., 37(4):127–1, 2018 (cited on p. 67).

[108] J. Kannala and S. S. Brandt. A generic camera model and calibration method for

conventional, wide-angle, and fish-eye lenses. IEEE transactions on pa�ern anal-

ysis and machine intelligence, 28(8):1335–1340, 2006 (cited on p. 8).

[109] H. C. Karaimer and M. S. Brown. A so�ware platform for manipulating the

camera imaging pipeline. In Computer Vision–ECCV 2016: 14th European Con-

ference, Amsterdam, �e Netherlands, October 11–14, 2016, Proceedings, Part I 14,

pages 429–444. Springer, 2016 (cited on p. 19).

[110] B. Karis and E. Games. Real shading in unreal engine 4. Proc. Physically Based

Shading �eory Practice, 4(3):1, 2013 (cited on p. 3).

[111] K. Karsch, V. Hedau, D. Forsyth, and D. Hoiem. Rendering synthetic objects into

legacy photographs.ACMTransactions on Graphics (TOG), 30(6):1–12, 2011 (cited

on p. 67).

[112] K. Karsch, K. Sunkavalli, S. Hadap, N. Carr, H. Jin, R. Fonte, and M. Si�ig. Auto-

matic scene inference for 3d object compositing. arXiv preprint arXiv:1912.12297,

2019 (cited on p. 67).

[113] B. Kaya, S. Kumar, C. Oliveira, V. Ferrari, and L. Van Gool. Uncertainty-aware

deep multi-view photometric stereo. In Proceedings of the IEEE/CVF Conference

on Computer Vision and Pa�ern Recognition, pages 12601–12611, 2022 (cited on

p. 44).



184 Bibliography

[114] B. Kaya, S. Kumar, F. Sarno, V. Ferrari, and L. Van Gool. Neural radiance fields

approach to deep multi-view photometric stereo. In Proceedings of the IEEE/CVF

Winter Conference on Applications of Computer Vision, pages 1965–1977, 2022

(cited on p. 45).

[115] M. Kazhdan, M. Bolitho, and H. Hoppe. Poisson surface reconstruction. In Pro-

ceedings of the fourth Eurographics symposium on Geometry processing, volume 7,

page 0, 2006 (cited on p. 64).

[116] B. Khomutenko, G. Garcia, and P. Martinet. An enhanced unified camera model.

IEEE Robotics and Automation Le�ers, 1(1):137–144, 2015 (cited on p. 8).

[117] K. Khoshelham and S. O. Elberink. Accuracy and resolution of kinect depth data

for indoor mapping applications. sensors, 12(2):1437–1454, 2012 (cited on p. 12).

[118] H. Kim, B. Wilburn, and M. Ben-Ezra. Photometric stereo for dynamic surface

orientations. In Computer Vision–ECCV 2010: 11th European Conference on Com-

puter Vision, Heraklion, Crete, Greece, September 5-11, 2010, Proceedings, Part I 11,

pages 59–72. Springer, 2010 (cited on p. 45).

[119] D. P. Kingma and J. Ba. Adam: A method for stochastic optimization, 2015 (cited

on pp. 68–70).

[120] A. Kolb, E. Barth, R. Koch, and R. Larsen. Time-of-flight cameras in computer

graphics. In Computer Graphics Forum, volume 29 of number 1, pages 141–159.

Wiley Online Library, 2010 (cited on p. 12).

[121] V. Kuleshov, S. Z. Enam, and S. Ermon. Audio super-resolution using neural nets.

In ICLR (Workshop Track), 2017 (cited on p. 14).

[122] B. Kunsberg, D. Holtmann-Rice, E. Alexander, S. Cholewiak, R. Fleming, and S.W.

Zucker. Colour, contours, shading and shape: flow interactions reveal anchor

neighbourhoods. Interface focus, 8(4):20180019, 2018 (cited on p. 129).

[123] G. Kurillo, E. Hemingway, M.-L. Cheng, and L. Cheng. Evaluating the accuracy

of the azure kinect and kinect v2. Sensors, 22(7):2469, 2022 (cited on p. 13).

[124] A. Levy, M. Ma�hews, M. Sela, G. Wetzstein, and D. Lagun. Melon: nerf with un-

posed images using equivalence class estimation. arXiv preprint arXiv:2303.08096,

2023 (cited on p. 128).

[125] M. Li, Z. Zhou, Z. Wu, B. Shi, C. Diao, and P. Tan. Multi-view photometric stereo:

a robust solution and benchmark dataset for spatially varying isotropicmaterials.

IEEE Transactions on Image Processing, 29:4159–4173, 2020 (cited on p. 45).



Bibliography 185

[126] T.-M. Li, M. Ai�ala, F. Durand, and J. Lehtinen. Differentiable monte carlo ray

tracing through edge sampling. ACM Transactions on Graphics (TOG), 37(6):1–

11, 2018 (cited on pp. 40, 128).

[127] Z. Li, M. Shafiei, R. Ramamoorthi, K. Sunkavalli, andM. Chandraker. Inverse ren-

dering for complex indoor scenes: shape, spatially-varying lighting and svbrdf

from a single image. In Proceedings of the IEEE/CVF Conference on Computer Vi-

sion and Pa�ern Recognition, pages 2475–2484, 2020 (cited on p. 67).

[128] Z. Li, Z. Xu, R. Ramamoorthi, K. Sunkavalli, and M. Chandraker. Learning to

reconstruct shape and spatially-varying reflectance from a single image. ACM

Transactions on Graphics (TOG), 37(6):1–11, 2018 (cited on p. 67).

[129] Z. Li, Q. Zheng, B. Shi, G. Pan, and X. Jiang. Dani-net: uncalibrated photometric

stereo by differentiable shadow handling, anisotropic reflectance modeling, and

neural inverse rendering. arXiv preprint arXiv:2303.15101, 2023 (cited on p. 128).

[130] T. Y. Lim, R. A. Yeh, Y. Xu, M. N. Do, and M. Hasegawa-Johnson. Time-frequency

networks for audio super-resolution. In 2018 IEEE International Conference on

Acoustics, Speech and Signal Processing (ICASSP), pages 646–650. IEEE, 2018 (cited

on p. 14).

[131] P.-L. Lions, E. Rouy, and A. Tourin. Shape-from-shading, viscosity solutions and

edges. Numerische Mathematik, 64:323–353, 1993 (cited on p. 43).

[132] F. Logothetis, R. Mecca, and R. Cipolla. A differential volumetric approach to

multi-view photometric stereo. In Proceedings of the IEEE/CVF International Con-

ference on Computer Vision, pages 1052–1061, 2019 (cited on p. 45).

[133] F. Logothetis, R. Mecca, and R. Cipolla. Semi-calibrated near field photometric

stereo. In Proceedings of the IEEE Conference on Computer Vision and Pa�ern

Recognition, pages 941–950, 2017 (cited on pp. 39, 48).

[134] S. Lombardi, J. Saragih, T. Simon, and Y. Sheikh. Deep appearance models for face

rendering. ACM Transactions on Graphics (ToG), 37(4):1–13, 2018 (cited on p. 67).

[135] F. Lu, X. Chen, I. Sato, and Y. Sato. Symps: brdf symmetry guided photometric

stereo for shape and light source estimation. IEEE transactions on pa�ern analysis

and machine intelligence, 40(1):221–234, 2017 (cited on p. 45).

[136] F. Lu, Y. Matsushita, I. Sato, T. Okabe, and Y. Sato. Uncalibrated photometric

stereo for unknown isotropic reflectances. In Proceedings of the IEEE Confer-

ence on Computer Vision and Pa�ern Recognition, pages 1490–1497, 2013 (cited

on p. 65).



186 Bibliography

[137] Z. Lu, Y.-W. Tai, F. Deng, M. Ben-Ezra, andM. S. Brown. A 3d imaging framework

based on high-resolution photometric-stereo and low-resolution depth. Interna-

tional journal of computer vision, 102(1-3):18–32, 2013 (cited on pp. 16, 57).

[138] F. Luan, S. Zhao, K. Bala, and Z. Dong. Unified shape and svbrdf recovery using

differentiable monte carlo rendering. In Computer Graphics Forum, volume 40 of

number 4, pages 101–113. Wiley Online Library, 2021 (cited on pp. 20, 40, 45).
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[239] C. Wu, M. Zollhöfer, M. Nießner, M. Stamminger, S. Izadi, and C. �eobalt. Real-

time shading-based refinement for consumer depth cameras. ACM Transactions

on Graphics (ToG), 33(6):1–10, 2014 (cited on pp. 39, 43, 57, 59–62).

[240] L. Wu, A. Ganesh, B. Shi, Y. Matsushita, Y. Wang, and Y. Ma. Robust photomet-

ric stereo via low-rank matrix completion and recovery. In Computer Vision–

ACCV 2010: 10th Asian Conference on Computer Vision,�eenstown, New Zealand,

November 8-12, 2010, Revised Selected Papers, Part III 10, pages 703–717. Springer,

2011 (cited on pp. 45, 47).

[241] X. Xiang, Y. Tian, Y. Zhang, Y. Fu, J. P. Allebach, and C. Xu. Zooming slow-mo:

fast and accurate one-stage space-time video super-resolution. In Proceedings of

the IEEE/CVF conference on computer vision and pa�ern recognition, pages 3370–

3379, 2020 (cited on p. 14).

[242] J. Xie, R. S. Feris, andM.-T. Sun. Edge guided single depth image super resolution.

In IEEE International Conference on Image Processing (ICIP), pages 3773–37777,

2014 (cited on p. 73).

[243] Z. Xu, K. Sunkavalli, S. Hadap, and R. Ramamoorthi. Deep image-based relighting

from optimal sparse samples. ACM Transactions on Graphics (ToG), 37(4):1–13,

2018 (cited on p. 67).

[244] Z. Xu, R. Schwarte, H.-G. Heinol, B. Buxbaum, and T. Ringbeck. Smart pixel:

photonic mixer device (pmd); new system concept of a 3d-imaging camera-on-

a-chip, 1998 (cited on p. 12).

[245] J. Yang, J. Wright, T. S. Huang, and Y. Ma. Image super-resolution via sparse rep-

resentation. IEEE transactions on image processing, 19(11):2861–2873, 2010 (cited

on p. 14).

[246] Q. Yang, R. Yang, J. Davis, and D. Nister. Spatial-Depth Super Resolution for

Range Images. In IEEE Conference on Computer Vision and Pa�ern Recognition

(CVPR), pages 1–8, 2007 (cited on pp. 16, 55–57, 73).



196 Bibliography

[247] W. Yang, G. Chen, C. Chen, Z. Chen, and K.-Y. K. Wong. Ps-nerf: neural inverse

rendering for multi-view photometric stereo. In Computer Vision–ECCV 2022:

17th European Conference, Tel Aviv, Israel, October 23–27, 2022, Proceedings, Part I,

pages 266–284. Springer, 2022 (cited on p. 45).

[248] Y. Yao, J. Zhang, J. Liu, Y. �, T. Fang, D. McKinnon, Y. Tsin, and L. �an. Neilf:

neural incident light field for physically-based material estimation. In Computer

Vision–ECCV 2022: 17th European Conference, Tel Aviv, Israel, October 23–27, 2022,

Proceedings, Part XXXI, pages 700–716. Springer, 2022 (cited on pp. 128, 129).

[249] L. Yariv, J. Gu, Y. Kasten, and Y. Lipman. Volume rendering of neural implicit

surfaces. Advances in Neural Information Processing Systems, 34:4805–4815, 2021

(cited on pp. 128, 129).

[250] L.-F. Yu, S.-K. Yeung, Y.-W. Tai, and S. Lin. Shading-based shape refinement of

rgb-d images. In Proceedings of the IEEE Conference on Computer Vision and Pat-

tern Recognition, pages 1415–1422, 2013 (cited on pp. 39, 43, 57–62).

[251] L. Yue, H. Shen, J. Li, Q. Yuan, H. Zhang, and L. Zhang. Image super-resolution:

the techniques, applications, and future. Signal processing, 128:389–408, 2016

(cited on p. 14).

[252] A. Yuille and D. Snow. Shape and albedo from multiple images using integrabil-

ity. In Proceedings of IEEE Computer Society Conference on Computer Vision and

Pa�ern Recognition, pages 158–164. IEEE, 1997 (cited on pp. 4, 40, 46).

[253] E. Zhang, M. F. Cohen, and B. Curless. Emptying, refurnishing, and relighting

indoor spaces. ACM Transactions on Graphics (TOG), 35(6):1–14, 2016 (cited on

pp. 68, 70).

[254] J. Zhang, Y. Yao, S. Li, J. Liu, T. Fang, D. McKinnon, Y. Tsin, and L.�an. Neilf++:

inter-reflectable light fields for geometry and material estimation. arXiv preprint

arXiv:2303.17147, 2023 (cited on p. 129).

[255] K. Zhang, F. Luan, Z. Li, and N. Snavely. Iron: inverse rendering by optimiz-

ing neural sdfs and materials from photometric images. In Proceedings of the

IEEE/CVF Conference on Computer Vision and Pa�ern Recognition, pages 5565–

5574, 2022 (cited on pp. 20, 40, 45).

[256] K. Zhang, F. Luan, Q. Wang, K. Bala, and N. Snavely. Physg: inverse rendering

with spherical gaussians for physics-basedmaterial editing and relighting. In Pro-

ceedings of the IEEE/CVF Conference on Computer Vision and Pa�ern Recognition,

pages 5453–5462, 2021 (cited on pp. 20, 40).



Bibliography 197

[257] R. Zhang, P.-S. Tsai, J. E. Cryer, and M. Shah. Shape-from-shading: a survey.

IEEE transactions on pa�ern analysis andmachine intelligence, 21(8):690–706, 1999

(cited on p. 43).

[258] H.-K. Zhao, T. Chan, B. Merriman, and S. Osher. A variational level set approach

to multiphase motion. Journal of computational physics, 127(1):179–195, 1996

(cited on p. 51).

[259] Q. Zheng, A. Kumar, B. Shi, and G. Pan. Numerical reflectance compensation

for non-lambertian photometric stereo. IEEE Transactions on Image Processing,

28(7):3177–3191, 2019 (cited on p. 45).

[260] Z. Zhong, X. Liu, J. Jiang, D. Zhao, and X. Ji. Guided depth map super-resolution:

a survey. ACM Computing Surveys, 2023 (cited on p. 16).

[261] Q.-Y. Zhou and V. Koltun. Color map optimization for 3d reconstruction with

consumer depth cameras. ACM Transactions on Graphics (ToG), 33(4):1–10, 2014

(cited on p. 4).

[262] Z. Zhou, Z.Wu, and P. Tan. Multi-view photometric stereo with spatially varying

isotropic materials. In Proceedings of the IEEE Conference on Computer Vision and

Pa�ern Recognition, pages 1482–1489, 2013 (cited on p. 45).
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