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Abstract

Parameterized systems are distributed systems with an arbitrary number of
participating agents. The verification of such systems amounts to proving that
some property holds for any population of agents. Its dual problem is to find
the existence of some population of agents which violates a given property.
Almost all verification problems are undecidable for parameterized systems in
which the agents are allowed to have identities. Even in the case of systems
with anonymous agents, the state space is infinite, which makes the automated
verification of such systems a challenging task. Various general techniques have
been discovered to obtain decidability results for parameterized systems with
anonymous agents; two such techniques are the theory of well-quasi-orders and
decision procedures for linear arithmetic theories. In this thesis, we focus on
the computational complexity of verifying parameterized systems by refining
and applying these two families of techniques.

In the first part of the thesis, we focus on transition systems with an un-
derlying compatible well-quasi-order on their configuration space, called Well-
Structured Transition Systems (WSTS). Many safety properties for WSTS can
be reduced to the so-called coverability problem. The complexity of the cov-
erability problem primarily depends upon the maximum length of certain se-
quences over the underlying well-quasi-order called controlled bad sequences.
As our first contribution, we provide upper bounds on the length of controlled
bad sequences for various families of well-quasi-orders. We then apply these re-
sults to obtain upper bounds on the complexity of the coverability problem for
some parameterized systems. In addition to these upper bounds, we also provide
complexity lower bounds for the coverability problem for some parameterized
systems.

In the second part of the thesis, we focus on the application of decision pro-
cedures for linear arithmetic theories to parameterized verification. We combine
results from linear arithmetic theories over the natural numbers, integers and
rationals to provide efficient algorithms for verifying properties about two dif-
ferent classes of parameterized systems. Our algorithms can be used to analyze
fault-tolerant distributed protocols from the literature. Empirical evaluations
indicate that they perform well in practice.
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Zusammenfassung

Parametrisierte Systeme sind verteilte Systeme mit einer beliebigen Anzahl von
teilnehmenden Agenten. Die Verifikation solcher Systeme läuft darauf hinaus,
zu beweisen, dass eine bestimmte Eigenschaft für eine beliebige Population von
Agenten gilt. Das duale Problem besteht darin, die Existenz einer Population
von Agenten zu finden, die eine bestimmte Eigenschaft verletzt. Fast alle Ve-
rifikationsprobleme sind unentscheidbar für parametrisierte Systeme, in denen
die Agenten Identitäten haben dürfen. Selbst im Fall von Systemen mit anony-
men Agenten ist der Zustandsraum unendlich, was die automatische Verifikation
solcher Systeme zu einer schwierigen Aufgabe macht. Es wurden verschiedene
allgemeine Techniken entdeckt, um Ergebnisse zur Entscheidbarkeit von para-
metrisierten Systemen mit anonymen Agenten zu erhalten; zwei dieser Techni-
ken sind die Theorie der Wohl-Quasi-Ordnungen und Entscheidungsverfahren
für lineare arithmetische Theorien. In dieser Arbeit konzentrieren wir uns auf
die Komplexität der Verifikation parametrisierter Systeme durch Verfeinerung
und Anwendung dieser beiden Familien von Techniken.

Im ersten Teil der Arbeit konzentrieren wir uns auf Übergangssysteme mit
einer zugrundeliegenden kompatiblen Wohl-Quasi-Ordnung auf ihrem Konfigu-
rationsraum, genannt Well-Structured Transition Systems (WSTS). Viele Si-
cherheitseigenschaften für WSTS lassen sich auf das sogenannte Überdeckbar-
keitsproblem reduzieren. Die Komplexität des Überdeckbarkeitsproblems hängt
in erster Linie von der maximalen Länge bestimmter Sequenzen über der zu-
grundeliegenden Wohl-Quasi-Ordnung ab, die als kontrollierte schlechte Sequen-
zen bezeichnet werden. Als ersten Beitrag liefern wir obere Schranken für die
Länge von kontrollierten schlechten Sequenzen für verschiedene Familien von
Wohl-Quasi-Ordnungen. Anschließend wenden wir diese Ergebnisse an, um obe-
re Schranken für die Komplexität des Überdeckbarkeitsproblems für einige pa-
rametrisierte Systeme zu erhalten. Zusätzlich zu diesen oberen Schranken liefern
wir auch untere Schranken für die Komplexität des Überdeckbarkeitsproblems
für einige parametrisierte Systeme.

Im zweiten Teil der Arbeit konzentrieren wir uns auf die Anwendung von
Entscheidungsverfahren für lineare arithmetische Theorien auf parametrisierte
Verifikation. Wir kombinieren Ergebnisse aus linearen arithmetischen Theorien
über die natürlichen Zahlen, ganzen Zahlen und rationalen Zahlen, um effizi-
ente Algorithmen für die Verifikation von Eigenschaften über zwei verschiedene
Klassen parametrisierter Systeme zu entwickeln. Unsere Algorithmen können
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für die Analyse von fehlertoleranten verteilten Protokollen aus der Literatur
verwendet werden. Empirische Auswertungen zeigen, dass sie in der Praxis gut
funktionieren.
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Chapter 1

Introduction

Distributed systems, in the most general sense, comprise a collection of agents
or processes performing some actions and interacting with each other by some
communication mechanism. Parameterized systems are distributed systems in
which the number of participating agents is not fixed a priori. Such systems
are designed to work for any population of agents. They form a particularly
relevant class of distributed systems, as in many applications, it might be in-
feasible or impossible to know the amount of participating agents. Common
examples include mobile networks, robotic swarms, web services, blockchains
and molecular systems. The ubiquity of such systems then justifies the need
for studying and developing techniques to analyze them and verify their cor-
rectness for any number of agents, often called the parameterized verification
problem. For example, one possible property that we would like to prove in a
safety-critical parameterized system is to show that in any population, no agent
ever enters a faulty state during the course of a computation.

Since parameterized systems can be extremely complex, it would be desirable
to have algorithmic techniques which can be deployed to automatically verify
their correctness. Unfortunately, it is known that this is impossible, even for
simple systems in which the agents are allowed to have unique identities [11].
Consequently, much of the bulk of research on automatic verification of pa-
rameterized systems has concentrated on systems with anonymous agents, i.e.,
systems without identities [35]. Such systems also prove to be extremely impor-
tant from a modeling perspective. For example, molecular systems, both natural
and computational, might simply just be molecules in a solution with no iden-
tifiers. Further, in various fault-tolerant distributed algorithms, processes only
care about how many other processes have sent a message, rather than which
processes have sent a message. In such cases, it becomes extremely useful to
abstract away the identities and only reason about the number of different types
of participating processes.

Even in the absence of identities, reasoning about parameterized systems re-
quire us to deal with an unbounded number of processes, thereby giving rise to
infinite-state systems which makes the underlying verification problem a chal-
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lenging task. Further, depending on the precise communication mechanism,
computational power of the agents and the underlying property that needs to
be verified, we obtain a massive number of models. Each such model might be
better suited to model some particular application and can either offer more
expressive power or be more efficient with respect to some measure when com-
pared with other systems. For this reason, there exists a plethora of well-studied
parameterized models in the literature.

Various general techniques have been proposed in the literature for analyzing
and verifying these different classes of parameterized systems [35]. Among this
array of techniques, two are well-known: the first is the theory of well-quasi-
orders and well-structured transition systems, and the second is the collection of
efficient decision procedures for linear arithmetic theories. In this thesis, we re-
fine, enhance and apply these techniques from a complexity-theoretic perspective
to various parameterized systems to obtain new, and in some cases, surprising
results.

In the next two subsections, we give a “big picture” outline of this thesis in
the framework of above mentioned two techniques. In each of these subsections,
we present our contributions using a high-level overview. We go into more depth
on each of these contributions in the main chapters of our thesis.

1.1 Well-structured transition systems
Well-structured transition systems (WSTS) are transition systems equipped
with a well-quasi-order (wqo) over its space of configurations. Intuitively, a
well-quasi-order ⪯ over a set S is an order on the elements of S such that it
is impossible to have an “infinite descent” in the set S with respect to ⪯. For
example, the set of natural numbers with the usual ordering is a well-quasi-order
because if we start a sequence at some element i, then we can only go at most
i − 1 more steps before we encounter something which is at least i. On the
other hand, the set of integers with the usual ordering is not a well-quasi-order
because

−1,−2,−3,−4, . . .

is an example of infinite descent.
A well-structured transition system is a system whose configuration space

comes with an underlying well-quasi-order ⪯. Further, the transitions of the
system respect this order, in the sense that, if a smaller configuration can execute
some transition, then so can any larger configuration. This means that if a
configuration c can move in one step to c′ and c ⪯ d, then d can move in one
step to d′ where c′ ⪯ d′. Hence, any transition from a smaller configuration can
be “simulated” by a transition from a larger configuration, leading to similar
results. This property is called the compatibility property. Any system that
satisfies the compatibility property is a WSTS. It turns out that for WSTS,
some verification problems become decidable under certain assumptions.

The main problem that is of interest to us regarding WSTS is the coverability
problem described as follows: Given a WSTS (S,→) over a wqo ⪯ and two
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configurations s and t, is there a run of the system starting from s which reaches
some t′ with t ⪯ t′. Intuitively, in this case, the set of configurations that are
bigger than or equal to t is a set of error configurations and we want to check
that such configurations are never reached from the starting configuration s. In
the context of parameterized systems, this problem is particularly interesting
because it can be used to phrase the question of whether some agent of the given
parameterized system can ever reach an error state.

Under some assumptions on the underlying class of WSTS, it turns out that
the coverability problem is decidable [1, 73]. The algorithm for the coverability
problem essentially starts with the set U0 := {t′ : t ⪯ t′} and then iteratively
constructs a sequence of sets U0, U1, . . . , such that Ui+1 := Ui ∪ pre(Ui), where
pre(Ui) is the set of all configurations which can reach some configuration in Ui

in one step. Using the compatibility property, one can show that this compu-
tation will reach a fix-point Um. Once that happens, it is sufficient to check if
s ∈ Um in order to answer the coverability problem.

The framework of WSTS has proved to be a powerful tool for proving de-
cidability results [73, 1]. Consequently, it is an important tool in the toolkit of
techniques for verifying parameterized systems (Chapter 3 of [35]). The analysis
of parameterized systems from the lens of WSTS has utilized a wide range of
wqos. For instance, existing decidability results in the literature on parame-
terized verification using the theory of WSTS employ wqos over vectors [63],
sets [4], multisets [3], trees [94] and even graphs [54].

In the first part of this dissertation, we use the framework of well-structured
transition systems to derive results on the safety verification of some classes of
parameterized systems. Our contributions in this part can be categorized into
two sub-parts, which we now briefly explain in the next two subsections.

1.1.1 Contribution I: Upper bounds for coverability
While the argument given in the previous part proves that the algorithm for de-
ciding coverability always terminates, it does not give a bound on the running
time of the coverability algorithm. For many classes of WSTS, the “predecessor”
computations and deciding the underlying well-quasi-order relation can be done
rather efficiently. Hence, the running time of the algorithm is primarily bounded
by the number of steps taken until a fix-point is achieved. Under some assump-
tions, a bound on the running time taken to achieve saturation can be given
in terms of the maximum length of controlled bad sequences of the underlying
wqo.

The central idea behind controlled bad sequences is that we first assign a
measure to each element of the wqo, formalized by a norm function | · |. Then, a
controlled bad sequence of a wqo is a sequence s0, s1, . . . such that for each i, si
is not bigger than sj for any j > i and the norm of si grows with respect to i, g
and n for some function g called the control function and some number n called
the initial norm. For many classes of WSTS, we can bound the number of steps
until the coverability algorithm reaches a fix-point by the length of the longest
controlled bad sequence for some control function g and some initial norm based
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on the input. Hence, if we define the length function of a wqo (A,⪯) with norm
| · | and a control function g as

LA,g(n) is the length of a longest (g, n)-controlled bad sequence over (A,⪯, | · |)

then upper bounds on LA,g translate to upper bounds on the running time of
the coverability algorithm. This motivates the study of the following class of
so-called length function questions.

Given a wqo (A,⪯), a norm | · | and a function g, provide upper bounds for
the length function LA,g.

As mentioned in the previous part, the analysis of parameterized systems
requires a variety of wqos. Any upper bounds on the length function proved
for any one of these wqos can then be translated to any parameterized system
which uses that wqo.

With this motivation, in Chapter 4, we consider three different families of
wqos and prove upper bounds for length functions over them. The first two fam-
ilies of wqos are orders over finite subsets of Nd, respectively called the majoring
and the minoring ordering. The last family is about the induced subgraph or-
dering over graphs. We also use these results on the length functions to provide
upper bounds on the coverability problem for some classes of parameterized
systems, thereby illustrating the applicability of our results in the context of
parameterized verification.

1.1.2 Contribution II: Lower bounds for coverability
As a next natural question, we can ask if the upper bounds obtained for the
models considered in Chapter 4 are optimal, that is

Are there lower bounds for these models that match the upper bounds
obtained from the length functions?

In Chapter 5, we answer this question in the affirmative for two classes of
models. We do this by giving polynomial-time reductions from known hard
problems to the coverability problem for both these classes. Our lower bounds
complement the upper bounds provided in Chapter 5, thereby leading to com-
pleteness results for both these classes.

In summary, the results in Chapters 4 and 5 provide complexity-theoretic
upper bounds and completeness results for safety verification of classes of pa-
rameterized systems by utilizing the tools and framework of well-structured
transition systems.
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1.2 Linear arithmetic theories
A linear arithmetic theory is any logical theory about number systems equipped
with an order relation < and an addition function +. Common examples in-
clude the theory of addition over natural numbers N (also called Presburger
arithmetic), the integers Z and the rational numbers Q. Linear arithmetic the-
ories are important in the context of verification of parameterized systems. For
instance, results from the linear arithmetic theory of the rationals are used for
deriving algorithms for verifying specifications of rendez-vous protocols [76] and
also timed networks [8]. Further, in some cases, linear arithmetic theories can
serve as over-approximations of the reachability relation of the given parame-
terized system. Given a parameterized system, one can abstract away certain
features of the system and keep track of only the number of agents satisfying a
certain property. Then we can apply linear arithmetic theories to reason about
the counter system and derive sufficient conditions for the safety of the original
system. This approach is mentioned in Chapter 9 of [35]. Linear arithmetic
theories can also be used to derive incomplete algorithms for parameterized
verification [113, 36].

In the second part of this thesis, we apply various results about linear arith-
metic theories to derive complete and efficient algorithms for parameterized
systems. Our contributions in this part can once again be categorized into two
sub-parts, which we now briefly explain in the next two subsections.

1.2.1 Contribution III: The cut-off problem
For our first contribution using linear arithmetic theories, we consider the model
of rendez-vous protocols. These are systems in which communication between
agents happens by means of a rendez-vous. At any point in time, two agents
meet, exchange messages and update their states according to a specified tran-
sition relation.

Various papers on parameterized verification for rendez-vous protocols have
established the decidability and complexity landscape for many specifications,
i.e., checking whether every initial configuration satisfies a given property (for
e.g., see [76]). A natural relaxation of this type of question is asking if infinitely
many initial configurations satisfy a given property or if all but finitely many
initial configurations satisfy a given property. Affirmative answers to questions
of the second type imply the existence of cut-offs in the underlying protocol;
cut-offs state the existence of an initial configuration such that a property holds
for all larger initial configurations.

In this line of work, Horn and Sangnier studied the cut-off problem for
rendez-vous protocols [81]. The cut-off problem takes as input a rendez-vous
protocol, and asks if there exists a number B such that for all n ≥ B, the initial
configuration of the protocol with n agents in an initial state can reach the final
configuration with all of the n agents in a final state. Such a number B is called
a cut-off for the system. Horn and Sangnier showed that the problem is in
EXPSPACE, but did not provide any lower bound for the problem. This leads
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to the following question.

What is the precise complexity of the cut-off problem for rendez-vous
protocols?

Our contribution to the theory of rendez-vous protocols is to show that this
problem is actually P-complete, which significantly improves upon the existing
bound of EXPSPACE. We also show better bounds for some other special cases
considered in [81]. All of our results are obtained by using techniques from
various linear arithmetic theories.

1.2.2 Contribution IV: Verification of threshold automata
For our second contribution using linear arithmetic theories, we consider another
class of parameterized systems called threshold automata [89]. These systems
can be used to analyze fault-tolerant distributed algorithms, i.e., distributed
algorithms which must work even in the presence of some faulty agents [88].
Extensions of thresold automata have also been used to model and verify ran-
domized distributed algorithms and blockchain protocols [33, 32].

Despite the interest that this formalism and its extensions have received,
results on the computational complexity of the main verification problems for
threshold automata have been missing from the literature. This leads to the
following question concerning the analysis of threshold automata.

What is the complexity of verifying threshold automata?

We address this question and analyze the complexity of verifying thresh-
old automata. By using results from Presburger arithmetic, we prove NP-
completeness results for some verification problems concerning threshold au-
tomata. Moreover, we also analyze some of these problems from the perspective
of parameterized complexity, which allows for a more fine-grained analysis of the
computational complexity of problems by studying them in terms of the various
parameters of the given input. Finally, we also present an implementation of our
algorithms and test it against a set of standard benchmarks from the literature.

In summary, we have used a variety of results on linear arithmetic theories to
provide sound, complete, efficient and complexity-theoretic optimal algorithms
for classes of parameterized systems.

1.3 Outline and Publications
This thesis is divided into two parts; the first part is focused on well-structured
transition systems and the second part is focused on linear arithmetic theories.
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Both these parts begin with a chapter that introduces the necessary background
and recalls the essential results and techniques for our purposes. Every other
chapter in each of these parts describes one of our four main contributions.
Each chapter begins with a short introduction giving a short motivation for the
problems that we consider, and ends with a section on related work and a short
summary. In between these sections, we present the models that we consider
along with our contributions. The proofs of all our results are only presented at
a high level, focusing only on intuition. For formal details, we refer the reader
to the papers attached in the appendix.

Outline.
Chapter 2 introduces basic notations and definitions that we will use in this
thesis. After that, the thesis is divided into two parts.

• Part I contains the following chapters.

– Chapter 3 introduces Part I on well-structured transition systems
and sets up the basic definitions regarding controlled bad sequences
and their relation to the coverability problem.

– Chapter 4 covers Contribution I (Subsection 1.1.1) and describes our
results on upper bounds for length functions and their applications to
parameterized systems. The results of this chapter are based on [13,
15, 18].

– Chapter 5 covers Contribution II (Subsection 1.1.2) and describes
our results on lower bounds for the coverability problem for param-
eterized systems. The results of this chapter are based on [15, 18].

• Part II contains the following chapters.

– Chapter 6 introduces Part II on linear arithmetic theories and recalls
the results that we will use.

– Chapter 7 covers Contribution III (Subsection 1.2.1) and describes
our results on the cut-off problem for rendez-vous protocols. The
results of this chapter are based on [21].
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Chapter 2

Preliminaries

In this chapter, we recall and set up basic definitions, notations and results
that we will use throughout the thesis. This includes topics such as multisets,
well-quasi-orders, and fast-growing hierarchies.

2.1 Basic notations

Graphs, ordinals, numbers, functions and sequences
We assume basic familiarity with graphs and ordinals. Usually, we will work
with labeled graphs, which are graphs along with a labeling function that maps
each vertex to some element in a given set. If the image of the labeling function
is a set A, then the graph is called an A-labeled graph. To denote ordinals, we
will always use Greek letters α, β, . . . .

Throughout the dissertation, we shall use N,N>0,Z,Q≥0 and Q to denote
the set of non-negative integers, positive integers, integers, non-negative rational
numbers and rational numbers, respectively. Unless specified otherwise, we
will use +,−, · to denote the usual addition, subtraction and multiplication
operations and ≤ to denote the usual order relation on rational numbers.

A function g : N → N is increasing (resp. strictly increasing) if whenever
x < y we have g(x) ≤ g(y) (resp. g(x) < g(y)). It is inflationary if g(x) ≥ x.

Transition systems
A transition system is a tuple (S,→) where S is the set of configurations and
→⊆ S × S is the transition relation. If A is some set, an A-labeled transition
system (or simply labeled transition system) is a tuple (S,→, L) such that (S,→)
is a transition system and L : S → A is the labeling function.

If → is some relation over a set S, we will often use ∗−→ to denote its reflexive
and transitive closure. Often, we will employ the notation s→ s′ (resp. s ∗−→ s′)
to mean that (s, s′) ∈→ (resp. (s, s′) ∈ ∗−→); we will extensively use this notation

10



for transition relations of a transition system. If the underlying relation → is
unambiguous, we will often say that s can reach t if s ∗−→ t.

Vectors, multisets and matrices
Let E and S be some sets. A vector from E to S is a function v : E → S.
The set of all vectors from E to S will be denoted by SE . If v ∈ SE , then v is
referred to as a vector over S. When S = N, then each element of SE will be
alternately referred to as a discrete multiset of E (or just a multiset).

Suppose S ∈ {N,Z,Q} and E is some set. Given a vector v ∈ SE and an
element α ∈ S, we let α · v (or αv) be the vector given by (α · v)(e) = α · v(e)
for all e ∈ E. The support of a vector v is the set JvK := {e : v(e) ̸= 0}. We
sometimes use the notation x ∈ v to denote that x ∈ JvK.

Given two vectors v, v′ ∈ SE (where S ∈ {N,Z,Q}) we say that v ≤ v′ if
v(e) ≤ v′(e) for all e ∈ E and we let v + v′ be the vector given by (v + v′)(e) =
v(e) + v′(e) for all e ∈ E. Further, if S ∈ {Z,Q}, then we define v − v′ as
the vector given by (v − v′)(e) = v(e) − v′(e) for all e. On the other hand, if
v and v′ are multisets (i.e., vectors over N) such that v′ ≤ v, then we define
(v − v′)(e) = v(e)− v′(e) for all e.

The vector which maps every element of E to 0 (resp. 1) is denoted by 0
(resp. 1). A finite multiset is a multiset v : E → N such that JvK is finite. We
use Mf(E) to denote the set of all finite multisets of E. We sometimes denote
multisets using a set-like notation, e.g. Ha, 2 · b, cI denotes the multiset given by
M(a) = 1,M(b) = 2,M(c) = 1 and M(e) = 0 for all e /∈ {a, b, c}.

A matrix is a function F : A×B → S for some sets A, B and S. We use the
notation F [a, b] to denote the value of F at (a, b). If F : A×B → S is a matrix,
then we say that F is a matrix over S whose rows are indexed by A and columns
are indexed by B. If F : A × B → Q and G : A × B → Q are matrices, then
F + G and F − G are matrices defined by pointwise addition and subtraction,
i.e., (F +G)[a, b] = F [a, b]+G[a, b] and (F −G)[a, b] = F [a, b]−G[a, b] for every
a ∈ A and b ∈ B. Further, if F : A × B → Q is a matrix and v : B → Q is a
vector, then the product vector of F and v, denoted by F · v or Fv, is defined
as the vector (Fv)(a) =

∑
b∈B F [a, b] · v(b) for every a ∈ A.

Sequences
A sequence of a set A is a function f : S → A for some subset S which is either
empty or is of the form {1, 2, . . . , k} for some k. If S is empty, then f is called the
empty sequence, and its length is set to 0. On the other hand, if S = {1, . . . , k},
then the length of f is set to k. If f is a non-empty sequence, then we often
denote f as a1, a2, . . . , ak where k is the length of f and each ai = f(i). We
let A∗ denote the set of all sequences of A. Concatenation of sequences by the
operator · is defined as usual, i.e., ϵ · f = f · ϵ = f for any sequence f and
f · g for any two non-empty sequences f = a1, . . . , ak and g = a′1, . . . , a

′
m, is

the sequence given by a1, . . . , ak, a′1, . . . , a′m. Sometimes we use the notation fg
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to denote the concatenation of the sequences f and g. For a sequence f and a
number n, we let fn denote the concatenation of f with itself n times.

2.2 Well-quasi-orders
We now introduce the necessary definitions and notations for well-quasi-orders.
Most of the presentation in this section and the next one is taken from [107,
106, 13].

A quasi ordering (qo) over a set A is a relation ≤A such that ≤A is reflexive
and transitive. We write x <A y if x ≤A y and y ≰A x. An element x ∈ A is
said to be minimal if there is no y such that y ≤A x.

Definition 1. A well-quasi-ordering (wqo) over a set A is a qo ≤A such that
for every infinite sequence x0, x1, x2, . . . , there exists i < j such that xi ≤A xj .

As is standard, whenever we have a wqo ≤A over a set A, we shall often
abuse notation and call the pair (A,≤A) a well-quasi-order. If there is no scope
for confusion, we often drop the A subscript from ≤A. If (A,≤) is a wqo and
S ⊆ A, then the wqo induced by S is the wqo (S,≤S) where ≤S is the restriction
of ≤ to the set S.

Example 2. (Some basic wqos). The set of natural numbers N with the usual
ordering ≤, i.e., (N,≤) is a wqo. Throughout the dissertation, if we do not
explicitly specify the underlying order for N, then it is to be assumed that it is
the usual ordering. Another wqo is any finite set A := {a0, a1, . . . , ak−1} such
that distinct elements are unordered, i.e., ai ≤A aj if and only if ai = aj . We
shall denote this wqo by (A,=).

Having seen basic examples of wqos, we shall now provide constructions to
produce “complex” wqos from simpler ones.

Definition 3. (Sums and products). Let (A1,≤A1) and (A2,≤A2) be two wqos.
The disjoint sum (or simply the sum) of (A1,≤A1) and (A2,≤A2) is the wqo
(A1 +A2,≤A1+A2

) where

A1 +A2 := {(i, x) : i ∈ {1, 2} and x ∈ Ai}

(i, x) ≤A1+A2 (j, y) ⇔ i = j and x ≤Ai y

The cartesian product (or simply the product) of (A1,≤A1) and (A2,≤A2)
is the wqo (A1 ×A2,≤A1×A2) where

A1 ×A2 := {(x1, x2) : x1 ∈ A1, x2 ∈ A2}
(x1, x2) ≤A1×A2

(y1, y2) ⇔ x1 ≤A1
y1 and x2 ≤A2

y2

It can be easily verified that both (A1+A2,≤A1+A2
) and (A1×A2,≤A1×A2

)
are wqos, when (A1,≤A1

) and (A2,≤A2
) are. When the product operation is

applied to a wqo (A,≤A) with itself repeatedly for some d number of times, we
denote the resulting wqo by (Ad,≤Ad).
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Remark 4. The product (Nd,≤Nd) obtained from (N,≤) will be of special
interest to us. From now on, whenever we refer to the underlying order of Nd,
we will always mean this cartesian product ordering.

Basis, good and bad sequences
Let (A,≤A) be some wqo. The definition of a wqo naturally lends itself to some
definitions which we shall routinely use throughout this dissertation. We recall
a few such notions here, beginning with the notion of an upward closed set.

Definition 5. For any subset S ⊆ A, we denote by ↑ S the set {y : ∃x ∈
S, x ≤A y}. A set S is said to be upward closed if S =↑ S.

Intuitively, ↑ S is the set of all elements that are “bigger” than or equal to
elements in S. S is upward closed if whenever an element x is present in S, so
are all the elements “bigger” than x.

Upward-closed sets enjoy certain nice properties; in particular, it is possible
to finitely represent them by means of a basis, which we now define.

Definition 6. Let S be some upward closed set of A. A set U is a basis for S
if ↑ U = S.

By definition of a wqo, we can immediately deduce that every upward closed
set admits a finite basis. This particular property of upward closed sets is very
useful, as it will allow us to effectively store and compare even infinite upward
closed sets.

Another important notion concerning wqos is the notion of bad sequences.
We define it along with its counterpart, the good sequences.

Definition 7. A sequence x0, x1, . . . is called good if there exists i < j such
that xi ≤A xj . A sequence that is not good is called bad.

By definition, every bad sequence of a wqo is necessarily finite. Bad se-
quences will prove to be useful in the analysis of algorithms in the first part of
our thesis.

2.3 Complexity classes
We assume basic familiarity with Turing machines. For a function f : N → N,
we let DTIME(f) denote the class of decision problems which can be solved by
a deterministic Turing machine whose running time is upper bounded by the
function f . We assume that the reader is familiar with the usual complexity
classes like P, NP, EXP, NEXP and NC [100]. A somewhat esoteric complexity
class is ELEMENTARY which is defined as

ELEMENTARY =
⋃

k≥1

DTIME(expk(n))
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where exp1(n) = 2n and expk+1(n) = 2exp
k(n). Intuitively, ELEMENTARY

contains the set of all problems which can be solved by a deterministic Turing
machine running in time which is a fixed tower of exponentials of the input size.

A substantial part of this thesis deals with complexity classes that are even
beyond ELEMENTARY and are not very standard. For this reason, we introduce
here a hierarchy of complexity classes, the so-called fast-growing hierarchy of
complexity classes. We present here only the basic definitions and details behind
these classes. The reader is referred to [106, 79] for more details on these
complexity classes.

Ordinals
To introduce the fast-growing hierarchy, we first need to define basic operations
on ordinals (see [105, 79]). For the purposes of this dissertation, we will mostly
only deal with ordinals that can be syntactically denoted as terms in Cantor
Normal Form (CNF) as follows: α = ωβ1 + ωβ2 + · · · + ωβm where β1, . . . , βm
are ordinals such that α > β1 ≥ β2 ≥ · · · ≥ βm. Note that if βm = 0, then α is
of the form α = α′ +1 for some ordinal α′; in such cases, α is called a successor
ordinal. On the other hand, if βm ̸= 0, then α is called a limit ordinal. We will
usually use λ to denote limit ordinals.

For c ∈ N, let ωβ · c denote

c times︷ ︸︸ ︷
ωβ + · · ·+ ωβ . We sometimes write ordinals in a

strict form as α = ωβ1 · c1 + ωβ2 · c2 + · · ·+ ωβm · cm where β1 > β2 > · · · > βm
and each ci is strictly bigger than 0.

A fundamental sequence for a limit ordinal λ is a sequence (λ(x))x<ω with
supremum λ, which we fix to be,

(γ + ωβ+1)(x) := γ + ωβ · (x+ 1), (γ + ωλ)(x) := γ + ωλ(x)

Along with the set of terms in CNF, we will also sometimes consider the
ordinal ϵ0, which is the supremum of all the ordinals which can be denoted by
terms in CNF. In particular, α < ϵ0 for any α which is expressible in CNF. ϵ0 will
be treated as a limit ordinal with fundamental sequence defined by ϵ0(0) = ω
and ϵ0(x+ 1) = wϵ0(x), i.e., ϵ0(x+ 1) is a tower of ω’s of height x+ 1.

Subrecursive hierarchies
Given an increasing, inflationary function h, we now define three different hi-
erarchies of functions based on h. These hierarchies will be useful later on to
define fast-growing complexity classes.

Definition 8. Let h : N → N be an increasing, inflationary function. The
Hardy hierarchy for the function h is given by (hα)α where

h0(x) := x, hα+1(x) := hα(h(x)) hλ(x) := hλ(x)(x)

The Cichoń hierarchy (hα)α for the function h is defined as

h0(x) := 0, hα+1(x) := 1 + hα(h(x)) hλ(x) := hλ(x)(x)
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Finally, we have the fast-growing hierarchy, which is defined as follows:

fh,0(x) = h(x), fh,α+1(x) = fx+1
h,α (x) fh,λ(x) = fh,λ(x)(x)

Here f ih,α denotes the i-fold composition of fh,α with itself.

Example 9. Let S : N → N be the successor function S(x) = x + 1. Notice
that Si(x) = x+ i and Si(x) = i for any i ∈ N. Moreover, Sω(x) = Sω(x)(x) =
Sx+1(x) = 2x+ 1 and Sω(x) = Sx+1(x) = x+ 1.

Further, notice that fS,0(x) = x + 1, fS,1(x) = fx+1
S,0 (x) = 2x + 1, fS,2(x) =

fx+1
S,1 (x) = 2x+1x + 2x+1 − 1. Also, fS,3(x) = fx+1

S,2 (x) grows faster than the
expk function for any fixed k and hence an algorithm with running time fS,3(x)
does not have elementary running time complexity.

Fast-growing complexity classes
Let S : N → N be the standard successor function. Let {Sα}, {Sα} and {Fα}
denote respectively the Hardy, Cichoń and fast-growing hierarchies for the suc-
cessor function. Using these hierarchies, we define the extended Grzegorczyk
hierarchy of fast-growing function classes {Fα}α<ϵ0 as follows:

Fα :=
⋃

c<ω

FDTIME(F c
α(n))

Here FDTIME(F c
α(n)) denotes the set of all functions f : Nd → N for some d

that can be computed by a deterministic Turing machine in time F c
α(n) where F c

α

denotes the c-fold composition of Fα with itself. Note that these are complexity
classes for functions. We now define a similar hierarchy called the fast-growing
complexity classes {Fα}α for decision problems.

For any ordinal α, let F<α :=
⋃

β<α Fβ . We now define Fα as

Fα :=
⋃

p∈F<α

DTIME(Fα(p(n)))

Note that in contrast to Fα, the definition of Fα allows for only one appli-
cation of the function Fα (composed with a “lower” function p). One milestone
along this hierarchy is the class F3 := TOWER, which already contains non-
elementary problems.

The collection
⋃

k<ω Fk and
⋃

k<ω Fk will be referred to as the class of
primitive recursive functions and primitive recursive problems, respectively.

Relativized fast-growing hierarchies
Let h : N → N be a strictly increasing, inflationary function. We can define a
relativized hierarchy of fast-growing complexity classes {Fh,α}α with respect to
the function h as follows
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Fh,α :=
⋃

p∈F<α

DTIME(fh,α(p(n)))

Note that if h is the successor function, then we get the usual fast-growing
complexity classes. For most of our applications, it will be convenient to work
with this relativized hierarchy rather than the original hierarchy. However, as
the following theorem indicates, for almost all practical purposes, these two
hierarchies coincide.

Theorem 10. ([106, Theorem 4.2, Corollary 4.3]). If h is a strictly increasing,
inflationary, primitive recursive function and α ≥ ω, then Fh,α = Fα.
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Part I

Well-Structured Transition
Systems
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Chapter 3

Introduction and Background

The first part of this thesis is regarding the applications of the theory of well-
structured transition systems (WSTS) to parameterized verification. We show
that by means of the theory of well-quasi-orders and WSTS, we can obtain
complexity results for verification problems concerning parameterized systems.

We use this chapter to set up the necessary notations and definitions and
provide a background of the existing results regarding WSTS. In the next two
chapters, we explain our contributions to parameterized verification using the
framework of WSTS.

3.1 Well-structured transition systems
A WSTS is a transition system whose configurations are equipped with a wqo
⪯. Further, the transitions of a WSTS respect the underlying wqo, in the sense
that, if a transition is enabled at some configuration s, then it is also enabled at
any configuration s′ such that s ⪯ s′. We now proceed to define this formally
by roughly following the notions from [107].

Definition 11. A well-structured transition system (WSTS) is a tuple S =
(S,→,⪯) where S is a set of configurations, →⊆ S × S is a set of transitions
and ⪯ is a well-quasi-order on the set S satisfying the following compatibility
property

∀s1, s2, t1 ∈ S, If s1 −→ s2 and s1 ⪯ t1, then ∃t2 ∈ S such that t1 −→ t2 and s2 ⪯ t2

Intuitively, the compatibility property states that if s1 can reach s2 by a
transition and t1 is any configuration bigger than s1 (with respect to ⪯) then,
t1 can, in a step, reach a configuration t2 which is bigger than s2.

It is known that a variety of systems fall under the scope of WSTS [73, 1].
As an example, here we consider lossy counter machines, whose presentation
and associated results are taken from [107].
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Example 12. (Lossy counter machines). A d-lossy counter machine (d-LCM
or LCM) is a tuple M = (Q, δ) where Q is a finite set of states and δ ⊆
Q× {1, . . . , d} × {= 0?, ++, --} ×Q is a finite set of rules.

Intuitively, a d-LCM has access to d counters, each of which can hold a
non-negative integer. The rules of an LCM allow it to move from one state
to another and also allow it to increment, decrement or zero-test the value of
a counter. Further, at any given point in time, the values of the counters can
non-deterministically decrease, hence giving it the name lossy counter machines.
We now formalize these notions.

A configuration of an LCM is an element of Q×Nd, denoted as tuples (q,v)
with q ∈ Q and v ∈ Nd. For a rule r = (q, i, t, q′) ∈ δ and configurations
C = (q,v) and C ′ = (q′,v′) we say that C can reach C ′ by firing r (denoted by
C

r−→ C ′) if v′(j) = v(j) for all j ̸= i and the following conditions are satisfied.

• If t = ++, then v′(i) = v(i) + 1.

• If t = --, then v(i) > 0 and v′(i) = v(i)− 1.

• If t = = 0?, then v′(i) = v(i) = 0.

We say that C −→ C ′ if C r−→ C ′ for some rule r. Note that the transition
relation −→ does not allow for “lossy” behaviors of the counters. To take care
of this, we define a new transition relation −→ℓ as (q,v) −→ℓ (q′,v′) if and only
if there exists w ≤Nd v and v′ ≤Nd w′ such that (q,w) −→ (q′,w′). Intuitively,
we first allow the counter values to go down from v to w, then we fire some
rule to reach the counter value w′, and then we again allow the counter values
to go down from w′ to v′. It can now be verified that −→ℓ is compatible with
the product ordering obtained from (Q,=Q) and (Nd,≤Nd) and so lossy counter
machines are well-structured.

3.2 The coverability problem
Despite its broad definition and scope, there are interesting problems that are
solvable for WSTS under certain assumptions on the underlying configuration
space and wqo. In this thesis, we will be concerned with the coverability problem
for WSTS, which we define as follows.

Definition 13. The coverability problem for WSTS is defined as the following
decision problem:

Input: A WSTS S = (S,→,⪯) and two configurations s, t

Decide: If t can be covered from s in S, i.e., if there is a configuration t′

such that t ⪯ t′ and s ∗−→ t′

The coverability problem intuitively corresponds to verifying a safety prop-
erty for the underlying WSTS. Indeed, if any configuration that is bigger than
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or equal to t is an error configuration of S, then the coverability problem asks
if we can reach some error configuration starting from s.

It is known that the coverability problem is decidable when certain assump-
tions are met by the underlying order and WSTS. To state these assumptions
formally, we first set up some basic notation. Let S = (S,→,⪯) be a WSTS.
For any subset of configurations U , define pre(U) := {t ∈ S : ∃s ∈ U, t → s}.
Intuitively, pre(U) is the set of configurations that can reach some configuration
in U by a single transition. Note that by the compatibility property of S, if
U is an upward-closed set, then pre(U) is also an upward-closed set and hence
always has a finite basis.

Having set up this notation, we assume that the following properties are true
regarding the WSTS S = (S,→,⪯), in order to prove the decidability of the
coverability problem. Namely, we assume that

• The set S and the order ⪯ are decidable and

• There is an algorithm that takes as input some configuration s ∈ S and
outputs a finite basis for the set pre(↑ s).

These assumptions will henceforth be collectively referred to as the effective
computation assumptions. From [73, 1], it is known that

Theorem 14. The coverability problem is decidable for well-structured tran-
sition systems which satisfy the effective computation assumptions.

Example 15. (Coverability for lossy counter machines). Let us consider the
class of WSTS given by lossy counter machines. Let M = (Q, δ) be a d-LCM.
Note that the configuration space of M and its underlying order are decidable.
Further, given a configuration C = (q,v), we can compute a finite basis for
pre(↑ C) as follows. Let δC ∈ δ be the set of rules such that r = (q, i, t, q′) for
some i, t and q′ and v(i) = 0 if t = = 0?. We can take the basis for pre(↑ C) to
be the minimal configurations of the set {Cr : r ∈ δC} where

• If r = (q, i, t, q′) with t = ++, then Cr = (q′,v′) where v′(j) = v(j) for all
j ̸= i and v′(i) = max(0,v(i)− 1).

• If r = (q, i, t, q′) with t = --, then Cr = (q′,v′) where v′(j) = v(j) for all
j ̸= i and v′(i) = v(i) + 1.

• If r = (q, i, t, q′) with t = = 0?, then Cr = (q′,v′) where v′(j) = v(j) for
all j ̸= i and v′(i) = 0.

By Theorem 14, it then follows that the coverability problem is decidable for
LCMs.

The coverability algorithm
Let us now prove Theorem 14 by giving an algorithm for coverability. Let S =
(S,→,⪯) be a WSTS satisfying the effective computation assumptions and let
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s, t be two configurations. Suppose we want to decide if s can cover t. Consider
the sequence of subsets U0 ⊆ U1 ⊆ U2 . . . defined as U0 := ↑ {t}, Ui+1 :=
min(Ui ∪ pre(Ui)), where min(Ui ∪ pre(Ui)) is the set of minimal elements of
Ui ∪ pre(Ui). By the compatibility property of S, it follows that each Ui is
an upward-closed set. We claim that this sequence eventually stabilizes, i.e.,
there exists an index m such that

⋃
i∈N Ui = Um. For the sake of contradiction,

suppose for every i, there exists ti ∈ Ui \ Ui−1. Then, by definition of well-
quasi-orders, there must be two indices i < j such that ti ⪯ tj . Since each Ui

is upward-closed, this means that tj ∈ Ui, which is a contradiction. It follows
that the sequence eventually stabilizes to some Um, and so t can be covered
from s if and only if there exists s′ ∈ Um such that s′ ⪯ s. Hence, if we can
effectively store each set Ui, we can decide if s can cover t. The former can be
accomplished by storing a finite basis for each Ui. Note that a basis for U0 is
simply {t} and if we know a finite basis for Ui, then we can compute a finite
basis for Ui+1, thanks to the effective computation assumptions. Hence, we have
a decision procedure for coverability.

Note that from the sequence of sets U0 ⊆ U1 ⊆ · · · ⊆ Um, we can derive
a sequence of elements t0, t1, . . . , tm as follows: We let t0 be t and for any
1 ≤ i ≤ m, we let ti be any minimal element in the set Ui \ Ui−1. Any
such sequence will be called a pseudo-witness for the coverability algorithm on
the instance (S, s, t). Note that by construction, any pseudo-witness is a bad
sequence (Definition 7). The notion of a pseudo-witness will be useful for us
in the next section, which will talk about the complexity of the coverability
algorithm.

3.3 Complexity of coverability
While the coverability algorithm allows us to prove the decidability of safety
properties for WSTS, the arguments behind its proof do not immediately lend
themselves to complexity-theoretic upper bounds. In this section, we shall show
that under some assumptions on the underlying wqo and WSTS, we can prove
upper bounds on the running time for the coverability algorithm. To this end,
we define the notion of a normed wqo.

Normed wqos
A normed qo (or nqo) is a tuple (A,⪯, | · |) where (A,⪯) is a qo and | · | : A→ N
is a function called the norm that satisfies the property that for every n, the
set {a : |a| = n} is finite. The norm function can be thought of as assigning
a measure to every element of A, with the constraint that only finitely many
elements are assigned the same measure. We let A≤n denote the set of elements
of A whose norm is at most n, i.e., A≤n := {a : |a| ≤ n}. A normed wqo is a
normed qo (A,⪯, | · |) such that (A,⪯) is also a wqo.

Example 16. We can equip the wqo (N,≤) with the identity function id as
the norm to obtain a nwqo (N,≤, id). As another example, for any finite set A,
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we have a nwqo (A,=,0) where 0 is the zero function that maps any element
to 0.

Similar to sums and products of wqos (Definition 3), we can construct sums
and products of nwqos, as illustrated in the following definition.

Definition 17. Suppose (A1,≤A1 , | · |A1) and (A2,≤A2 , | · |A2) are two nwqos.
Their sum is the nwqo (A1 + A2,≤A1+A2 , | · |A1+A2) where (A1 + A2,≤A1+A2)
is the usual sum and |(i, x)|A1+A2

= |x|Ai
.

Similarly the product of (A1,≤A1
, | · |A1

) and (A2,≤A2
, | · |A2

) is the nwqo
(A1×A2,≤A1×A2

, | · |A1×A2
) where (A1×A2,≤A1×A2

) is the usual product and
|(x1, x2)|A1×A2 = max(|x1|A1 , |x2|A2).

Remark 18. We note that by the above definition, the norm for the product
nwqo (Nd,≤Nd , | · |Nd) is simply the function that maps a vector v to the highest
value in {v(1),v(2), . . . ,v(d)}. We shall call this norm the max norm. When
there is no scope for confusion, we will often drop the Nd subscript in the
notation for this nwqo.

The introduction of the norm function to wqos allows us to introduce a new
type of sequence, different from the good and bad sequences as follows.

Definition 19. Let n ∈ N and let g be an increasing, inflationary function. A
sequence of elements x0, x1, . . . from an nwqo (A,⪯, | · |) is said to be (g, n)-
controlled if for every i, |xi| ≤ gi(n), where gi is the i-fold composition of g with
itself. The function g is called the control function, and the number n is called
the initial norm.

It is known that for every control function g and every number n, there is
always a longest (g, n)-controlled bad sequence (Section 3.1.3 of [107]). Hence,
for every nwqo (A,⪯, | · |) and every control function g, we can define a length
function LA,g(n) as

LA,g(n) := Length of a longest (g, n)-controlled bad sequence in (A,⪯, | · |)
We will now use this notion of length functions to bound the running time

of the coverability algorithm for certain classes of WSTS.

Normed WSTS
A normed WSTS is simply a WSTS (S,→,⪯) equipped with a norm function
| · | on the wqo (S,⪯). For an increasing, inflationary function g : N → N, we say
that the normed WSTS (S,→,⪯, | · |) is g-controlled if it satisfies the property
that for any s ∈ S, the norm of the minimal elements in the set pre(↑ s) is
bounded by g(|s|).
Example 20. Let us consider our running example, namely lossy counter ma-
chines. Let M = (Q, δ) be a d-LCM. From the construction given in Example 15,
it follows that if C ′ is any minimal configuration of pre(↑ C) for some configu-
ration C, then |C ′| ≤ |C| + 1. Hence, lossy counter machines are g-controlled
where g(n) = n+ 1.
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Let us now assume that we have a class C of normed g-controlled WSTS sat-
isfying all the effective computation assumptions where g is some increasing, in-
flationary, primitive recursive function. Assume that each instance I = (S, s, t)
of the coverability problem in the class C of WSTS is encoded by some string
inputI whose length is lenI . Suppose there are strictly increasing, inflationary,
primitive recursive functions h and N satisfying the following criteria, called
the running time assumptions: For every input instance I = (S, s, t),

• Given a minimal basis B for an upward closed set U , we can compute a
minimal basis for the set pre(U) ∪ U and check for membership in U in
time h(lenI , lenB) where lenB is the size of the input representation of
B.

• Given a number n, there are at most N(lenI , n) elements of S whose norm
is at most n.

Let t0, t1, . . . , tm be any pseudo-witness of the coverability algorithm on the
instance I. As mentioned in Subsection 3.2, t0, . . . , tm is a bad sequence. More-
over, since S is g-controlled, it follows that t0, . . . , tm is also a (g, |t|)-controlled
sequence. Hence m ≤ LA,g(|t|).

Now notice that the running time of the coverability algorithm is at most
m·h(lenI , N(lenI , g

m(|t|))). This expression is a primitive recursive function in
m and lenI ([48, Definition 9], [106, Section 5.3.1]). Now, suppose LA,g(|t|) ≤
fp,α(q(lenI)) for some primitive recursive functions p, q and some ordinal α ≥
ω. Then, by using existing results regarding the fast-growing hierarchy ([106,
Lemma 4.6]) we can show that the running time of the algorithm is dominated
by some function of the form ft,α(w(lenI)) where t is some primitive recursive
function and w is some function in F<α. By Theorem 10, it then follows that
the coverability problem for this class C of WSTS is in the complexity class Fα.

Hence, if we find a way to bound the length functions of the underlying
nwqo of a class of normed WSTS satisfying the running time assumptions, we
can translate those to get running time bounds for the coverability algorithm.
This strand of research has been quite successful and has resulted in a plethora
of results for various classes of nwqos, such as the product ordering over Nd,
the subword ordering over words of a finite alphabet, the priority ordering over
words of a finite priority alphabet, the multiset ordering over finite multisets of
Nd and the linear ordering over ordinals, to name a few. (See [106, 105]).

Example 21. Note that the class of lossy counter machines satisfies the running
time assumptions. By using length functions for the product ordering over
tuples of natural numbers, it is possible to derive an Fω upper bound for the
coverability problem for lossy counter machines [106, Section 6.1.2].

Our contributions
Having covered the necessary results that we shall use, we make a small remark
on our contributions in the first part of the thesis.

23



The next two chapters cover our contributions I and II that were mentioned
in Subsections 1.1.1 and 1.1.2, respectively. Chapter 4 contains results pertain-
ing to upper bounds on length functions and their applications to parameterized
systems. Chapter 5 contains lower bound results for some classes of parameter-
ized systems, complementing the upper bounds obtained in Chapter 4. These
results are discussed in depth in the respective chapters.
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Chapter 4

Upper bounds for the
coverability problem

We saw in the previous chapter that upper bounds on length functions for
a normed wqo can be translated to upper bounds on the running time of the
coverability algorithm for any WSTS over that normed wqo which satisfies some
basic assumptions. As mentioned in Section 1.1, various parameterized systems
can be analyzed under the lens of WSTS using a variety of nwqos. This diverse
collection of nwqos suggests the need to compute bounds on length functions for
different families of nwqos. Note that once such a bound has been computed for
a family, it can be applied to any parameterized system which uses that family
for its set of configurations.

With this motivation, in this chapter, we prove upper bounds on the length
functions for three different families of nwqos. The first two are over finite sets of
Nd for some d and the third family is over graphs. We also present applications
of these results by providing upper bounds for the coverability problem for some
classes of parameterized systems.

The rest of this chapter is structured as follows. In the first three sections,
we introduce a nwqo in each section, state our main results regarding that nwqo
and briefly sketch the idea behind our results. In the fourth section, we describe
applications of our results to parameterized systems. Finally, we discuss related
work and conclude with a short summary of our results.

The results of this chapter are taken from the papers [13, 15] and [18], except
for Subsection 4.4.1, which is a new application of the results from [13]. These
papers [13, 15] and [18] are reprinted in Appendices A, B and C, respectively.

We fix an increasing, inflationary and primitive recursive function g : N → N
for the rest of this chapter.
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4.1 The majoring ordering
The first nwqo that we will consider is the majoring ordering, which is a nwqo
over finite subsets of tuples of natural numbers. We begin by formally defining
the majoring ordering.

For any d, let us consider the nwqo (Nd,≤, | · |) where ≤ is the product
ordering and | · | is the max norm as stated in Definition 17 and Remark 18.
Let Pf(Nd) denote the set of all finite subsets of Nd. We can now define the
majoring ordering as follows.

Definition 22. The majoring nwqo over Pf(Nd) is given by the tuple (Pf(Nd),⊑maj

, | · |Pf(Nd)) where

X ⊑maj Y ⇔ ∀x ∈ X, ∃y ∈ Y such that x ≤ y

|X|Pf(Nd) := max({|x| : x ∈ X} ∪ {card(X)})

Here max is the maximum function, and card(X) is the cardinality of X.

By Higman’s lemma [80], it is known that the majoring ordering is indeed a
nwqo. This nwqo has been used in the analysis of some WSTS in the literature;
for instance, it has been used to prove decidability results for incrementing tree
counter automata in [82].

Example 23. Let X = {(0, 1), (7, 3)} and let Y = {(7, 5), (10, 0)}. Since
(0, 1) ≤ (7, 5) and (7, 3) ≤ (7, 5), we have that X ⊑maj Y . We see that the
norm of X is 7, and the norm of Y is 10.

On the other hand, if we let Z = {(6, 5), (10, 1)} then X ̸⊑maj Z, since there
is no element in Z which is at least as big as (7, 3).

Our contribution
Since the majoring ordering is a nwqo, length functions for it are well-defined.
Our main result for the majoring nwqo is to give upper bounds for its length
functions. We present this result in a general fashion so that it becomes appli-
cable later on for parameterized systems.

Let d, k ∈ N. By (Pf(Nd)k,⊑maj, | · |Pf(Nd)k) we mean the nwqo obtained by
taking the product of (Pf(Nd),⊑maj, | · |Pf(Nd)) with itself k times. Recall that
for a function h and an ordinal α ≤ ϵ0, the functions hα, hα and fh,α are the
functions at the αth level of the Hardy, Cichoń and fast-growing hierarchies for
the function h, respectively (See Definition 8). We now state our upper bounds
for length functions over the majoring ordering.

Theorem 24. (Majoring upper bounds). Let A := (Pf(Nd)k,⊑maj, | · |Pf(Nd)k)

and let α = ωωd−1·k. For n > 0, the length function LA,g satisfies

LA,g(n) ≤ hα(4dkn)

where h(x) = 4x · g(x).
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By using this theorem and exploiting relationships between the three hier-
archies, we can show that

Corollary 25. Let A := (Pf(Nd)k,⊑maj, | · |Pf(Nd)k). For n > 0, we have

LA,g(n) ≤ fh,ωd−1·k(p(d, k, n))

where h and p are some primitive recursive functions over d, k and n.

Main ideas: Reflections, Descent equation and Derivatives

We now sketch the main ideas behind obtaining the upper bounds for the major-
ing nwqo. The concrete details can be found in Section 4 of [13]. The first main
idea is the notion of reflections, which is a major tool to prove upper bounds
for length functions.

Definition 26. Let (A,≤A, | · |A) be a nqo and (B,≤B , | · |B) be a nwqo. A
polynomial reflection is a mapping r : A→ B such that there exists a polynomial
q : N → N satisfying

∀x, y ∈ A : r(x) ≤B r(y) implies x ≤A y

∀x ∈ A : |r(x)|B ≤ q(|x|A)
In such a case, we say that r is a polynomial reflection with polynomial q and
denote it by r : A

q
↪−→ B.

The most important result about polynomial reflections is that once we have
established a reflection from A to B, we can use existing upper bounds for B to
prove upper bounds for A.

Theorem 27. (Transfer theorem). Let r : A
p
↪−→ B be a polynomial reflection.

Then there is a polynomial q such that

LA,g(n) ≤ LB,(q◦g)(q(n))

Apart from polynomial reflections, we need a few more tools to obtain the
required upper bounds, which we now briefly explain, starting with the notion
of residuals.

Definition 28. Let (A,≤A, | · |A) be a nwqo and let x ∈ A. Let A/x = {y :
x ̸≤A y}. The residual of x with respect to A is the nwqo induced by the subset
A/x.

Residuals give rise to the following notion of descent equation, which equates
the length function for a nwqo in terms of the length function of its residuals.

Theorem 29. (Descent equation). Let (A,≤A, | · |A) be a nwqo. We have

LA,g(n) = max
x∈A≤n

{1 + LA/x,g(g(n))}
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Hence, a natural way to obtain bounds on the length function for the ma-
joring ordering is to first obtain bounds on the length function of its residuals
and then use the descent equation. The former can be obtained by once again
taking residuals and then again applying the descent equation and so on and so
forth till we reach “simple” nwqos, like N for which the length functions become
trivial. The problem with this approach is that the residuals can become ex-
tremely complex as we unravel the descent equation. To overcome this, we use
the framework established by Schmitz, Schnoebelen and others (For instance,
see [71, 108]). The high-level idea behind this framework is that to each resid-
ual, we first associate an ordinal (called its order type) and then we also define a
“derivative” operator for each order type. Then, by constructing reflections and
using the Transfer theorem, we show that the residuals can be replaced with
derivative operators of the corresponding order types in the descent equation.
This allows us to use existing results regarding ordinals to derive the required
upper bounds, which then lets us prove Theorem 24.

4.2 The minoring ordering
The second nwqo that is of interest to us is the minoring ordering, which is also
defined over finite subsets of tuples of natural numbers. Intuitively, the minoring
ordering is obtained by flipping the order of the sets X and Y in the definition
of the majoring ordering. The formal definition of the minoring ordering is as
follows.

Definition 30. The minoring nwqo over Pf(Nd) is given by the tuple (Pf(Nd),⊑min

, |·|Pf(Nd)) where |·|Pf(Nd) is the same as for the majoring nwqo and ⊑min is defined
as

X ⊑min Y ⇔ ∀y ∈ Y, ∃x ∈ X such that x ≤ y

It is known that the minoring ordering is indeed a nwqo [5, Theorems IV.3,
IV.4]. The minoring ordering is useful in the analysis of some classes of automata
with registers [72].

Example 31. Similar to Example 23, let us once again considerX = {(0, 1), (7, 3)},
Y = {(7, 5), (10, 0)} and Z = {(6, 5), (10, 1)}. Note that there is no element in
X which is smaller than or equal to (10, 0) and so X ̸⊑min Y . On the other
hand, since (0, 1) ≤ (6, 5) and (0, 1) ≤ (10, 1), we have that X ⊑min Z. Hence,
this example illustrates the difference between the majoring and the minoring
ordering.

Our contribution
Similar to the majoring ordering, we now present the results for the minoring
ordering in a general fashion. Let d, k ∈ N. By (Pf(Nd)k,⊑min, | · |Pf(Nd)k) we
mean the nwqo obtained by taking the product of (Pf(Nd),⊑min, | · |Pf(Nd)) with
itself k times. The following theorem provides upper bounds for this nwqo.
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Theorem 32. (Minoring upper bounds). Let A := (Pf(Nd)k,⊑min, | · |Pf(Nd)k)

and let α = ωωd−1·(2dk). If we set c = 4dk22d then for all n ≥ dk2d,

LA,g(n) ≤ hα(c · g(n)2d)

where h(x) = 4kx · (g(x) + 1)d.

The main idea behind this theorem is to give a polynomial reflection from the
minoring ordering to a product of different majoring nwqos, for which we have
already shown upper bounds. More details behind the proof of this theorem can
be found in Section 6 of [13]. Similar to the majoring ordering, we can convert
the bounds given in Theorem 32 in terms of the fast-growing hierarchy to obtain
the following result.

Corollary 33. Let A := (Pf(Nd)k,⊑min, | · |Pf(Nd)k). For n > 0, we have

LA,g(n) ≤ fh,ωd−1·(2dk)(p(d, k, n))

where h and p are some primitive recursive functions over d, k and n.

4.3 The induced subgraph ordering
The final nwqo that is of interest to us is the induced subgraph ordering, which,
as the title indicates, is over (labeled) graphs.

For any graph G, let its vertex norm be the number of vertices of G. Over
this norm, we define the induced subgraph ordering as follows.

Definition 34. Let G1 = (V1, E1, L1) and G2 = (V2, E2, L2) be two S-labeled
graphs for some finite set S. We say that G1 is an induced subgraph of G2,
denoted by G1 ⪯in G2, if there is an injection h : V1 → V2 such that

• For every vertex v ∈ V1, L1(v) = L2(h(v)).

• For every pair (u, v) ∈ V1×V1, (u, v) ∈ E1 if and only if (h(u), h(v)) ∈ E2.

Intuitively, if G1 ⪯in G2 then G2 contains a “copy” of G1 as a subgraph. We
stress that the induced subgraph ordering is not a wqo when the domain is the
set of all graphs. However, there is an interesting class of graphs for which ⪯in

turns out to be a wqo, which we now define.

Definition 35. Let G be a labeled graph. The depth of G is defined to be the
length of the longest simple path in G. We say that G is k-path bounded or
k-depth bounded if the depth of G is at most k.

For any k ∈ N, it turns out that if we restrict ourselves to k-path bounded
graphs, then the induced subgraph ordering over the vertex norm is a nwqo.

Theorem 36. ([58, Theorem 2.2]). Let k ∈ N, S be some finite set and let Gk

be the set of all S-labeled k-path bounded graphs. Then the induced subgraph
ordering over Gk with the vertex norm is a nwqo.
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Our contribution
Our contribution to the induced subgraph nwqo is to present upper bounds for
its length functions in terms of the Hardy hierarchy (See Definition 8).

Theorem 37. (Induced subgraph upper bounds). Let k ∈ N and let S be some
finite set whose size is d. Let A be the induced subgraph nwqo among all
S-labeled k-path bounded graphs. Then, for all n > 0, we have

LA,g(n) ≤ hϵ0(p(k, d, n))

where h and p are some primitive recursive functions over k, d and n.

The main idea behind this result is to provide a polynomial reflection from
this nwqo to another well-studied nwqo called generalized priority alphabets,
for which upper bounds are already known [79, Proposition 4.1, Corollary 4.2].
The desired polynomial reflection roughly follows a similar mapping given in [79,
Section 8.1.2] for bounded-depth trees. More details behind the proof of this
theorem can be found in [15, Sections 6 and A.1].

4.4 Applications to parameterized systems
We now apply the results from the previous sections to obtain upper bounds
on the time complexity of deciding safety properties for three classes of param-
eterized systems. The result for the first system is new and is not mentioned in
any of the papers in the appendix. The results for the other two models can be
found in [15, Section 6] and [18, Section 5].

4.4.1 Parameterized phaser programs
A (non-atomic) parameterized phaser program is a model of distributed com-
putation in which synchronization between agents happens primarily by means
of phasers. Intuitively, in this model, we have an arbitrary but finite number
of agents, a set of shared Boolean variables and some number of phasers. Each
agent is registered to a subset of phasers, and for each phaser that it is regis-
tered to, it has a signal value and a wait value. Apart from updating the global
Boolean variables, agents are allowed to de-register from phasers, spawn more
agents and issue signal and wait commands. A signal command allows an agent
t to increment its signal value corresponding to some phaser p that it is regis-
tered to. Intuitively, this means that the agent has moved on to the next phase
of its computation. On the other hand, a wait command to a phaser p allows
an agent t to make a move provided that for every agent that is registered to p,
the signal value of that agent with respect to p is strictly larger than the wait
value of t with respect to p. Once an agent makes a wait transition, the wait
value of t with respect to p is incremented by one. Intuitively, a wait transition
for a phaser p acts as a synchronization barrier to the subset of agents that are
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registered to p and allows an agent t to pass only when all other agents are
ahead of the phase dictated by the wait value of t.

The paper [75] mentions some possible applications of phasers, which we
briefly outline here. Phasers have been implemented in variants of the Java
programming language (See [75, Section 1]) and might be useful in applications
that need dynamic load balancing. Further, it is also mentioned that phasers
can implement many different synchronization barriers and so the generality of
this construct makes it interesting from a theoretical perspective.

The authors of [75] prove that the coverability problem for phaser programs
is decidable under some restrictions, among which one of them is that the model
has only a fixed finite number of phasers. This result is proved by reducing
this problem to a problem regarding constraints over the configurations of the
phaser program, which is then solved by using tools from the theory of WSTS.
To describe the underlying wqo that they use, we need some notation.

Given two multisets X,Y ∈ Mf(Nd) for some d, we let X ⊑ Y if there is a
surjection h from Y to X such that h(y) ≤ y for every y ∈ Y . Further, given
X ∈ Mf(Nd), we let |X|M := {|x| : x ∈ Nd} ∪ {card(X)}. The underlying
well-quasi order that the paper [75] uses for proving the decidability of the
coverability problem can be reflected into a number of products of the wqo ⊑
with norm | · |M over the domain Mf(Ni)j where i depends on the number of
phasers and j depends on the input. Hence, it suffices to compute upper bounds
for length functions over this nwqo.

To that end, consider two multisets X,Y ∈ Mf(Nd) for some d. Notice that
X ⊑ Y if and only if there is an injection f from X to Y such that x ≤ f(x) and
JXK ⊑min JY K. The former condition is essentially the multiset ordering over
Nd for which upper bounds are already known ([104, Theorem 1]). Further,
we had already mentioned that the upper bounds for the minoring nwqo were
obtained by giving a polynomial reflection from the minoring nwqo to a product
of majoring nwqos. Since the majoring ordering can be easily reflected into the
multiset ordering by the identity function, by using results about reflections ([13,
Proposition 2.13]), we can show that the minoring ordering can be polynomially
reflected into the multiset ordering. This then allows us to use results about
the multiset ordering ([104, Theorem 1]) to prove that

Theorem 38. The coverability problem for phaser programs with a fixed num-
ber of phasers is in Fωω .

4.4.2 Bounded-path broadcast networks
The second class of parameterized systems that we consider is the formalism
of broadcast networks. Intuitively, a broadcast network consists of a collection
of finite-state, anonymous agents situated on the nodes of some graph called
the communication topology. All of these agents execute the same underlying
protocol. Initially, all of the agents start in one of the initial states of the given
protocol. A transition of the protocol allows an agent to broadcast a message
(from a finite alphabet) which is then received by all of its neighbors on the
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graph. The communication topology remains fixed throughout, i.e., the set of
neighbors of an agent cannot change during an execution of the network.

The coverability problem for broadcast networks is to decide, given a protocol
and a state q of the protocol, whether there is an execution of the network from
some initial communication topology that results in some agent reaching the
state q. Note that this is a parameterized verification problem, since we are
parameterizing over the space of all graphs and therefore, also over the number
of agents. It is known that this problem is undecidable ([54, Theorem 1]).
However, when we only parameterize over the set of all k-path bounded graphs
(for some constant k), then the broadcast network (comprising only labeled k-
path bounded graphs) becomes a WSTS under the induced subgraph ordering.
We call such networks bounded-path broadcast networks. A minor modification
of the coverability algorithm (to work with infinitely many initial configurations)
lets us show that the coverability problem for bounded-path broadcast networks
is decidable. Once again, the running time of the algorithm depends primarily
on length functions for the induced subgraph ordering. Hence, by using our
result for bounded-depth graphs (Theorem 37) and some properties of the fast-
growing hierarchy, we can show that

Theorem 39. The coverability problem for bounded-path broadcast networks
is in Fϵ0 .

In the next chapter, we will show that this bound is tight for bounded-depth
broadcast networks.

4.4.3 Depth-bounded π-calculus processes
The π-calculus [95, 96] is a well-known formalism for describing concurrent
message-passing systems that admit unbounded process creation and mobility of
agents. Intuitively speaking, a configuration of such a system is a graph in which
each vertex is a process labeled by its current state, and there is an edge between
two processes if they share a channel. Due to its immense expressive power, all
interesting problems quickly become undecidable for π-calculus processes.

Consequently, research on π-calculus has been focused on finding fragments
for which certain problems are decidable. The most expressive fragment of
π-calculus for which some verification problems still remain decidable is the
class of depth-bounded processes [94]. Intuitively, depth-bounded processes are
those in which the length of simple paths in the set of reachable configurations is
bounded by a constant. It is known that depth-bounded processes can be viewed
as WSTS [94]. This implies that the coverability problem for such systems is
decidable [94, 114]. The underlying WSTS uses the induced subgraph ordering
over the set of all K-path bounded trees for some suitable K depending on the
depth of the (reachable) configuration space. Hence, we can use Theorem 37 to
obtain upper bounds on the running time of the coverability problem. However,
we note that upper bounds on length functions for K-path bounded trees were
already known prior to our contribution (See [79, Section 8.1.2]), and so the
following upper bound follows immediately from those results.
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Theorem 40. The coverability problem for depth-bounded processes is in Fϵ0 .

Hence, in this particular case, the results were already there in some sense;
however, we are not aware of any published paper (apart from our own contri-
bution [18]) which mentions this result. Furthermore, in the next chapter, we
will prove that this upper bound is tight for depth-bounded processes, and so
we have mainly included this result here for the sake of completeness.

4.4.4 Other applications
We briefly mention a few more applications of our results beyond the realm
of parameterized verification. The results for the majoring and the minoring
ordering have been used to show upper bounds for other classes of WSTS, such
as tree counter automata with incrementing errors and two different models of
register automata [13, Section 8]. Further, it has also been used in the context
of hypersequent logics [23, Section 5] to provide upper bounds for substructural
logics.

4.5 Related work
As mentioned in Section 3.3, a lot of work has been invested in computing upper
bounds for length functions for different families of nwqos [71, 108, 105, 104, 79,
106]. Our work contributes to this line of research.

The majoring ordering is also sometimes known as the Hoare ordering in
the powerdomain literature and has been considered for the analysis of some
classes of WSTS [82]. To the best of our knowledge, the paper which explicitly
considered computing upper bounds for the majoring ordering was [6] and then
later the journal version [7]. Over Pf(Nd), the bound given in [7] is fh,ωd(p(d, n))
for some primitive recursive functions h and p. Our result improves upon that
upper bound by reducing the exponent in the ω term by 1.

The minoring ordering is also sometimes known as the Smyth ordering in the
powerdomain literature and has been used in the analysis of data automata with
registers [72]. The paper [5] proves some facts regarding the minoring ordering,
but it ends with an open problem about the length of controlled bad sequences
for the minoring ordering. Our upper bounds are the first bounds for length
functions over the minoring ordering.

To the best of our knowledge, the paper [58] was the first paper that proved
that bounded-depth graphs are well-quasi ordered under the induced subgraph
ordering. Regarding upper bounds on length functions, as mentioned before,
they were already known for the class of bounded-depth trees [79], which are a
special class of bounded-depth graphs.
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4.6 Conclusion
We have provided upper bounds for the length of controlled bad sequences over
three different classes of nwqos. We have also used these results to bound the
running time of the coverability algorithm for various classes of parameterized
systems.

In this chapter, we have only provided upper bounds for length functions
over classes of nwqos. One can also study the dual question and ask for lower
bounds on length functions. Note that if we were to obtain a lower bound f for a
length function over some nwqo A, then this means that the naive analysis of the
running time of coverability for a WSTS S over A cannot be made shorter than
the function f ; (This however does not imply that the coverability problem for S
cannot have an algorithm faster than the function f). We have some results on
the lower bounds for length functions for the majoring and the minoring ordering
in the paper [13]. For the majoring ordering, this bound is tight. However, we
do not yet have a tight lower bound for the minoring ordering, which might be
an interesting problem for future work.
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Chapter 5

Lower bounds for the
coverability problem

In the previous chapter, we provided upper bounds on the coverability problem
for three classes of parameterized systems. The bounds that we had obtained
grew faster than even primitive recursive functions. This leads to a natural
question for these models: Are these bounds really the best that we can do?

In this chapter, we will show that this is indeed the case for two of the models
considered in the previous chapter, namely bounded-path broadcast networks
and depth-bounded (π-calculus) processes. For both these models, we will pro-
vide lower bounds for the coverability problem, which will match the upper
bounds (Fϵ0) that we obtained in the previous chapter. The results that we
obtain from these lower bounds solve open problems mentioned in [79, 114].

While the obtained lower bounds are negative from a tractability perspec-
tive, understanding the precise complexity of a particular problem is important
because it may allow us to solve it in practice by reducing it to various other
well-studied problems for which tools and heuristics have been developed. Our
results also contribute to the program of Schmitz and Schnoebelen [109], whose
focus is on populating the classes of the fast-growing hierarchy with more and
more complete problems. The addition of these new complete problems allow fu-
ture hardness results for WSTS to use these problems as intermediate problems
rather than beginning from Turing machines or counter machines.

The rest of this chapter is structured as follows. We begin by introducing
a known Fϵ0 -hard problem, called the coverability problem for nested counter
systems, from which we shall give reductions to both the coverability problem
for bounded-path broadcast networks and the coverability problem for depth-
bounded processes. Then, in the next two sections, we formally define both
these models, state our results and give a sketch of the proofs. Then we discuss
some related work and conclude with possible avenues for future work.

The results of this chapter are taken from the papers [15] and [18], which
are reprinted in Appendices B and C, respectively.

35



5.1 Nested counter systems
Intuitively, a k-nested counter system (k-NCS) is a generalization of a usual
counter system with higher order counters. A 1-dimensional counter is a normal
counter which holds a natural number and which we can either increment or
decrement by 1. A 2-dimensional counter is a counter which can add or subtract
1-dimensional counters, and a 3-dimensional counter can add or subtract 2-
dimensional counters and so on. A k-NCS has access to a certain amount of
k-dimensional counters, and it also has rules which allow it to manipulate these
counters in a specific way. We now define this model in a formal manner, with
slight alterations from the definition given in [51].

A k-nested counter system (k-NCS or simply NCS) is a tuple N = (Q, δ)
where Q is a finite set of states and δ ⊆ ⋃

1≤i,j≤k+1(Q
i ×Qj) is a set of rules.

The set CN of configurations of N is defined to be the set of all labeled rooted
trees of height at most k, with labels from the set Q. When the underlying NCS
is clear from context, we drop the N subscript in the notation for configurations.

The operational semantics of N is defined in terms of the following transition
relation →⊆ C×C on configurations: Let r := ((q0, . . . , qi), (q

′
0, . . . , q

′
j)) ∈ δ be a

rule with i ≤ j ≤ k. We say that a configuration C can move to the configuration
C ′ using the rule r (denoted by C

r−→ C ′), if there is a path v0, v1 . . . , vi in C
starting at the root such that for every 0 ≤ l ≤ i, the label of vl is ql and, C ′ is
obtained from C by 1) for every 0 ≤ l ≤ i, changing the label of each vl to q′l
and 2) for every i+1 ≤ l ≤ j, creating a new vertex vl with label q′l and adding
it as a child to vl−1.

Similarly, suppose r := ((q0, . . . , qi), (q
′
0, . . . , q

′
j)) ∈ δ is a rule with j < i ≤ k.

Then C r−→ C ′ if there is a path v0, v1, . . . , vi in C starting at the root such that
for every 0 ≤ l ≤ i, the label of vl is ql and C ′ is obtained from C by 1) for
every 0 ≤ l ≤ j, changing the label of each vl to q′l and 2) removing the subtree
rooted at the vertex vj+1.

We use C −→ C ′ to denote that there is some rule r for which C r−→ C ′ and we
use ∗−→ to denote the resulting reachability relation between two configurations.

Example 41. Let us consider the NCS N given by the states Q = {pi, p′i, qi, q′i :
0 ≤ i ≤ 4} and consisting of the following rules: r1 = ((q0, q1), (q

′
0, q

′
1, q

′
2)), r2 =

((q′0, q3, q2), (p0)), r3 = ((p0), (p
′
0)). In Figure 5.1, we illustrate the application

of these rules to a configuration of N .

Let N = (Q, δ) be some k-NCS and let init ,fin ∈ Q. We say that the state
init can cover the state fin if the (unique) configuration consisting of the single
root vertex labeled by init (also called the initial configuration of N ) can reach
some configuration where the root is labeled by fin. This notion of coverability
leads to the following decision problem.

Definition 42. The coverability problem for NCS is defined as the following
problem:
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p′0

q′1

q′2

Figure 5.1: Application of the rules r1, r2 and r3 to a configuration of the NCS
N described in Example 41.

Input: An NCS N = (Q, δ) and two states init and fin

Decide: If init can cover fin

By an already existing result from the literature ([51, Theorem 7]), we know
that

Theorem 43. The coverability problem for NCS is Fϵ0-hard.

By Theorem 43, it follows that if we give polynomial-time reductions from
the coverability problem for NCS to the coverability problems for bounded-path
broadcast networks and depth-bounded π-calculus processes, then the latter two
problems are Fϵ0 -hard. In the next two sections, we will present the main ideas
behind both these polynomial-time reductions.

Remark 44. We can also show that NCS are well-structured transition sys-
tems under a suitably chosen well-quasi-ordering. It follows then that the usual
coverability problem for WSTS can also be defined for NCS. The coverability
problem for NCS as defined in Definition 42 will then be a special case of this
general coverability problem. However, for our purposes, it is sufficient to work
with the special case defined in Definition 42.

5.2 Lower bound for bounded-path broadcast net-
works

Our first result in this chapter is regarding the model of broadcast networks. The
intuitive idea behind the notion of a broadcast network was already discussed
in Subsection 4.4.2. Hence, here we begin our discussion on broadcast networks
by formally presenting its syntax and semantics. The definitions here are taken
from the ones given in [28].
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Definition and semantics
Each agent in a broadcast network executes a given finite-state protocol. Before
we state the formal semantics of a broadcast network, we formalize the notion
of a protocol.

Definition 45. A broadcast protocol is a tuple P = (Q, I,Σ,∆) where Q is a
finite set of states, I ⊆ Q is the set of initial states, Σ is a finite set of messages
and ∆ ⊆ Q× {!a, ?a, : a ∈ Σ} ×Q is the transition relation.

We write q !a−→ q′ (resp. q ?a−→ q′) for (q, !a, q′) ∈ ∆ (resp. (q, ?a, q′) ∈ ∆). A
transition q !a−→ q′ (resp. q ?a−→ q′) intuitively corresponds to broadcasting (resp.
receiving) the message a.

Each agent of a broadcast network is labeled by some state of the protocol
and is situated on a node of a graph called the communication topology. To
formalize this, given a broadcast protocol P = (Q, I,Σ,∆), a configuration of P
is a labeled graph γ = (N,E, L) where N is a finite set of nodes, E ⊆ N× N is a
finite set of (undirected) edges specifying for every pair of nodes whether or not
there is a communication link between them and L : N → Q is a labeling function
that specifies the current state of each agent at each node. A configuration is
initial if the state of each agent in the configuration belongs to I. Further, for
any k, we let Tk(P) denote the set of all k-path bounded configurations of the
network.

The semantics of the broadcast network of a protocol P is given by means
of transitions between its configurations. There is a step from the configura-
tion γ = (N,E, L) to the configuration γ′ = (N′,E′, L′) (denoted by γ −→ γ′)
if N′ = N, E′ = E and there exists a node n and a message a ∈ Σ such
that (L(n), !a, L′(n)) ∈ ∆, and for every other node n′, if (n, n′) ∈ E, then
(L(n), ?a, L′(n′)) ∈ ∆; otherwise L(n′) = L′(n′). Intuitively, a step consists of a
node n broadcasting some message a, which is then received by all of its neigh-
bors; all the other nodes do nothing. This step relation naturally induces a
notion of reachability between configurations of a broadcast network.

Given a state f and a configuration γ0, we say that γ0 can cover f if there is a
run from γ0 to some configuration γ such that f ∈ L(γ). Intuitively, this means
that starting from γ0 we can reach a configuration in which some agent is in the
state f . The coverability problem for broadcast networks is to decide, given a
broadcast protocol P and a state f , whether there is some initial configuration
that can cover f .

Example 46. We consider the broadcast protocol given in Figure 5.2. Fig-
ure 5.3 shows an execution in this protocol covering the state (e, 0).

Our contribution
It is known that the coverability problem for broadcast networks is undecid-
able ([54, Theorem 1]). To overcome this undecidability result, we look at the
coverability problem for bounded-path broadcast networks, which is defined as
follows.
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(a, 1) (b, 1) (c, 1) (d, 1) (e, 1)
?ht0 !ht1 !ht1 ?ht0

(a, 0) (c, 0)

?ht1, ?ht1

(e, 0)
!ht0 !ht0

Figure 5.2: Example of a broadcast protocol where we set I = {(a, 0), (a, 1)} and
Σ = {hti, hti : 0 ≤ i ≤ 1}. If for a state (f, i), we have not depicted what happens
when message m is received at (f, i), we assume that (f, i)

?m−−→ (⊥, i). Here
(⊥, 0) and (⊥, 1) are new sink states, i.e., states with no outgoing transition.

Definition 47. The coverability problem for bounded-path broadcast networks
is defined as the following problem:

Input: A protocol P = (Q, I,Σ,∆), a state f ∈ Q and a number k

Decide: If there is some initial configuration in Tk(P) which can cover f

Note that in this problem, we are only interested in configurations of depth
at most k. As discussed in the previous chapter, this problem is in Fϵ0 . We
complement this upper bound by means of the following lower bound.

Theorem 48. The coverability problem for bounded-path broadcast networks
is Fϵ0 -hard.

Together with the upper bound, this establishes the Fϵ0-completeness of the
coverability problem for bounded-path broadcast networks. We now give an
overview of the proof of Theorem 48. Formal details behind the proof can be
found in [15, Sections 4 and 5].

The lower bound is achieved by giving a polynomial-time reduction from
the coverability problem for NCS to the coverability problem for bounded-path
broadcast networks. Roughly speaking, there are three main ideas behind this
reduction. Let N = (Q, δ) be a k-NCS. The first idea is that we can interpret
each configuration C of N as a network whose communication topology is given
by the graph of C. Intuitively, we have an agent situated at each node of C,
whose state is the current state of that node in C, along with its distance from
the root. The second idea is that, once we adopt this lens of viewing config-
urations as topologies, a step in the NCS N from C is essentially a sequence
of communication exchanges between some i agents where i ≤ k, starting at
the root and going down the tree. We then show that these communication
exchanges can be simulated by gadgets of a broadcast protocol, called the simu-
lator protocol. This essentially allows us to show that starting from large enough
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(a, 0) (a, 1)

(a, 1) (a, 1)

!ht0
(c, 0) (b, 1)

(b, 1) (b, 1)

!ht13×

(c, 0) (c, 1)

(c, 1) (c, 1)

!ht1
3×

(c, 0) (d, 1)

(d, 1) (d, 1)

!ht0
(e, 0) (e, 1)

(e, 1) (e, 1)

Figure 5.3: Example of an execution covering (e, 0) in the broadcast protocol
given in Figure 5.2. The nodes marked in green make the broadcasts, i.e., first
the node on the topmost left broadcasts ht0, then all the other nodes broadcast
ht1 in some order, and then ht1 in some order, and then the node on the topmost
left broadcasts ht0.

initial configurations which resemble a “tree”-like structure in our broadcast net-
work, we can simulate runs of the NCS N . The third and final idea is that we
can come up with a gadget called the seeker protocol, which starting from any
topology, searches for a tree-like sub-structure in that topology. Hence, first
deploying the seeker protocol and then attaching it with the simulator protocol
allows us to simulate computations of the NCS N , thereby giving the desired
hardness result.

5.3 Lower bound for depth-bounded π-calculus
processes

We now move on to the formalism of π-calculus. We have given an informal de-
scription of π-calculus processes in Subsection 4.4.3. Here, we focus on formally
defining π-calculus and presenting its semantics.

Definition and semantics
We begin by presenting the syntax and the semantics of the version of π-calculus
that we will use. The definitions here are taken from the ones given in [114].
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We assume that there is a countable collection of names (denoted by x, y, . . . )
and a countable collection of process identifiers (denoted by A,B, . . . ). Each
name and identifier has an associated arity in N. We use boldface letters like
x,y to denote (possibly empty) vectors over names and denote substitution of
names by [x/y], i.e., if x = x1, . . . , xn and y = y1, . . . , yn, then [x/y] denotes
a mapping in which each yi is mapped to xi, and every other name is mapped
to itself. Intuitively, the current state of an agent or a thread is given by its
process identifier and channels are described by names.

A process term (or simply a term) P is either the unit process 0, or a parame-
terized process identifier A(x), or any term obtained by the standard operations
of parallel composition P1 | P2, external choice π1 ·P1+π2 ·P2 and name restric-
tion (νx)P1. Here P1 and P2 are themselves terms, and π1 and π2 are prefixes
which can either be an input prefix x(y) or an output prefix x̄(y) or the empty
string. A thread is a term of the form A(x). We use Π and Σ to denote (in-
dexed) parallel composition and external choice. We further use (νx) to denote
(νx1)(νx2) . . . (νxn) where x = x1, . . . , xn. The application of a substitution of
names σ to a term P , denoted by σ(P ), is defined in the usual way.

An occurrence of a name x in a term P is called free if it is not below a
(νx) or an input prefix y(x). We let fn(P ) denote the set of free names of P .
A bound name of P is a name of P which is not free. We say that P is closed if
fn(P ) = ∅. We use the usual structural congruence relation P ≡ Q on process
terms, i.e., P ≡ Q if P is syntactically equal to Q upto renaming and reordering
of bound names, associativity and commutativity of parallel composition and
external choice, elimination of units ((P | 0) ≡ P, (νx)0 ≡ 0) and scope extrusion
((νx)(P | Q) ≡ (νx)P | Q if x /∈ fn(Q)).

A configuration is a closed term of the form (νx) (Πi∈IAi(xi)). A process P
is a pair (I, E) where I is an initial configuration and E is a set of parametric
equations of the form A(x) = P where A is an identifier and P is a term such
that 1) every identifier in P is defined by exactly one equation in E and 2) if
A(x) = P is an equation, then fn(P ) ⊆ {x}. We assume that all the equations
are given in the following form:

A(x) =
∑

i∈I

πi.(νxi)


∏

j∈Ji

Aj(xj)




Operational semantics. Let P = (I, E) be a process. We define a transi-
tion relation on the set of configurations using E as follows. Let P and Q be
configurations. Then P −→ Q if and only if the following conditions are satisfied:

• P ≡ (νu)(A(v) | B(w) | P ′),

• The defining equation ofA in E is of the formA(x) = x(x′).(νx′′)(M)+M ′,

• The defining equation of B in E is of the form B(y) = ȳ(y′).(νy′′)(N)+N ′,

• σ = [v/x,w/y,w′/x′, zA/x′′, zB/y′′] where zA, zB are fresh names and
w′ is the set of names assigned to y′ under the mapping [w/y].
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• σ(x) = σ(y) and

• Q ≡ (νu, zA, zB)(σ(M) | σ(N) | P ′)

We denote such a step by P −→ Q. The intuitive idea behind this relation
is that there is a channel σ(y) through which a thread with identifier B sends
the names corresponding to w′, and these names are received by a thread with
identifier A along the same channel σ(x) = σ(y). Once that happens, the thread
A creates new channels zA and then works according to the description of the
term M . Similarly, the thread B creates new channels zB and then works
according to the description of the term N . We say that a configuration P is
coverable in P if P ≡ (νx)P ′ and there exists Q ≡ (νx)(P ′ | R) such that
I

∗−→ Q.

Depth-bounded processes. We now define the class of depth-bounded pro-
cesses. The nesting of restrictions nest of a term P is defined inductively as
follows: nest(0) = nest(A(x)) = nest(π1 · P1 + π2 · P2) = 0, nest((νx)P ) =
1+nest(P ) and nest(P1 | P2) = max{nest(P1), nest(P2)}. The depth of a term
P is the minimal nesting of restrictions of terms in the congruence class of P :

depth(P ) := min{nest(Q) : Q ≡ P}

Definition 49. A set of configurations C is called k-depth-bounded if the depth
of all configurations in C is at most k. C is called depth-bounded if there is some
k such that it is k-depth-bounded. A process P is called (k) depth-bounded
if the set of reachable configurations from the initial configuration of P is (k)
depth-bounded.

Example 50. The following example intuitively demonstrates a system in
which there is one “Level0” thread which can spawn “Level1” threads by using
a “New1” thread. The intuition is that once a New1 thread receives a message
from a Level0 thread by some channel (corresponding to the name x in the equa-
tions of Level0 and New1), it creates a fresh name (corresponding to the name
y in the equation of New1), creates two new threads with identifiers Level1 and
New2, gives Level1 the access to the channels corresponding to x and y and
gives New1 the access to the channel corresponding to y. Then, each Level1
thread can itself spawn “Level2” threads by using their own “New2” threads.

Level0(x) = x̄().Level0(x)

New1(x) = x().((νy)(New1(x) | Level1(x, y) | New2(y)))
Level1(x, y) = ȳ().Level1(x, y)

New2(y) = y().((νz)(New2(y) | Level2(y, z) | New3(z)))
Level2(y, z) = z̄().Level2(y, z)

New3(z) = z().New3(z)
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Suppose we set I = (νx)(Level0(x) | New1(x)). Then the following is a valid
run:

I −→ (νx)(Level0(x) | New1(x) | (νy)(Level1(x, y) | New2(y)))
−→ (νx)(Level0(x) | New1(x) | (νy)(Level1(x, y) | New2(y) |

(νz)(Level2(y, z) | New3(z))))

We note that the depth of the last configuration in this run is 3. Indeed, we
can show that the depth of any reachable configuration from I is at most 3.

Our contribution
The main problem that we consider regarding depth-bounded π-calculus pro-
cesses is the coverability problem, which is defined as follows:

Definition 51. The coverability problem for depth-bounded π-calculus pro-
cesses is defined as the following problem:

Input: A k-depth-bounded process P = (I, E) and a configuration P

Decide: If P is coverable in P

We have already seen in the previous chapter that this problem is in Fϵ0 .
We complement this upper bound by means of the following result.

Theorem 52. The coverability problem for depth-bounded processes is Fϵ0-
hard.

Here, we assume that the input consists of a process P and a number k
such that P is k-depth-bounded. Together with the upper bound given in the
previous chapter, this proves that the coverability problem is Fϵ0 -complete.

We now sketch the main details behind the proof of the lower bound. The
formal details behind the proof can be found in [18, Sections 3 and 4]. The lower
bound is obtained in two stages. First, we introduce a model called k-nested
counter system with levels (k-NCSL or simply NCSL). Intuitively, an NCSL is
the same as an NCS, except that steps between configurations involve changes
to at most 2 nodes in the configuration, a parent node and a child node. In
some sense, NCS can do “global” steps by means of changing an entire path
from the root; in contrast, NCSL can only do “local” steps. We show that given
an NCSL N , it is possible to simulate each step of N by means of a depth-
bounded π-calculus process. The intuition behind this simulation is that each
step in an NCSL corresponds to a communication between two nodes, and this
communication can be captured by a π-calculus process. Having proven this
simulation, we then show that the coverability problem for NCSL is Fϵ0-hard
by giving a reduction from the coverability problem for NCS. The intuitive idea
behind this reduction is that we can simulate one step of a given k-NCS by a
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series of ck steps of an NCSL for some constant c. The simulation first picks
some rule of the given NCS to work with and then simulates this rule “locally”
along a path of a configuration, starting from the root node.

Putting these two simulations together, we then get the required Fϵ0-hardness
result for depth-bounded π-calculus processes.

5.4 Related work
There has been a great deal of work in proving lower bounds for different WSTS
models. We refer the interested reader to [106] for a catalog of upper and lower
bounds for various well-structured transition systems.

The coverability problem for broadcast networks was first considered in [54],
where it was shown that it is undecidable for the general case. The same paper
also showed that the problem becomes decidable when restricted to bounded-
path graphs by using the framework of WSTS. However, the precise complex-
ity of the problem has been open since then, and we settle it by our results.
Ever since [54] was published, there has been a flurry of papers related to the
verification of broadcast networks and its extensions with probabilities, regis-
ters and clocks [57, 55, 56, 31, 30, 29, 52, 2, 16]. A particularly interesting
variant of broadcast networks is the model where messages are allowed to be
lost; this has also been studied under the name of reconfigurable broadcast
networks [19, 53, 28, 47]. For this variant, coverability is decidable and in poly-
nomial time. Further, some parameterized verification problems beyond cover-
ability, such as synchronization and repeated coverability, are also decidable in
polynomial time.

π-calculus is an expressive formalism of distributed computation first consid-
ered in the papers [95, 96]. Due to its immense power, all interesting problems
regarding it become undecidable. The depth-bounded fragment is the most ex-
pressive fragment known till now, for which some problems are decidable. The
decidability of coverability for this fragment was shown in [94] by using the the-
ory of WSTS. The paper [114] proposes another algorithm for the coverability
problem, which works even when the bound on the depth of the process is not
known a priori. However, the precise complexity of the problem was open prior
to the publication of our result.

5.5 Conclusion
We have shown that the coverability problems for bounded-path broadcast net-
works and depth-bounded π-calculus processes are Fϵ0-hard. Combined with
the upper bounds from the previous chapter, this proves that both these prob-
lems are Fϵ0 -complete. These two lower bound results solve open problems
from [79, 114].

The common thread between these two models is the notion of bounded depth.
This intuitive notion of bounded depth has also been explored in other contexts
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(For instance, see the models in [42, Section 8.3]). Depth-bounded systems have
been mentioned as having the ability to model a wide variety of distributed
systems [27]. It is possible that the central idea behind our reductions can also
be used to prove hardness results for other bounded depth models mentioned
in [42, Section 8.3].

Finally, our results for both these models do not give tight complexity bounds
when the underlying bound on the depth is a fixed constant. Resolving these
two problems in such a case is an intriguing direction of research for future
work. We believe that the models of NCS and NCSL will also be useful for such
questions.
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Part II

Linear Arithmetic Theories
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Chapter 6

Introduction and Background

The second part of this thesis deals with the applications of linear arithmetic
theories to provide efficient algorithms for the verification of parameterized sys-
tems. A linear arithmetic theory is a logical theory where the variables are
allowed to take values from some underlying number system equipped with an
addition operation and an order relation. We show that by combining linear
arithmetic theories over various domains, we can obtain simple, complete and
efficient algorithms for analyzing interesting classes of parameterized systems.

We use this chapter to set up the necessary definitions and results that we
shall use in this part of the thesis. In the next three chapters, we explain our
contributions to parameterized verification using results from linear arithmetic
theories.

In the following, we will mostly use the notations from [101, 17] to describe
the linear arithmetic theories that are of interest to us. For a domain A ∈
{N,Q,Q≥0,Z}, its underlying linear arithmetic theory is the first-order theory
over the structure ⟨A, 0, 1,+, <⟩ where + and < are the standard addition and
order operations over A. In a straightforward manner, we can extend our syntax
with the abbreviations: ≤,=,≥, > and ax =

∑
1≤i≤a x where a ∈ N and x is

a variable. A linear polynomial of such a first-order theory is a term of the
form

∑
1≤i≤n ai · xi + b where each xi is a variable, each ai ∈ N and b ∈ A.

An atomic formula of the underlying theory is a term of the form p(x) ▷◁
q(x) where p and q are linear polynomials over the variables x and ▷◁ ∈ {<
,≤,=,≥, >}. Formulas of the theory are built from atomic formulas by the
standard negation ¬, conjunction ∧, disjunction ∨, existential quantification ∃x
and universal quantification ∀x operations. A sentence is a formula where each
variable is under the scope of some quantifier.

Of particular interest to us are the existential fragments of these theories,
which consist only of existential formulas, i.e., formulas where no variable is
universally quantified. Another special class is the class of linear equations,
which are formulas constructed by taking conjunction of atomic formulas of the
form p(x) = q(x) for some linear polynomials p and q.

Having defined the theories of interest to us, we now state the results that
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we shall use regarding these theories. The first one is regarding the existential
fragment of the theory of natural numbers, also called existential Presburger
arithmetic.

Theorem 53. (Section 5.1 of [78]). Deciding the truth of sentences in existen-
tial Presburger arithmetic is in NP.

The second one is about finding solutions to linear equations over various
domains (See [83, 84]).

Theorem 54. Solving linear equations over Q≥0 and Z is in P.

Our contributions
Having covered the necessary results that we shall use, we make a small remark
on our contributions in the second part of the thesis.

The next three chapters cover contributions III and IV, which were men-
tioned in Subsections 1.2.1 and 1.2.2, respectively. Chapter 7 contains results
on the cut-off problem for rendez-vous protocols. Chapter 8 covers our results
on the complexity of verification of threshold automata, and Chapter 9 contains
our main results regarding the parameterized complexity of the safety verifica-
tion problem for threshold automata. These results are discussed in depth in
the respective chapters.
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Chapter 7

The cut-off problem for
rendez-vous protocols

A rendez-vous protocol is a parameterized system in which agents communi-
cate in pairs. At any point in time, two agents meet, exchange a message and
then update their states according to some transition relation. The simplicity of
this model has lent itself to many papers dedicated to understanding the decid-
ability and complexity of the main verification problems of this model and its
variants [76, 62, 63]. However, almost all of the existing works in the literature
have concentrated only on questions that ask if every initial configuration satis-
fies a given property (or the dual question of whether some initial configuration
violates a given property). While this is a powerful framework for asking inter-
esting questions, in some cases, it might happen that some properties hold only
beyond a certain population size in a protocol. (We will present an example of
this phenomenon in Section 7.1). The usual universal quantification framework
cannot be used to identify such cases.

Motivated by this, the authors of [81] considered questions that go beyond
the usual existential/universal quantification framework and looked at deter-
mining the existence of cut-offs in the system, i.e., a bound on the number
of agents such that a given property holds for all population sizes beyond this
bound. Concretely they studied the following problem called the cut-off prob-
lem: Given a rendez-vous protocol with an initial state and a final state, does
there exists a number B such that for all n ≥ B, the initial configuration with n
agents in the initial state can reach the final configuration with n agents in the
final state. Essentially, the cut-off problem asks if some reachability property
is satisfied by the protocol asymptotically in the limit, i.e., for all but finitely
many population sizes. The authors prove that the problem is in EXPSPACE,
but leave open the precise complexity of the problem.

Our main contribution is to improve upon this bound and prove that the
problem is actually P-complete. More specifically, we show that by leveraging re-
sults about linear arithmetic theories, it is possible to obtain efficient algorithms
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for the cut-off problem. Using the framework of linear arithmetic theories, we
also manage to improve upon some of the other algorithms given in [81] for
special cases of the cut-off problem.

Horn and Sangnier also considered a more general version of rendez-vous
protocols in which one distinguished agent, called a leader, is allowed to execute
its own protocol. They proved that the cut-off problem for this general version
is decidable and Fω-hard. We will not consider that version of the problem in
this chapter, i.e., the model of rendez-vous protocols that we will consider in
this chapter are leaderless.

The results of this chapter are taken from [21], which is reprinted in Ap-
pendix D. That paper also has results pertaining to some special cases of rendez-
vous protocols (with a leader). However, since the focus here is on presenting
the main results of [21] with intuitive ideas, we have not considered those special
cases in this chapter. For more details on our results on these special cases, we
refer the reader to Sections 6 and 7 of [21].

We note that our polynomial-time algorithm for the cut-off problem for
(leaderless) rendez-vous protocols is in some sense surprising, as the addition of a
single leader makes the problem non-primitive recursive. This demonstrates the
power of a leader in the context of rendez-vous protocols and also the usefulness
of linear arithmetic theories in identifying and isolating tractable islands of
problems concerning parameterized systems.

The rest of this chapter is structured as follows. We begin by formally
defining rendez-vous protocols and stating our main result. We then reformulate
the notion of a rendez-vous protocol as a Petri net, which allows us to use results
from the theory of Petri nets in order to solve the cut-off problem. Then, we
discuss a polynomial-time algorithm for the cut-off problem and conclude with
a section on related work and a short summary.

7.1 Rendez-vous protocols
Having discussed the intuitive notion of a rendez-vous protocol at the beginning
of this chapter, we proceed to formally define the model and state its semantics.
The definitions given here are slight modifications of the ones given in [81].

Definition and semantics
We begin by formalizing the notion of a protocol that all agents in our system
will execute.

Definition 55. A rendez-vous protocol P is a tuple (Q,Σ, init ,fin, R) where Q
is a finite set of states, Σ is the communication alphabet consisting of a finite
set of messages, init ,fin ∈ Q are the initial and final states respectively and
R ⊆ Q× {!a, ?a : a ∈ Σ} ×Q is the set of rules.

A configuration C of P is a multiset of states, where C(q) should be inter-
preted as the number of agents in state q. An initial (resp. final) configuration
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C is a configuration such that C(q) = 0 if q ̸= init (resp. C(q) = 0 if q ̸= fin).
We use Cn

init (Cn
fin) to denote the initial (resp. final) configuration such that

Cn
init(init) = n (resp. Cn

fin(fin) = n).
The operational semantics of a rendez-vous protocol P is given by means

of a transition system between the configurations of P. We say that there is a
transition between C and C ′, denoted by C ⇒ C ′, if there exists a message a in
Σ and rules (p, !a, p′), (q, ?a, q′) in R such that C ≥ Hp, qI and C ′ = C − Hp, qI+
Hp′, q′I. Intuitively, the configuration C has agents at states p and q, and the
agent at state p sends the message a and moves to p′, and the agent at state q
receives this message and moves to q′. As usual, ∗

=⇒ denotes the reflexive and
transitive closure of ⇒.

Example 56. Let us consider the rendez-vous protocol in Figure 7.1, which is
taken from a slightly modified version of the family of protocols described in
Figure 5 of [81]. The protocol has five rules, two from init to q1 labeled by !a
and ?a respectively, two from init and q1 to fin labeled by ?b and !b respectively
and finally, a self-loop at fin labeled by !b.

init q1 fin
!a !b

!b

?a

?b

Figure 7.1: An example of a rendez-vous protocol

The cut-off problem. The main focus of this chapter is the cut-off problem
which is defined as follows.

Definition 57. The cut-off problem for rendez-vous protocols is defined as the
following decision problem:

Input: A rendez-vous protocol P

Decide: If there is B ∈ N such that Cn
init

∗
=⇒ Cn

fin for every n ≥ B

If such a B exists, then we say that P admits a cut-off and that B is a
cut-off for P. The intuitive idea behind a cut-off is that it ensures that all
but finitely many initial configurations satisfy the property that they can reach
a final configuration. As we shall see in the next example, it might be the
case that protocols sometimes need a minimum number of agents in order to
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satisfy a property, and such instances cannot be identified with the usual type
of questions which quantifies over every initial configuration.

Example 58. Consider the protocol given in Figure 7.1. We can show that 4
is a cut-off for this protocol. Indeed, if n ≥ 4, then we have the run Cn

init ⇒
H(n− 2) · init + 2 · q1I ⇒ H(n− 3) · init + q1 + 2 · finI ⇒ H(n− 4) · init + 4 · finI.
The first transition involves sending and receiving the message a from the state
init , and the other two involve sending the message b from q1 and receiving it
from init . Once we reach H(n−4) · init+4 ·finI, we can reach Cn

fin by repeatedly
using the rules (fin, !b,fin) and (init , ?b,fin).

Further, we can show that no number strictly less than 4 can be a cut-off for
this protocol. Indeed, suppose Cn

init
∗
=⇒ Cn

fin . Since we need at least two agents
for a transition to occur, it follows that n ≥ 2. By construction of the protocol,
the first transition along this run must be Cn

init ⇒ H(n − 2) · init + 2 · q1I. If
n = 2, then the run gets stuck at this configuration because no agent is at a
state capable of receiving a message. If n = 3, then the only transition that is
possible is Hinit+2 · q1I ⇒ Hq1+2 ·finI, at which point we reach a configuration
where no agent is capable of receiving a message. This implies that n ≥ 4 and
so no number strictly less than 4 can be a cut-off for this protocol.

Our contribution
Our main contribution to the theory of rendez-vous protocols is the following
result.

Theorem 59. The cut-off problem for rendez-vous protocols is P-complete.

In particular, our result improves upon the previously known upper bound
of EXPSPACE [81, Theorem 27]. The polynomial-time algorithm for the cut-off
problem is obtained by actually considering a generalized model of rendez-vous
protocols called Petri nets and then proving that the cut-off problem for Petri
nets is in P. We now proceed to formally define Petri nets.

7.2 Petri Nets
We now show that rendez-vous protocols can be cast in terms of one of the most
well-studied concurrency models, namely Petri nets [103, 68, 61]. The advantage
of doing this is that we can now leverage results from Petri net theory to solve
problems for rendez-vous protocols.

Definition 60. A Petri net is a tuple N = (P, T,Pre,Post) where P is a finite
set of places, T is a finite set of transitions, Pre and Post are matrices over N
whose rows and columns are indexed by P and T respectively. The incidence
matrix A of N is defined as A = Post − Pre.

A marking of N is a multiset M ∈ NP , which intuitively denotes the number
of tokens that are present in every place of the net. The transitions of a Petri
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net are responsible for creating, destroying and moving around the tokens in
the places of the Petri net.

For t ∈ T and markings M and M ′, we say that M ′ is reached from M

by firing t, denoted by M
t−→ M ′, if for every place p, M(p) ≥ Pre[p, t] and

M ′(p) = M(p) + A[p, t]. Intuitively, when t is fired, it first removes Pre[p, t]
tokens from each place p and then puts Post[p, t] tokens in each place p. We
use M −→ M ′ to mean that M t−→ M ′ for some t and we use ∗−→ to mean the
reflexive and transitive closure of −→.

A firing sequence is any sequence of transitions σ ∈ T ∗. The support of σ,
denoted by JσK, is the set of all transitions which appear in σ. Given a firing
sequence σ = t1, t2, . . . , tk, we let M σ−→ M ′ denote that there are markings
M1, . . . ,Mk−1 such that M t1−→M1

t2−→M2 . . .Mk−1
tk−→M ′.

Marking equation of a Petri net system. A Petri net system is a triple
(N ,M,M ′) where N is a Petri net and M and M ′ are markings. The marking
equation for (N ,M,M ′) is the equation

M ′ =M +Av

over the variables v. It is well known that M σ−→ M ′ implies M ′ = M + A−→σ ,
where −→σ ∈ NT is the the Parikh image of σ, defined as the vector whose
component −→σ [t] for a transition t is equal to the number of times t appears
in σ. Therefore, if M σ−→ M ′, then −→σ is a nonnegative integer solution of the
marking equation [99, Section V. B]. The converse does not hold.

From rendez-vous protocols to Petri nets.
Rendez-vous protocols can be seen as a special class of Petri nets in which no to-
kens are created or destroyed during a run. Indeed suppose P = (Q,Σ, init ,fin, R)
is a rendez-vous protocol. Then we can construct a Petri net NP whose set of
places is Q and whose set of transitions is obtained as follows: For every a ∈ Σ
and every pair of rules r = (q, !a, s) and r′ = (q′, ?a, s′) in R, we have a transi-
tion tr,r′ in NP which removes tokens according to the multiset Hq, q′I and puts
tokens according to the multiset Hs, s′I. We demonstrate this construction by
means of an example.

Example 61. Let us consider the rendez-vous protocol P from Figure 7.1. Its
associated Petri net NP is given in Figure 7.2. The three places of the Petri net
correspond to the three states of the protocol P. We also have three transitions:
t1 corresponds to the pair (init , !a, q1), (init , ?a, q1), t2 corresponds to the pair
(q1, !b,fin), (init , ?b,fin) and t3 corresponds to the pair (fin, !b,fin), (init , ?b,fin).

Our construction of NP ensures that any marking of NP is also a configu-
ration of P and vice versa. Moreover, it preserves the reachability relation of
the protocol P. Hence, if we define and efficiently solve a version of the cut-
off problem for Petri nets that conservatively extends the cut-off problem for
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2 2 2

2

init

q1

fin

t1 t2

t3

Figure 7.2: Petri net corresponding to the protocol from Figure 7.1

rendez-vous protocols, then we can also efficiently solve the latter. This is what
we do now by defining the cut-off problem for Petri nets in the following way.

Definition 62. The cut-off problem for Petri nets is defined as the following
problem.

Input: A Petri net system (N ,M,M ′)

Decide: If there is B ∈ N such that nM ∗−→ nM ′ for every n ≥ B

If such a B exists, then we say that (N ,M,M ′) admits a cut-off and that B
is a cut-off for N . Since reachability is preserved by moving from a protocol P
to its net NP and vice versa, it follows that B is a cut-off for P if and only if B
is a cut-off for the Petri net system (NP , HinitI, HfinI).
Example 63. Let us consider the Petri net NP given in Figure 7.2. By the
argument given in Example 58, we can show that Cn

init can reach Cn
fin in the

Petri net NP if and only if n ≥ 4. Hence, 4 is a cut-off for (NP , HinitI, HfinI)
and no number less than 4 can be a cut-off.

Our main result regarding the cut-off problem is the following theorem.

Theorem 64. The cut-off problem for Petri nets is in P.

Note that this theorem proves that the cut-off problem for rendez-vous pro-
tocols is in P. We now proceed to give a sketch of the proof of Theorem 64.

7.3 The cut-off problem is in P

We now sketch the main ideas behind the proof of Theorem 64. More details
regarding the proof can be found in [21, Sections 3, 4 and 5].

The proof of Theorem 64 is achieved by giving a characterization of all net
systems which admit a cut-off. Moreover, this characterization can be efficiently
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checked in polynomial time, thanks to results from linear arithmetic theories.
To state this characterization, we first need to recall the notion of a continuous
Petri net.

Continuous Petri nets. Let N = (P, T,Pre,Post) be a Petri net. In ad-
dition to the usual semantics, we can equip N with an alternative semantics
called the continuous semantics, in which markings are continuous multisets,
i.e., a marking is now a function M : P → Q≥0, which assigns a non-negative
rational number to each place. Such markings are called continuous markings.
The intuitive idea behind continuous semantics is that we are now allowed to
split tokens and fire transitions fractionally by whichever non-zero fraction we
want. More precisely, a continuous marking M enables a transition t with factor
λ ∈ (0, 1] if M(p) ≥ λ ·Pre[p, t] for every place p; we also say that M enables λt.
IfM enables λt, then λt can be fired fromM , leading to a new markingM ′ given
by M ′(p) = M(p) + λ · A[p, t] for every p ∈ P . We denote this by M λt−→Q M ′,
and say that M ′ is reached from M by firing λt. A continuous firing sequence
is any sequence of the form σ = λ1t1, λ2t2, . . . , λktk ∈ ((0, 1] × T )∗. Similar to
the usual semantics, we can define the notions of M σ−→Q M ′,M −→Q M ′ and
M

∗−→Q M ′.
From the definition of the continuous semantics, it follows that there exists

a number n ≥ 1 such that nM ∗−→ nM ′ if and only if M ∗−→Q M ′. Indeed, if
M

σ−→Q M ′ for some continuous firing sequence σ = λ1t1, λ2t2, . . . , λktk, then we
can scale σ to a sequence nM nσ−−→ nM ′ where n is least common multiple of the
denominators of all the λi and nσ = tnλ1

1 tnλ2
2 tnλk

k , with each tnλi
i representing

the sequence ti, ti, . . . , ti︸ ︷︷ ︸
nλi times

. For the other direction if nM σ−→ nM ′ holds for

some n ≥ 1 and some σ = t1, . . . , tk, then M
σ/n−−−→Q M ′ is true where σ/n is

the continuous firing sequence obtained by scaling down σ by n, i.e., σ/n =
t1/n, t2/n, . . . , tk/n.

Example 65. Let us consider the Petri net from Figure 7.2 and equip it with
the continuous semantics. We saw in Example 63, that it is not possible for the
marking HinitI to reach the marking HfinI under the usual semantics. However,
we have H4·initI t1−→ H2·init , 2·q1I t2,t2−−−→ H4·finI. This run can be scaled down to

get a continuous run of the form HinitI 1/4 t1−−−−→Q H1/2 · init , 1/2 · q1I
1/4 t2, 1/4 t2−−−−−−−−−→Q

HfinI. By scaling this down even further by the fraction 1/8, we have HinitI ∗−→Q
H1/2 · init , 1/2 ·finI from which we can fire 1/2 t3 to reach HfinI. Hence, we have
a continuous run from HinitI to HfinI, which uses all the transitions.

Unlike the case of reachability over the usual semantics, which is known to
be Fω-complete for Petri nets [50, 93, 92], it is known that reachability over the
continuous semantics can be solved in P (Proposition 27 of [74], Theorems 3.3
and 3.6 of [39]). A crucial ingredient in the polynomial time algorithm behind
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reachability for continuous Petri nets is the existence of a polynomial time algo-
rithm for linear programming, i.e., solving linear equations over Q≥0 (Theorem
54). Further, it is also known that there are polynomial-time fragments of the
existential linear arithmetic theory of non-negative rationals in which the reach-
ability relation of a Petri net over the continuous semantics can be defined [39,
Theorem 3.6]. Hence, linear arithmetic theories play an important role in decid-
ing the reachability relation over the continuous semantics, which in turn, plays
an important role in deciding the cut-off problem for Petri nets, as we shall see
now.

With the notion of a continuous Petri net defined, we are now ready to give
a characterization of net systems that admit a cut-off.

Theorem 66. A Petri net system (N ,M,M ′) admits a cut-off if and only if
there is a continuous firing sequence σ such that M σ−→Q M ′ and the marking
equation has a solution y over the integers with the property that JyK ⊆ JσK.

The main ideas behind the proof of this characterization are the following.

• First, if the system admits a cut-off, then we can show that there is a
number n and firing sequences τ, ζ such that nM τ−→ nM ′, (n + 1)M

ζ−→
(n+ 1)M ′ and JζK ⊆ JτK. We can then take y to be −→τ −−→

ζ and σ to be
the continuous firing sequence obtained by scaling down τ by n.

• For the other direction, first note that if M σ−→Q M ′, then we can scale σ
by some number n to get a firing sequence nσ such that nM nσ−−→ nM ′.
This implies that knM ∗−→ knM ′ for every natural number k ≥ 1.

• Then, we prove a lemma which, when given a run M1
τ−→ M2 and an

integral solution x to the marking equation for markings L1, L2 such that
JxK ⊆ JτK, allows us to derive a run µM1 + L1

∗−→ µM2 + L2, for some
number µ. We call this the Insertion Lemma.

• By applying the Insertion lemma to our context, we get a run of the form
(µn+ 1)M

∗−→ (µn+ 1)M ′. This, combined with the second step, gives us
a number µ such that µnM ∗−→ µnM ′ and (µn+ 1)M

∗−→ (µn+ 1)M ′. Let
λ = µn.

• Since every number bigger than λ2 can be written as a linear combination
of λ and λ + 1, by using the previous step, we can derive a run between
kM and kM ′ for any k ≥ λ2. Hence λ2 is a cut-off, which completes the
proof.

Example 67. Let us consider the Petri net system from Figure 7.2 where the
initial and final markings are M := HinitI and M ′ := HfinI respectively. We
have already seen in Example 65 that there is a continuous run from M and
M ′ which uses all the transitions of the net. Also, notice that the vector which
assigns the values 0, 0 and 1 to the transitions t1, t2 and t3, respectively, is a
solution to the marking equation. By Theorem 66, this system admits a cut-off.
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The characterization offered by Theorem 66 almost immediately leads to a
polynomial-time algorithm, obtained by invoking polynomial-time algorithms
for solving the reachability relation over the continuous semantics (Proposition
27 of [74], Theorems 3.3 and 3.6 of [39]) and linear equations over the integers
(Theorem 54). Hence, we can show that the cut-off problem is in P. By giving
a logarithmic-space reduction from the circuit-value problem [91], we can prove
that the cut-off problem is P-hard for rendez-vous protocols (and hence also
for net systems). This then proves that the cut-off problems for Petri nets and
rendez-vous protocols are both P-complete.

7.4 Related work
Parameterized verification of rendez-vous protocols was first considered in [76],
where the authors showed a variety of results both in the case of protocols
with and without a leader. By casting this model in terms of Petri nets (or
alternatively vector addition system with states), the authors of [76] provide
decision procedures for checking if all the executions of a process satisfy a given
specification in a logic called PTL. They also show that decidability is retained
even when fairness constraints are added to the model. Finally, they also present
more efficient algorithms for some scenarios in the case without a leader. Since
the publication of [76], this model and its extensions have been studied by other
papers. (See Chapter 5 of [35] for references regarding the main results for this
model and its extensions).

Population protocols [9, 10] are a model of distributed computation that is
closely related to rendez-vous protocols. Intuitively, population protocols are
like rendez-vous protocols, except that they also assume the existence of a fair
scheduler to schedule runs of the system. This model has been analyzed using
tools from formal methods and Petri nets [64, 65, 66, 67, 69, 37, 38].

7.5 Conclusion
We have shown that the cut-off problem for Petri nets is P-complete. This
proves that the cut-off problem for rendez-vous protocols is in P and improves
upon the previous bound of EXPSPACE. Our algorithm for the cut-off problem
relied heavily on efficiently solving linear equations over Q≥0 and Z.

As mentioned before, problems that were traditionally studied for rendez-
vous protocols were usually concerned either about the existence of some pop-
ulation which satisfies some property or whether every population satisfies a
given property. The cut-off problem is one of the few problems which ask if a
given property is satisfied by all populations in the limit, i.e., whether or not
the property is satisfied for all large enough populations.

It is possible to generalize the cut-off problem to deal with specifications
that go beyond reachability and such “generalized” cut-off problems can be worth
studying as part of future work. It would be interesting to see if linear arithmetic
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theories play an important role in solving such generalized cut-off problems as
well.
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Chapter 8

The complexity of verification
of threshold automata

Threshold automata are a formalism of distributed computation that can be
used to model fault-tolerant distributed algorithms. In the setting of such al-
gorithms, we have a collection of agents executing some given protocol. Agents
are allowed to be faulty; for instance, agents can either crash, or they can also
behave antagonistically. However, only a specified fraction of the total number
of agents is allowed to be faulty. Further, transitions between states of such
protocols are labeled by threshold guards, which allow an agent to only make
a move when it has received enough messages from some specified fraction of
the total number of participating agents. For instance, a guard of the form
x ≥ n/3− t (where x counts the number of messages of a certain type, n is the
total number of participating agents and t is the maximum number of faulty
agents), specifies that the number of messages received should be bigger than
n/3− t in order for an agent to proceed.

We note that in many distributed models, whether or not a step is enabled
at a configuration depends only on a fixed number of processes. For instance,
given two rules in a rendez-vous protocol, which respectively send and receive
a message a, whether or not this pair of rules can be fired at a configuration,
depends only on the existence of two processes. However, threshold guards sep-
arate threshold automata from this type of protocols because a guard might
dictate that an agent can proceed only when it has received a message from a
strict majority of the total number of agents. In essence, the notion of a thresh-
old guard allows transitions to impose a global constraint on the configuration
of the system, as opposed to other models, which impose only a local constraint.

This ability to impose global constraints makes threshold automata a pop-
ular formalism, and many papers [89, 88, 86, 87] have been dedicated to devel-
oping algorithms and implementations for its analysis. However, none of these
papers have fully explored the complexity of verifying threshold automata. We
fill in this gap and contribute to the study of the complexity of the main ver-
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ification problems for threshold automata. We show that threshold automata
are well-behaved in the sense that their reachability relation can be defined in
existential Presburger arithmetic. This allows us to prove NP upper bounds for
the primary verification problems related to threshold automata. Further, we
also provide an implementation of our algorithms by using an SMT solver.

The rest of this chapter is structured as follows. We begin by formally
defining threshold automata. Then in the next two sections, we state our main
contributions regarding model-checking various classes of properties for thresh-
old automata. Then we briefly comment on an experimental evaluation of our
algorithms, discuss related work and finally conclude with a short summary.

The results of this chapter are taken from [20], which is reprinted in Ap-
pendix E.

8.1 Threshold automata
We now formally define threshold automata, mostly following the notations used
in [14]. Along the way, we also illustrate the definitions on an example from [88],
which is presented in Figure 8.2. This example automaton is a model of the
Byzantine agreement protocol given in Figure 8.1.

Environments

Threshold automata are defined relative to an environment Env = (Π,RC , N),
where Π is a set of environment variables or parameter variables ranging over N,
RC ⊆ NΠ is a resilience condition over the environment variables, expressible
as a linear formula, and N : RC → N is a linear function called the number
function. Intuitively, a valuation of Π determines the number of processes of
different kinds (e.g., faulty) executing the protocol, and RC describes the admis-
sible combinations of values of the environment variables. Finally, N associates
to each admissible combination, the number of processes explicitly modeled. In
a Byzantine setting, faulty processes behave arbitrarily, so we do not model
them explicitly; in this case, the system consists of one copy of the automaton
for every correct process. In the crash fault model, processes behave correctly
until they crash and they must be modeled explicitly.

Example 68. In the threshold automaton of Figure 8.2, the environment vari-
ables are n, f , and t, describing the number of processes, the number of (Byzan-
tine) faulty processes, and the maximum possible number of faulty processes,
respectively. The resilience condition is the constraint n/3 > t ≥ f . The func-
tion N is given by N(n, t, f) = n− f , which is the number of correct processes.

Threshold automata

A threshold automaton over an environment Env is a tuple TA = (L, I,Γ,R),
where L is a finite set of local states (or locations), I ⊆ L is the set of initial
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1 va r myvali ∈ {0, 1}
2 va r accepti ∈ {false, true} ← false
3
4 wh i l e t r u e do (in one atomic

step)
5 i f myvali = 1
6 and not s en t ECHO be f o r e
7 then send ECHO to a l l
8
9 i f received ECHO from at l e a s t

10 t + 1 d i s t i n c t p r o c e s s e s
11 and not s en t ECHO be f o r e
12 then send ECHO to a l l
13
14 i f received ECHO from at l e a s t
15 n − t d i s t i n c t p r o c e s s e s
16 then accepti ← true
17 od

Figure 8.1: Pseudocode of a reliable
broadcast protocol from [111] for a
correct process i, where n and t de-
note the number of processes, and an
upper bound on the number of faulty
processes. If t < n/3, the protocol
satisfies its specification (if myval i =
0 for every correct process i, then no
correct process sets its accept variable
to true).

ℓ0

ℓ1

ℓ2 ℓ3

r2 : γ1 7→ x++

r1 : ⊤
7→ x++ r3 : γ2

sl1 : ⊤

sl2:⊤ sl3:⊤

Figure 8.2: Threshold automaton
from [88] modeling the body of the
loop in the protocol from Fig. 8.1.
Symbols γ1, γ2 stand for the thresh-
old guards x ≥ (t + 1) − f and x ≥
(n − t) − f , where n and t are as in
Fig. 8.1, and f is the actual number of
faulty processes. The shared variable
x models the number of ECHO mes-
sages sent by correct processes. Pro-
cesses with myval i = b (line 1) start
in location ℓb (in green). Rules r1 and
r2 model sending ECHO at lines 7 and
12. The self-loop rules sl1, . . . , sl3 are
stuttering steps.

locations, Γ is a set of shared variables ranging over N, and R is a set of rules,
formally described below.

A rule is a tuple r = (from, to, φ, u⃗), where from and to are the source
and target locations, φ ⊆ NΠ∪Γ is a conjunction of threshold guards (described
below), and u⃗ : Γ → {0, 1} is an update. Intuitively, r states that a process can
move from from to to if the current values of Π and Γ satisfy φ, and when
it moves, it updates the current valuation g⃗ of Γ by performing the update
g⃗ := g⃗ + u⃗. Since all components of u⃗ are nonnegative, the values of shared
variables never decrease. A threshold guard φ is a term of the following form:
b ·x ▷◁ a0+a1 ·p1+ . . .+a|Π| ·p|Π| where ▷◁ ∈ {≥, <}, x ∈ Γ is a shared variable,
p1, . . . , p|Π| ∈ Π are the environment variables, b ∈ N>0 and a0, a1, . . . , a|Π| ∈ Z
are integer coefficients. If b = 1, then the guard is called a simple guard.
Additionally, if ▷◁ = ≥, then the guard is called a rise guard, and otherwise, the
guard is called a fall guard.

Example 69. The rule r2 of Figure 8.2 has ℓ0 and ℓ2 as source and target
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locations, x ≥ (t + 1) − f as guard, and increments the value of the shared
variable x by 1.

Configurations and transition relation

A configuration of TA is a triple σ = (κ⃗, g⃗,p) where κ⃗ : L → N describes the
number of processes at each location, and g⃗ ∈ NΓ and p ∈ RC are valuations of
the shared variables and the environment variables. In particular,

∑
ℓ∈L κ⃗(ℓ) =

N(p) always holds. A configuration is initial if κ⃗(ℓ) = 0 for every ℓ /∈ I, and
g⃗ = 0⃗. We often let σ.κ⃗, σ.⃗g, σ.p denote the components of σ.

A configuration σ = (κ⃗, g⃗,p) enables a rule r = (from, to, φ, u⃗) if κ⃗(from) >
0, and (g⃗,p) satisfies the guard φ. If σ enables r, then TA can move from σ to
the configuration r(σ) = (κ⃗′, g⃗′,p′) defined as follows: (i) p′ = p, (ii) g⃗′ = g⃗+ u⃗,
and (iii) κ⃗′ = κ⃗+ v⃗r, where v⃗r = 0⃗ if from = to and otherwise, v⃗r(from) = −1,
v⃗r(to) = +1, and v⃗r(ℓ) = 0 for all other locations ℓ. As usual, we use ∗−→ to
denote the reachability relation between configurations.

8.2 Parameterized reachability and coverability
Having stated the main definitions concerning threshold automata in the pre-
vious section, we now proceed to state our contributions to the complexity of
verifying threshold automata. One of our first results in this regard is concerned
with the parameterized reachability problem for threshold automata, defined as
follows.

Definition 70. The parameterized reachability problem for threshold automata
is defined as the following decision problem.

Input: An environment Env , a threshold automaton TA and two sets of
locations L>0,L=0

Decide: If there is a configuration σ such that σ is reachable from some
initial configuration and σ(ℓ) > 0 for every ℓ ∈ L>0 and σ(ℓ) = 0
for every ℓ ∈ L=0

A special case of the parameterized reachability problem is the parameterized
coverability problem, where L>0 is a singleton and L=0 is empty. By a reduction
from the 3-SAT problem, we show that the parameterized coverability problem
is NP-hard, even under various restrictions ([20, Theorem 1]). Hence, it is highly
unlikely that the parameterized reachability problem admits a polynomial-time
algorithm. However, we complement the hardness result by giving a tight upper
bound, which enables us to prove the following theorem.

Theorem 71. Parameterized reachability is NP-complete.
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This theorem is obtained by means of our following main result concerning
threshold automata.

Theorem 72. Given a threshold automaton TA, there is an existential Pres-
burger formula ϕreach such that ϕreach(σ, σ′) holds if and only if σ ∗−→ σ′.

We now present the main ideas behind this theorem. More details can be
found in [20, Section 4].

As a first step to proving this theorem, we show that there is an existential
Presburger formula which can capture the steady reachability relation of a given
threshold automaton, which is defined as follows. We say that there is a steady
run between two configurations σ and σ′ if there is a run between σ and σ′ such
that along any configuration in this run, the set of rise guards that evaluate to
true and the set of fall guards that evaluate to false remain the same.

The formula ϕsteady(σ, σ′) capturing the steady reachability relation is con-
structed as follows. For every rule r ∈ R, we let xr be an existential variable
ranging over N. Intuitively, the value of xr will represent the number of times r
is fired during the (supposed) steady run from σ to σ′. ϕsteady then expresses
a certain number of conditions that must be necessarily satisfied in order for
there to be a steady run between σ and σ′. For example, one of the conditions
expressed by ϕsteady is that the values of σ and σ′ are consistent with the net
effect of firing each rule r exactly xr many times. This condition is, in some
sense, similar to the marking equation for Petri nets.

We show that all the conditions expressed by ϕsteady are necessary and suf-
ficient for the existence of a steady run between two configurations. Having
proved this, we use an existing result of the theory of threshold automata to
construct a formula for the general reachability relation. More specifically, it is
known that a run of a threshold automaton can always be decomposed into a
polynomial number of single steps and steady runs. This result, combined with
the formula for the steady reachability relation, allows us to derive a formula
for the general reachability relation.

8.3 Parameterized safety and liveness
We now use the result that the reachability relation of threshold automata is
definable in existential Presburger arithmetic to provide algorithms for model-
checking certain safety and liveness properties for threshold automata. To this
end, we recall the definition of Fault-Tolerant Temporal Logic (ELTLFT), which
is the fragment of LTL used in [88] to specify and verify properties of a large
number of fault-tolerant distributed algorithms. Given a threshold automaton
TA = (L, I,Γ,R) whose set of guards is Φ, formulas of ELTLFT over TA have the
following syntax, where S ⊆ L is a set of locations and guard ∈ Φ is a guard:

ψ ::= pf | Gψ | Fψ | ψ ∧ ψ cf ::= S = 0 | ¬(S = 0) | cf ∧ cf

pf ::= cf | gf ⇒ cf gf ::= guard | gf ∧ gf | gf ∨ gf
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A configuration σ satisfies S = 0, if no agent in σ is present in any of the
locations in S and it satisfies guard , if the values of the shared and environment
variables of σ satisfy guard . The rest of the semantics is standard. The negations
of specifications of the benchmarks [43, 111, 40, 97, 102, 77, 59, 41, 110] can be
expressed in ELTLFT, as we are interested in finding possible violations.

We note that ELTLFT can be thought of as a fragment of LTL with F and G
operators and limited negation and disjunction; for example, it cannot express
the property “It is always the case that either there is no agent at ℓ1 or there
is no agent at ℓ2”. Nevertheless, it is a useful fragment which can express some
interesting properties.

Example 73. One specification of the algorithm from Figure 8.1 is that if
myval i = 1 for every correct process i, then eventually acceptj = true for some
correct process j. In the words of the automaton from Figure 8.2, a violation of
this property would mean that initially, all correct processes are in location ℓ1,
but no correct process ever reaches location ℓ3. In ELTLFT we write this as

{ℓ0, ℓ2, ℓ3} = 0 ∧ G ({ℓ3} = 0)

This has to hold under the following fairness constraint, which ensures that if
an outgoing rule for a process from some location is enabled infinitely often,
then that process fires that rule at some point and moves out of that location.

GF
(
(x ≥ t+ 1 ⇒ {ℓ0}=0) ∧ {ℓ1}=0 ∧ (x ≥ n− t⇒ {ℓ2}=0)

)

It is known that model-checking LTL with F and G operators for threshold
automata is undecidable [88]. Hence, it makes sense to study the model-checking
problem of threshold automata against ELTLFT specifications, formalized as the
following problem.

Definition 74. The model-checking problem for threshold automata against
ELTLFT specifications is defined as the following decision problem.

Input: An environment Env , a threshold automaton TA and a formula
φ in ELTLFT

Decide: If there is an initial configuration σ0 and an infinite path τ from
σ0 which satisfies φ

Note that since the model-checking problem encompasses the parameter-
ized coverability problem, it is NP-hard. We show that for threshold automata
with multplicative environments, the model-checking problem is in NP. We now
proceed to define the notion of a multiplicative environment.

Definition 75. An environment Env = (Π,RC , N) is multiplicative for a
threshold automaton TA if every fall guard is simple and for every µ ∈ N>0 (i) for
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every rational valuation p ∈ RC we have µ · p ∈ RC and N(µ · p) = µ ·N(p),
and (ii) for every guard φ := b · x ▷◁ a0 + a1p1 + a2p2 + . . . akpk in TA, if
(y, q1, q2, . . . , qk) is a rational solution to φ then (µ · y, µ · q1, . . . , µ · qk) is also a
solution to φ.

Example 76. In Figure 8.2, if the resilience condition t < n/3 holds for a pair
(n, t), then it also holds for (µ ·n, µ · t); similarly, the function N(n, t, f) = n−f
also satisfies N(µ · n, µ · t, µ · f) = µ · n − µ · f = µ · N(n, t, f). Moreover, if
x ≥ t + 1 − f holds in σ, then we also have µ · x ≥ µ · t + 1 − µ · f in µ · σ. A
similar claim also holds for the other guard x ≥ n− t− f .

The multiplicative property allows us to reason about multiplied paths in
large systems. Namely, condition (ii) from Definition 75 yields that if a rule is
enabled in σ = (κ⃗, g⃗,p), it is also enabled in µ ·σ = (µ · κ⃗, µ · g⃗, µ ·p). We exploit
this property to show that if a counterexample exists in a small system, then a
counterexample also exists in a large system. This enables us to prove that

Theorem 77. Model-checking ELTLFT specifications is in NP for threshold
automata over multiplicative environments.

8.4 Experiments
We implemented the techniques presented in this chapter to verify a number
of fault-tolerant distributed algorithms modeled as threshold automata. Our
benchmarks include automata derived from various distributed algorithms in
the literature [111, 43, 40, 102, 77, 97, 59, 41, 110]. We used Z3 as a back-end
SMT solver for solving constraints given in existential Presburger arithmetic. A
practical evaluation of our algorithm and its comparison with an existing tool
can be found in [20, Section 7].

8.5 Related work
As mentioned at the start of this chapter, various algorithms have been de-
veloped for analyzing and verifying threshold automata [89, 88, 86, 87]. The
papers [89, 86] developed algorithms for solving the reachability problem us-
ing bounded model-checking and SAT/SMT solvers. These papers show that
bounded model-checking is complete for reachability properties and also provide
some experimental results. An algorithm for model-checking against ELTLFT
specifications was proposed in [88], along with experiments on a set of bench-
marks. The paper [87] discusses the ByMC tool for model-checking threshold
automata. We refer the interested reader to [85] for a survey of the main results
concerning threshold automata.

There are some extensions and variants of threshold automata that have
been proposed in the literature. The paper [90] extends threshold automata
in various ways (for instance, by allowing non-linear guards) and proves decid-
ability and undecidability results for different extensions. Threshold automata
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extended with probabilities have been used to study randomized distributed al-
gorithms [33, 34]. Synchronous threshold automata are considered in [113, 112]
to model synchronous distributed algorithms.

Finally, as an explicit application, threshold automata have also been used
to model blockchains [32], where the authors verified a blockchain consensus
algorithm using tools developed for threshold automata.

8.6 Conclusion
We have studied the complexity of the fundamental verification problems for
threshold automata. Our results have established upper bounds for some prob-
lems pertaining to this model. A crucial tool for our results is the fact that the
reachability relation for threshold automata is definable in existential Presburger
arithmetic.

One of the results that we have shown is that the model-checking problem
for ELTLFT specifications against multiplicative threshold automata is in NP.
As part of future work, it might be interesting to extend this result to the entire
class of threshold automata.
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Chapter 9

The parameterized
complexity of safety of
threshold automata

Complexity theory is primarily concerned with studying some measure of com-
plexity of a problem which depends solely on the input size n. In some cases,
this can be too restrictive, as it does not consider other measures of the input.
Parameterized complexity is a field of complexity theory that attempts to study
decision problems that come along with a parameter [49]. In parameterized
complexity, apart from the size of the input n, one considers further parameters
k that capture the structure of the input and one looks for algorithms that run
in time f(k) · nO(1), where f is some function dependent on k alone. The hope
is to find parameters that are quite small in practice and to base the dominant
running time of the algorithm on this parameter alone. Problems solvable in
such a manner are called fixed-parameter tractable (FPT).

In this chapter, we focus on studying the safety verification problem for
threshold automata, or dually the reachability problem for threshold automata,
from the lens of parameterized complexity. In Section 8.2 of the previous chap-
ter, we showed that this problem is NP-complete. Here, we refine this result by
considering the same problem with parameters that are usually small in prac-
tice. Our contributions include both hardness and tractability results, as well
as an implementation of our techniques.

The results of this chapter are taken from [14], which is reprinted in Ap-
pendix F. That paper also has results on a special case of threshold automata
called acyclic threshold automata. Since the focus here is on presenting the
main results of [14], we have not considered that special case here. For more
details on this special case, we refer the reader to Section 4 of [14].

The rest of this chapter is structured as follows. We begin by formally
defining the concepts of parameterized complexity that we shall use. Then,
in the next two sections, we state our main results and give a sketch of our
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ideas. Finally, we briefly comment on some experiments, discuss related work
and conclude with a short summary.

9.1 Preliminaries

Parameterized complexity
We now formally define the notion of fixed-parameter tractable algorithms. We
refer the reader to [49] for more information on parameterized complexity and
only give the necessary definitions here. A parameterized problem L is a subset
of Σ∗ ×N for some alphabet Σ. A parameterized problem L is said to be fixed-
parameter tractable (FPT) if there exists an algorithm A such that (x, k) ∈ L
if and only if A(x, k) is true and A runs in time f(k) · nO(1) where n = |x|
is the length of x and f is some computable function, depending only on the
parameter k. FPT is roughly the analog of P in parameterized complexity.

Given parameterized problems L,L′ ⊆ Σ∗ ×N we say that L is reducible to
L′ if there is an algorithm that, given an input (x, k), produces another input
(x′, k′) in time f(k)·|x|O(1) such that (x, k) ∈ L ⇐⇒ (x′, k′) ∈ L′ and k′ ≤ g(k)
for some functions f and g depending only on k.

The parameterized clique problem is the set of all pairs (G, k) such that the
graph G has a clique of size k, i.e., there is a subset S of vertices of G of size
k such that there is an edge between every two vertices in S. A parameterized
problem L is said to be W[1]-hard if there is a parameterized reduction from
the parameterized clique problem to L. If L is W[1]-hard and there is a param-
eterized reduction from L to L′ then L′ is W[1]-hard as well. W[1]-hardness is
roughly the analog of NP-hardness in parameterized complexity, and if a prob-
lem is W[1]-hard, it is usually taken to be evidence that the problem does not
have an FPT algorithm.

Coverability and reachability
In this chapter, we shall concern ourselves with the parameterized coverability
and parameterized reachability problems for threshold automata, which we shall
refer to as the coverability and the reachability problems here, in order to avoid
confusion with the different notion of parameterized complexity. We study both
these problems with some combinations of parameters.

Let TA = (L, I,Γ,R) be a threshold automaton over an environment Env =
(Π,RC , N) and let L>0 and L=0 be two sets of locations. In the sequel, we let
Lspec denote the set L>0∪L=0. Recall that the reachability problem is to decide
if there is a configuration σ reachable from some initial configuration such that
σ(ℓ) > 0 for every ℓ ∈ L>0 and σ(ℓ) = 0 for every ℓ ∈ L=0. The coverability
problem is the special case of the reachability problem where L>0 is a singleton
set and L=0 is empty. The next two sections describe our main contributions
to these two problems from the perspective of parameterized complexity.

68



9.2 Hardness of coverability
Our first result regarding the parameterized complexity of verifying threshold
automata is a hardness result, which states that the coverability and reachabil-
ity problems are hard even when parameterized by parameters that are usually
small in practice. More specifically, we consider the coverability problem pa-
rameterized by the following parameters: |Φ| (the number of distinct guards),
|Lspec| (the size of the specification), |RC | (the number of constraints in the re-
silience condition) and C (the maximum constant appearing in any of the guards
of TA). In practice, all these values are quite small, roughly in the range of 10
to 25. Hence it would be desirable to obtain an FPT algorithm for coverability
or reachability when parameterized by |Φ| + |Lspec| + |RC | + C. However, we
prove the following hardness result regarding the coverability problem (See [14,
Theorem 1]).

Theorem 78. Coverability (and hence reachability) for threshold automata
parameterized by |Φ| + |Lspec| + |RC | + C is W [1]-hard, even when |Φfall| is a
constant.

This hardness result shows that even basic verification problems for threshold
automata are hard in the parameterized complexity landscape. However, as we
explain in the next section, it turns out that with some restrictions on the
underlying automaton, we can obtain a tractability result.

9.3 Multiplicative threshold automata with con-
stantly many fall guards

For our main tractability result, we consider threshold automata in which the
number of fall guards is a constant. It turns out that for many of the automata
occurring in practice, the number of fall guards is at most one. Notice that our
hardness result already applies to automata with constantly many fall guards.
Hence, to get tractable results, we need to constrain this class further. To
this end, we consider multiplicative threshold automata (See Definition 75) with
constantly many fall guards. Our main result regarding this class is the following
theorem.

Theorem 79. The reachability problem for multiplicative threshold automata
with constantly many fall guards is fixed-parameter tractable when parameter-
ized by the total number of guards |Φ|.

We now provide a sketch of the proof of this theorem. More details behind
the proof can be found in [14, Section 5].

The proof of this theorem is established in four stages. In the first stage,
we decompose every run of a threshold automaton into a concatenation of at
most |Φ| + 1 steady runs and single steps. We have already used a similar
decomposition in Section 8.2 to establish the NP upper bound for reachability
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of threshold automata, but we modify it slightly here to work with sets of rules
instead of sets of guards. In the second and most important stage, we forge
a connection between multiplicative threshold automata and continuous Petri
nets. Namely, we construct a (continuous) Petri net that correctly simulates the
firing of every rule, but it does not check that the guards are true. We remedy
this situation by only considering executions in the Petri net corresponding to
steady runs of the automaton. We show that if there is a steady run between σ
and σ′ in the automaton, then it also has a corresponding run in the continuous
Petri net. Conversely, if there is a run between two continuous markings M and
M ′ of the Petri net which satisfies a few constraints, then this run can be lifted
to a steady run between configurations µM and µM ′ in the automaton where
µ is some natural number such that µM and µM ′ are integral.

In the third stage, we use the fact that there is a logic characterizing reach-
ability in continuous Petri nets, which can be tested for satisfiability in polyno-
mial time [39, Theorems 3 and 6] to show that for steady runs and single steps,
we can efficiently decide reachability between configurations of a multiplicative
threshold automaton. In the final stage, we use the fact that the number of pos-
sible decompositions of a path into steady runs and single steps in a threshold
automaton with constantly many fall guards is of the form f(|Φ|) ·nO(1), where
n is the size of the input. Hence, once we have guessed such a decomposition, we
can efficiently decide reachability, thanks to the third stage. This then proves
the desired result.

9.4 Experiments
We have implemented the algorithms given in this chapter on threshold au-
tomata derived from various distributed algorithms in the literature. Similar to
the results in the previous chapter, we once again used Z3 to solve constraints.
An experimental evaluation of our algorithm can be found in [14, Section 7].

9.5 Related work
There has been a lot of work on studying the parameterized complexity of graph
problems, which has resulted in a wide array of techniques for proving both
algorithmic as well as hardness results. We refer the interested reader to [49]
for more details on this subject.

Over the years, the analysis of the parameterized complexity of problems in
verification has gathered some attention [46, 45, 60, 70, 44]. To the best of our
knowledge, no results on the parameterized complexity of threshold automata
was known before our work. Our results contribute to a step in this direction.
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9.6 Conclusion
We have studied the parameterized complexity of reachability for threshold au-
tomata and established both hardness and tractability results. One of the main
ingredients that we used for our tractability results is the notion of a continu-
ous Petri net, whose reachability problem is efficiently decidable, thanks to its
reliance on linear programming over the rationals.

In this work, we have only concentrated on some of the parameters of a
threshold automaton which are usually small in practice. A more systematic
classification of hardness and tractability results based on different combinations
of parameters might be an interesting avenue for future work and might help to
pinpoint the precise factors responsible for the hardness of verifying threshold
automata.
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Chapter 10

Summary and Outlook

The first half of our thesis covered two of our contributions to the theory of
parameterized systems. These contributions were focused on using the frame-
work of well-structured transition systems to prove results for parameterized
verification. As part of our first contribution, we provided new tools for proving
upper bounds for the coverability algorithm for well-structured systems, and we
showed their applicability on some classes of parameterized systems. As part of
our second contribution, we proved that some problems related to parameterized
verification are complete for classes in the fast-growing hierarchy.

We believe that the techniques presented for proving upper bounds can be
potentially applied to areas beyond the ones considered in this thesis. We justi-
fied this claim by already mentioning applications of our results in logic and au-
tomata theory. We also hope that the techniques used for proving lower bounds
can be transferred to other well-structured systems which have an underlying
notion of bounded depth.

The second half of our thesis covered our remaining two contributions. These
contributions were focused on using the framework of linear arithmetic theories
to prove results for parameterized verification. Our results in this part firmly
establish that linear arithmetic theories can prove to be a useful tool to obtain
both complete and efficient algorithms for the analysis of parameterized systems.

An important ingredient that we used to provide tractable algorithms in the
second part is the continuous semantics for Petri nets. It is possible to define
an appropriate notion of this semantics for any class of counter systems working
over the natural numbers. Similar to the case of Petri nets, it can happen
that this semantics becomes a tractable overapproximation for many classes of
counter systems. We believe that the continuous semantics will prove to be a
useful tool in the analysis of parameterized systems.

In summary, we have used two tools, namely well-structured transition sys-
tems and linear arithmetic theories, to answer complexity-theoretic questions
for a variety of parameterized systems. We hope that some of the techniques
from this thesis will help provide better algorithms in the future for analyzing
parameterized systems.
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Appendix A

Complexity of Controlled Bad
Sequences over Finite Sets of
Nd (LICS 2020)

This section contains a reprinting of the following paper, which has been pub-
lished as a peer-reviewed conference paper.

A. R. Balasubramanian. Complexity of controlled bad sequences over
finite sets of Nd. In conference proceedings of LICS 2020. ACM,
2020. Pages - 130-140. doi: 10.1145/3373718.3394753

According to the author rights of the Association for Computing Machinery
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The obtained bounds are proven to be tight for the majoring ordering. Fi-
nally, we use the results on controlled bad sequences to prove upper bounds for
the emptiness problem of some classes of automata.
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Abstract
We provide upper and lower bounds for the length of con-
trolled bad sequences over the majoring and the minoring
orderings of finite sets of Nd . The results are obtained by
bounding the length of such sequences by functions from the
Cichon hierarchy. This allows us to translate these results to
bounds over the fast-growing complexity classes.

The obtained bounds are proven to be tight for the major-
ing ordering, which solves a problem left open by Abriola,
Figueira and Senno (Theor. Comp. Sci, Vol. 603). Finally, we
use the results on controlled bad sequences to prove up-
per bounds for the emptiness problem of some classes of
automata.
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1 Introduction
Awell-quasi order (wqo) over a setA is a reflexive and transi-
tive relation ≤A such that every infinite sequencex0,x1,x2, . . .
over A has an increasing pair xi ≤A x j with i < j . A normed
wqo (nwqo) is a wqo (A, ≤A) which has a norm function
| · | : A→ N such that the pre-image of n under | · | is finite
for every n. A sequence over a wqo is called a bad sequence
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if it contains no increasing pair. Hence, all bad sequences
over a well-quasi order are necessarily finite.
Well-quasi orders are an important tool in logic, combi-

natorics and computer science as evidenced by their appli-
cations in term-rewriting systems [8], algorithms [9, 16]
and verification of infinite state systems [1, 2, 12]. Indeed,
well-quasi orders form the backbone for the ubiquitous well-
structured transition systems (wsts) [1, 12], whose coverability
problem is shown to be decidable thanks to well-quasi orders.

In recent years, significant effort has been put in to under-
stand the complexity of the coverability procedure for vari-
ous well-structured transition systems (See [4, 6, 11, 17, 20]
and also [19] for a catalogue of many problems). The key idea
behind proving upper bounds for the coverability algorithm
is the following: For a given class of wsts, the running time
of the coverability procedure for that class can be bounded
by the length of controlled bad sequences of the underlying
normed well-quasi order (See definition 2.4 for a formal defi-
nition of controlled bad sequences). Intuitively, for a func-
tion д and a number n, a sequence x0,x1,x2, . . . ,xl is called a
(д,n)-controlled bad sequence if |x0 | ≤ n, |x1 | ≤ д(n), |x2 | ≤
д(д(n)) and so on. A simple application of Konig’s lemma can
be used to show that for every n, there is a (д,n)-controlled
bad sequence of maximum length. Hence, for every function
д we can define a length function which maps a number n to
the length of the longest (д,n)-controlled bad sequence.
The main observation made in [4, 6, 11, 17, 19, 20] is

that, for various classes of well-structured systems, an upper
bound on the running time of the coverability procedure
could be obtained by bounding the length function of some
specific д over the underlying wqo of that class. Motivated
by this, upper bounds on the length of controlled bad se-
quences have been obtained for various well-quasi orders:
The product ordering over Nd ([11]), the lexicographic or-
dering over Nd ([4]), the multiset ordering over multisets
of Nd ([4]), the subword ordering over words [20] and the
linear ordering over ordinals [18], to name a few. Using these
results, time bounds have been established for the following
problems (See [19] for a more detailed overview): coverabil-
ity of lossy counter machines, coverability and termination
of lossy channel systems, coverability of unordered data nets,
emptiness of alternating 1-register and 1-clock automata, the
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regular Post embedding problem, conjunctive relevant im-
plication and 1-dimensional VASS universality. The present
work is a contribution in this field of inquiry.

Our contributions: In this paper, we prove lower and
upper bounds on the length of controlled bad sequences for
the majoring and minoring ordering (See definition 2.9) over
the collection of all finite sets of Nd (hereafter denoted by
Pf (N

d )). Both orderings have been used to prove the decid-
ability of the emptiness problem for some classes of automata
in [14] and [10]. Our main results are the following:

• We show that if the function д is primitive recursive,
then the length function of д for the majoring ordering
over Pf (Nd ) is bounded by a function in the complexity
class Fωd−1 (For a definition of Fωd−1 , see section 7).
We also show that the length function of д for the mi-
noring ordering over Pf (Nd ) is bounded by a function
in Fωd−1 ·2d
• To complement the upper bounds, we also provide
lower bounds on the length functions. We prove the
existence of a primitive recursive (in fact, polynomial)
function д such that the length function of д over the
majoring ordering is bounded from below by a func-
tion in Fωd−1 . A similar result is also obtained for the
minoring ordering.
• We use the upper bounds on the length functions to
provide upper bounds on the running time for the
emptiness problem of some classes of automata oper-
ating on trees.

Related work: Length functions for the majoring order-
ing over Pf (Nd ) was considered in [4], where the authors
proved an upper bound of Fωd . However no lower bound
was provided and the authors left open the question of the
tightness of their bound. Our results (theorems 7.1, 7.2) show
that their bound is not optimal and gives tight upper and
lower bounds. Some results concerning the minoring or-
dering were presented in [3], but no bounds on the length
function were proven. To the best of our knowledge, we
provide the first upper bounds for length functions of the
minoring ordering over Pf (Nd ).

Our techniques: Various results regarding length func-
tions have been proven using the notion of a reflection from
one normed wqo to another (See definition 3.3 of [20] or
definition 2.12). A reflection is a map from one nwqo A to
another nwqo B, which satisfies some properties on the or-
der and norm. If a reflection exists from A to B it can be
easily proven that the length function of д overA is less than
the length function of д over B. However, it turns out that
reflections are not sufficient for our purposes. To this end,
we define a generalization of reflections called polynomial
reflections (See definition 2.12). We show that if a polynomial
reflection exists fromA to B, then bounds on the length func-
tion for д over A can be easily transferred to bounds on the

length function for h over B, where h is a function obtained
by composing a polynomial with д.
We then show that there exists a polynomial reflection

from the set of ordinals less than ωωd−1 (with the usual ordi-
nal ordering) to Pf (Nd ) with the majoring ordering (Lemma
3.1). This enables us to establish a lower bound for the ma-
joring ordering in terms of lower bounds for the order on
ordinals, which are already known ([18]).
The upper bound for the majoring ordering is proved by

following the framework established by Schmitz and Sch-
noebelen in a series of papers ([11, 18, 20]), which we briefly
describe here. It is well known that using the descent equa-
tion, the length function for a nwqo can be expressed induc-
tively by length functions over its “residuals”. However, the
residuals of a nwqo can become extremely complex to derive
any useful bounds for the length function. To overcome this,
we associate an ordinal to each residual (called the order
type) and a non-trivial “derivative” operator for each ordinal.
We then show that in the descent equation, we can replace
the residuals of a nwqo with the derivative operator of the
order type of that nwqo, which are much more amenable to
analysis. Once this is carried out, we exploit some properties
of the derivative operator along with some facts about the
Cichon hierarchy and ordinal ordering to establish bounds
on the length function.

The lower bound for the minoring ordering is established
by giving a simple polynomial reflection from the majoring
ordering to the minoring ordering (Lemma 5.1). By using
the lower bounds proved for the majoring ordering, we can
infer lower bounds for the minoring ordering. Finally, the
upper bound for the minoring ordering is established by
giving a non-trivial polynomial reflection from the minoring
ordering to a cartesian product of various majoring orderings
(Lemma 6.2). The intuition behind the reflection is discussed
in detail in section 6.
Outline of the paper: We recall basic notions of wqos, or-

dinals and sub-recursive hierarchies in section 2. In sections
3 and 4 we prove lower and upper bounds for the majoring
ordering in terms of functions from the Cichon hierarchy.
Similar results are proved in sections 5 and 6 for the minor-
ing ordering. We give a classification of these bounds in the
fast-growing hierarchy in section 7. Finally, we conclude
with providing some applications of our results in 8.

Due to lack of space, some of the proofs can be found in
the full version of this paper, which is available at: https:
//arxiv.org/abs/1909.01667

2 Preliminaries
We recall some basic facts about well-quasi orders (see [5]).
A quasi ordering (qo) over a set A is a relation ≤ such that
≤ is reflexive and transitive. We write x < y if x ≤ y and
y ≰ x . We also say x ≡ y if x ≤ y and y ≤ x . A well-quasi
ordering (wqo) over a set A is a qo ≤ such that for every
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infinite sequence x0,x1,x2, . . . , there exists i < j such that
xi ≤ x j . A norm function over a setA is a function | · | : A→ N
such that for every n ∈ N, the set {x ∈ A : |x | < n} is finite.
Definition 2.1. A normedwqo is awqo (A, ≤A, |·|A) equipped
with a norm function | · |A.

The set A will be called as the domain of the nwqo. If
(A, ≤A, | · |A) is a nwqo and S ⊆ A, then the nwqo induced
by S is the nwqo (S, ≤S , | · |S ) where ≤S and | · |S are the
restrictions of ≤A and | · |A on S respectively. We use the
notation A≤n to define the set {x ∈ A : |x | ≤ n}. Whenever
the order ≤A or the norm | · |A is clear from the context, we
will drop those and just refer to the nwqo by the domain A.

Example 2.2. (Some basic nwqos) : The set of natural num-
bers with the usual ordering and the identity norm (N, ≤, id)
is clearly seen to be a nwqo. Another nwqo is any finite set
{a0,a1, . . . ,ak−1} such that distinct letters are unordered and
|ai | = 0 for every i . We will denote this nwqo by Γk . Notice
that Γ0 is the empty nwqo.

Given two nwqos A and B we write A ≡ B when A and B
are isomorphic structures. In particular the norm functions
must be preserved by the isomorphism.

Good, bad and controlled sequences
Definition 2.3. A sequence x0,x1, . . . over a qo (A, ≤A)
is called good if there exists i < j such that xi ≤A x j . A
sequence which is not good is called bad. Notice that every
bad sequence in a wqo is necessarily finite.

Definition 2.4. A control function is a mapping д : N→ N.
For an n ∈ N, a sequence x0,x1, . . . over a nwqo A is (д,n)-
controlled if

∀i ∈ N, |xi |A ≤ дi (n) =

i times︷     ︸︸     ︷
д(д(. . . (д(n))))

By a straightforward application of Konig’s lemma, we
have the following proposition: (See proposition 2.5 of [20])

Proposition 2.5. Let A be a nwqo and let д be a control
function. For every n ∈ N, there exists a finite maximum
length L ∈ N for (д,n)-controlled bad sequences over A.

Therefore the above proposition lets us define a function
LA,д : N→ N which for every n ∈ N, assigns the maximum
length of a (д,n)-controlled bad sequence over A. We will
call this the length function of A and д. From now on, we
assume that д is a strictly increasing inflationary function
(Here inflationary means that д(n) ≥ n for all n ∈ N).
Descent equation
We can express the length function by induction over nwqos.
To do this we need the notion of residuals.

Definition 2.6. LetA be a nwqo and x ∈ A. The residualA/x
is the nwqo induced by the subset A/x := {y ∈ A : x ≰A y}

We have the following proposition: (See proposition 2.8
of [20])

Proposition 2.7.
LA,д (n) = max

x ∈A≤n
{1 + LA/x,д (д(n))}

This equation is called the descent equation. The descent
equation implies that unraveling the length function in-
ductively gives us a way of computing it. If A ⊋ A/x0 ⊋
A/x0/x1 ⊋ . . . , it follows that x0,x1, . . . is a bad sequence
and so the inductive unraveling of proposition 2.7 is well
founded.

2.1 Constructing Normed Wqo’s
In this section, wewill see how to construct “complex” nwqos
in terms of more simpler nwqos. The constructions we use
in this paper are disjoint sums, cartesian products and finite
powersets.

Definition 2.8. (Disjoint sum and cartesian product) LetA1
and A2 be two nwqos. The disjoint sum A1 +A2 is the nwqo
given by

A1 +A2 := {(i,x ) : i ∈ {1, 2} and x ∈ Ai }
(i,x ) ≤A1+A2 (j,y) ⇔ i = j and x ≤Ai y

|(i,x ) |A1+A2 := |x |Ai
The cartesian product A1 ×A2 is the nwqo given by

A1 ×A2 := {(x1,x2) : x1 ∈ A1,x2 ∈ A2}
(x1,x2) ≤A1×A2 (y1,y2) ⇔ x1 ≤A1 y1 and x2 ≤A2 y2

|(x1,x2) |A1×A2 := max( |x1 |A1 , |x2 |A2 )

It is well known that both A1 +A2 and A1 ×A2 are nwqos
when A1 and A2 are. Of special interest to us is the cartesian
product (Nd , ≤Nd , | · |Nd ) which is obtained by taking carte-
sian product of (N, ≤, id) with itself d times. From now on,
whenever we refer to the underlying order of Nd , we will
always mean this cartesian product ordering.

Definition 2.9. (Majoring and minoring orderings) Let A
be a nwqo. We construct two nwqos whose domain will be
the set of all finite subsets of A, which we denote by Pf (A).
The first is called the majoring ordering and is defined as

Pf (A) := {X : X ⊆ A and X is finite}
X ⊑maj

Pf (A)
Y ⇔ ∀x ∈ X ,∃y ∈ Y such that x ≤A y

|X |Pf (A) := max({|x |A : x ∈ X }, card(X ))

Here card(X ) denotes the cardinality of the set X .
The second is called the minoring ordering and it has the

same domain and the norm as that of the majoring ordering.
The difference lies in the ordering, which is given by

X ⊑minPf (A) Y ⇔ ∀y ∈ Y ,∃x ∈ X such that x ≤A y

The fact that (Pf (A),⊑majPf (A), | · |Pf (A) ) is a nwqo easily fol-
lows from Higman’s lemma ([13]). However (Pf (A),⊑minPf (A)
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, | · |Pf (A) ) is not necessarily a nwqo whenever A is ([3]). But,
it is known that (Pf (Nd ),⊑minPf (Nd ), | · |Pf (Nd ) ) is a nwqo for ev-
ery d (See [3]). Whenever there is no confusion, we drop the
Pf (A) as a subscript and refer to the majoring (resp. minoring
) nwqo as (Pf (A),⊑maj) (resp. (Pf (A),⊑min)).
The results that we prove in this paper will only con-

cern the nwqos (Pf (N
d ),⊑maj, | · |Pf (Nd ) ) and (Pf (N

d ),⊑min
, | · |Pf (Nd ) ). However, for the purposes of our proofs, we also
need the following wqos which can be seen as extensions of
the majoring and minoring ordering to the set of all subsets
of a wqo.

Definition 2.10. (Arbitrary subsets) Let (A, ≤A) be a wqo
and let P(A) denote the set of all subsets (finite and infinite)
of A. Let X ,Y ∈ P(A). We define,

X ⊑maj Y ⇐⇒ ∀x ∈ X ,∃y ∈ Y such that x ≤A y

X ⊑min Y ⇐⇒ ∀y ∈ Y ,∃x ∈ X such that x ≤A y

Further given X ∈ P(A) define,
• min(X ) := {x ∈ X : ∀x ′ ∈ X , [x ′ ≤A x =⇒ x ≡ x ′]}
• ↑ X = {a : ∃x ∈ X ,x ≤A a}
• ↓ X = {a : ∃x ∈ X ,a ≤A x }

Notice that if ≤A is also guaranteed to be antisymmetric,
then min(X ) is always a finite set, irrespective of whether X
is finite or infinite. Also, observe that we do not endow P(A)
with a norm.

Proposition 2.11. Let X ,Y ∈ P(Nd ). The following facts
are known about (P(Nd ),⊑maj) and (P(Nd ),⊑min) (see [3]):

1. The ordering (P(Nd ),⊑maj) is a wqo
2. The ordering (P(Nd ),⊑min) is a wqo
3. X ⊑maj Y ⇐⇒ ↓ X ⊑maj↓ Y
4. X ⊑min Y ⇐⇒ ↑ X ⊑min↑ Y
5. X ⊑maj Y ⇐⇒ Nd\ ↓ X ⊑min Nd\ ↓ Y
6. X ⊑min Y ⇐⇒ Nd\ ↑ X ⊑maj Nd\ ↑ Y
7. X ⊑min Y ⇐⇒ min(X ) ⊑min min(Y )

Reflections
A major tool to prove lower and upper bounds on the length
of controlled bad sequences is the notion of a normed reflec-
tion (See definition 3.3 of [20]). However, for our purposes
we require the following notion of a polynomial normed re-
flection.

Definition 2.12. A polynomial nwqo reflection is a mapping
r : A → B such that there exists a polynomial q : N → N
and

∀x ,y ∈ A : r (x ) ≤B r (y) implies x ≤A y

∀x ∈ A : |r (x ) |B ≤ q( |x |A)
If these conditions are satisfied then we say that r is a poly-
nomial nwqo reflection with polynomial q and denote it by
r : A

q
↪−→ B. If the polynomial q is the identity function, we

call it a nwqo reflection and denote it by r : A ↪→ B.

It is easy to see that if r : A
q
↪−→ B and r ′ : B

q′
↪−→ C are

polynomial nwqo reflections, then r ′ ◦ r : A q′◦q
↪−−−→ C is also

a polynomial nwqo reflection. Further, reflections are also
a precongruence with respect to disjoint sums and cartesian
products, i.e.,

Proposition 2.13. Suppose r : A
q
↪−→ B and r ′ : A′

q′
↪−→ B′ are

polynomial nwqo reflections. Then there exists functions s

and p such that s : A + A′
q+q′
↪−−−→ B + B and p : A × A′ q+q′

↪−−−→
B × B′.

We have the following important result regarding polyno-
mial nwqo reflections.

Proposition 2.14. Let r : A
p
↪−→ B be a polynomial nwqo re-

flection. Then LA,д (n) ≤ LB, (q◦д) (q(n)) for some polynomial
q. Further if p is increasing and inflationary, then it suffices
to take q = p.

2.2 Ordinals and subrecursive hierarchies
Since all our results will be phrased in terms of functions
in the Cichon hierarchy, we recall basic facts about ordinals
and subrecursive hierarchies in this section.

Ordinal terms
For basic notions about ordinals and its ordering, we refer the
reader to [18]. We will use Greek letters α , β , . . . to denote
ordinals and ≤ to denote the ordering on ordinals. We will
always use λ to denote limit ordinals.

An ordinal α has the general form (also called the Cantor
Normal Form) α = ωβ1 + ωβ2 + · · · + ωβm where β1, . . . , βm
are ordinals such that β1 ≥ β2 ≥ · · · ≥ βm . For an ordinal
α , we let CNF(α ) denote the set of all ordinals strictly less
than α . For the purposes of this paper, we will restrict our-
selves to ordinals in CNF(ϵ0) (where ϵ0 is the supremum of
ω,ωω ,ωωω

, · · · )

For c ∈ N, let ωβ · c denote

c times︷           ︸︸           ︷
ωβ + · · · + ωβ . We some-

times write ordinals in a strict form as α = ωβ1 · c1 +
ωβ2 · c2 + · · · + ωβm · cm where β1 > β2 > · · · > βm and
the coefficients ci must be strictly bigger than 0. Using the
strict form, we define a norm N on CNF(ϵ0) as follows: if
α = ωβ1 · c1 +ωβ2 · c2 + · · ·+ωβm · cm in the strict form then
Nα = max{c1, . . . , cm ,Nβ1, . . . ,Nβm }. It is not very hard to
notice that for every α < ϵ0, the set CNF(α )≤n is always
finite for any n. Hence for every α < ϵ0, we have a nwqo
(CNF(α ), ≤,N ).
We finish this sub-section with the definitions of natural

sum (⊕) and natural product (⊗) for ordinals in CNF(ϵ0):
m∑

i=1
ωβi ⊕

n∑

j=1
ωβ ′j :=

m+n∑

k=1
ωγk
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m∑

i=1
ωβi ⊗

n∑

j=1
ωβ ′j :=

m⊕

i=1

n⊕

j=1
ωβi ⊕β ′j

where γ1 ≥ γ2 · · · ≥ γm+n is a rearrangement of β1, . . . , βm ,
β ′1, . . . , β

′
n .

As mentioned before, all our results will be obtained by
providing reflections to and from the ordinal ordering. Hence,
it is important to understand how “fast” the length of con-
trolled bad sequences in the ordinal ordering can grow. For
this purpose, we introduce sub-recursive hierarchies.

Sub-recursive hierarchies
For the purposes of describing the length of controlled bad
sequences over the ordinal ordering, the hierarchies of Hardy
and Cichon are sufficient [7]. However, before we introduce
them we need some preliminary definitions.

A fundamental sequence for a limit ordinal λ is a sequence
(λ(x ))x<ω with supremum λ, which we fix to be,
(γ +ωβ+1) (x ) := γ +ωβ · (x+1), (γ +ωλ ) (x ) := γ +ωλ (x )

The predecessor Px of an ordinal α > 0 at x ∈ N is given
by

Px (α + 1) := α , Px (λ) := Px (λ(x ))

Let h : N→ N be a function. The Hardy hierarchy for the
function h is given by (hα )α<ϵ0 where

h0 (x ) := x , hα (x ) := hPx (α ) (h(x ))
and the Cichon hierarchy (hα )α<ϵ0 is defined as

h0 (x ) := 0, hα (x ) := 1 + hPx (α ) (h(x ))
We also define another hierarchy called the fast growing

hierarchy as follows:
fh,0 (x ) = h(x ), fh,α+1 (x ) = f x+1h,α (x ), fh,λ (x ) = fh,λx (x )

Here f ih,α denotes i-fold composition of fh,α with itself.

Let Lα,д (n) denote the the length of the longest (д,n)-
controlled bad sequence in CNF(α ). The following theorem
states that, for large enough n, the length function Lα,д and
the function дα in the Cichon hierarchy coincide.
Theorem 2.15. (Theorem 3.3 of [18]) Let α < ϵ0 and n ≥
Nα . Then Lα,д (n) = дα (n).

3 Lower bound for majoring ordering
In this section we prove a lower bound for length functions
over (Pf (Nd ),⊑maj, | · |Pf (Nd ) ). The lower bound is presented
in terms of functions over the Cichon hierarchy.

The following lemma follows an unpublished idea of Abri-
ola, Schmitz and Schnoebelen, which has been adapted to
controlled bad sequences here.
Lemma 3.1. There exists a poly. nwqo reflection

R : (CNF(ωωd−1
), ≤,N )

φ
↪−→ (Pf (N

d ),⊑maj, | · |Pf (Nd ) )
where φ (x ) = x (x + 1)d .

Proof. We decompose the proof into three parts. As a first
step, we define the map R from CNF(ωωd−1

) to Pf (Nd ). In
the second step, we show that R (γ ) ⊑maj R (ζ ) =⇒ γ ≤ ζ .
In the third step, we show that |R (γ ) |Pf (Nd ) ≤ φ (Nγ ) where
N is the norm defined on ordinals in section 2.2.

First step. Letγ ∈ CNF(ωωd−1
) such that the Cantor normal

form of γ is ωβ1 + ωβ2 + · · · + ωβl . Notice that each βi ∈
CNF(ωd−1) and hence can be written as βi = ωd−2 ·c (i,d−2) +
ωd−3 · c (i,d−3) + · · · +ω0 · c (i,0) where the coefficients ci, j can
be 0. The map R is then defined on γ as

R (γ ) := {(i, c (i,0), c (i,1), . . . , c (i,d−2) ) : 1 ≤ i ≤ l }
Second step. We now show that if R (γ ) ⊑maj R (ζ ) then
γ ≤ ζ . Instead of proving this we prove the contrapositive,
namely: If γ > ζ then R (γ ) @maj R (ζ ).

Let γ ∈ CNF(ωωd−1
) such that γ := ωβ1 + ωβ2 + · · · + ωβp

and β1 ≥ β2 ≥ · · · ≥ βp . Further let each βi := ωd−2 ·c (i,d−2)+
ωd−3 ·c (i,d−3) + · · ·+ω0 ·c (i,0) . Let ζ ∈ CNF(ωωd−1

) such that
ζ := ωη1 + ωη2 + · · · + ωηq and η1 ≥ η2 ≥ · · · ≥ ηq . Further
let each ηi := ωd−2 · e (i,d−2) +ωd−3 · e (i,d−3) + · · · +ω0 · e (i,0) .
Suppose γ > ζ . Hence, there exists i ∈ {1, . . . ,p} such that
• Either βi > ηi (or) i > q and
• ∀j such that 0 ≤ j < min(i,q), βj = ηj

Let x := (i, c (i,0), c (i,1), . . . , c (i,d−2) ). By construction of the
map R we have that x ∈ R (γ ). For every j ∈ {1, . . . ,q}, let
yj := (j, e (j,0), e (j,1), . . . , e (j,d−2) ). By construction of the map
R we have that R (ζ ) = {y1, . . . ,yq }. We will now show that
x ≰Nd yj for each j. We consider two cases:
• Case 1: j < i . Therefore ηj = βj . Hence yj := (j, c (j,0),
. . . , c (j,d−2) ). Since j < i , we have that x ≰Nd yj .
• Case 2: j ≥ i . Therefore βi > ηi ≥ ηj . Suppose x ≤Nd
yj . Hence (i, c (i,0), . . . , c (i,d−2) ) ≤ (j, e (j,0), . . . , e (j,d−2) )
and so (c (i,0), . . . , c (i,d−2) ) ≤ (e (j,0), . . . , e (j,d−2) ). But
this means that βi ≤ ηj which leads to a contradiction.
Hence we have that x ≰Nd yj .

Therefore x ≰Nd yj for every j and so we have R (γ ) @maj
R (ζ ).
Third step. We now show that |R (γ ) |Pf (Nd ) ≤ φ (Nγ ). Let
γ ∈ CNF(ωωd−1

) such that the Cantor normal form of γ is
ωβ1 + ωβ2 + . . .ωβl . Further let each βi := ωd−2 · c (i,d−2) +
ωd−3 · c (i,d−3) + · · · + ω0 · c (i,0) . It is clear that

|R (γ ) |Pf (Nd ) = max(l , {c (i, j ) }1≤i≤l0≤j≤d−2) (1)

Supposeγ in the strict form looks like:ωγ1 ·e1+ωγ2 ·e2+. . .
+ωγm ·em where γ1 > γ2 > · · · > γm and each ei > 0. Notice
that l = ∑m

i=1 ei . Further it is also easy to observe that for all
i ∈ {1, . . . ,m}, there exists j ∈ {1, . . . , l } such that γi = βj .
With this observation, just unraveling the definition of the
norm function N implies that

Nγ = max(d − 2, {ei }1≤i≤m , {ci, j }1≤i≤l0≤j≤d−2) (2)
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Since each γi ∈ CNF(ωd−1), we can write each γi as ωd−2 ·
c ′
(i,d−2) + ω

d−3 · c ′
(i,d−3) + · · · + ω0 · c ′

(i,0) where each c
′
(i, j ) ≤

Nγi ≤ Nγ . Notice that each γi is uniquely determined by its
coefficients (c ′

(i,0), . . . , c
′
(i,d−2) ), i.e., if γi , γj then (c ′

(i,0), . . . ,

c ′
(i,d−2) ) , (c ′

(j,0), . . . , c
′
(j,d−2) ). Therefore we have an injec-

tive map from {γi : 1 ≤ i ≤ m} to the set {x : x ∈
Nd−1, |x |Nd−1 ≤ Nγ }. It then follows that m ≤ (Nγ + 1)d .
Hence

l =
m∑

i=1
ei ≤

m∑

i=1
Nγ ≤

(Nγ+1)d∑

i=1
Nγ = φ (Nγ )

By equations (1) and (2) this implies that |R (γ ) |Pf (Nd ) ≤
φ (Nγ ). □

Therefore by applying proposition 2.14 and theorem 2.15
we have,

Theorem 3.2. Let α = ωωd−1 , φ (x ) = x (x + 1)d and let
n ≥ N (ωωd−1

). Then
дα (n) = Lα,д (n) ≤ L (Pf (Nd ),⊑maj ), (φ◦д) (φ (n))

4 Upper bound for majoring ordering
In this section we will prove upper bounds on the length
of controlled bad sequences for the majoring ordering over
Pf (N

d ). The upper bounds are proven by following the frame-
work established by Schmitz and Schnoebelen in a series
of papers([20],[11],[18]) to prove upper bounds for various
well-quasi orders.

We consider the family of nwqos obtained from
{(Pf (Nd ),⊑maj)}d>0 and {Γd }d ∈{0,1} by taking disjoint sums
and cartesian products. We call this family of nwqos the
majoring powerset nwqos. From now on, we will denote ma-
joring powerset nwqos as a triple (A, ≤majA , | · |A) where A is
the domain of the nwqo, ≤majA is the underlying order and
| · |A is the norm.
Similar to the proof of upper bounds for the subword or-

dering in [20], we introduce an ordinal notation for each
majoring powerset nwqo, called the type of that nwqo. The
type of a nwqo will turn out to be useful in bounding the cor-
responding length function using subrecursive hierarchies.

Notice that if α ∈ CNF(ωωω
) then α can always be decom-

posed as α =
⊕m

i=1
⊗ji

j=1ω
ωdi, j . (Here the empty product

is taken to be 1 and the empty sum is taken to be 0). We
now map each majoring powerset nwqo to an ordinal in
CNF(ωωω

) as follows:

o(Γ0) = 0, o(Γ1) = 1, o(Pf (N
d )) = ωωd−1

o(A + B) = o(A) ⊕ o(B), o(A × B) = o(A) ⊗ o(B)
Also with each ordinal α ∈ CNF(ωωω

) we can associate a
canonical majoring powerset nwqo, which we will denote
by C (α ).

C (0) = Γ0, C (1) = Γ1, C (ωωd
) = Pf (N

d+1)

C (α ⊕ β ) = C (α ) +C (β ), C (α ⊗ β ) = C (α ) ×C (β )
It can be easily seen that the operators o andC are bijective

inverses of each other (modulo isomorphism of nwqos).

Derivatives
The next step is to define a derivative operator for ordinals.
To this end, for each n ∈ N, we define a Dn operator as
follows:
Dn (k ) = k−1, Dn (ω) = n+1, Dn (ω

ωd
) = ωωd−1 ·(d+1)n

Dn (ω
ωp1+ωp2+· · ·+ωpk ) =

k⊕

i=1

*.,Dn (ω
ωpi

) ⊗
⊗

j,i

ωωpj +/-
Using this operator, we define a ∂n operator as follows:

∂n *,
m∑

i=1
ωβi +- =

Dn (ω
βi ) ⊕

⊕

j,i

ωβj | i = 1, . . . ,m


Notice that if α = ωβ then ∂n (α ) = {Dn (α )}.
Proposition 4.1. If β ∈ ∂n (α ) then β < α

The following theorem lets us forget the actual underlying
nwqo and remember only its type.

Theorem 4.2. Let A be a majoring powerset nwqo and let
α = o(A). If X ∈ A≤n , then there exists α ′ ∈ ∂n (α ) such that
there exists a nwqo reflection r : A/X ↪→ C (α ′).

Since o andC are inverses of each other, by combining the
descent equation and theorem 4.2 we get,

Lemma 4.3.
LC (α ),д (n) ≤ max

α ′∈∂n (α )
{1 + LC (α ′),д (д(n))}

Upper bound using subrecursive hierarchies
Given α ∈ CNF(ωωω

) define
Mα,д (n) = max

α ′∈∂n (α )
{1 +Mα ′,д (д(n))}

From the definition of Mα (n) and lemma 4.3, it is clear
that LC (α ),д (n) ≤ Mα,д (n) or in other words, LA,д (n) ≤
Mo (A),д (n) for any majoring powerset nwqo A. Therefore, in
what follows, we will concentrate on proving upper bounds
forMα,д (n).

Let α ∈ CNF(ωωω
). We will say that α is k-lean if Nα ≤ k .

Let h(x ) = 4x ·д(x ) where д is the control function. We have
the following important theorem:

Theorem 4.4. If α is k-lean and n > 0 then Mα,д (n) ≤
hα (4kn)

Using theorem 4.4 and the fact that LA,д (n) ≤ Mo (A),д (n),
we have the following:

Theorem 4.5. Let A be any majoring powerset nwqo such
that o(A) is k-lean. Then for n > 0, we have LA,д (n) ≤
Mo (A),д (n) ≤ ho (A) (4kn) where h(x ) = 4x · д(x ).
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In particular,

Corollary 4.6. Let α = ωωd−1 and let n > 0. Then

L (Pf (Nd ),⊑maj ),д (n) ≤ hα (4dn)

where h(x ) = 4x · д(x ).

5 Lower bound for minoring ordering
We give a lower bound on the length of controlled bad se-
quences for the nwqo (Pf (N

d ),⊑min, | · |Pf (Nd ) ) by giving a
polynomial nwqo reflection from (Pf (N

d ),⊑maj, | · |Pf (Nd ) ) to
(Pf (N

d ),⊑min, | · |Pf (Nd ) ).
Lemma 5.1. There exists a poly. nwqo reflection

R : (Pf (Nd ),⊑maj, | · |Pf (Nd ) )
p
↪−→ (Pf (N

d ),⊑min, | · |Pf (Nd ) )
where p (x ) = d (x + 1).

Proof. Similar to lemma 3.1, we split the proof into three
parts. In the first part, we define the reflection R. In the
second part we show that R (X ) ⊑min R (Y ) =⇒ X ⊑maj Y .
Finally, we prove that |R (X ) |Pf (Nd ) ≤ p ( |X |Pf (Nd ) ).
First part. The reflection R is defined as the following sim-
ple map: Given a set X ∈ Pf (Nd ), let R (X ) := min(Nd\ ↓ X ).

Second part. Suppose R (X ) ⊑min R (Y ). By definition this
means that min(Nd\ ↓ X ) ⊑min min(Nd\ ↓ Y ). By the last
point of proposition 2.11we have thatNd\ ↓ X ⊑min Nd\ ↓ Y .
By the fifth point of proposition 2.11 it follows thatX ⊑maj Y .
Third part. First, we set up some notation. Let 0d denote the
zero vector inNd . Given an x = (x1,x2, . . . ,xd ) ∈ Nd and i ∈
{1, . . . ,d }, define x+i := (x1,x2, . . . ,xi−1,xi + 1,xi+1, . . . ,xd ).
Further, ifxi > 0 definex−i := (x1,x2, . . . ,xi−1,xi−1,xi+1, . . . ,xd ).
We further split this part into two subparts. In the first

subpart we prove something about theR mapping. In the sec-
ond part, we use the proposition proven in the first subpart
to show that |R (X ) |Pf (Nd ) ≤ p ( |X |Pf (Nd ) ).

First subpart: Let X ∈ Pf (Nd ). We first claim that

If y ∈ R (X ) then y = x+i for some x ∈ X and some i (3)

Let y ∈ R (X ) = min(Nd\ ↓ X ). Therefore, y ≰Nd x for
any x ∈ X . In particular y , 0d and so there exists i such
that yi , 0. Suppose y−i ∈ Nd\ ↓ X . Since y−i ≤Nd y, it
then follows that y < min(Nd\ ↓ X ) = R (X ), leading to a
contradiction.
Hence, if y ∈ R (X ) then there exists i such that yi > 0

and y−i < Nd\ ↓ X . Therefore ∃x ∈ X such that y−i ≤Nd x .
Since y ∈ R (X ) = min(Nd\ ↓ X ) it follows that y ≰Nd x .
The only way in which we can have y−i ≤Nd x but y ≰Nd x
is when y = x+i , which proves that (3) is true.

Second subpart: Let X+ := {x+i : x ∈ X , 1 ≤ i ≤ d }. By
(3) it is clear that R (X ) ⊆ X+ and so

|R (X ) |Pf (Nd ) ≤ |X+ |Pf (Nd ) (4)

We proceed to bound |X+ |Pf (Nd ) . To do so, we only need
to bound the norm of each element in X+ and the cardinality
of X+. By construction, it is easy to see that if y ∈ X+, then
|y |Nd ≤ |X |Pf (Nd ) + 1. Further, by definition of X+, we have
card(X+) ≤ d (card(X )) ≤ d ( |X |Pf (Nd ) ). It then follows that

|X+ |Pf (Nd ) ≤ d ( |X |Pf (Nd ) + 1) (5)
By equations 4 and 5 it follows that |R (X ) |Pf (Nd ) ≤ p ( |X |Pf (Nd ) )

which proves the lemma. □

Let φ (x ) = x (x + 1)d and let дφ = φ ◦ д. Since R is a
polynomial nwqo reflection, by proposition 2.14 and theorem
3.2 we have

Theorem 5.2. Let α = ωωd−1 and let n ≥ N (ωωd−1
). Then

дα (n) ≤ L (Pf (Nd ),⊑maj ),дφ (φ (n)) ≤ L (Pf (Nd ),⊑min ), (p◦дφ ) (p (φ (n)))

6 Upper bound for minoring ordering
For the rest of this section, we assume that d ≥ 1 is fixed.
For any i ≤ d , let (Pi , ≤majPi

, | · |Pi ) be the majoring powerset
nwqo obtained by taking cartesian product of (Pf (Ni ),⊑maj
, | · |Pf (Ni ) ) with itself

(
d
i

)
times, i.e., Pi = Pf (Ni ) (

d
i ) .

Let (Ad , ≤majAd
, | · |Ad ) be themajoring powerset nwqo formed

by taking cartesian product of P1, P2, . . . , Pd , i.e., Ad =

P1 × P2 × · · · × Pd =∏d
i=1 Pf (N

i ) (
d
i ) . Since Ad is a majoring

powerset nwqo, it has an associated order type o(Ad ) which
can be easily seen to be

⊗d
i=1ω

(ω i−1 ) ·(di ) . Further it is easy
to notice that o(Ad ) is d2d -lean.
Having introduced Ad , we prove upper bounds on the

length of controlled bad sequences for the minoring order-
ing on Pf (Nd ) by providing a polynomial nwqo reflection
to Ad . The reflection that we provide will be a map from
(Pf (N

d ) \ ∅,⊑min) to Ad . However, this can be easily con-
verted to an upper bound for (Pf (Nd ),⊑min), thanks to the
following proposition:

Proposition 6.1.
L (Pf (Nd ),⊑min ),д (n) = 1 + L (Pf (Nd )\∅,⊑min ),д (д(n))

≤ L (Pf (Nd )\∅,⊑min ),д (д(n) + 1)

Proof. Notice that for any subset X ∈ Pf (Nd ),X ⊑min ∅ and
so Pf (Nd )/X ⊆ Pf (Nd )/∅. Since X ⊑min ∅ for any subset X ,
it follows that Pf (Nd )/∅ = Pf (Nd ) \ ∅. Combining these two
and applying the descent equation we get,
L (Pf (Nd ),⊑min ),д (n) = max

|X |
Pf (Nd )

≤n
{1 + L (Pf (Nd )/X ,⊑min ),д (д(n))}

= 1 + L (Pf (Nd )\∅,⊑min ),д (д(n))

This proves the first equality.
The second inequality is true for the following reason:

Let X0,X1, . . . ,Xl be a (д,д(n)) controlled bad sequence in
Pf (N

d ) \ ∅. By the last point of proposition 2.11, we can as-
sume thatXi = min(Xi ) for each i . Let x := (a1,a2, . . . ,ad ) ∈
X0. Construct x ′ := (a1 + 1,a2, . . . ,ad ) and let X ′0 := (X0 \
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{x }) ∪ {x ′}. It can be easily verified that X ′0,X0,X1, . . . ,Xl is
a (д,д(n) + 1) controlled bad sequence. □

Therefore, in what follows, it suffices to focus on (Pf (N
d ) \

∅,⊑min). We have the following lemma:

Lemma 6.2. There exists a poly. nwqo reflection

R : (Pf (Nd ) \ ∅,⊑min, | · |Pf (Nd ) )
q
↪−→ (Ad , ≤majAd

, | · |Ad )
where q(x ) = (x + 1)d .

Proof sketch. We present the proof for the case when d = 2
and then sketch how the proof can be generalised to higher
dimensions.

Let us consider (Pf (N2) \ ∅,⊑min) and let X ,Y ∈ Pf (N2) \ ∅.
By proposition 2.11 X ⊑min Y iff N2\ ↑ X ⊑maj N2\ ↑ Y . Let
comp(X ) := N2\ ↑ X and comp(Y ) := N2\ ↑ Y . Notice that
since X , ∅ and Y , ∅, it follows that ↓ comp(X ) , N2 and
↓ comp(Y ) , N2. Therefore there exists nX and nY such that
(nX ,nX ) <↓ comp(X ) and (nY ,nY ) <↓ comp(Y ).
Unfortunately comp(X ) and comp(Y ) might be infinite and

so we cannot use the results proved in section 4. However,
we will see that we can “compress” the sets comp(X ) and
comp(Y ) such that the compressed finite sets preserve the
order between comp(X ) and comp(Y ).
Suppose, for some x ∈ N, there are infinitely many ele-

ments of the form (x ,n1), (x ,n2), (x ,n3), . . . in the set comp(X ).
We need not store all these elements, but rather only store
that there are infinitely many elements in comp(X ) such that
their first co-ordinate is x . In accordance with this intuition,
we define SX1 := {x : there exists infinitely many n such that
(x ,n) ∈ comp(X )}. Notice that SX1 is a subset of N. Similarly,
we define SX2 := {x ′ : there exists infinitely many n such that
(n,x ′) ∈ comp(X )}. To complement these two sets, we now
define SX3 := {(x ,x ′) ∈ comp(X ) : x < SX1 and x ′ < SX2 }. We
then consider the tuple (SX1 , SX2 , SX3 ). Notice that if (x ,x ′) ∈
comp(X ) then either x ∈ SX1 or x ′ ∈ SX2 or (x ,x ′) ∈ SX3 . It
is then quite easy to see that if SX1 ⊑majPf (N) S

Y
1 and SX2 ⊑majPf (N)

SY2 and SX3 ⊑majPf (N2 )
SY3 then comp(X ) ⊑maj comp(Y ) and so

X ⊑min Y .
However it is not clear that each of the sets SX1 , SX2 and SX3

are indeed finite. To prove this, first recall that there exists
nX ∈ N such that (nX ,nX ) <↓ comp(X ).

Suppose SX1 is infinite. By definition this means that there
are infinitely many numbers x1,x2, . . . such that for each xi
there are infinitely many elements in comp(X ) with first co-
ordinate xi . Pick an xi such that xi ≥ nX . Now, by definition
of SX1 we can pick a ni ≥ nX such that (xi ,ni ) ∈ comp(X ).
However this means that (nX ,nX ) ∈↓ comp(X ) which leads
to a contradiction. Similar arguments also show that SX2 is
infinite.
Suppose SX3 is infinite. Since (nX ,nX ) <↓ comp(X ) it fol-

lows that (nX ,nX ) <↓ SX3 as well. Hence for every element
(x ,y) ∈ SX3 either x < nX or y < nX . This indicates that if

there are infinitely many elements in SX3 , then there exists
x ∈ N such that either there are infinitely many elements
in SX3 with their first co-ordinate as x or there are infinitely
many elements with their second co-ordinate as x . In either
case, by definition of SX3 we will reach a contradiction.
Finally, we also have to show that |(SX1 , SX2 , SX3 ) |A2 ≤

( |X |Pf (N2 ) + 1)2. First we show that if an element belongs
to SX1 or SX2 or SX3 then its norm is bounded by |X |Pf (N2 ) .

Suppose x ∈ SX1 and x > |X |Pf (N2 ) . Since x ∈ SX1 it follows
that there exists n ≥ nX such that (x ,n) ∈ comp(X ). Since
(x ,n) ∈ comp(X ) = N2\ ↑ X it follows that for all (y,m) ∈ X
it is the case that (y,m) ≰N2 (x ,n). Since x > |X |Pf (N2 ) ≥
y it follows that m > n. Hence (y,m) ≰N2 (x + n + 1,n)
as well. Since this is true for every (y,m) ∈ X it follows
that (x + n + 1,n) <↑ X and so (x + n + 1,n) ∈ comp(X ).
Since (x + n + 1,n) ≥N2 (nX ,nX ) it follows that (nX ,nX ) ∈↓
comp(X ) which leads to a contradiction. Hence if x ∈ SX1
then x ≤ |X |Pf (N2 ) . A similar argument holds for SX2 as well.
Suppose (x ,y) ∈ SX3 and x > |X |Pf (N2 ) . Since (x ,y) ∈ SX3

there are only finitely many elements in comp(X ) with y as
their second co-ordinate. Hence we can find a ny such that
if n ≥ ny then (n,y) < comp(X ). Now similar to the case of
SX1 we can now show that (x + ny + 1,y) ∈ comp(X ), thus
leading to a contradiction. A similar argument is employed
when y > |X |Pf (N2 ) .

Since the norms of the elements of SX1 , SX2 and SX3 are
bounded by |X |Pf (N2 ) , it follows that their cardinalities are
bounded by ( |X |Pf (N2 ) + 1)2. Hence the norms of SX1 , SX2 and
SX3 are each bounded by ( |X |Pf (N2 ) + 1)2, which proves our
claim.
We now sketch the construction for the general case of

higher dimensions, i.e, when the dimension d ≥ 2. Notice
that the set SX1 , as defined for the case of d = 2, can be stated
in the following manner as well: It is the set of all x such
that if we fix the first co-ordinate to be x and then project
comp(X ) to the second axis, the downward closure of the
projection is N. Hence if we want to prove the lemma for
d = 3, one way to define SX1 would be: The set of all x such
that if we fix the first co-ordinate to be x and then project
comp(X ) on the other two axes, the downward closure of the
projection isN2. In a similar fashion, we can fill in SX2 and SX3
by fixing the second co-ordinate and the third co-ordinate.
For SX4 we fix the first and the second co-ordinates and check
if the downward closure of the resulting projection is N and
so on. Then we define the reflection to be (SX1 , . . . , SX7 ). The
reflection for the general case also follows a similar pattern.

Using lemma 6.2, we can now state upper bounds for
the minoring ordering. Let (Pf (Nd )k , ≤minPf (Nd )k ) be the nwqo
obtained by taking the cartesian product of (Pf (Nd ),⊑min)
with itself k times. Let (Ak

d , ≤majAkd
) be the majoring powerset

nwqo obtained by taking cartesian product of (Ad , ≤majAd
)
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with itself k times. The following theorem is stated in a way
such that it is useful for our applications.

Theorem 6.3. Let α = ωωd−1 ·(2d ·k ) and let n be sufficiently
large. There exists a constant c (depending only on d and k)
such that

L (Pf (Nd )k , ≤min
Pf (Nd )k

),д (n) ≤ tα (c · д(n)2d )

where t (x ) = 4kx · q(д(x )) and q(x ) = (x + 1)d .

Proof. Let t (x ) := 4kx · q(д(x )). Notice that if д is a strictly
increasing inflationary function, then the same is true for t .

Let ∅k denote the tuple (
k times︷   ︸︸   ︷
∅, . . . , ∅). The proof of proposition

6.1 can be easily modified to prove that

L (Pf (Nd )k , ≤min
Pf (Nd )k

),д (n) ≤ L (Pf (Nd )k \∅k , ≤min
Pf (Nd )k

),д (д(n) + 1)

By proposition 2.13 and lemma 6.2 we have a reflection
(Pf (N

d )k\∅, ≤min
Pf (Nd )k

)
k ·q
↪−−→ (Ak

d , ≤majAkd
). Using proposition 2.14

and noticing that for large enough n, we have q(д(n) + 1) ≤
д(n)2d , we get,

L (Pf (Nd )k \∅k , ≤min
Pf (Nd )k

),д (д(n)+1) ≤ L (Akd ,≤
maj

Akd
), ((k ·q )◦д) (k ·д(n)2d )

Notice that o(Ak
d ) =

⊗k
j=1

(⊗d
i=1ω

ω i−1 ·(di )
)
is dk2d -lean.

Hence by theorem 4.5 we have

L (Akd ,≤
maj

Akd
), ((k ·q )◦д) (k · д(n)2d ) ≤ to (Ad ) (4dk

22dд(n)2d )

Now o(Ad ) < ωωd−1 ·(2d ·k ) . It is known that, if α < α ′ then
hα (n) ≤ hα ′ (n) for sufficiently large n (See Lemma C.9 of
[20]). Hence for sufficiently large n,

to (Ad ) (4dk
22dд(n)2d ) ≤ tωωd−1 ·(2d ·k ) (4dk22dд(n)2d )

Hence letting c := 4dk22d and α := ωωd−1 ·(2d ·k ) and com-
bining all the equations, we have,

L (Pf (Nd )k ,≤min
Pf (Nd )k

),д (n) ≤ tα (c · д(n)2d )
□

7 Complexity classification
In this section, we will use the results proved in the previ-
ous sections to classify length functions for the majoring
and minoring ordering based on fast-growing complexity
classes. Let S : N → N denote the successor function. Let
{Sα }, {Sα }, {Fα } denote the Hardy, Cichon and fast-growing
hierarchies for the successor function respectively. Notice
that Sα (x ) = Sα (x ) + x for all x and for all α < ϵ0.
Using these hierarchies, we define fast growing function

classes (Fα )α (See [15], [19]).

Fα :=
⋃

c<ω

FD(F cα (n))

Here FD(F cα (n)) denotes the set of all functions that can be
computed by a deterministic Turing machine in time F cα (n)
where F cα denotes the function that results when Fα is applied
to itself c times.We remark in passing that⋃α<ω Fα already
constitutes the set of all primitive recursive functions (See
section 2.2.4 of [19]).

For the rest of this section, let д be a fixed strictly increas-
ing and inflationary control function such that д(x ) ≥ S (x ).

Majoring ordering
Fix a d > 1 and let φ (x ) = x (x + 1)d . Our lower bound
for the majoring ordering can be readily translated into a
complexity lower bound as follows:

Theorem 7.1. For sufficiently large n,
Fωd−1 (n) − n ≤ L (Pf (Nd ),⊑maj ),φ◦д (φ (n))

Also L (Pf (Nd ),⊑maj ),φ◦д < Fα for any α < ωd−1.

For upper bounds, we state a general result which will be
useful for our applications.

Theorem 7.2. Let д be a primitive recursive function and
let A = Pf (Nd )k for some numbers d and k . Then L (A,≤majA ),д
is eventually bounded by a function in F(ωd−1 ) ·k

Minoring ordering
Let p (x ) = d (x + 1). The following is a lower bound for the
minoring ordering.

Theorem 7.3. For sufficiently large n,
Fωd−1 (n) − n ≤ L (Pf (Nd ),⊑min ),p◦φ◦д (p (φ (n)))

Also L (Pf (Nd ),⊑min ),p◦φ◦д < Fα for any α < ωd−1.

We also have the following upper bound.

Theorem 7.4. Let д be primitive recursive and let A =
Pf (N

d )k for some numbers d and k . Then L (A,≤minA ),д is even-
tually bounded by a function in Fωd−1 ·(2d ·k )

8 Applications
We use the bounds proven in this paper to provide upper
bounds for some problems in automata theory. As a first
application, we consider the emptiness problem of incre-
menting tree counter automata (ITCA) over finite labelled
trees [14]. We only provide an informal sketch of the model
here. (The reader is referred to [14] for the technical details).
Incrementing tree counter automata are finite state automata
which operate over trees and have access to counters which it
can increment, decrement or test for zero. To avoid undecid-
ability, the counters are also allowed to have incrementation
errors, i.e., the values of the counters can increase erroneously
at any time. Based on the theory of well-structured transition
systems, the paper [14] gives a decision procedure for the
emptiness problem for ITCA from a given initial configura-
tion. In [4], the authors argue that if the number of states q
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and the number of counters k of the given ITCA are fixed
and the running time is measured as a function of the inital
configuration v0 of the ITCA, then the running time of this
decision procedure could be upper bounded by a function
from F(ωk ) ·q . Since the paper [4] uses a different notion of
controlled bad sequences compared to ours (and a different
well-quasi order than the one constructed in this paper), we
first revisit and adapt their analysis to our setting. Then we
apply our results to obtain better bounds for the running
time.
Let q,k be fixed natural numbers. Recall that Γq is the

well-quasi order where the domain has q elements such
that distinct elements are unordered and the norm of ev-
ery element is 0. By taking cartesian product of Γq with Nk
and then taking the majoring ordering of this resulting con-
struction we get a well-quasi order which we will denote
by (A, ≤A, | · |A) where A = Pf (Γq × Nk ). Notice that there
is a reflection from (A, ≤A, | · |A) to the majoring powerset
nwqo (Pf (N

k )q , ≤maj
Pf (Nk )q

, | · |Pf (Nk )q ). Indeed suppose S ∈ A.
For every a ∈ Γq , let Sa := {v : (a,v ) ∈ S }. It is then clear that
the mapping S → (Sa )a∈Γq is an reflection from (A, ≤A, | · |A)
to (Pf (N

k )q , ≤maj
Pf (Nk )q

, | · |Pf (Nk )q ). We will use this fact later
on.
We now analyse the algorithm given in [14] for testing

the emptiness of an ITCA. Let q and k be the number of
states and the number of counters of the ITCA respectively.
Let v0 ∈ Γq × Nk be the given initial configuration. Let
(A, ≤A, | · |A) be the nwqo on the domain A = Pf (Γq ×Nk ) as
described above. The algorithm proceeds by constructing a
sequence of finite sets K0,K1, . . . where each Ki ⊆ A, K0 is
the initial configuration {v0} andKi+1 = Ki∪Succ (Ki ) where
Succ is the successor function between sets of configurations
as described in [14]. The algorithm then finds the firstm such
that ↑ Km =↑ Km+1 and checks if there is an accepting config-
uration in ↑ Km . The complexity of the algorithm is mainly
dominated by the length of the sequence K0,K1, . . . ,Km .
Sincem is the first index such that ↑ Km =↑ Km+1, we can
find a minimal element xi ∈↑ Ki+1\ ↑ Ki for each i < m.
Consider the sequence x0, . . . ,xm−1 over A. Noticing that
x j ≱A xi if j > i , we can conclude that x0, . . . ,xm−1 is a
bad sequence over A. Further by a careful inspection of the
Succ relation (as described in [14]) one can easily establish
that x0, . . . ,xm−1 is a (д, |v0 |A)-controlled sequence where
д is some primitive recursive function depending on q and
k . Now since the nwqo (A, ≤A, | · |A) has a reflection into
(Pf (N

k )q , ≤maj
Pf (Nk )q

, | · |Pf (Nk )q ), we can apply Theorem 7.2 and
Proposition 2.14 to get,

Proposition 8.1. The time complexity of the emptiness
problem for an ITCA with q states and k counters is bounded
by a function in F(ωk−1 ) ·q

As noticed in [4], the authors of [14] also prove the decid-
ability of emptiness for a class of tree automata operating

on finite data trees called the alternating top-down tree one
register automata (ATRA), by providing a PSPACE-reduction
to the emptiness problem for ITCA. If the original ATRA had
q states, then the constructed ITCA has k (q) = 2q − 1 + 24q
many counters and f (q) ∈ O (2q ) many states. Hence, we
have

Proposition 8.2. The time complexity of the emptiness
problem for an ATRA with q states is bounded by a function
in F(ωk (q )−1 ) ·f (q )

As a second application, we consider the emptiness prob-
lem for another class of finite data tree automata called the
bottom-up alternating one register data tree automata (BUDA)
(See [10] for a complete description of the model). Apart from
having a finite number of statesQ , the transitions of a BUDA
are also defined by a specified finite semigroup S . In [10], the
authors prove the decidability of the emptiness problem for
BUDA using the theory of well-structured transition systems.
Let q and s be the number of states and the size of the finite
semigroup of the given BUDA respectively. Let k = 2q+s and
l = 2q2s2 + 1. The authors construct a wsts corresponding to
the given BUDA whose set of configurations can be taken to
be (Pf (Nk )f (k ) (where f (k ) is some function in O (2k )) with
the underlying order being ≤min

Pf (Nk )f (k )
.

A careful analysis of the decision procedure they describe
over this wsts reveals that the algorithm constructs a se-
quence of finite setsK0,K1, . . . ,where eachKi ⊆ (Pf (N

k )f (k ) ,
K0 is the initial configuration v0 and Ki+1 = Ki ∪ Succ (Ki )
where Succ is the successor function between sets of con-
figurations as described by the wsts. The algorithm then
finds the first m such that ↑ Km =↑ Km+l and checks if
there is an accepting configuration in ↑ Km . The complexity
of the algorithm is mainly dominated by the length of the
sequence K0, . . . ,Km , . . . ,Km+l . Since m is the first index
such that ↑ Km =↑ Km+l , we can find a minimal element
xi ∈↑ Ki+l \ ↑ Ki for each i < m. Let p be the largest number
such thatpl ≤ m+l . Similar to the analysis performed for the
ITCA model, we can conclude that x0,xl ,x2l , . . . ,x (p−1)l is a
(д, |v0 |Pf (Nk )f (k ) )-controlled sequence where д is a primitive
recursive function depending on k . Applying theorem 7.4
we then get,

Proposition 8.3. The time complexity of the emptiness
problem for a BUDA with q states and s elements in the
semigroup, is bounded by a function in Fωk−1 ·(2k ·f (k )) where
k = 2q+s .

9 Conclusion
In this paper, we have proved lower and upper bounds for
the length of controlled bad sequences for the majoring and
minoring ordering over finite sets of Nk . The results were
obtained by giving the bounds in terms of functions from
Cichon hierarchy and using known complexity results, were
translated into bounds over the fast-growing hierarchy. To
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the best of our knowledge, this is the first upper bound
result for length functions over the minoring ordering of
Pf (N

d ). As an application, we used the results to establish
upper bounds for the emptiness problems of three types of
automata working on trees.
The bounds on the length function for the majoring or-

dering on Pf (Nk ) is easily seen to be tight, which solves a
problem left open in [4]. However this is not the case with the
bounds for minoring ordering and it might be an interesting
question in the future to bridge this gap.
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Appendix B

Complexity of Coverability in
Bounded Path Broadcast
Networks (FSTTCS 2021)

This section contains a reprinting of the following paper, which has been pub-
lished as a peer-reviewed conference paper.

A. R. Balasubramanian. Complexity of Coverability in Bounded
Path Broadcast Networks. In conference proceedings of FSTTCS
2021. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2021. Vol.
213 of LIPIcs, Pages - 35:1-35:16. doi: 10.4230/LIPIcs.FSTTCS.20
21.35

According to the Open Access Policy of LIPIcs (Leibniz International Pro-
ceedings in Informatics) by Schloss Dagstuhl Leibniz-Zentrum für Informatik,
the author of this thesis is permitted to include the above paper in this thesis.
The relevant excerpt is the following:

LIPIcs volumes are peer-reviewed and published according to the
principle of OpenAccess, i.e., they are available online and free of
charge. The authors retain their copyright.

For more information, please see https://www.dagstuhl.de/en/publish
ing/series/details/LIPIcs, in particular, the section on Open Access Policy.

Summary
Broadcast networks are a formalism of distributed computation that allows one
to model networks of identical nodes communicating through message broad-
casts over a communication topology that does not change over the course of
executions. The parameterized verification problem for these networks amounts
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to proving the correctness of a property for any number of nodes and on all
executions. Dually speaking, this problem asks for the existence of an execution
of the broadcast network that violates a given property. One specific instance of
parameterized verification is the coverability problem which asks whether there
is an execution of the network in which some node reaches a given state of the
broadcast protocol. This problem is known to be undecidable. Further, if we
additionally assume that the underlying communication topology has a bound
on the longest path, then the coverability problem is known to be decidable. In
this work, we precisely characterize the complexity of the coverability problem
for bounded-path topologies and prove that it is Fϵ0 -complete, where Fϵ0 is a
class in the fast-growing hierarchy of complexity classes.

Contributions of the author of this thesis
I am the sole author of this paper.
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Abstract
Broadcast networks are a formalism of distributed computation that allow one to model networks of
identical nodes communicating through message broadcasts over a communication topology that does
not change over the course of executions. The parameterized verification problem for these networks
amounts to proving correctness of a property for any number of nodes, and on all executions. Dually
speaking, this problem asks for the existence of an execution of the broadcast network that violates
a given property. One specific instance of parameterized verification is the coverability problem
which asks whether there is an execution of the network in which some node reaches a given state
of the broadcast protocol. This problem was proven to be undecidable by Delzanno, Sangnier and
Zavattaro (CONCUR 2010). In the same paper, the authors also prove that, if we additionally
assume that the underlying communication topology has a bound on the longest path, then the
coverability problem becomes decidable.

In this paper, we provide complexity results for the above problem and prove that the coverability
problem for bounded-path topologies is Fϵ0 -complete, where Fϵ0 is a class in the fast-growing
hierarchy of complexity classes. This solves an open problem of Hasse, Schmitz and Schnoebelen
(LMCS, Vol 10, Issue 4).
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1 Introduction

In recent years, significant effort has been put into understanding the precise computational
complexity of problems which are non-elementary, i.e., problems whose running times cannot
be upper bounded by any fixed tower of exponentials of the input size [13, 6, 20, 19, 1, 18, 8].
A well-known such problem is the satisfiability problem of the weak monadic theory of one
successor (WS1S) [17]. A more recent addition to this collection is the reachability problem
for Petri nets [7]. We refer the reader to the excellent survey by Schmitz [19] for a collection
of various non-elementary problems from logic, automata theory and verification which have
been proven to be complete for appropriate complexity classes in the fast-growing hierarchy.
This hierarchy allows for a finer classification of problems lying beyond the elementary regime.

From a tractability perspective, these results are of course negative. However, there are
non-elementary problems for which tools have been developed, for e.g. MONA for WS1S [11];
and considerable effort has been put into the development of fast heuristics to solve some
non-elementary problems on realistic inputs, for e.g., there is a huge wealth of heuristics and
special cases which have been studied for the Petri net reachability problem [3, 12, 14, 4, 5, 15].
Hence, understanding the precise complexity of a non-elementary problem can help us to
solve it in practice by reducing it to various other well-studied non-elementary problems.

© A. R. Balasubramanian;
licensed under Creative Commons License CC-BY 4.0
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The fast-growing hierarchy mentioned above can help us in this goal of understanding
the computational complexity of non-elementary problems. Proving a problem to be hard
for one of these classes implies that that problem cannot have an efficient encoding into any
of the non-elementary problems which lie strictly below this class. In their invited paper for
CONCUR 2013 [21], Schmitz and Schnoebelen explicity state the program of populating the
catalog of hard problems for classes in the fast-growing hierarchy, so that hardness proofs do
not have to begin from Turing machines, but can instead rely on simpler reductions.

In this paper, we contribute to this program by considering a problem from the paramet-
erized verification of broadcast networks and proving that it is Fϵ0 -complete, where Fϵ0 is a
complexity class in the fast-growing hierarchy. We now offer a brief overview of broadcast
networks [9, 2]. Broadcast networks are a formalism of distributed computation that allow
one to model networks of identical nodes communicating through message broadcasts. Each
node runs the same protocol and an underlying communication topology specifies for each
node, the set of neighbors that it can broadcast messages to. This topology remains invariant
over the course of executions of the network. At any point, a node can broadcast a message
which is received by all of its neighbors.

The parameterized verification problem for these networks amounts to proving correctness
of a property for any number of nodes and over any communication topology. Dually, we ask
for the existence of an execution of the network that violates a given property. One specific
instance of parameterized verification is the coverability problem which asks whether there
is an execution of the network in which some node reaches a given state of the broadcast
protocol. This problem was proven to be undecidable by Delzanno, Sangnier and Zavattaro
(Theorem 1 of [9]). In the same paper, the authors also prove that, if we additionally assume
that the underlying communication topology has a bound on the longest path (bounded-
path topologies), then the coverability problem becomes decidable (Theorem 5 of [9]). Our
main result in this paper is that the coverability problem for bounded-path topologies is
Fϵ0 -complete, where Fϵ0 is a class in the aforementioned fast-growing hierarchy of complexity
classes.

Our result settles a conjecture raised by Hasse, Schmitz and Schnoebelen (Section 8.3
of [16]) and also settles the complexity of the last remaining question from the original paper
that initiated the study of parameterized verification problems for broadcast networks [9].
Moreover, we provide a new and rather natural problem to the list of Fϵ0 -complete problems,
which when compared to the list of Fω-complete and Fωω -complete problems, is rather small
currently (Section 6.4 of [19]). (Both Fω and Fωω are classes in the fast-growing hierarchy
which are much smaller than Fϵ0). Hence, in this sense, we contribute to the above-mentioned
program of finding hard problems for classes in the fast-growing hierarchy. Further, we hope
that the present work might prove to be useful in settling the complexity of other problems
conjectured to be Fϵ0 -complete (Section 8.3 of [16]), since all the problems mentioned there
are concerned with infinite-state systems regarding bounded-path trees and graphs, and so
those problems are in some sense “close” to the problem that we consider here.

2 Preliminaries

In this section, we recall the model of broadcast networks as defined in [2]. Intuitively, a
broadcast network consists of several nodes, each executing the same finite-state broadcast
protocol. A communication topology assigns to each node, a finite set of neighbors, to which
it can communicate. At any point, some node can broadcast a message which is received by
all of its neighbors. We now proceed to formalize this intuition.
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Broadcast networks
▶ Definition 1. A broadcast protocol is a tuple P = (Q, I, Σ, ∆) where Q is a finite set of states,
I ⊆ Q is the set of initial states, Σ is a finite set of messages and ∆ ⊆ Q×{!a, ?a, : a ∈ Σ}×Q

is the transition relation.

For ease of notation, we will write q
!a−→ q′ (resp. q

?a−→ q′) for (q, !a, q′) ∈ ∆ (resp.
(q, ?a, q′) ∈ ∆). A transition q

!a−→ q′ (resp. q
?a−→ q′) intuitively corresponds to broadcasting

(resp. receiving) the message a. We will assume that broadcast protocols are complete, i.e.
for every state q and every message a there exists q′ such that q

?a−→ q′.
As mentioned before, a broadcast network consists of several identical nodes running a

broadcast protocol and each node has a finite set of neighbors. To formalize this, given a
broadcast protocol P = (Q, I, Σ, ∆), a configuration of P is a labelled graph γ = (N, E, L)
where N is a finite set of nodes, E ⊆ N × N is a finite set of (undirected) edges specifying
for every pair of nodes whether or not there is a communication link between them and
L : N → Q is a labelling function that specifies the current state of each node. We let
L(γ) = {L(n) : n ∈ N} be the set of labels appearing in the nodes of γ. We say that γ is
initial if L(γ) ⊆ I.

The semantics of the broadcast network of a protocol P is given by means of an infinite-
state transition system T (P) which consists of all the configurations of the protocol P . There
is a step from the configuration γ = (N, E, L) to the configuration γ′ = (N′, E′, L′) if N′ = N,
E′ = E and there exists a node n and a message a ∈ Σ such that (L(n), !a, L′(n)) ∈ ∆, and
for every other node n′, if (n, n′) ∈ E, then (L(n), ?a, L′(n′)) ∈ ∆; otherwise L(n′) = L′(n′).
In this case, we write γ

n,a−−→ γ′ or simply γ −→ γ′. Intuitively, a step consists of a node n
broadcasting some message a which is then received by all of its neighbors; all the other
nodes do nothing. Notice that between steps, the set of nodes and edges do not change.

A run from the configuration γ to the configuation γ′ is a sequence of steps γ −→ γ1 −→
γ2 −→ . . . γk−1 −→ γ′. If a run exists between configurations γ and γ′ we denote it by γ

∗−→ γ′.
An execution is a run starting from an initial configuration.

Given a state f and a configuration γ we say that γ covers f if f ∈ L(γ), i.e., if the
state of some node in γ is f . We say that an execution γ0

∗−→ γ covers f , if γ covers f . The
coverability problem for broadcast protocols is to decide, given a broadcast protocol P and a
state f , whether there is an execution from some initial configuration that covers f . It is
known that the coverability problem is undecidable (Theorem 1 of [9]).

(a, 1) (b, 1) (c, 1) (d, 1) (e, 1)?ht0 !ht1 !ht1 ?ht0

(a, 0) (c, 0)

?ht1, ?ht1

(e, 0)!ht0 !ht0

Figure 1 Example of a broadcast protocol where we set I = {(a, 0), (a, 1)} and Σ = {hti, hti :
0 ≤ i ≤ 1}. If for a state (f, i), we have not depicted what happens when message m is received at
(f, i), we assume that (f, i) ?m−−→ (⊥, i). Here (⊥, 0) and (⊥, 1) are new sink states, i.e., states with
no outgoing transition.

▶ Example 2. We consider the broadcast protocol given in Figure 1. Figure 2 shows an
execution in this protocol covering the state (e, 0). Moreover, let γ = (N, E, L) be any initial
configuration and γ′ = (N′, E′, L′) be any configuration covering (e, 0) such that γ

∗−→ γ′.
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(a, 0) (a, 1)

(a, 1) (a, 1)

!ht0

(c, 0) (b, 1)

(b, 1) (b, 1)

!ht1

3×

(c, 0) (c, 1)

(c, 1) (c, 1)

!ht1

3×

(c, 0) (d, 1)

(d, 1) (d, 1)

!ht0

(e, 0) (e, 1)

(e, 1) (e, 1)

Figure 2 Example of an execution covering (e, 0) in the broadcast protocol given in Figure 1.
The nodes marked in green make the broadcasts, i.e., first the node on the topmost left broadcasts
ht0, then all the other nodes broadcast ht1 in some order, and then ht1 in some order, and then the
node on the topmost left broadcasts ht0.

Hence, there is a node n such that L′(n) = (e, 0). Note that L(n) must be (a, 0). Hence n
must have broadcasted both ht0 and ht0 to move into the states (c, 0) and (e, 0) at different
points during the run. This means that all of the neighbors of n received ht0 at some point,
and so the labels of all of its neighbors in γ′ must be either (e, 1) or (⊥, 0) or (⊥, 1).

Suppose n′ is a neighbor of n such that L′(n′) = (e, 1). Notice that if there is a neighbor
n′′ ̸= n of n′ which was at (c, 0) during some point in the run, then n′′ must have broadcasted
ht0 during the run. However, then n′ would have received two ht0 messages, which would
have caused it to move into either (⊥, 0) or (⊥, 1). Hence, there is exactly one neighbor of n′

which was labelled by (c, 0) at some point during the run.
This protocol along with the above discussion will prove useful later on for the lower

bound reductions in section 5.

Bounded-path broadcast networks

Motivated by the undecidability of the coverability problem, the authors of [9] also study a
different variant of the problem, which we now describe.

Let P be a broadcast protocol and let k ≥ 1 be some number. Let γ be a configuration
of P. We say that γ is k-path bounded if the length of the longest simple path in γ is at
most k. Now, let Tk(P) be the restriction of the transition system T (P) to only k-path
bounded configurations. Notice that since the set of nodes and edges do not change during
a run, Tk(P) is closed under the step relation. The path bounded coverability problem
(Bounded-Path-Cover) is then defined as follows:

Given: A broadcast protocol P = (Q, I, Σ, ∆), a state f ∈ Q and a number k.
Decide: If there is an execution in Tk(P) which covers f .

The authors of [9] prove that this problem is decidable (Theorem 5 of [9]). The main
result that we prove in this paper is that

▶ Theorem 3. Bounded-Path-Cover is Fϵ0-complete.

Here Fϵ0 is a member of the fast-growing complexity class hierarchy. We refer the reader
to Section 2.3 of [19] for a description of the fast-growing hierarchy and the class Fϵ0 . To
prove the upper bound for our problem, we will consider the algorithm given in [9] and
analyze its running time by means of controlled-bad sequences of a suitable well-quasi order,
whose upper bounds will allow us to place Bounded-Path-Cover in the complexity class
Fϵ0 . The lower bound is proved by giving a logspace reduction from a known Fϵ0-hard
problem, which we now proceed to describe.
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3 Nested counter systems (NCS)

A nested counter system is a generalisation of a usual counter system with higher-order
counters, i.e., counters which can themselves contain other (lower-order) counters. Intuitively,
an one-dimensional counter is a usual counter, which can either add or subtract 1. A
two-dimensional counter can either add or remove an one-dimensional counter, a three-
dimensional counter can either add or remove a two-dimensional counter and so on. Here,
we slightly alter the definition of nested counter systems as given in [8] so that it better
suits our purposes. It can be easily verified that our altered definition does not affect the
semantics of the system as given in [8].

A k-nested counter system (k-NCS) is a tuple N = (Q, δ) where Q is a finite set of states
and δ ⊆ ⋃

1≤i,j≤k+1(Qi × Qj) is a set of rules. The set CN of configurations of N is defined
to be the set of all labelled rooted trees of height atmost k, with labels from the set Q.

The operational semantics of N is defined in terms of the following transition relation
→⊆ CN × CN on configurations: Let r := ((q0, . . . , qi), (q′

0, . . . , q′
j)) ∈ δ be a rule with

i ≤ j ≤ k. We say that a configuration C can move to the configuration C ′ using the rule r

(denoted by C
r−→ C ′), if there is a path v0, v1 . . . , vi in C starting at the root such that for

every 0 ≤ l ≤ i, the label of vl is ql and, C ′ is obtained from C by 1) for every 0 ≤ l ≤ i,
changing the label of each vl to q′

l and 2) for every i + 1 ≤ l ≤ j, creating a new vertex vl

with label q′
l and adding it as a child to vl−1.

Similarly, suppose r := ((q0, . . . , qi), (q′
0, . . . , q′

j)) ∈ δ is a rule with j < i ≤ k. Then
C

r−→ C ′ if there is a path v0, v1, . . . , vi in C starting at the root such that for every 0 ≤ l ≤ i,
the label of vl is ql and, C ′ is obtained from C by 1) for every 0 ≤ l ≤ j, changing the label
of each vl to q′

l and 2) removing the subtree rooted at the node vj+1.

▶ Example 4. Let us consider the NCS N given by the states Q = {pi, p′
i, qi, q′

i : 0 ≤ i ≤ 4}
and consisting of the following rules: r1 = ((q0, q1), (q′

0, q′
1, q′

2)), r2 = ((q′
0, q3, q2), (p0)), r3 =

((p0), (p′
0)). In Figure 3, we illustrate the application of these rules to a configuration of N .

q0

q1 q3

q2

q4

q2

r1

q′
0

q′
1

q′
2

q3

q2

q4

q2

r2

p0

q′
1

q′
2

r3

p′
0

q′
1

q′
2

Figure 3 Application of the rules r1, r2 and r3 to a configuration of N , which is described in
Example 4.

We say that C −→ C ′ if C
r−→ C ′ for some rule r. We let ∗−→ denote the reflexive and

transitive closure of → and we say that a configuration C reaches C ′ if C
∗−→ C ′. Given two

states qin, qf ∈ Q, we say that qin can cover qf if the (unique) configuration consisting of the
single root vertex labelled with qin can reach some configuration where the root is labelled
by qf . The coverability problem for an NCS is then the following: Given an NCS N and
two states qin, qf , can qin cover qf ? It is known that the coverability problem is Fϵ0-hard
(Theorem 7 of [8]).
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Lossy semantics. In addition to the “usual” semantics of an NCS that we have described in
the previous section, we also need a lossy semantics which we now define here. Let N = (Q, δ)
be a k-NCS and let qin, qf ∈ Q. We say that there is a lossy step between configurations C

and C ′, if C ′ can be obtained from C by deleting the subtree rooted at some vertex v in C.
We let C 99K C ′ if either there is a lossy step between C and C ′ or C

r−→ C ′ for some rule r.
As usual, we let ∗99K denote the reflexive and transitive closure of 99K and we say that C

can reach C ′ in a lossy manner if C
∗99K C ′. We can then define the notion of the state qin

covering the state qf in a straightforward manner.
For configurations C, C ′, we say that C ≥ C ′ iff C ′ can be obtained from C by a sequence

of lossy steps. Since NCS do not have any zero tests, from the definition of the transition
relation, we can easily infer the following proposition.

▶ Proposition 5. If C1 ≥ C ′
1 and C ′

1
∗99K C ′

2 then there exists C2 ≥ C ′
2 such that C1

∗−→ C2.

Hence, we get the following corollary.

▶ Corollary 6. qf can be covered from qin in a lossy manner iff qf can be covered from qin

under the usual semantics.

This corollary will be useful later on in order to prove our hardness result.

4 A simulator protocol Psim

Throughout this section, let N = (Q, δ) be a fixed k-NCS with two fixed states qin and qf .
In this section, we will construct a broadcast protocol Psim = (Qsim, Isim, Σsim, δsim), a state
p of Psim, and define a notion of good initial configurations of Psim such that the following
property is satisfied: qf can be covered from qin in the NCS N iff p can be covered in
T2k(Psim) by some execution starting at a good initial configuration. Intuitively, the protocol
Psim will simulate the NCS N , provided that the initial configuration that it begins with is a
good initial configuration.

States, alphabet and good configurations. For each 0 ≤ i ≤ k, Psim will have
two states (start, i), (finish, i). For each 0 ≤ i ≤ k and each r ∈ δ, we will have
five states (req-rec[r], i), (req-fwd[r], i), (wait[r], i), (ack-rec[r], i), (ack-fwd[r], i). Fi-
nally, for each 0 ≤ i ≤ k and each q ∈ Q, Psim will have a state (q, i). No-
tice that each state of Psim is of the form (a, b) where a ∈ Q ∪ {start, finish} ∪
{req-rec[r], req-fwd[r], wait[r], ack-rec[r], ack-fwd[r]} and 0 ≤ b ≤ k. The first part
“a” will be called the base of the state and the second part “b” will be called the grade. Some-
times we will abuse notation and refer to the base (resp. grade) of a node in a configuration
to mean the base (resp. grade) of the label of that node.

The initial set of states Isim will be the set {(qin, 0)} ∪ {(start, i) : 1 ≤ i ≤ k}. (The
asymmetry in the initial set of states between the case of 0 and others will be discussed in the
following paragraphs). The alphabet Σsim will be the set {beginr

i , endr
i : r ∈ δ, 0 ≤ i ≤ k}.

A configuration γ of Psim is called good if γ is a tree of height at most k such that 1) the
base of the label of every node is in the set Q ∪ {start, finish}, 2) there is exactly one node n
labelled by a state of grade 0, which will be called the root of γ and, 3) every node at distance
i from n is labelled by a state of grade i. Notice that if γ is a good initial configuration then
γ ∈ T2k(P). Further, notice that in a good initial configuration, the root must be labelled by
(qin, 0) and every node at distance i from the root is labelled by (start, i).
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Intuition behind good configurations of Psim. Before we describe the transition relation
of Psim, we describe some intuition behind the notion of a good configuration.

Let γ be a good configuration of Psim. Notice that there is a way to map γ to a
configuration of N : First, forget all the grades from the labels of each node in γ and just
keep the bases. Next, remove all nodes whose label is either start or finish and from the
resulting forest, pick the tree T containing the root. In this way, to every good configuration
γ of Psim we can define a configuration E(γ) of N . Hence, we can use good configurations of
Psim to encode configurations of N and this is the reason behind defining good configurations
of Psim. An example of this mapping is given in Figure 4.

Further, notice that if γ is any good initial configuration, then E(γ) is the initial config-
uration of N . This is the reason behind the asymmetry in the definition of the initial set of
states between the case of 0 and others.

(q0, 0)

(q1, 1)

(finish, 2)

(start, 1)

(q2, 2)

(q3, 1)

(q2, 2)

(q4, 3)

(start, 2)

(q4, 3)

q0

q1 q3

q2

q4

Figure 4 An example of the map E between good configurations of P and configurations of N .
On the left is a good configuration γ of P and on the right is its corresponding mapped configuration
E(γ) of N .

4.1 Transitions involving the letters beginr
i and endr

i

For the rest of this section, let us fix a rule r = ((q0, . . . , qi), (q′
0, . . . , q′

j)) ∈ δ where i, j ≤ k

and let w = max(i, j). For the sake of uniformity, if i < j, then let ql = start for every
i < l ≤ j. If i > j, then let q′

l = finish for every j < l ≤ i.
Intuitively, the gadget that we will demonstrate will use the messages beginr

i and endr
i

to find a path n0, . . . , nw labelled by (q0, 0), (q1, 1), . . . , (qw, w) and then change the labels
along this path to (q′

0, 0), (q′
1, 1), . . . , (q′

w, w). Notice that if i ≤ j, this means that a path
of the form (q0, 0), . . . , (qi, i), (start, i + 1), . . . , (start, j) becomes (q′

0, 0), . . . , (q′
i, i), (q′

i+1, i +
1), . . . , (q′

j , j). Similarly, if i > j then a path of the form (q0, 0), . . . , (qj , j), . . . (qi, i) becomes
(q′

0, 0), . . . , (q′
j , j), (finish, j + 1), . . . , (finish, i). This would then allow us to simulate the rule

r on good configurations of Psim.
Formally, we now describe the transitions involving the letters {beginr

i , endr
i : 0 ≤ i ≤ k}.

First, we make a small remark:

▶ Remark 7. In the following, if we do not specify what happens upon receiving a message
m from a state with base a and grade b, then it is to be assumed that (a, b) ?m−−→ (finish, b).

The “gadget” for “simulating” the rule r. We now present the main transitions involving
the messages beginr

i and endr
i .
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First, we have four transitions

(q0, 0) !beginr
0−−−−→ (req-fwd[r], 0) ?beginr

1−−−−−→ (wait[r], 0) ?endr
1−−−−→ (ack-rec[r], 0) !endr

0−−−→ (q′
0, 0)

Then, for every 1 ≤ l ≤ w − 1, we have

(ql, l)
?beginr

l−1−−−−−−→ (req-rec[r], l)
!beginr

l−−−−→ (req-fwd[r], l)
?beginr

l+1−−−−−−→ (wait[r], l)

(ack-rec[r], l)
!endr

l−−−→ (ack-fwd[r], l)
?endr

l−1−−−−−→ (q′
l, l)

?endr
l+1

Finally, we have four transitions

(qw, w)
?beginr

w−1−−−−−−→ (req-rec[r], w)
!beginr

w−−−−→ (wait[r], w)
!endr

w−−−−→ (ack-fwd[r], w)
?endr

w−1−−−−−−→ (q′
w, w)

Self-loops. While the previous gadget comprised the main transitions involving beginr
i

and endr
i , for technical reasons we need the following self-loop transitions as well: For

every state with base a ∈ Q ∪ {start, finish} and grade 1 ≤ i ≤ k, there are two transitions
(a, i)

?beginr
i−1−−−−−−→ (a, i) and (a, i)

?endr
i−1−−−−−→ (a, i).

This finishes our description of the transition relation of Psim.

Intuition behind the transitions. We now give a brief intuition behind the gadget in the
case of w = 2. Notice that only the root n0 in a good configuration can be labelled by (q0, 0).
Hence if n0 broadcasts beginr

0, it is forwarding its request of wanting to simulate the rule
r to its children. The children have two choices: either stay where they are by means of
the self-loops or receive the request and move to (req-rec[r], 1). Atleast one child n1 has
to receive the request and move, otherwise the configuration enters into a deadlock. From
(req-rec[r], 1) n1 can forward this request to its children by broadcasting beginr

1 (and also
let n0 know that is has received its request, whereby it enters a waiting mode). Notice that
if two children of n0 forward the request, then n0 will enter (finish, 0) and the simulation of
the rule r cannot happen. Similarly, some child n2 of n1 must receive the request of n1, move
to (req-rec[r], 2), then broadcast beginr

2. At this point, the base of each ni is wait[r].
Now n2 can broadcast endr

2, forwarding an acknowledgment to the request made by n1.
n1 can receive this acknowledgment and broadcast endr

1, forwarding an acknowledgment to
n0 which can broadcast endr

0 and move to (q′
0, 0). At this point, the labels of n0, n1 and n2

are (q′
0, 0), (q′

1, 1) and (q′
2, 2) respectively, which means that we have changed the labels along

a path from (q0, 0), (q1, 1) and (q2, 2) to (q′
0, 0), (q′

1, 1) and (q′
2, 2).

4.2 Proof of correctness
The following lemma tells us that we can use good configurations of Psim along with the
gadget for the rule r described in the previous section to simulate steps of N .

▶ Lemma 8 (Psim simulates N ). Suppose C
r−→ C ′ is a step in the NCS N . Suppose γ is

a good configuration such that 1) E(γ) = C and, 2) there is a path n0, . . . , nw in γ where
the label of each nl is (ql, l). Then there is a good configuration γ′ with γ

∗−→ γ′ such that 1)
E(γ′) = C ′ and, 2) γ′ is the same as γ except the label of each nl is (q′

l, l).
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Proof sketch. For ease of presentation, we provide the proof in the case of w = 2. This
proof can be generalized to any w in a straightforward manner.

The proof for w = 2 is essentially the same argument that is given in the intuition
paragraph. Throughout the run that we are going to describe, if a node n /∈ {n0, n1, n2}
receives a message, then it will always take the self-loop transitions that we have constructed
in the gadget for the rule r.

From γ, n0 broadcasts beginr
0 and moves to (req-fwd[r], 0) and n1 receives it and moves

to (req-rec[r], 1). Then, n1 broadcasts beginr
1 and moves to (req-fwd[r], 1) and n0 and n2

receive it and move to (wait[r], 0) and (req-rec[r], 2) respectively. Then, n2 broadcasts
beginr

2 and moves to (wait[r], 2) and n1 receives it and moves to (wait[r], 1). Notice that at
this point, the base of each ni is wait[r] and the labels of all the other nodes are unchanged,
i.e., the same as the labels in γ.

Now, we proceed in the reverse direction. n2 broadcasts endr
2 and moves to (ack-fwd[r], 2)

and n1 receives it and moves to (ack-rec[r], 1). Then, n1 broadcasts endr
1 and moves to

(ack-fwd[r], 1) and n0 and n2 receive it and move to (ack-rec[r], 0) and (q′
2, 2) respectively.

Then, n0 broadcasts endr
0 and moves to (q′

0, 0) and n1 receives it and moves to (q′
1, 1). It is

clear that the configuration reached at the end of this run satisfies the required properties. ◀

We now show a partial converse to the above lemma. It says that if there is a run of good
configurations which uses only the transitions given in the gadget for the rule r and begins
and ends with the root being in (q0, 0) and (q′

0, 0), then it is possible to “lift” that run back
to the corresponding configurations in the NCS N .

▶ Lemma 9 (N simulates Psim). Suppose γ
∗−→ γ′ where 1) γ is a good configuration, 2) the

labels of the root in γ and γ′ are (q0, 0) and (q′
0, 0) and 3) in all the configurations between γ

and γ′, the base of the root is in the set {req-fwd[r], wait[r], ack-rec[r]}. Then, 1) γ′ is a
good configuration and, 2) E(γ) ∗99K E(γ′).

Proof sketch. Let the run γ
∗−→ γ′ be of the form γ = γ0 −→ γ1 −→ . . . γm−1 −→ γm = γ′. By

means of induction and some extensive case analysis on the gadget that we have constructed,
we can first prove that there exists a path n0, n1, . . . , nw in γ with the following properties:

For each 0 ≤ l ≤ w, the label of nl is (ql, l) in γ and (q′
l, l) in γ′.

For each 0 ≤ l ≤ w, nl broadcasts exactly two messages: beginr
l and endr

l .
For each 0 ≤ l < w, the only child of nl that broadcasts a message in the run is nl+1.

We then let Ch(nl) denote the set of children of nl. Notice that the only node which could
broadcast a message in γ0 is n0 and so it must be the case that γ0

n0,beginr
0−−−−−−→ γ1. Now, suppose,

for some 0 ≤ l < w, we have shown that it must be the case that γ0
n0,beginr

0−−−−−−→ γ1 . . . γl
nl,beginr

l−−−−−→
γl+1. Then, notice that the only nodes whose labels in γl+1 could have an outgoing broadcast
transition are the nodes in

⋃
0≤l′<l(Ch(nl′)\{nl′+1})∪Ch(nl). By our claim, among these only

nl+1 broadcasts a message and so we must have that γl+1
nl+1,beginr

l+1−−−−−−−−→ γl+2. Hence, in this way
we get that γ0

n0,beginr
0−−−−−−→ . . . γw

nw,beginr
w−−−−−−→ γw+1. In exactly the same way, we can show that it

must be the case that γw+1
nw,endr

w−−−−−→ γw+2
nw−1,endr

w−1−−−−−−−−−→ γw+3 . . . γ2w+1
n0,endr

0−−−−−→ γ2w+2 = γm.
Let S be the set of all nodes whose base in γ belonged to Q∪{start} and whose base in γ′

is finish. (Notice that S ⊆ ⋃
0≤l<w Ch(nl) and S ∪ {n0, . . . , nw} are exactly the set of nodes

whose labels have changed during the run). It is then easy to see that, by firing the rule r

from E(γ) and then deleting all the subtrees whose roots are in S, we get E(γ) ∗99K E(γ′). ◀

With these two “simulation” lemmas, we have the following main result.

▶ Theorem 10. The state qin can cover the state qf in the NCS N iff (qf , 0) can be covered
by some execution in P starting at a good initial configuration.
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5 A seeker protocol Pseek

In the previous section, we have shown that given a k-NCS N = (Q, δ) along with two states
qin, qf ∈ Q, we can construct a simulator protocol Psim, such that qin can cover qf in N iff
(qf , 0) can be covered in Psim by an execution starting at a good initial configuration. In
this section, we will construct a seeker protocol Pseek and “attach” it to Psim which will let
us get rid of the goodness assumption. The seeker protocol Pseek will begin at an arbitrary
initial communication topology and seek for a subgraph to act as a good initial configuration
for Psim. Hence, once we have deployed Pseek to find such a subgraph, we can then use Psim
to simulate the k-NCS N on this subgraph.

Formally, the seeker protocol Pseek = (Qseek, Iseek, Σseek, δseek) will be a generalization of
the protocol given in Figure 1 (with the exception that the (e, i) and (⊥, i) states will be
replaced by (start, i) and (finish, i) respectively).

States and alphabet. For each 0 ≤ i ≤ k, Pseek will have six states of the form
(a, i), (b, i), (c, i), (d, i), (start, i) and (finish, i). Notice that (start, i) and (finish, i) are also
present in Psim. Pseek will also have the state (qin, 0), which is a part of Psim as well. Similar
to Psim, we can define base and grade of a state.

The initial set of states will be {(a, i) : 0 ≤ i ≤ k}. For each 0 ≤ i ≤ k, Σseek will have
two letters: hti and hti. Σseek will also have another additional letter: transfer.

Transitions. Before we define the set of transitions, we make the same convention for Pseek
that we had made in Remark 7 for Psim. Having stated this, we now describe the transitions:

For the case of i = 0, we have the following transitions:

(a, 0) (c, 0)

?ht1, ?ht1

(start, 0) (qin, 0)!ht0 !ht0 !transfer

For the case of 1 ≤ i ≤ k, we have the following transitions: (The self-loops over the state
(c, i) are not included when i = k).

(a, i) (b, i) (c, i) (d, i) (start, i)
?hti−1 !hti

?hti+1, ?hti+1

!hti ?hti−1

?transfer

Intuition behind the transitions. Let us give a brief intuition behind the transitions in
the case of k = 2. A node n0 which is at (a, 0) aims to become the root of the good initial
configuration that the seeker protocol should find, and so broadcasts ht0, letting its neighbors
know that it wants to be the root of the good subgraph. If any neighbor of n0 is not in (a, 1)
then it immediately moves to a state with base finish. Otherwise, the set of all neighbors in
(a, 1) move to (b, 1). From here, all of these nodes can broadcast ht1, letting their neighbors
know that they now want to become a child of the root. All these messages will also be
received n0 which will use the self-loop at (c, 0) to ignore these messages. All the nodes
which receive a ht1 message can either move to a state with base finish or move to (b, 2),
from where they can broadcast ht2 and thereby move to (c, 2). At this point, we must have
a tree subgraph in which n0 is labelled by (c, 0), its children are labelled by (c, 1) and its
children are labelled by (c, 2).
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Now the nodes labelled by (c, 2) can all broadcast ht2, then the nodes labelled by (c, 1)
can all broadcast ht1 and then the node n0 can broadcast ht0. This leads to a tree subgraph
where n0 is labelled by (start, 0), its children are labelled by (start, 1) and its children are
labelled by (start, 2). Now, n0 can broadcast the letter “transfer” and move into (qin, 0),
thereby transferring the control over to the simulator protocol Psim. In this manner, Pseek
has found a good initial subgraph in which to run Psim.

Proof of correctness. Let P = (Qseek ∪Qsim, Iseek, Σseek ∪Σsim, δseek ∪ δsim) be the protocol
obtained by taking the union of the seeker and the simulator protocols, such that the initial
set of states is the initial set of states of the seeker protocol. Similar to the intuition given
above, the protocol P first runs the seeker protocol till a node with label (qin, 0) is reached,
at which point it runs the simulator protocol. The following lemma tells us that if a node
gets labelled by (qin, 0) while running P, then with that node as the root, there is a good
initial configuration for the simulator protocol Psim. This then allows us the protocol P to
run the simulator protocol on this good initial configuration.

▶ Lemma 11. Suppose γ
∗−→ γ′ n,transfer−−−−−−→ η is an execution of P. After removing all nodes

whose label’s base is finish in η, the connected component containing the node n is a good
initial configuration for the simulator protocol Psim.

Proof sketch. First, let us focus on the execution γ
∗−→ γ′. By definition of an execution, γ

is an initial configuration for the protocol Pseek and so all the nodes in γ have their labels in
the set {ai : 0 ≤ i ≤ k}.

Let T be the connected component containing the node n in γ′ after removing all nodes
whose base is finish. Let F := {(start, i) : 0 ≤ i ≤ k}. First, we show that all nodes in T

must have labels from the set F . Suppose there is a node n′ in T whose label is not in F .
Pick such an n′ which is at the shortest distance from n and let n = n0, n1, n2, . . . , nl, n′ be a
shortest path from n to n′.

By a generalization of the argument given in Example 2, we can prove by induction that
for each 1 ≤ i ≤ l, the label of each ni in T is (start, i) and the only neighbor of ni which
was labelled by (c, i − 1) at some point during the run is ni−1. Using this, we can then show
that n′ must have moved to (start, l + 1) at some point during the run.

By assumption, the label of n′ is not (start, l + 1) in T , and so it must moved out of
(start, l +1) to some state of the simulator protocol. By analysing the constructed protocol P ,
we can then prove that n′ must have received two htl messages. But any node that receives
two htl messages must necessarily move to a state with base finish, contradicting the fact
that n′ ∈ T .

Having proved that every node in T has its label in F , we can then show by examining the
structure of the transitions, that T must be a tree of height atmost k such that n0 is labelled
by (start, 0) and all nodes at distance i from n0 are labelled by (start, i). This then implies
that after removing all nodes with base finish in η, the connected component containing the
node n is a good initial configuration for the simulator protocol. ◀

▶ Theorem 12. The state qin can cover qf in the NCS N iff the state (qf , 0) can be covered
from any initial configuration in T2k(P).

Proof sketch. Due to lack of space, we focus only on the right to left implication. Suppose
γ

∗−→ γ′ is an execution of P such that some node n in γ′ is labelled by (qf , 0). Let γ0 be
the configuration along this run when the node n first got the label (qin, 0). (Notice that
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such a configuration must exist because of the construction of P). By Lemma 11, in γ0,
if we remove all nodes whose base is finish, then we get a good initial configuration T for
Psim with n as the root. Notice that no node with base finish can ever broadcast a message.
Hence, in the run γ0

∗−→ γ′, none of the nodes in T ever receive a message from any node
outside of T . It follows that we can restrict the run γ0

∗−→ γ′ to only the subtree T , to get a
run of Psim starting at a good initial configuration and covering (qf , 0). By Theorem 10, we
get that qf can be covered from qin in N . ◀

Hence, we get,

▶ Corollary 13. Bounded-Path-Cover is Fϵ0-hard.

6 Upper bound for Bounded-Path-Cover

In this section, we give a sketch of the proof that Bounded-Path-Cover is in Fϵ0 . Let
P = (Q, I, Σ, ∆) be a fixed protocol.

▶ Definition 14. Let γ1 = (N1, E1, L1) and γ2 = (N2, E2, L2) be two configurations of P. We
say that γ1 is an induced subgraph of γ2 (denoted by γ1 ⪯is γ2) if there is a label preserving
injection h from N1 to N2 such that (n, n′) ∈ E1 if and only if (h(n), h(n′)) ∈ E2.

It is known that, for any k ≥ 1, the set of all k-path bounded configurations of P is a
well-quasi ordering under the induced subgraph relation ⪯is (Theorem 2.2 of [10]). Using this
fact, the authors of [9] show that for every k, the transition system Tk(P) is a well-structured
transition system (WSTS) and then apply the generic backward exploration algorithm for
WSTS (See [20, 13]) to prove that Bounded-Path-Cover is decidable. By using the
standard and generic complexity arguments for WSTS (See [20, 13, 21]), an upper bound on
the running time of their procedure simply boils down to estimating the length of controlled
bad sequences of k-path bounded configurations under the induced subgraph relation.

Let H : N → N be the successor function and let n ∈ N. For each i ∈ N, let Hi denote
the i-fold application of H to itself i times, with H0 being the identity function.

▶ Definition 15. A sequence γ0, γ1, . . . , of k-path bounded configurations is (H, n)-controlled
bad if the number of nodes in each γi is at most Hi(n) and γi ̸⪯is γj for any i < j.

Our main result is an upper bound on the length of (H, n)-controlled bad sequences
of k-path bounded configurations, by embedding these configurations into the well-quasi
ordering of generalized priority alphabets (See [16]). This encoding is inspired by a similar
encoding given for bounded depth trees in Section 8.1 of [16]. This result then allows us to
prove that

▶ Theorem 16. Bounded-Path-Cover is in Fϵ0 and hence Fϵ0-complete.
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A Appendix

A.1 Proofs for Section 6
First, let us describe the backward exploration algorithm for solving Bounded-Path-Cover
that is given in Section 5 of [9]. Given a protocol P = (Q, I, Σ, δ), a state f and a number k, we
consider the set of all configurations in Tk(P) with the induced subgraph ordering ⪯is. Given a
set S of Tk(P) we let ↑ S := {γ′ : ∃γ ∈ S, γ ⪯is γ′}. A set S is called upward-closed if S =↑ S.

In Section 5 of [9], the following results are proved about Tk(P):
If S is upward-closed, then there exists a finite set B such that ↑ B = S. Such a B will
be called the basis of S.
If S is upward-closed and if Pre(S) is the set of all configurations γ′ ∈ Tk(P) such that
there is a configuration γ ∈ S with γ′ −→ γ, then S ∪ Pre(S) is upward-closed. Moreover,
given a basis B of S, we can compute a basis B′ of S ∪ Pre(S) such that the number
of nodes of each configuration in B′ is at most one more than the maximum number of
nodes in any configuration of B.

In Theorem 5 of [9] it is shown that the following algorithm terminates and is correct
for Bounded-Path-Cover : Construct a sequence of finite sets B0, B1, . . . , such that
each Bi ⊆ Tk(P), B0 is the single node configuration labelled by f and Bi+1 is a basis for
↑ Bi ∪ Pre(↑ Bi). The algorithm then finds the first m such that ↑ Bm =↑ Bm+1 and checks
if there is an initial configuration in ↑ Bm.

The running time complexity of the algorithm is mainly dominated by the length of the
sequence B0, B1, . . . , Bm. Since m is the first index such that ↑ Bm =↑ Bm+1, we can find a
minimal element γi ∈↑ Bi+1\ ↑ Bi for each i < m.

Consider the sequence γ0, . . . , γm−1. Notice that γi ̸⪯is γj for any j > i and further the
number of nodes in each γi is at most Hi(1), where H is the successor function. It follows
that γ0, . . . , γm−1 is a controlled bad sequence. Our main result is that

▶ Lemma 17. The length of (H, n)-controlled bad sequences over k-path bounded configur-
ations of P is upper bounded by the function Fϵ0(p(|Q|, k, n)).

Here Fϵ0 is the fast-growing function at level ϵ0 and p is some fixed primitive recursive
function. For our purposes, we do not need the actual definition of Fϵ0 , but we only need to
know that Fϵ0 contains the set of problems whose running time is upper bounded by the
function Fϵ0 composed with any primitive recursive function (See [19]). By the lemma above
and the fact that the running time complexity of the algorithm for Bounded-Path-Cover
is primarily dominated by the length of (H, 1)-controlled bad sequences we get,
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▶ Theorem 18. Bounded-Path-Cover is in Fϵ0 .

All that suffices is to prove Lemma 17. To do so, we will reduce the problem of estimating
the length of controlled bad sequences over k-path bounded configurations to the problem of
estimating the length of controlled bad sequences over another well-quasi order for which we
already know upper bounds. We now proceed to recall this well-quasi order as it is defined
in [16].

Generalized priority alphabets

Given a number k ∈ N called the priority level and a finite set Γ, a generalised priority
alphabet is the set ΣΓ,k := {(a, i) : a ∈ Γ, 0 ≤ i ≤ k}. Given m = (a, i) ∈ ΣΓ,k, we say that i is
the priority of m. Then for x, y ∈ Σ∗

Γ,k, we say that x ⊑Γ,k y if x = (a1, i1), (a2, i2), . . . , (al, il)
where each (aj , ij) ∈ ΣΓ,k and y = y1(a1, i1)y2(a2, i2)y3 . . . yl(al, il) such that ∀1 ≤ j ≤ l, we
have yj ∈ Σ∗

Γ,ij
, i.e., x can be obtained from y by removing subwords in such a manner so that

the priority of each removed subword is not bigger than the first preserved letter to its right.
It is known that for every k and Γ, the ordering ⊑Γ,k is a well-quasi ordering. (Theorem
3.6 of [16]). Now, similar to controlled bad sequences for k-path bounded configurations, we
can define (a slightly different notion of) controlled bad sequences for words over ΣΓ,k. Let
Sq : N → N be the squaring function and let Sqi denote the squaring function composed
with itself i times.

▶ Definition 19. A sequence w0, w1, . . . , of words over ΣΓ,k is (Sq, n)-controlled bad if the
length of each wi is at most Sqi(n) and wi ̸⊑Γ,k wj for any i < j.

Encoding k-path bounded graphs using generalized priority alphabets

A labelled k-path bounded graph is any graph G = (N, E, L) such that there is a labelling
function L : N → A for some some finite set A. (Notice that the set of k-path bounded
configurations of a protocol is a labelled k-path bounded graph where A is the set of states
of the protocol). We have the following theorem regarding labelled k-path bounded graphs.

▶ Theorem 20 (Lemma 2.1 of [10]). Suppose G is a labelled k-path bounded graph for
k ≥ 1. Then there is a node n such that every connected component of G \ {n} is a labelled
(k − 1)-path bounded graph.

This theorem suggests the following inductive encoding of labelled k-path bounded graphs
as strings over a priority alphabet: Let G = (N, E, L) be any labelled graph with labelling
function L : N → A where A is some finite set. Let e, ē be two symbols not in the finite set
A and let Ak := ∪0≤i≤kA × {e, ē}i. Notice that A0 := A. By induction on k, we will now
define a string ⟨G⟩ ∈ ΣAk,k.

Base case: If G is a 0-path bounded configuration, then G is a single node n and can be
encoded as (L(n), 0) ∈ Σ∗

A0,0.
Induction step: Suppose G is a k-path bounded configuration for some k ≥ 1 such that

G is not (k − 1)-path bounded. Let n be a vertex such that all the connected components
C1, . . . , Cl of G \ {n} are (k − 1)-path bounded configurations. (Such a node exists by
Theorem 20). For every node n′ in every Ci, first change its label from L(n′) to (L(n′), e) if
n′ is a neighbor of n in G and otherwise change its label to (L(n′), ē). Call these new labelled
graphs as Cn

1 , . . . , Cn
l .

By induction hypothesis, for each Cn
i , we have a string ⟨Cn

i ⟩ ∈ Σ∗
((A×{e,ē})k−1,k−1) ⊆

Σ∗
Ak,k−1. We now let ⟨G⟩ := ⟨Cn

1⟩(L(n), k)⟨Cn
2⟩(L(n), k) . . . ⟨Cn

l ⟩(L(n), k).
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Notice that if G is a labelled k-path bounded graph which is not (k − 1)-path bounded,
then ⟨G⟩ is of the form ⟨Cn

1⟩(a, k)⟨Cn
2⟩(a, k) . . . ⟨Cn

l ⟩(a, k) where 1) a is the label of some node
n in G, 2) C1, . . . , Cl are connected components of G \ {n} which are labelled (k − 1)-path
bounded subgraphs of G. This will be called the decomposition of ⟨G⟩ and the node n will
be called its crown.

We then have the following lemma:

▶ Lemma 21. If G and H are such that ⟨G⟩ ⊑Ak,k ⟨H⟩ then G ⪯is H.

Proof. Notice that if ⟨G⟩ ⊑Ak,k ⟨H⟩, then the highest priority appearing in ⟨G⟩ and ⟨H⟩
must be the same, which, without loss of generality, we can assume to be k.

We prove the lemma by induction on k. The base case of 0 is clear.
For the induction step, let ⟨Cn

1⟩(a, k)⟨Cn
2⟩(a, k) . . . ⟨Cn

m⟩(a, k) be the decomposition of
⟨G⟩ with crown n and let ⟨Dn′

1 ⟩(a′, k)⟨Dn′
2 ⟩(a′, k) . . . ⟨Dn′

n ⟩(a′, k) be the decomposition of ⟨H⟩
with crown n′. Since ⟨G⟩ ⊑Ak,k ⟨H⟩, it must be the case that a = a′.

By definition of the ⊑Ak,k relation, it must be the case that for every Cn
j , there exists

ij such that ⟨Cn
j ⟩ ⊑Ak,k−1 ⟨Dn′

ij
⟩. Notice that the priority has reduced and we can apply

the induction hypothesis to conclude that for each j, Cn
j ⪯is Dn′

ij
and so there exists a label

preserving injection hj from the nodes of Cn
j to the nodes of Dn′

ij
such that (u, v) is an edge

in Cn
j iff (hj(u), hj(v)) is an edge in Dn′

ij
.

Now, consider the following label preserving injection h from G to H: Map the crown n
to the other crown n′ and if n′′ is any other node in any one of the connected components
Cj , then map n′′ to hj(n′′). Notice that if u and v are nodes in G which belong to the same
connected component of G \ {n} then (u, v) is an edge in G iff (h(u), h(v)) is an edge in
H. Similarly, if u and v are nodes in G which belong to different connected components of
G \ {n} then h(u) and h(v) also belong to different connected components of H \ {n′} and so
the statement “(u, v) is an edge in G iff (h(u), h(v)) is an edge in H” is vacously true.

Finally suppose u = n and v is some other node of G. Notice that the last field in the
label of v is e if (u, v) is an edge in G and ē otherwise. By definition of h we have that
h(u) = n′ and also that the label of h(v) is the same as v. But by definition of decomposition
of ⟨H⟩, the last field in the label of h(v) is e if (n′, h(v)) is an edge in H and ē otherwise.
Hence, in this case as well, we have shown that (u, v) is an edge in G iff (h(u), h(v)) is an
edge in H. This concludes the proof. ◀

Upper bound on the length of controlled bad sequences for k-path bounded
configurations

Fix a protocol P with states Q and a number k and consider the set of configurations in
Tk(P). By the previous lemma, we can infer that the length of the longest (H, n)-controlled
bad sequence over the set of configurations of Tk(P) is at most the length of the longest
(Sq, n)-controlled bad sequence over the generalized priority alphabet ΣQk,k, which we know
is at most Fϵ0(p(|Q|, k, n)) where p is some primitive recursive function (Proposition 4.1 and
Sections 4.1.1 and 4.1.2 of [16]). This then implies Lemma 17, which is what we wanted to
prove.
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Summary
We consider the class of depth-bounded processes in π-calculus. These processes
are the most expressive fragment of π-calculus, for which verification problems
are known to be decidable. The decidability of the coverability problem for
this class has been achieved by means of well-quasi-orders. In this work, we
characterize the complexity of coverability for depth-bounded processes and
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prove that it is Fϵ0-complete, where Fϵ0 is a class in the fast-growing hierarchy
of complexity classes.
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1 Introduction

The π-calculus [21, 22] is a well-known formalism for describing concurrent message-passing
systems admitting unbounded process creation and mobility of agents. Intuitively speaking,
a configuration of such a system is a graph in which each vertex is a process labelled by
its current state and there is an edge between two processes if they share a channel using
which they can pass messages. The flexibility of π-calculus lies in the fact that processes
can transmit the names of channels using channels themselves, allowing reconfiguration of
channels using process definitions itself. Due to its immense expressive power, all interesting
verification problems quickly become undecidable for π-calculus processes.

Consequently, research on π-calculus has been focused on finding fragments for which
certain problems are decidable. The most expressive fragment of π-calculus for which some
verification problems still remain decidable is the class of depth-bounded processes [20].
Intuitively, depth-bounded processes are those in which the length of simple paths in the
set of reachable configurations is bounded by a constant. It is known that depth-bounded
processes can be viewed as well-structured transition systems (WSTS) [20]. This implies
that the coverability problem for such systems is decidable [20, 27]. Intuitively, coverability
consists of deciding if a given system can reach a configuration where some process is in an
error state.

However, despite the positive decidability results known regarding this problem, the
exact complexity of this problem has remained open so far. To the best of our knowledge,
only an EXPSPACE-hardness result is known for this problem [27]. In this paper, we
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17:2 Complexity of Coverability in Depth-Bounded Processes

provide complexity-theoretic completeness results for this problem. More specifically, we
prove that the coverability problem for depth-bounded processes is Fϵ0-complete, where
Fϵ0 is a complexity class in the fast-growing hierarchy of complexity classes [24]. This is a
hierarchy of complexity classes which allows for a finer classification of problems that do not
admit any elementary-time algorithms, i.e., problems which do not have algorithms whose
running times can be upper bounded by a fixed tower of exponentials in the input size. In
particular, our result proves that the coverability problem for depth-bounded processes is not
primitive-recursive and indeed is harder than even problems complete for the Ackermann
complexity class.

The complexity-theoretic classification of problems which are non-elementary has attracted
a lot of attention in the recent years, with various techniques developed for proving both
lower and upper bounds [13, 6, 25, 24, 1, 23, 8, 19, 7, 18]. While these results are obviously
negative from a tractability perspective, understanding the precise complexity of a problem
may help us to solve it in practice by reducing it to other well-studied problems for which
tools and heuristics have been developed, like the satisfiability problem for weak S1S or
the Petri net reachability problem [3, 12, 15, 4, 5, 16, 10]. The fast-growing hierarchy is of
great assistance in this task. Adding new complete problems for classes in this hierarchy can
help us prove hardness results for other problems in the future, without having to resort to
coming up with reductions from scratch, i.e., from Turing machines or counter machines.

Our result significantly improves upon the existing lower bound of EXPSPACE-hardness,
which is inherited from the coverability problem for Petri nets. Further, it settles a conjecture
raised by Hasse, Schmitz and Schnoebelen (Section 8.3 of [17]) and also addresses a question
raised by Wies, Zufferey and Henzinger (Section 5 of [27]).1 To prove the lower bound, we
introduce a new model of computation called nested counter systems with levels, which (in a
manner) simplifies the already existing model of nested counter systems [8], while preserving
the hardness of that model.

The techniques used in this paper are similar to the ones presented in [2], in order to prove
Fϵ0 -completeness for parameterized coverability of bounded-depth broadcast networks. While
some of the ideas between these two papers are similar, there are some differences between
the models considered in these two papers. First, as the name suggests, broadcast networks
allow for a process to broadcast to its set of neighbors, whereas processes in π-calculus
interact in a manner akin to rendez-vous communication. One might expect that there is a
drop in complexity when the communication mechanism goes from broadcast to rendez-vous.
For instance, as mentioned in [11], coverability for networks with (unrestricted) broadcast
communication is Ackermann-complete, while the same problem for rendez-vous networks
is (only) EXPSPACE-complete. Our result suggests that this drop in complexity need
not always be the case. Further, in broadcast networks, there is no process creation nor
dynamic reconfiguration of channels, whereas π-calculus has both. Finally, for the lower
bound construction in this paper, we also need to prove depth-boundedness of any reachable
configuration in the process constructed for the reduction, whereas no such property needs
to be proven for the lower bound construction for broadcast networks. We also believe that
the newly introduced model of nested counter systems with levels (whose hardness we prove
by using ideas from [2]), makes the proof of the lower bound for π-calculus cleaner when
compared with giving a direct reduction from nested counter systems as was done in [2].

1 The version of the problem that the authors of [27] consider does not assume that a bound on the depth
of the process is given as part of the input, whereas in our setting we take this to be the case, in order
to prove the upper bound. However, our lower bound result does not require this assumption.
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2 Preliminaries

We first present the syntax and the semantics of the version of π-calculus that we will use .
The definitions here are taken from the ones given in [27].

2.1 The π-calculus
We assume that there is a countable collection of names (denoted by x, y, . . . ) and a countable
collection of process identifiers (denoted by A, B, . . . ). Each name and identifier has an
associated arity in N. We use boldface letters like x, y to denote (possibly empty) vectors over
names and denote substitution of names by [x/y], i.e., if x = x1, . . . , xn and y = y1, . . . , yn,
then [x/y] denotes a mapping in which each yi is mapped to xi and every other name is
mapped to itself.

A process term (or simply a term) P is either the unit process 0, or a parameterized process
identifier A(x), or any term obtained by the standard operations of parallel composition
P1 | P2, external choice π1 · P1 + π2 · P2 and name restriction (νx)P1. Here P1 and P2 are
themselves terms and π1 and π2 are prefixes which can either be an input prefix x(y) or an
output prefix x̄(y) or the empty string. All parameter vectors occuring in a parameterized
process identifier or a prefix must respect the arity of the names and identifiers. A thread
is a term of the form A(x). We use Π and Σ to denote (indexed) parallel composition and
external choice. We further use (νx) to denote (νx1)(νx2) . . . (νxn) where x = x1, . . . , xn.
The application of a substitution of names σ to a term P , denoted by σ(P ), is defined in the
usual way.

An occurrence of a name x in a term P is called free if it is not below a (νx) or an input
prefix y(x). We let fn(P ) denote the set of free names of P . A bound name of P is a name
of P which is not free. We say that P is closed if fn(P ) = ∅. We use the usual structural
congruence relation P ≡ Q on process terms, i.e., P ≡ Q if P is syntactically equal to Q

upto renaming and reordering of bound names, associativity and commutativity of parallel
composition and external choice, elimination of units ((P | 0) ≡ P, (νx)0 ≡ 0) and scope
extrusion ((νx)(P | Q) ≡ (νx)P | Q if x /∈ fn(Q)).

A configuration is a closed term of the form (νx) (Πi∈IAi(xi)). A process P is a pair
(I, E) where I is an initial configuration and E is a set of parametric equations of the form
A(x) = P where A is an identifier and P is a term such that 1) every identifier in P is
defined by exactly one equation in E and 2) if A(x) = P is an equation, then fn(P ) ⊆ {x}.
We assume that all the equations are given in the following form:

A(x) =
∑

i∈I

πi.(νxi)


∏

j∈Ji

Aj(xj)




Operational semantics

Let P = (I, E) be a process. We define a transition relation on the set of configurations using
E as follows. Let P and Q be configurations. Then P −→ Q iff the following conditions are
satisfied:

P ≡ (νu)(A(v) | B(w) | P ′),
The defining equation of A in E is of the form A(x) = x(x′).(νx′′)(M) + M ′,
The defining equation of B in E is of the form B(y) = ȳ(y′).(νy′′)(N) + N ′,
σ = [v/x, w/y, w′/x′, zA/x′′, zB/y′′] where zA, zB are fresh names and w′ is the set of
names assigned to y′ under the mapping [w/y].
σ(x) = σ(y) and
Q ≡ (νu, zA, zB)(σ(M) | σ(N) | P ′)

CONCUR 2022



17:4 Complexity of Coverability in Depth-Bounded Processes

We denote such a step by P
A(v),σ(x),B(w)−−−−−−−−−−→ Q or simply by P −→ Q. We can then define

the reachability relation ∗−→ as the reflexive and transitive closure of −→. We say that a
configuration P is reachable in P iff I

∗−→ P . We further say that P is coverable if P ≡ (νx)P ′

and there exists Q ≡ (νx)(P ′ | R) such that I
∗−→ Q. The coverability problem is to decide if

a given configuration P is coverable in a given process P.

Depth-bounded processes

We now define the class of depth-bounded processes. The nesting of restrictions nest of a
term P is defined inductively as follows: nest(0) = nest(A(x)) = nest(π1 · P1 + π2 · P2) = 0,
nest((νx)P ) = 1 + nest(P ) and nest(P1 | P2) = max{nest(P1), nest(P2)}. The depth of a
term P is the minimal nesting of restrictions of terms in the congruence class of P :

depth(P ) := min{nest(Q) : Q ≡ P}

▶ Definition 1. A set of configurations C is called k-depth-bounded if the depth of all
configurations in C is at most k. C is called depth-bounded if there is some k such that it is
k-depth-bounded. A process P is called (k-)depth-bounded if its set of reachable configurations
is (k-)depth-bounded.

▶ Example 2. The following example intuitively demonstrates a system in which there is
one “level 0” thread which can spawn “level 1” threads by using a “New1” thread. Then,
each level 1 thread can itself spawn “level 2” threads by using their own “New2” threads.

Level0(x) = x̄().Level0(x) New1(x) = x().((νy)(New1(x) | Level1(x, y) | New2(y)))

Level1(x, y) = ȳ().Level1(x, y) New2(y) = y().((νz)(New2(y) | Level2(y, z) | New3(z)))

Level2(y, z) = z̄().Level2(y, z) New3(z) = z().New3(z)

Suppose we set I = (νx)(Level0(x) | New1(x)). Then the following is a valid run:

I −→ (νx)(Level0(x) | New1(x) | (νy)(Level1(x, y) | New2(y)))
−→ (νx)(Level0(x) | New1(x) | (νy)(Level1(x, y) | New2(y) | (νz)(Level2(y, z) | New3(z))))

We note that the depth of the last configuration in this run is 3. Indeed, we can show
that the depth of any reachable configuration from I is at most 3. Later on, we will see that
some of the ideas behind this example are relevant to our lower bound construction.

Our main theorem of the paper is that,

▶ Theorem 3. The coverability problem for depth-bounded processes is Fϵ0-complete.

Here, we assume that the input consists of a process P and a number k such that P
is k-depth-bounded. Further, Fϵ0 is a complexity class in the fast-growing hierarchy of
complexity classes [24]. Due to lack of space, we do not define it here. The lower bound
behind this theorem is accomplished by giving a log-space reduction from a Fϵ0 -hard problem.
The upper bound is obtained by using results on the length of controlled bad sequences over
a suitable well-quasi ordering.

We first explain the proof of the lower bound. To do this, we first introduce a model
called nested counter systems with levels (NCSL) and show that the coverability problem
for this model is Fϵ0-hard. We then give a reduction from this problem to the coverability
problem for depth-bounded processes, thereby proving the lower bound of Theorem 3.
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3 Nested counter systems with levels (NCSL)

We now introduce a new model of computation called nested counter systems with levels
(NCSL) and prove Fϵ0-hardness of coverability for this model. NCSL are closely related to
the so-called nested counter systems (NCS) [8]. Indeed, in Section 4, we will recall NCS and
prove the hardness result for NCSL by giving a reduction from the coverability problem for
NCS.

Before describing NCSL in a formal manner, we give some intuition. A k-NCSL is
a generalisation of a usual counter system with higher-order counters. Intuitively, a 1-
dimensional counter is a usual counter which can add or subtract 1. A 2-dimensional counter
can add or subtract 1-dimensional counters, a 3-dimensional counter can add or subtract
2-dimensional counters and so on. A k-NCSL can produce up to k-dimensional counters
and then manipulate these counters using “local” rules, i.e., rules which update at most 2
counters at a time. Later on, we will consider the NCS model [8], which allows to update
mutliple counters in a single step.

Formally, a k-nested counter system with levels (k-NCSL) is a tuple N =
(Q, δ0, . . . , δk−1, δk) where Q is a finite set of states and each δl is a set of level-l rules
such that δl ⊆ ⋃1≤i≤j≤2(Qi × Qj). We further enforce that if l = k then δl ⊆ Q × Q. The
set CN of configurations of N is defined to be the set of all labelled rooted trees of height at
most k, with labels from the set Q.

The operational semantics of N is defined in terms of the following transition relation
→⊆ CN × CN on configurations: Let r := ((q0, . . . , qi), (q′

0, . . . , q′
j)) ∈ δl be a level-l rule with

l ≤ k and 0 ≤ i ≤ j ≤ 1. We say that a configuration C can move to the configuration C ′

using the rule r (denoted by C
r−→ C ′) if there is a node v0 at depth l in C with label q0 and

the following holds.
Creation. Suppose r = ((q0), (q′

0, q′
1)). Then C ′ is obtained from C by changing the

label of v0 to q′
0, creating a new vertex v1 with label q′

1 and adding it as child to v0.
1-Preservation. Suppose r = ((q0), (q′

0)). Then C ′ is obtained from C by changing
the label of v0 to q′

0.
2-Preservation. Suppose r = ((q0, q1), (q′

0, q′
1)). Then there is a child v1 of v0 in C

with label q1 and C ′ is obtained from C by changing the labels of v0 and v1 to q′
0 and q′

1
respectively.

▶ Example 4. Let us consider the 2-NCSL N given by the states Q = {pi, p′
i, qi, q′

i : 0 ≤ i ≤ 4}
and consisting of the rules r0 ∈ δ0, r1 ∈ δ1, r2 ∈ δ2 where r0 = ((q0, q1), (q′

0, q′
1)), r1 =

((p1), (p′
1, p2)), r2 = ((p2), (p′

2)). In Figure 1, we illustrate the application of these rules to a
configuration of N .

q0

q1 p1

r0

q′
0

q′
1 p1

r1

q′
0

q′
1 p′

1

p2

r2

q′
0

q′
1 p′

1

p′
2

Figure 1 Application of the rules r0, r1 and r2 to a configuration of N , which is described in
Example 4.
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We say that C −→ C ′ if C
r−→ C ′ for some rule r. We can then define the reachability

relation ∗−→ in a standard manner. Given two states qin, qf ∈ Q, we say that qin can cover qf

if the (unique) configuration consisting of the single root vertex labelled with qin (also called
the initial configuration of N ) can reach some configuration where the root is labelled by qf .
The coverability problem for an NCSL is then the following: Given an NCSL N and two
states qin, qf , can qin cover qf ? We prove that

▶ Theorem 5. The coverability problem for NCSL is Fϵ0-hard, even when restricted to NCSL
which only have creation and 2-preservation rules.

The proof of Theorem 5 is deferred to Section 4. We shall assume this theorem and first
prove the main result of this paper (Theorem 3), i.e., that coverability for depth-bounded
π-calculus processes is Fϵ0 -hard.

3.1 Hardness of coverability for depth-bounded π-calculus processes
Throughout this subsection, we let N = (Q, δ0, . . . , δk−1, δk) be a fixed k-NCSL which only
has creation and 2-preservation rules. Note that since there are no 1-preservation rules, by
definition of a k-NCSL, δk is empty and so we will ignore δk everywhere in this section. Let
qin and qf be two fixed states of N . We will now construct a depth-bounded process P and
a configuration C of P such that C can be covered in P iff qf can be covered from qin in N .

Process identifiers, names and the initial configuration
To construct P, we have to define an initial configuration and a set of parametric equations.
We begin by specifying the set of names and the process identifiers that we shall use in
the equations. Based on these names and identifiers, we define the initial configuration
and also introduce an injective mapping B from the set of configurations of N to the set of
configurations of P. This map will be useful to prove the correctness of our reduction.

Process identifiers and names. For each 1 ≤ i ≤ k, we will have a process identifier start[i].
For each 0 ≤ i ≤ k and each state q of N , we will have an identifier q[i]. Notice that each
process identifier is of the form a[b] where a ∈ Q ∪ {start} and 0 ≤ b ≤ k. The first part “a”
will be called the base of the identifier and the second part “b” will be called the grade of the
identifier. The arities of the identifiers are as follows: The arity of each start[i] will be |δi−1|.
For every state q of N , the arity of q[0] will be |δ0|, the arity of q[k] will be |δk−1| and the
arity of every other q[i] will be |δi−1| + |δi|.

The set of names that we will be using in the equations will be the set of rules of N ,
i.e., δ0 ∪ δ1 ∪ · · · ∪ δk−1. For each δi, we let ni denote some fixed vector comprising all the
names from δi. We also assume that there is another countably infinite set of names needed
to describe the configurations of P. We note that this latter set is not part of the input.

A mapping. We now introduce an injective map from the set of configurations of N to
the set of configurations of P. Let C be a configuration of the NCSL N . To C, we assign
a unique configuration of P (denoted by B(C)) as follows: Let the set of vertices of C be
V and let the set of internal vertices of C (the root and the other non-leaf vertices) be IV .
B(C) is then defined as the configuration

(νz) (Πv∈V Av(xv, yv) | Πv∈IV Bv(yv))

where {z} = ∪v∈V {xv, yv} and for each v,
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{xv} ∩ {yv} = ∅,
If the label of v in C is q and v is at depth l, then Av = q[l] and Bv = start[l + 1],
If v is the root, then xv is the empty vector. If v is a leaf, then yv is the empty vector.
Otherwise, if v is at depth l, then xv is of size |δl−1| and yv is of size |δl|.
For any v′, if v′ is a child of v, then xv′ = yv and {yv′} ∩ {xv} = ∅; if v′ is a sibiling of v,
then xv′ = xv and {yv′} ∩ {yv} = ∅; otherwise, {xv, yv} ∩ {xv′ , yv′} = ∅.
To give an intuition behind this mapping, let us look at B(C) from the perspective of

graphs. We construct a graph where there is a vertex for each Av(xv, yv) and each Bv(yv)
and we connect two such vertices by an edge if they share at least one free name and the
corresponding identifiers have different grades. By the requirements given above, this would
imply that the graph that we get is a tree which has a “copy” of C as a subgraph, along
with a new leaf vertex added to every internal vertex of C. Ignoring the new leaf vertices for
now, this means that B(C) can be thought of as a “representation” of C in the process P.
The parametric equations that we shall construct will make sure that if B(C) can move to a
new configuration P , then P will be a representation of C ′ for some C ′ such that C −→ C ′ in
the NCSL N .

We now have the following lemma which proves depth-boundedness of any configuration
of the form B(C). The intuition behind this lemma is that the “graph” of B(C) contains a
copy of C as a subgraph along with some other additional leaf vertices. Hence, since the
depth of C is bounded by k, we can expect that the depth of B(C) is also bounded.
▶ Lemma 6 (Depth-boundedness). For any configuration C, the depth of B(C) is at most∑k−1

l=0 |δl|.
Proof. Let V and IV be the set of vertices and internal vertices of C respectively. For any
vertex n, let Cn be the (labelled) subtree of C rooted at n and let Vn and IVn be the set of
vertices and internal vertices of Cn respectively.

We know that B(C) is of the form (νz) (Πv∈V Av(xv, yv) | Πv∈IV Bv(yv)). Let B(Cn)
be the sub-process term of B(C) given by Πv∈VnAv(xv, yv) | Πv∈IVnBv(yv) and let {zn} =
∪v∈Vn{xv, yv}.

By induction on the height h of the vertex n in the tree C, we will now show that the
depth of (νzn) B(Cn) is at most

∑k−1
l=max{k−1−h,0} |δl|. For the base case, when n is a leaf

and Cn is a tree with a single node, we have that (νzn) B(Cn) ≡ (νxn) q[k](xn) for some q

and some vector xn of size |δk−1|. This shows that the claim is true for the base case.
For the induction step, let Ch(n) be the children of n. By the requirements

imposed upon B(C), we can use the scope extrusion rule to write (νzn) B(Cn) as
(νxn, yn) (An(xn, yn) | Bn(yn) |
Πv∈Ch(n)(ν(zv \ yn)) B(Cv)). By induction hypothesis, we have that the depth
of each (νzv) B(Cv)) is

∑k−1
l=k−h |δl|. This then implies that the depth of

(νxn, yn) (An(xn, yn) | Bn(yn) |
Πv∈Ch(n)(ν(zv \ yn)) B(Cv)) is at most

∑k−1
l=k−1−h |δl| if n is not the root. If n is the root,

then the depth becomes at most
∑k−1

l=0 |δl| because xn = ∅. Hence, the induction step is
complete.

Since B(C) ≡ (νzn) B(Cn) where n is the root, it follows that the depth of B(C) is at
most

∑k−1
l=0 |δl|. ◀

Initial configuration. Recall that for each i ∈ {0, . . . , k − 1}, we let ni denote some fixed
vector comprising all the names from δi. We then take the initial configuration of P to be
(νn0)(qin[0](n0) | start[1](n0)). Note that the initial configuration of P is the image of the
initial configuration of N under the B mapping.

CONCUR 2022
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Parametric equations
Before we describe the parametric equations, we set up some notation. Let r =
((q0, . . . , qi), (q′

0,

. . . , q′
j)) be a rule of the NCSL N . By definition of creation and 2-preservation rules, it has

to be the case that i ≤ 1 and j = 1. In the sequel, for the sake of uniformity across all rules,
we adopt the following nomenclature: If i = 0, we let q1 = start. In this way, we can always
associate a (unique) tuple ((q0, q1), (q′

0, q′
1)) with any rule r.

Let r = ((p, q), (p′, q′)) be a rule of N . We say that the tuple (p, q) (resp. (p′, q′)) is the
precondition (resp. postcondition) of r and we let prer

fi := p, prer
se := q, postr

fi := p′ and
postr

se := q′.
We will set up the parametric equations in such a way so that C −→ C ′ is a step in N iff

B(C) −→ B(C ′). Intuitively this is accomplished by ensuring that if r = ((p, q), (p′, q′)) ∈ δl is
a rule of N , then a thread with identifier p[l] can output along a name and go to p′[l] and a
thread with identifier q[l + 1] can receive along the same name and go to q′[l + 1].

Equations for identifiers of grade 0. For any q ∈ Q, the equation for q[0] is,

q[0](n0) :=
∑

r∈δ0, prer
fi=q

r(). postr
fi[0](n0)

Intuitively, this equation corresponds to a thread with identifier q[0] trying to execute
some rule r ∈ δ0 for which q = prer

fi and then becoming postr
fi[0].

Equations for identifiers of grade 1 ≤ i ≤ k − 1. Recall that the arity of any such
identifier is |δi−1| + |δi|, except for identifiers with base start, for which it is |δi−1|.

For any q ∈ Q, we have

q[i](ni−1, ni) :=
∑

r∈δi, prer
fi=q

r(). postr
fi[i](ni−1, ni) +

∑

r∈δi−1, prer
se=q

r(). postr
se[i](ni−1, ni)

Intuitively, the first summand of the equation corresponds to to a thread with identifier
q[i] trying to execute some rule r ∈ δi for which q = prer

fi and then becoming postr
fi[i].

The second summand corresponds to a thread with identifier q[i] trying to execute some
rule r ∈ δi−1 for which q = prer

se and then becoming postr
se[i].

For the start base, we have

start[i](ni−1) :=
∑

r∈δi−1, prer
se=start

r().

(
(νni) start[i](ni−1) | postr

se[i](ni−1, ni) | start[i+1](ni)

)

Intuitively, this equation is responsible for spawning new threads of grade i with base
in Q, when an appropriate output action is taken by some thread of grade i − 1 with
base in Q. First, if a thread with identifier start[i] receives a message along some channel
corresponding to some rule r ∈ δi−1 with prer

se = start, then a fresh set of names (denoted
by ni) are created. After that, the thread retains its identifier and two new threads are
spawned, postr

se[i](ni−1, ni) and start[i + 1](ni). We note that these equations have a
similar flavor to that of the equations for New1 and New2 given in Example 2.
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Equations for identifiers of grade k. Recall that the arity of any identifier with grade k is
|δk−1|.

For any q ∈ Q, we have

q[k](nk−1) :=
∑

r∈δk−1, prer
se=q

r(). postr
se[k](nk−1)

For the start base, we have

start[k](nk−1) :=
∑

r∈δk−1, prer
se=start

r(). (postr
se[k](nk−1) | start[k](nk−1))

The intuitions behind these equations are the same as the one for the previous case.

3.2 Proof of correctness
We now formally show the proof of correctness of our reduction. We begin with a lemma
which shows that the constructed process P can simulate the NCSL N .

▶ Lemma 7 (P simulates N ). Suppose C −→ C ′ is a step in N . Then B(C) −→ B(C ′).

Proof. Let r = ((p, q), (p′, q′)) ∈ δl for some 0 ≤ l ≤ k − 1 such that C
r−→ C ′. Let V be the

set of vertices of C and let IV be the set of internal vertices of C. This means that there is
a vertex n in C at depth l such that the label of n in C is p.

Let B(C) ≡ (νz) (Πv∈V Av(xv, yv) | Πv∈IV Bv(yv)). By definition of the map B, it has to
be the case that An = p[l]. We have two cases:

Suppose q ̸= start. Then there has to be a child n′ of n in C such that its label in C is q.
Hence, An′ = q[l + 1]. Further, yn = xn′ . By construction of the parametric equations,
this means that B(C) can reach P where

P ≡ (νz) (Πv∈V \{n,n′}Av(xv, yv) | p′[l](xn, yn) | q′[l + 1](xn′ , yn′) | Πv∈IV Bv(yv))

It is then easy to see that P ≡ B(C ′).
Suppose q = start. Then Bn(yn) = start[l + 1](yn). By construction of the parametric
equations, this means that B(C) can reach P given by

P ≡ (νz, z′) (Πv∈V \{n}Av(xv, yv) | p′[l](xn, yn) | Πv∈IV Bv(yv) | q′[l+1](yn, z′) | start[l+2](z′))

where the last term start[l + 2](z′) is not present if l = k − 1. It is then easy to see that
P ≡ B(C ′). ◀

Next we show that N can also simulate P.

▶ Lemma 8 (N simulates P). Suppose B(C) −→ P . Then there exists a configuration C ′ of
N such that C −→ C ′ and P ≡ B(C ′).

Proof. Let V be the vertices of C and let IV be the set of internal vertices of C. Let
B(C) ≡ (νz) (Πv∈V Av(xv, yv) | Πv∈IV Bv(yv)) and let B(C) Tv(wv),c,Tv′ (wv′ )−−−−−−−−−−−−→ P .

By construction of the parametric equations, it must be the case that Tv(wv) = An(xn, yn)
for some node n and c must belong to {yn}. Let An = p[l]. Since c ∈ {yn}, by definition
of B(C), c can only be shared among the free names of the threads in {An′(xn′ , yn′) :
n′ is a child of n} ∪ {Bn(yn)}. We now consider two cases:
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Suppose Tv′(wv′) = An′(xn′ , yn′) for some n′ which is a child of n. Let An′ = q[l + 1].
Since we have B(C) Tv(wv),c,Tv′ (wv′ )−−−−−−−−−−−−→ P , by construction of the equations it has to be the
case that there is a rule r ∈ δl of N such that prer

fi = p, prer
se = q and

P ≡ (νz) (Πv∈V \{n,n′}Av(xv, yv) | p′[l](xn, yn) | q′[l + 1](xn′ , yn′) | Πv∈IV Bv(yv))

where p′ = postr
fi and q′ = postr

se respectively. Since An = p[l] and An′ = q[l + 1], it
must be the case that the depth of n in C is l and the labels of n and n′ in C are p and q

respectively. It follows that there exists C ′ such that C
r−→ C ′. It is then easy to verify

that B(C ′) ≡ P .
Suppose Tv′(wv′) = Bn(yn). We know that Bn = start[l + 1]. Since it is the case that
B(C) Tv(wv),c,Tv′ (wv′ )−−−−−−−−−−−−→ P , by construction of the parametric equations it must be that
there is a rule r ∈ δl of N such that prer

fi = p, prer
se = start and

P ≡ (νz, z′) (Πv∈V \{n}Av(xv, yv) | p′[l](xn, yn) | Πv∈IV Bv(yv) | q′[l+1](yn, z′) | start[l+2](z′))

where the last term start[l + 2](z′) is not present if l = k − 1 and p′ = postr
fi, q′ = postr

se
respectively. Since An = p[l], it must be the case that the depth of n in C is l and the
label of n in C is p. It follows then that there exists C ′ such that C

r−→ C ′. It is then easy
to verify that B(C ′) ≡ P . ◀

Note that the initial configuration I of P is simply the image of the initial configuration
of N under the map B. Hence, using Lemmas 6 and 8, we can conclude that

▶ Corollary 9. The process P is K-depth-bounded where K =
∑k−1

l=0 |δl|.

We then get the following theorem, whose proof follows in a straightforward manner by
combining Lemmas 7 and 8.

▶ Theorem 10. C
∗−→ C ′ is a run in N iff B(C) ∗−→ B(C ′) is a run in the process P.

Consequently qin can cover qf in N iff (νn0) (qf [0](n0)) can be covered from the initial
configuration I of P.

Hence, we have

▶ Corollary 11. Coverability of depth-bounded processes is Fϵ0-hard.

4 Nested counter systems (NCS)

We now prove Theorem 5, by giving a reduction from the coverability problem for nested
counter systems (NCS) which is known to be Fϵ0 -hard. We first recall the definition of NCS,
which we present in a way that is akin to [2].

A k-nested counter system (k-NCS) is a tuple N = (Q, δ) where Q is a finite set of states
and δ ⊆ ⋃1≤i,j≤k+1(Qi × Qj) is a set of rules. The set CN of configurations of N is defined
to be the set of all labelled rooted trees of height atmost k, with labels from the set Q.

The operational semantics of N is defined in terms of the following transition relation
→⊆ CN × CN on configurations: Let r := ((q0, . . . , qi), (q′

0, . . . , q′
j)) ∈ δ be a rule with

i ≤ j ≤ k. We say that a configuration C can move to the configuration C ′ using the rule r

(denoted by C
r−→ C ′), if there is a path v0, v1 . . . , vi in C starting at the root such that for

every 0 ≤ l ≤ i, the label of vl is ql and, C ′ is obtained from C by 1) for every 0 ≤ l ≤ i,
changing the label of each vl to q′

l and 2) for every i + 1 ≤ l ≤ j, creating a new vertex vl

with label q′
l and adding it as a child to vl−1.
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Similarly, suppose r := ((q0, . . . , qi), (q′
0, . . . , q′

j)) ∈ δ is a rule with j < i ≤ k. Then
C

r−→ C ′ if there is a path v0, v1, . . . , vi in C starting at the root such that for every 0 ≤ l ≤ i,
the label of vl is ql and, C ′ is obtained from C by 1) for every 0 ≤ l ≤ j, changing the label
of each vl to q′

l and 2) removing the subtree rooted at the node vj+1.

▶ Example 12 (Example from [2]). Let us consider the NCS N given by the states Q =
{pi, p′

i, qi, q′
i : 0 ≤ i ≤ 4} and consisting of the following rules: r0 = ((q0, q1), (q′

0, q′
1, q′

2)), r1 =
((q′

0, q3, q2), (p0)), r2 = ((p0), (p′
0)). In Figure 2, we illustrate the application of these rules to

a configuration of N .

q0

q1 q3

q2

q4

q2

r0

q′
0

q′
1

q′
2

q3

q2

q4

q2

r1

p0

q′
1

q′
2

r2

p′
0

q′
1

q′
2

Figure 2 Application of the rules r0, r1 and r2 to a configuration of N , which is described in
Example 12.

Similar to NCSL, we can define the notions of C −→ C ′, C
∗−→ C ′ and a state qin covering

another state qf . It is known that the coverability problem for NCS is Fϵ0 -hard (Theorem 7
of [8]).

We note that the rules of an NCS act “globally”, in the sense that it allows to update
the value of (potentially) k many counters in one step. This is in contrast to NCSL, where
we can update the value of at most two counters at a time. While it is not particularly
surprising that this “global” update can be replaced by a series of “local” updates (hence
giving a reduction from NCS to NCSL), the construction is not entirely trivial and requires
some intricate arguments in order to prove its correctness.

A special case of NCS

We make a small remark which will help us simplify our reduction later on. Let N = (Q, δ)
be a k-NCS and let qin, qf ∈ Q. From N , we construct a new k-NCS N ′ as follows: First we
add a new state end. Then, if r = ((q0, . . . , qi), (q′

0, . . . , q′
j)) ∈ δ with j < i ≤ k, we replace

r with the rule r′ := ((q0, . . . , qi), (q′
0, . . . , q′

j , end, . . . , end︸ ︷︷ ︸
i−j times

)). Intuitively, we are replacing

all rules which destroy some counters with corresponding rules that simply convert those
counters to the state end. It can be easily verified that coverability of qf from qin is preserved
while doing this operation. Hence, from here on, we assume that whenever N = (Q, δ) is a
k-NCS and r = ((q0, . . . , qi), (q′

0, . . . , q′
j)) ∈ δ then i ≤ j.

4.1 Hardness of coverability for NCSL
We shall prove Theorem 5 by giving a reduction from the coverability problem for NCS. Let
k ≥ 1 and let N = (Q, δ) be a k-NCS with two fixed states qin and qf . By the argument
given in the previous paragraph, we can assume that if r = ((q0, . . . , qi), (q′

0, . . . , q′
j)) ∈ δ
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then i ≤ j. We shall now construct a k-NCSL N ′ = (Q′, δ′
0, . . . , δ′

k−1) and two states q′
in

and q′
f of N ′ such that q′

in can cover q′
f in N ′ iff qin can cover qf in N . This will then prove

Theorem 5. We begin by describing the states of N ′.

States of N ′. For every state q of N , we will have two states q[⊤] and q[⊥]. Further, for
every rule r of N , we will have four states recr[⊤], recr[⊥], fwdr[⊤] and fwdr[⊥]. Notice
that each state of N ′ is of the form a[b] where a ∈ Q ∪ {recr, fwdr : r ∈ δ} and b ∈ {⊤, ⊥}.
If a node v in a configuration C has as its label a[b], then ‘a’ will be called its base. Further,
if b = ⊤ (resp. b = ⊥), then v will be called as a leader node (resp. follower node).

Good configurations of N ′. A configuration C is called good if the root of C is a leader,
all other nodes are followers and the base of all the nodes of C belong to Q. Notice that
there is a straightforward bijection between the set of all configurations of N and the set of
all good configurations of N ′. This bijection will be denoted by M.

Rules of N ′. Before we describe the rules of N ′, we will state two invariants that will always
be maintained by our construction. The first one is that, in any configuration reachable from
a good configuration, exactly one node will be a leader. The second invariant is that, every
rule of N ′ will have a leader state in its precondition. Combined with the first invariant,
this will intuitively ensure that the rules that can be fired from reachable configurations are
limited and will help us simplify the proof of correctness of our reduction.

We now describe the rules of N ′. Let r = ((q0, . . . , qi), (q′
0, . . . , q′

j)) be a rule of N .
Corresponding to rule r, we will have the following set of rules in N ′. (In the following, we
adopt the convention that if the name of a rule has a subscript 0 ≤ l ≤ j, then that rule
belongs to δ′

l).

startr
0 := ((q0[⊤]), (recr[⊤])).

For every 0 ≤ l ≤ i − 1, we have a rule beginr
l := ((recr[⊤], ql+1[⊥]), (fwdr[⊥], recr[⊤])).

For every i ≤ l ≤ j − 1, we have a rule beginr
l := ((recr[⊤]), (fwdr[⊥], recr[⊤])).

middler
j := ((recr[⊤]), (fwdr[⊤])).

For every 0 ≤ l ≤ j − 1, we have a rule endr
l := ((fwdr[⊥], fwdr[⊤]), (fwdr[⊤], q′

l+1[⊥])).
finishr

0 := ((fwdr[⊤]), q′
0[⊤]).

4.2 Proof of correctness
The intuitive idea behind the above gadget is given by the run demonstrated in the following
lemma.

▶ Lemma 13 (N ′ simulates N ). Suppose C
r−→ C ′ is a step in the NCS N . Then, there is a

run M(C) ∗−→ M(C ′) in the NCSL N ′.

Proof. Let r = ((q0, . . . , qi), (q′
0, . . . , q′

j)). Since C
r−→ C ′ is a step in N , it follows that there

is a path starting at the root of C labelled by q0, . . . , qi. It follows that in M(C) there is
a path P starting at the root labelled by q0[⊤], q1[⊥], q2[⊥], . . . , qi[⊥]. We now execute a
sequence of rules according to the gadget for r as follows:

First, using startr
0, we change the label of the root from q0[⊤] to recr[⊤].

Next, by firing beginr
0, . . . , beginr

i−1 in this order, we change the labels of the nodes in the
path P to fwdr[⊥], . . . , fwdr[⊥]︸ ︷︷ ︸

i times

, recr[⊤].
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Then, by firing beginr
i , . . . , beginr

j−1 in this order, we add j − i new nodes to the path P

and get a new path P ′ of length j + 1 whose labels are fwdr[⊥], . . . , fwdr[⊥]︸ ︷︷ ︸
j times

, recr[⊤].

We use middler
j to change the label of the last node in P ′ from recr[⊤] to fwdr[⊤].

Then, by firing endr
j−1, . . . , endr

0 in this order, we change the labels of the nodes in the
path P ′ to fwdr[⊤], q′

1[⊥], . . . , q′
j [⊥].

Finally, we use finishr
0 to change the label of the root from fwdr[⊤] to q′

0[⊤].
It can be easily verified that the resulting configuration D is such that D = M(C ′). ◀

We now present a converse to the above lemma which shows that a simulation in the
other direction is also possible.

▶ Lemma 14 (N simulates N ′). Suppose C
∗−→ C ′ is a path of non-zero length in N ′ such

that 1) C is a good configuration and 2) in all the configurations between C and C ′, the base
of the root is not in Q. Then, C ′ is a good configuration and there is a rule r such that
M−1(C) r−→ M−1(C ′).

Proof sketch. Let P := C −→ γ0 −→ γ1 . . . −→ C ′. The essential idea behind this lemma is
that since C is a good configuration, the root node is a leader node and by the construction
of the rules it must be the case that the first step must be of the form C

startr
0−−−−→ γ0 for some

rule r. Then, by using the invariant that exactly one node is leader at all times and by using
the construction of the rules, we can essentially show that P must be a path of the same
form as the one given in the proof of Lemma 13. Having proved that, we can then show that
in the NCS N , M−1(C) r−→ M−1(C ′). ◀

Because of these two “simulation” lemmas, we then get

▶ Theorem 15. qin can cover qf in N iff qin[⊤] can cover qf [⊤] in N ′.

4.3 Wrapping up
The previous theorem implies that coverability for NCSL is Fϵ0 -hard. To prove Theorem 5,
we need to show the same for NCSL with only creation and 2-preservation rules. We now show
that 1-preservation rules can be replaced with creation rules in an NCSL while maintaining
coverability.

Given a k-NCSL N with two states qin, qf , we can remove all 1-preservation rules whilst
preserving coverability as follows: We first add a new state end. Then if r = ((q0), (q′

0)) is a
1-preservation rule in N , we replace r with r = ((q0), (q′

0, end)). It can be easily seen that
doing this procedure gives us a (k + 1)-NCSL N ′ such that qin can cover qf in N ′ iff qin can
cover qf in N . Hence Theorem 5 follows.

5 Upper bound for coverability of depth-bounded processes

We now prove the upper bound claim made in Theorem 3. Let P = (I, E) be a fixed
k-depth-bounded process. By introducing new identifiers and equations if necessary, we can
assume that at most one name or thread is created during a step between two configurations
of P . Let us consider the following order on the set of configurations: P ⪯ Q iff P ≡ (νx)P ′

and Q ≡ (νx)(P ′ | R) for some term R. It is known that this is a well-quasi order (wqo)
for the set of all k-depth-bounded configurations [20, 27]. Using this fact, we can show that
the set of k-depth-bounded configurations of P, forms a well-structured transition system
(WSTS) under the ⪯ ordering and then apply the generic backward exploration algorithm for
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WSTS [13, 25]. Using the standard and generic complexity arguments for WSTS [26, 13, 25],
an upper bound on the the running time of this procedure simply boils down to estimating
the length of controlled bad sequences of k-depth-bounded configurations under the ⪯ order.

Let the size of a configuration C be the number of names and threads that appear in C.
Let H : N → N be the successor function and let n ∈ N. For each i ∈ N, we let Hi denote
the i-fold application of H to itself i times, with H0 being the identity function.

▶ Definition 16. A sequence C0, C1, . . . , of configurations is called (H, n)-controlled bad if
the size of each Ci is at most Hi(n) and Ci ⪯̸ Cj for any i < j.

To estimate an upper bound on the length of controlled bad sequences of configurations,
we first recall the induced subgraph ordering on bounded-depth trees.

▶ Definition 17. Let T1 = (V1, E1, L1) and T2 = (V2, E2, L2) be two labelled trees with
labelling functions L1 : V1 → A and L2 : V2 → A for some finite set A. We say that T1 is
an induced subgraph of T2, if there is a label preserving injection h from V1 to V2 such that
(v, v′) ∈ E1 ⇐⇒ (h(v), h(v′)) ∈ E2.

It is known that for any K ≥ 1 and for any finite set A, the set of all labelled trees of
depth at most K is well-quasi ordered under the induced subgraph relation (Theorem 2.2
of [9]). Similar to configurations, we can also define controlled bad sequences of labelled
bounded-depth trees.

By the arguments given in [20], it follows that the length of controlled bad sequences
of k-depth-bounded configurations of P under the ⪯ order can be upper bounded by the
length of controlled bad sequences of K-bounded-depth trees with labels from a set A, for
some A and K whose sizes are primitive recursive in the size of P . By the known bounds for
controlled bad sequences for labelled bounded-depth trees [2, 17], it follows that

▶ Theorem 18. The length of (H, n)-controlled bad sequences for k-depth-bounded configura-
tions of P is upper bounded by the function Fϵ0(p(|P|, k, n)).

Here Fϵ0 is the fast-growing function at level ϵ0 and p is some primitive recursive function.
For our purposes, we do not need the actual definition of Fϵ0 , but we only need to know that
Fϵ0 consists of problems whose running time is upper bounded by the function Fϵ0 composed
with any primitive recursive function (See [24]). It follows that,

▶ Theorem 19. The coverability problem for depth-bounded processes is in Fϵ0and hence
Fϵ0-complete.

6 Conclusion

We have shown that the coverability problem for depth-bounded processes in π-calculus
is Fϵ0-complete. This settles the complexity of the problem and solves an open problem
raised in [17] and also in [27]. However, our proof does not give any results regarding the
parameterized complexity of this problem when the depth k is taken as a parameter, which
we plan to investigate as part of future work.
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A Appendix

A.1 Proofs for subsection 4.2
▶ Lemma 14 (N simulates N ′). Suppose C

∗−→ C ′ is a path of non-zero length in N ′ such
that 1) C is a good configuration and 2) in all the configurations between C and C ′, the base
of the root is not in Q. Then, C ′ is a good configuration and there is a rule r such that
M−1(C) r−→ M−1(C ′).
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Proof. Let P := C −→ γ0 −→ γ1 . . . −→ γm −→ C ′ be a path in N ′. We split the proof into
various steps.

Step 1. Since C is a good configuration, the only node which is a leader is the root, whose
base must belong to Q. By construction of the rules of N ′, this implies that the step C −→ γ0

must be of the form C
startr

0−−−−→ γ0 for some rule r of N . Let r = ((q0, . . . , qi), (q′
0, . . . , q′

j)).
This implies that the label of the root in C is q0[⊤] and its label in γ0 is recr[⊤].

Step 2. Now, for each 0 ≤ l ≤ i, we state two claims:
Claim Al: There is a path Pl := v0

l , . . . , vl
l starting at the root in C with labels

q0[⊤], q1[⊥], . . . , ql[⊥] such that γl is the same as C, except now the labels along Pl

are fwdr[⊥], . . . , fwdr[⊥]︸ ︷︷ ︸
l times

, recr[⊤].

Claim Bl: If l ̸= 0, then γl−1
beginr

l−1−−−−−→ γl.

We have already shown that claim A0 is true in step 1. Now, for each 0 ≤ l ≤ i − 1,
assuming claim Al is true, we shall prove that claims Al+1 and Bl+1 are true.

Because of claim Al and because C is a good configuration, it follows that the only node
which is a leader in γl is vl

l . Further, the base of vl
l is recr. By construction of the rules

in N ′, this implies that the only rule that can be fired from γl is beginr
l . Hence, it must be

the case that γl
beginr

l−−−−→ γl+1, proving claim Bl+1. Further, since vl
l is the only node which is

a leader, firing this rule transforms the state of vl
l to fwdr[⊥] and transforms the state of

a child of vl
l (say v′) from ql+1[⊥] to recr[⊤]. Taking Pl+1 to be v0

l , . . . , vl
l , v′ proves claim

Al+1.
In particular claim Ai implies that there is a path path := v0, . . . , vi starting at the root

such that γi is the same as C, except that the labels of path in C and γi are q0[⊤], . . . , qi[⊥]
and fwdr[⊥], . . . , fwdr[⊥]︸ ︷︷ ︸

i times

, recr[⊤] respectively.

Step 3. For each i ≤ l ≤ j, we state two claims:
Claim Al: γl is the same as γi, except that path is extended to include l − i new nodes
and the labels along this extended path in γl is fwdr[⊥], . . . , fwdr[⊥]︸ ︷︷ ︸

l times

, recr[⊤].

Claim Bl: If i ̸= l, then γl−1
beginr

l−1−−−−−→ γl.

We have already shown that claim Ai is true in step 2. Similar to the arguments given in
step 2, we can prove that these new claims are also true.

Step 4. By claim Aj it follows that there is a path ext-path := n0, . . . , nj starting at the
root in γj such that the labels along ext-path is fwdr[⊥], . . . , fwdr[⊥]︸ ︷︷ ︸

j times

, recr[⊤]. Further, nj

is the only node which is a leader in γj . Hence, the only rule which can be fired from γj

is middler
j and so we have γj

middler
j−−−−−→ γj+1. Notice that the only change that has occurred

because of this step is that the label of nj has been changed to fwdr[⊤].
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Step 5. For each 1 ≤ l ≤ j, we state two claims:
Claim A′

l: γj+l is the same as γj , except that the labels along ext-path in γj+l is
fwdr[⊥], . . . , fwdr[⊥]︸ ︷︷ ︸

j−l+1 times

, fwdr[⊤], q′
j−l+2[⊥], . . . , q′

j [⊥].

Claim B′
l: γj+l

endr
j−l−−−−→ γj+l+1.

The proof of this is accomplished by similar arguments as given in step 2.

Step 6. By claim A′
j , it follows that γ2j is the same as γj , except that the labels along

ext-path is now fwdr[⊤], q′
1[⊥], . . . , q′

j [⊥]. It follows that the only rule which can be fired

from γ2j is finishr
0, and so it follows that γ2j

finishr
0−−−−→ γ2j+1, where the only difference between

γ2j+1 and γ2j is that the label of the root in γ2j+1 is q′
0[⊤]. Hence, by assumption of the

run P , it follows that γ2j+1 = C ′.
By combining the arguments given above, it follows then that γ2j+1 is a good configuration

and also that M−1(C) r−→ M−1(C ′). ◀

▶ Theorem 15. qin can cover qf in N iff qin[⊤] can cover qf [⊤] in N ′.

Proof. Suppose qin can cover qf in N . Let C0 −→ C1 −→ . . . −→ Cm be a run in N where
C0 is the initial configuration and the root of Cm is qf . By Lemma 13, it follows that
M(C0) ∗−→ M(C1) ∗−→ . . .

∗−→ M(Cm) and so qin[⊤] can cover qf [⊤] in N ′.
Suppose C

∗−→ C ′ is a run in N ′ such that C is the (unique good) configuration consisting
of the single root vertex labelled by qin[⊤] and C ′ is some configuration where the root is
labelled by qf [⊤]. We split the run into parts of the form C = C0

∗−→ C1
∗−→ C2 . . .

∗−→ Cm = C ′

such that for each 1 ≤ l ≤ m, Cl is the first configuration after Cl−1 where the base of the
root is in Q. By Lemma 14, it follows that each Cl is a good configuration and also that
M−1(C0) −→ M−1(C1) −→ . . . −→ M−1(Cm). Hence, it follows that qin can cover qf in N . ◀

A.2 Proofs for Section 5
We now give a proof of Theorem 19. We recall the backward exploration algorithm for
well-structured transition systems (WSTS) here, adapted to the coverability problem for
depth-bounded processes. Let P = (I, E) be a k-depth-bounded process and let P be some
k-depth-bounded configuration, which we want to check is coverable in P. Without loss of
generality, we can assume that at most one name or thread is created during a step between
two configurations of P. Let Ck be the set of all k-depth-bounded configurations.

Given a set S of Ck we let ↑ S := {γ′ : ∃γ ∈ S, γ ⪯ γ′}. A set S is called upward-closed if
S =↑ S. Because ⪯ is a wqo and because of the definition of the operational semantics of P ,
we have that:

If S is upward-closed, then there exists a finite set B such that ↑ B = S. Such a B will
be called the basis of S.
If S is upward-closed and if Pre(S) is the set of all configurations γ′ ∈ Ck such that
there is a configuration γ ∈ S with γ′ −→ γ, then S ∪ Pre(S) is upward-closed. Moreover,
given a basis B of S, we can compute a basis B′ of S ∪ Pre(S) such that the size of each
configuration in B′ is at most one more than the maximum size of any configuration of B.

Hence, by the generic backward exploration algorithm for WSTS [14], we get that the
following algorithm terminates and decides coverability: Construct a sequence of finite sets
B0, B1, . . . , such that each Bi ⊆ Ck, B0 is simply {P} and Bi+1 is a basis for ↑ Bi ∪Pre(↑ Bi).
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Then find the first m such that ↑ Bm =↑ Bm+1 and check if there is an initial configuration
in ↑ Bm. If it is true, then P is coverable; otherwise P is not coverable.

The running time complexity of the algorithm is mainly dominated by the length of the
sequence B0, B1, . . . , Bm. Since m is the first index such that ↑ Bm =↑ Bm+1, we can find a
minimal element γi ∈↑ Bi+1\ ↑ Bi for each i < m.

Consider the sequence γ0, . . . , γm−1. Notice that γi ̸⪯ γj for any j > i and further the
size of each γi is at most Hi(n), where H is the successor function and n is the size of P .
It follows that γ0, . . . , γm−1 is a (H, n)-controlled bad sequence. By the arguments given
in [20], it follows that the length of controlled bad sequences of Ck under the ⪯ order can be
upper bounded by the length of controlled bad sequences of K-bounded-depth trees with
labels from a set A, for some A and K whose sizes are primitive recursive in the size of P.
By the known bounds for controlled bad sequences for labelled bounded-depth trees [2, 17],
it follows that

▶ Theorem 18. The length of (H, n)-controlled bad sequences for k-depth-bounded configura-
tions of P is upper bounded by the function Fϵ0(p(|P|, k, n)).

Here Fϵ0 is the fast-growing function at level ϵ0 and p is some primitive recursive function.
For our purposes, we do not need the actual definition of Fϵ0 , but we only need to know that
Fϵ0 consists of problems whose running time is upper bounded by the function Fϵ0 composed
with any primitive recursive function (See [24]). Theorem 19 then follows.
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Summary
In rendez-vous protocols, an arbitrarily large number of indistinguishable finite-
state agents interact in pairs. The cut-off problem asks if a number B exists so
that all initial configurations of the protocol with at least B agents in a given
initial state can reach a final configuration with all agents in a given final state.
Previous work has shown that in the presence of a leader, the cut-off problem
is decidable and at least as hard as the Petri net reachability problem, which is
non-primitive recursive. In the absence of a leader, it is known that the cut-off
problem is in EXPSPACE. Further, for the special class of symmetric rendez-vous
protocols, the cut-off problem is in PSPACE when a leader is present and is in NP
otherwise. In this work, we improve upon some of these upper bounds and show
that the cut-off problem is P-complete for leaderless protocols, NP-complete for
symmetric protocols with a leader, and in NC for leaderless symmetric protocols.
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Finding Cut-Offs in Leaderless Rendez-Vous
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Abstract. In rendez-vous protocols an arbitrarily large number of indis-
tinguishable finite-state agents interact in pairs. The cut-off problem asks
if there exists a number B such that all initial configurations of the proto-
col with at least B agents in a given initial state can reach a final config-
uration with all agents in a given final state. In a recent paper [17], Horn
and Sangnier prove that the cut-off problem is equivalent to the Petri net
reachability problem for protocols with a leader, and in EXPSPACE for
leaderless protocols. Further, for the special class of symmetric protocols
they reduce these bounds to PSPACE and NP, respectively. The problem
of lowering these upper bounds or finding matching lower bounds is left
open. We show that the cut-off problem is P-complete for leaderless pro-
tocols, NP-complete for symmetric protocols with a leader, and in NC
for leaderless symmetric protocols, thereby solving all the problems left
open in [17].

Keywords: rendez-vous protocols · cut-off problem · Petri nets

1 Introduction

Distributed systems are often designed for an unbounded number of participant
agents. Therefore, they are not just one system, but an infinite family of systems,
one for each number of agents. Parameterized verification addresses the problem
of checking that all systems in the family satisfy a given specification.

In many application areas, agents are indistinguishable. This is the case in
computational biology, where cells or molecules have no identities; in some se-
curity applications, where the agents’ identities should stay private; or in ap-
plications where the identities can be abstracted away, like certain classes of
multithreaded programs [15,2,31,3,18,25]. Following [3,18], we use the term repli-
cated systems for distributed systems with indistinguishable agents. Replicated
systems include population protocols, broadcast protocols, threshold automata,
and many other models [15,2,11,7,16]. They also arise after applying a counter
abstraction [28,3]. In finite-state replicated systems the global state of the sys-
tem is determined by the function (usually called a configuration) that assigns

? This project has received funding from the European Research Council (ERC) under
the European Union’s Horizon 2020 research and innovation programme under grant
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to each state the number of agents that currently occupy it. This feature makes
many verification problems decidable [4,10].

Surprisingly, there is no a priori relation between the complexity of a param-
eterized verification question (i.e., whether a given property holds for all initial
configurations, or, equivalently, whether its negation holds for some configura-
tion), and the complexity of its corresponding single-instance question (whether
the property holds for a fixed initial configuration). Consider replicated systems
where agents interact in pairs [15,17,2]. The complexity of single-instance ques-
tions is very robust. Indeed, checking most properties, including all properties
expressible in LTL and CTL, is PSPACE-complete [9]. On the contrary, the com-
plexity of parameterized questions is very fragile, as exemplified by the following
example. While the existence of a reachable configuration that populates a given
state with at least one agent is in P, and so well below PSPACE, the existence
of a reachable configuration that populates a given state with exactly one agent
is as hard as the reachability problem for Petri nets, and so non-elementary [6].
This fragility makes the analysis of parameterized questions very interesting, but
also much harder.

Work on parameterized verification has concentrated on whether every ini-
tial configuration satisfies a given property (see e.g. [15,11,3,18,7]). However,
applications often lead to questions of the form “do all initial configurations
in a given set satisfy the property?”, “do infinitely many initial configurations
satisfy the property?”, or “do all but finitely many initial configurations satisfy
the property?”. An example of the first kind is proving correctness of popula-
tion protocols, where the specification requires that for a given partition I0, I1
of the set of initial configurations, and a partition Q0, Q1 of the set of states,
runs starting from I0 eventually trap all agents within Q0, and similarly for I1
and Q1 [12]. An example of the third kind is the existence of cut-offs ; cut-off
properties state the existence of an initial configuration such that for all larger
initial configurations some given property holds [8,4]. A systematic study of the
complexity of these questions is still out of reach, but first results are appearing.
In particular, Horn and Sangnier have recently studied the complexity of the
cut-off problem for parameterized rendez-vous networks [17]. The problem takes
as input a network with one single initial state init and one single final state fin,
and asks whether there exists a cut-off B such that for every number of agents
n ≥ B, the final configuration in which all agents are in state fin is reachable
from the initial configuration in which all agents are in state init .

Horn and Sangnier study two versions of the cut-off problem, for leaderless
networks and networks with a leader. Intuitively, a leader is a distinguished agent
with its own set of states. They show that in the presence of a leader the cut-off
problem and the reachability problem for Petri nets problems are inter-reducible,
which shows that the cut-off problem is in the Ackermannian complexity class
Fω [22], and non-elementary [6]. For the leaderless case, they show that the prob-
lem is in EXPSPACE. Further, they also consider the special case of symmetric
networks, for which they obtain better upper bounds: PSPACE for the case of a
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Horn and Sangnier Asymmetric rendez-vous Symmetric rendez-vous
Presence of a leader Decidable, non-elementary PSPACE
Absence of a leader EXPSPACE NP

This paper Asymmetric rendez-vous Symmetric rendez-vous
Presence of a leader Decidable, non-elementary NP-complete
Absence of a leader P-complete NC

Table 1. Summary of the results by Horn and Sangnier and the results of this paper.

leader, and NP in the leaderless case. These results are summarized at the top
of Table 1.

In [17] the question of improving the upper bounds or finding matching lower
bounds is left open. In this paper we close it with a surprising answer: All
elementary upper bounds of [17] can be dramatically improved. In particular,
our main result shows that the EXPSPACE bound for the leaderless case can be
brought down to P. Further, the PSPACE and NP bounds of the symmetric case
can be lowered to NP and NC, respectively, as shown at the bottom of Table 1.
We also obtain matching lower bounds. Finally, we provide almost tight upper
bounds for the size of the cut-off B; more precisely, we show that if B exists,

then B ∈ 2n
O(1)

for a protocol of size n.

Our results follow from two lemmas, called the Scaling and Insertion Lemmas,
that connect the continuous semantics for Petri nets to their standard semantics.
In the continuous semantics of Petri nets transition firings can be scaled by a
positive rational factor; for example, a transition can fire with factor 1/3, taking
“1/3 of a token” from its input places. The continuous semantics is a relaxation
of the standard one, and its associated reachability problem is much simpler
(polynomial instead of non-elementary [14,6,5]). The Scaling Lemma1 states that
given two markings M,M ′ of a Petri net, if M ′ is reachable from M in the
continuous semantics, then nM ′ is reachable from nM in the standard semantics

for some n ∈ 2m
O(1)

, where m is the total size of the net and the markings. The
Insertion Lemma states that, given four markings M,M ′, L, L′, if M ′ is reachable
from M in the continuous semantics and the marking equation L′ = L+Ax has
a solution x ∈ ZT (observe that x can have negative components), then nM ′+L′

is reachable from nM + L in the standard semantics for some n ∈ 2m
O(1)

. We
think that these lemmas can be of independent interest.

The paper is organized as follows. Section 2 contains preliminaries; in par-
ticular, it defines the cut-off problem for rendez-vous networks and reduces it to
the cut-off problem for Petri nets. Section 3 gives a polynomial time algorithm
for the leaderless cut-off problem for acyclic Petri nets. Section 4 introduces
the Scaling and Insertion Lemmas, and Section 5 presents the novel polynomial

1 Heavily based on previous results by Fraca and Haddad [14].



Finding Cut-Offs in Leaderless Rendez-Vous Protocols is Easy 45

time algorithm for the cut-off problem. Sections 6 and 7 present the results for
symmetric networks, for the cases with and without leaders, respectively.

Due to lack of space, full proofs of some of the lemmas can be found in the
appendix.

2 Preliminaries

Multisets Let E be a finite set. For a semi-ring S, a vector from E to S is a
function v : E → S. The set of all vectors from E to S will be denoted by SE . In
this paper, the semi-rings we will be concerned with are the natural numbers N,
the integers Z and the non-negative rationals Q≥0 (under the usual addition and
multiplication operators). The support of a vector v is the set JvK := {e : v(e) 6=
0} and its size is the number ‖v‖ =

∑
e∈JvK abs(v(e)) where abs(x) denotes the

absolute value of x. Vectors from E to N are also called discrete multisets (or
just multisets) and vectors from E to Q≥0 are called continuous multisets.

Given a multiset M and a number α we let α ·M be the multiset given by
(α ·M)(e) = M(e) · α for all e ∈ E. Given two multisets M and M ′ we say that
M ≤ M ′ if M(e) ≤ M ′(e) for all e ∈ E and we let M + M ′ be the multiset
given by (M + M ′)(e) = M(e) + M ′(e) and if M ′ ≤ M , we let M −M ′ be the
multiset given by (M −M ′)(e) = M(e)−M ′(e). The empty multiset is denoted
by 0. We sometimes denote multisets using a set-like notation, e.g. Ha, 2 · b, cI
denotes the multiset given by M(a) = 1,M(b) = 2,M(c) = 1 and M(e) = 0 for
all e /∈ {a, b, c}.

Given an I × J matrix A with I and J sets of indices, I ′ ⊆ I and J ′ ⊆ J ,
we let AI′×J′ denote the restriction of M to rows indexed by I ′ and columns
indexed by J ′.

Rendez-vous protocols and the cut-off problem. Let Σ be a fixed finite
set which we will call the communication alphabet and we let RV (Σ) = {!a, ?a :
a ∈ Σ}. The symbol !a denotes that the message a is sent and ?a denotes that
the message a is received.

Definition 1. A rendez-vous protocol P is a tuple (Q,Σ, init ,fin, R) where Q
is a finite set of states, Σ is the communication alphabet, init ,fin ∈ Q are the
initial and final states respectively and R ⊆ Q×RV (Σ)×Q is the set of rules.

The size |P| of a protocol is defined as the number of bits needed to encode
P in {0, 1}∗ using some standard encoding. A configuration C of P is a multiset
of states, where C(q) should be interpreted as the number of agents in state
q. We use C(P) to denote the set of all configurations of P. An initial (final)
configuration C is a configuration such that C(q) = 0 if q 6= init (resp. C(q) = 0
if q 6= fin). We use Cninit (Cnfin) to denote the initial (resp. final) configuration
such that Cninit (init) = n (resp. Cnfin(fin) = n).

The operational semantics of a rendez-vous protocol P is given by means
of a transition system between the configurations of P. We say that there is
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a transition between C and C ′, denoted by C ⇒ C ′ iff there exists a ∈ Σ,
p, q, p′, q′ ∈ Q such that (p, !a, p′), (q, ?a, q′) ∈ R, C ≥ Hp, qI and C ′ = C −
Hp, qI + Hp′, q′I. As usual,

∗
=⇒ denotes the reflexive and transitive closure of ⇒.

The cut-off problem for rendez-vous protocols, as defined in [17], is:

Given: A rendez-vous protocol P
Decide: Is there B ∈ N such that Cninit

∗
=⇒ Cnfin for every n ≥ B ?

If such a B exists then we say that P admits a cut-off and that B is a cut-off
for P.

Petri nets. Rendez-vous protocols can be seen as a special class of Petri nets.

Definition 2. A Petri net is a tuple N = (P, T,Pre,Post) where P is a finite
set of places, T is a finite set of transitions, Pre and Post are matrices whose
rows and columns are indexed by P and T respectively and whose entries belong
to N. The incidence matrix A of N is defined to be the P × T matrix given by
A = Post −Pre. Further by the weight of N , we mean the largest absolute value
appearing in the matrices Pre and Post.

The size |N | of N is defined as the number of bits needed to encode N in
{0, 1}∗ using some suitable encoding. For a transition t ∈ T we let

•
t = {p :

Pre[p, t] > 0} and t
•

= {p : Post [p, t] > 0}. We extend this notation to set of
transitions in the obvious way. Given a Petri net N , we can associate with it a
graph where the vertices are P ∪ T and the edges are {(p, t) : p ∈ •t} ∪ {(t, p) :
p ∈ t•}. A Petri net N is called acyclic if its associated graph is acyclic.

A marking of a Petri net is a multiset M ∈ NP , which intuitively denotes
the number of tokens that are present in every place of the net. For t ∈ T and
markings M and M ′, we say that M ′ is reached from M by firing t, denoted

M
t−→M ′, if for every place p, M(p) ≥ Pre[p, t] and M ′(p) = M(p) +A[p, t].
A firing sequence is any sequence of transitions σ = t1, t2, . . . , tk ∈ T ∗. The

support of σ, denoted by JσK, is the set of all transitions which appear in σ. We
let σσ′ denote the concatenation of two sequences σ, σ′.

Given a firing sequence σ = t1, t2, . . . , tk ∈ T ∗, we let M
σ−→ M ′ denote that

there exist M1, . . . ,Mk−1 such that M
t1−→M1

t2−→M2 . . .Mk−1
tk−→M ′. Further,

M → M ′ denotes that there exists t ∈ T such that M
t−→ M ′, and M

∗−→ M ′

denotes that there exists σ ∈ T ∗ such that M
σ−→M ′.

Marking equation of a Petri net system. In the following, a Petri net system is
a triple (N ,M,M ′) where N is a Petri net and M 6= M ′ are markings. The
marking equation for (N ,M,M ′) is the equation

M ′ = M +Av

over the variables v. It is well known that M
σ−→ M ′ implies M ′ = M + A−→σ ,

where −→σ ∈ NT is the the Parikh image of σ, defined as the vector whose com-
ponent −→σ [t] for transition t is equal to the number of times t appears in σ.

Therefore, if M
σ−→M ′ then −→σ is a nonnegative integer solution of the marking

equation. The converse does not hold.
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From rendez-vous protocols to Petri nets. Let P = (Q,Σ, init ,fin, R) be
a rendez-vous protocol. Create a Petri net NP = (P, T,Pre,Post) as follows.
The set of places is Q. For each letter a ∈ Σ and for each pair of rules r =
(q, !a, s), r′ = (q′, ?a, s′) ∈ R, add a transition tr,r′ to NP and set

– Pre[p, t] = 0 for every p /∈ {q, q′}, Post [p, t] = 0 for every p /∈ {s, s′}
– If q = q′ then Pre[q, t] = −2, otherwise Pre[q, t] = Pre[q′, t] = −1
– If s = s′ then Post [s, t] = 2, otherwise Post [s, t] = Post [s′, t] = 1.

It is clear that any configuration of a protocol P is also a marking of NP ,
and vice versa. Further, the following proposition is obvious.

Proposition 1. For any two configurations C and C ′ we have that C
∗

=⇒ C ′

over the protocol P iff C
∗−→ C ′ over the Petri net NP .

Consequently, the cut-off problem for Petri nets, defined by

Given : A Petri net system (N ,M,M ′)
Decide: Is there B ∈ N such that n ·M ∗−→ n ·M ′ for every n ≥ B ?

generalizes the problem for rendez-vous protocols.

3 The cut-off problem for acyclic Petri nets

We show that the cut-off problem for acyclic Petri nets can be solved in polyno-
mial time. The reason for considering this special case first is that it illustrates
one of the main ideas of the general case in a very pure form.

Let us fix a Petri net system (N ,M,M ′) for the rest of this section, where
N = (P, T, Pre, Post) is acyclic and A is its incidence matrix. It is well-known
that in acyclic Petri nets the reachability relation is characterized by the marking
equation (see e.g. [24]):

Proposition 2 ([24]). Let (N ,M,M ′) be an acyclic Petri net system. For

every sequence σ ∈ T ∗, we have M
σ−→ M ′ iff −→σ is a solution of the marking

equation. Consequently, M
∗−→ M ′ iff the marking equation has a nonnegative

integer solution.

This proposition shows that the reachability problem for acyclic Petri nets
reduces to the feasibilty problem (i.e., existence of solutions) of systems of linear
diophantine equations over the nonnegative integers. So the reachability problem
for acyclic Petri nets is in NP, and in fact both the reachability and the feasibility
problems are NP-complete [13].

There are two ways to relax the conditions on the solution so as to make the
feasibility problem polynomial. Feasibility over the nonnegative rationals and
feasibility over all integers are both in P. The first is due to the polynomiality
of linear programming. For the second, feasibility can be decided in polynomial
time after computing the Smith or Hermite normal forms (see e.g. [29]), which
can themselves be computed in polynomial time [19]. We show that the cut-off
problem can be reduced to these two relaxed problems.
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3.1 Characterizing acyclic systems with cut-offs

Horn and Sangnier proved in [17] a very useful charaterization of the rendez-
vous protocols with a cut-off: A rendez-vous protocol P admits a cut-off iff there
exists n ∈ N such that Cninit

∗
=⇒ Cnfin and Cn+1

init
∗

=⇒ Cn+1
fin . The proof immediately

generalizes to the case of Petri nets:

Lemma 1 ([17]). A Petri net system (N ,M,M ′) (acyclic or not) admits a cut-

off iff there exists n ∈ N such that n ·M ∗−→ n ·M ′ and (n+1) ·M ∗−→ (n+1) ·M ′.
Moreover if n ·M ∗−→ n ·M ′ and (n+ 1) ·M ∗−→ (n+ 1) ·M ′, then n2 is a cut-off
for the system.

Using this lemma, we characterize those acyclic Petri net systems which
admit a cut-off.

Theorem 1. An acyclic Petri net system (N ,M,M ′) admits a cut-off iff the
marking equation has solutions x ∈ QT

≥0 and y ∈ ZT such that JyK ⊆ JxK.

Proof. (⇒): Suppose (N ,M,M ′) admits a cut-off. Hence there exists b ∈ N
such that for all n ≥ b we have nM

∗−→ nM ′. Let bM
σ′−→ bM ′ and (b+ 1)M

τ ′−→
(b+1)M ′. Then, notice that (2b+1)M

σ′τ ′−−−→ (2b+1)M ′ and (2b+2)M
τ ′τ ′−−→ (2b+

2)M ′. Hence, if we let n = 2b+ 1, σ = σ′τ ′ and τ = τ ′τ ′ we have, nM
σ−→ nM ′,

(n+ 1)M
τ−→ (n+ 1)M ′ and JτK ⊆ JσK. By Proposition 2, there exist x′,y′ ∈ NT

such that Jy′K ⊆ Jx′K, nM ′ = nM + Ax′ and (n + 1)M ′ = (n + 1)M + Ay′.
Letting x = x′/n and y = y′ − x′, we get our required vectors.

(⇐): Suppose x ∈ QT
≥0 and y ∈ ZT are solutions of the marking equation such

that JyK ⊆ JxK. Let µ be the least common multiple of the denominators of
the components of x, and let α be the largest absolute value of the numbers in
the vector y. By definition of µ we have α(µx) ∈ NT . Also, since JyK ⊆ JxK it
follows by definition of α that α(µx) + y ≥ 0 and hence α(µx) + y ∈ NT . Since
M ′ = M +Ax and M ′ = M +Ay we get

αµM ′ = αµM +A(αµx) and (αµ+ 1)M ′ = (αµ+ 1)M +A(αµx + y)

Taking αµ = n, by Proposition 2 we get that nM
∗−→ nM ′ and (n + 1)M

∗−→
(n+ 1)M ′. By Lemma 1, (N ,M,M ′) admits a cut-off.

Intuitively, the existence of the rational solution x ∈ QT
≥0 guarantees nM

∗−→
nM ′ for infinitely many n, and the existence of the integer solution y ∈ ZT
guarantees that for one of those n we have (n+ 1)M

∗−→ (n+ 1)M ′ as well.

Example 1. The net system given by the net on Figure 1 along with the markings
M = HiI and M ′ = HfI admits a cut-off. The conditions of the theorem are
satisfied by x = ( 1

5 ,
1
5 ,

1
5 ,

1
5 ) and y = (−1, 1, 1, 1).
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t2

t1

t3 t4

i f

2 2

2 2

Fig. 1. A net with cut-off 2.

3.2 Polynomial time algorithm

We derive a polynomial time algorithm for the cut-off problem from the char-
acterization of Theorem 1. The first step is the following lemma. A very similar
lemma is proved in [14], but since the proof is short we give it for the sake of
completeness:

Lemma 2. If the marking equation is feasible over Q≥0, then it has a solution
with maximum support. Moreover, such a solution can be found in polynomial
time.

Proof. If y, z ∈ QT
≥0 are solutions of the marking equation, then we have M ′ =

M + A((y + z)/2) and JyK ∪ JzK ⊆ J(y + z)/2K. Hence if the marking equation
if feasible over Q≥0, then it has a solution with maximum support.

To find such a solution in polynomial time we proceed as follows. For every
transition t we solve the linear program M ′ = M +Av,v ≥ 0,v(t) > 0. (Recall
that solving linear programs over the rationals can be done in polynomial time).
Let {t1, . . . , tn} be the set of transitions whose associated linear programs are
feasible over QT

≥0, and let {u1, . . . ,un} be solutions to these programs. Then

1/n ·∑n
i=1 ui is a solution of the marking equation with maximum support.

We now have all the ingredients to give a polynomial time algorithm.

Theorem 2. The cut-off problem for acyclic net systems can be solved in poly-
nomial time.

Proof. First, we check that the marking equation has a solution over the non-
negative rationals. If such a solution does not exist, by Theorem 1 the given net
system does not admit a cut-off.

Suppose such a solution exists. By Lemma 2 we can find a non-negative
rational solution x with maximum support in polynomial time. Let U contain
all the transitions t such that xt = 0. We now check in polynomial time if the
marking equation has a solution y over ZT such that yt = 0 for every t ∈ U . By
Theorem 1 such a solution exists iff the net system admits a cut-off.
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The rendez-vous protocol given in Figure 2, which was stated in [17], is an
example of a protocol where the smallest cut-off is exponential in the size of
the protocol. In the next sections, we will actually prove that if a net system N
(acyclic or not) admits a cut-off, then there is one with a polynomial number of
bits in |N |.

init q1 q2 q3 . . . qn fin
!1 !2 !3 !n !a

!a

?1

?2

?3

?n
?a

Fig. 2. Example of a protocol with an exponential cut-off

4 The Scaling and Insertion lemmas

Similar to the case of acyclic net systems, we would like to provide a character-
ization of net systems admitting a cut-off and then use this characterization to
derive a polynomial time algorithm. Unfortunately, in general net systems there
is no characterization of reachability akin to Proposition 2 for acyclic systems.
To this end, we prove two intermediate lemmas to help us come up with a char-
acterization for cut-off admissible net systems in the general case. We believe
that these two lemmas could be of independent interest in their own right. Fur-
ther, the proofs of both lemmas are provided so that it will enable us later on
to derive a bound on the cut-off for net systems.

4.1 The Scaling Lemma

The Scaling Lemma shows that, given a Petri net system (N ,M,M ′), whether

nM
∗−→ nM ′ holds for some n ≥ 1 can be decided in polynomial time; more-

over, if nM
∗−→ nM ′ holds for some n, then it holds for some n with at most

(|N |(log ‖M‖ + log ‖M ′‖))O(1) bits. The name of the lemma is due to the fact
that the firing sequence leading from nM to nM ′ is obtained by scaling up a
continuous firing sequence from M to M ′; the existence of such a continuous
sequence can be decided in polynomial time [14].

In the rest of the section we first recall continuous Petri nets and the chara-
terization of [14], and then present the Scaling Lemma2.

2 The lemma is implicitly proved in [14], but the bound on the size of n is hidden in
the details of the proof, and we make it explicit.
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Reachability in continuous Petri nets. Petri nets can be given a continuous
semantics (see e.g. [1,30,14]), in which markings are continuous multisets; we call
them continuous markings. A continuous marking M enables a transition t with
factor λ ∈ Q≥0 if M(p) ≥ λ · Pre[p, t] for every place p; we also say that M
enables λt. If M enables λt, then λt can fire or occur, leading to a new marking
M ′ given by M ′(p) = M(p) + λ · A[p, t] for every p ∈ P . We denote this by

M
λt−→Q M ′, and say that M ′ is reached from M by firing λt. A continuous firing

sequence is any sequence of transitions σ = λ1t1, λ2t2, . . . , λktk ∈ (Q≥0 × T )∗.
We let M

σ−→Q M ′ denote that there exist continuous markings M1, . . . ,Mk−1

such that M
λ1t1−−−→Q M1

λ2t2−−−→Q M2 · · ·Mk−1
λktk−−−→Q M ′. Further, M

∗−→Q M ′ denotes

that M
σ−→Q M ′ holds for some continuous firing sequence σ.

The Parikh image of σ = λ1t1, λ2t2, . . . , λktk ∈ (Q≥0 × T )∗ is the vector
−→σ ∈ QT

≥0 where −→σ [t] =
∑k
i=1 δi,tλi, where δi,t = 1 if ti = t and 0 otherwise.

The support of σ is the support of its Parikh image −→σ . If M
σ−→Q M ′ then

−→σ is a solution of the marking equation over QT
≥0, but the converse does not

hold. In [14], Fraca and Haddad strengthen this necessary condition to make
it also sufficient, and use the resulting characterization to derive a polynomial
algorithm.

Theorem 3 ([14]). Let (N ,M,M ′) be a Petri net system.

– M
σ−→Q M ′ iff −→σ is a solution of the marking equation over QT

≥0, and there
exist continuous firing sequences τ , τ ′ and continuous markings L and L′

such that JτK = JσK = Jτ ′K, M
τ−→Q L, and L′

τ ′−→Q M ′.

– It can be decided in polynomial time if M
∗−→Q M ′ holds.

Scaling. It follows easily from the definitions that nM
∗−→ nM ′ holds for some

n ≥ 1 iff M
∗−→Q M ′. Indeed, if M

σ−→Q M ′ for some σ = λ1t1, λ2t2, . . . , λktk ∈
(Q≥0 × T )∗, then we can scale this continuous firing sequence to a discrete se-

quence nM
nσ−−→Q nM ′ where n is the smallest number such that nλ1, . . . , nλk ∈ N,

and nσ = tnλ1
1 tnλ2

2 . . . tnλk

k . So Theorem 3 immediately implies that the existence

of n ≥ 1 such that nM
∗−→ nM ′ can be decided in polynomial time. The following

lemma also gives a bound on n.

Lemma 3. Let (N ,M,M ′) be a Petri net system with weight w such that M
σ−→Q

M ′ for some continuous firing sequence σ ∈ (Q≥0×T )∗. Let m be the number of
transitions in JσK and let ` be ‖−→σ ‖. Let k be the smallest natural number such
that k−→σ ∈ NT . Then, there exists a firing sequence τ ∈ T ∗ such that JτK = JσK
and (

16w(w + 1)2mk` ·M
) τ−→

(
16w(w + 1)2mk` ·M ′

)

Lemma 4. (Scaling Lemma). Let (N ,M,M ′) be a Petri net system such

that M
σ−→Q M ′. There exists a number n with a polynomial number of bits in

|N |(log ‖M‖+ log ‖M ′‖) such that nM
τ−→ nM ′ for some τ with JτK = JσK.
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4.2 The Insertion Lemma

In the acyclic case, the existence of a cut-off is characterized by the existence of
solutions to the marking equation QT

≥0 and ZT . Intuitively, in the general case

we replace the existence of solutions over QT
≥0 by the conditions of the Scaling

Lemma, and the existence of solutions over ZT by the Insertion Lemma:

Lemma 5 (Insertion Lemma). Let M,M ′, L, L′ be markings of N satisfying

M
σ−→ M ′ for some σ ∈ T ∗ and L′ = L + Ay for some y ∈ ZT such that

JyK ⊆ JσK. Then µM + L
∗−→ µM ′ + L′ for µ = ‖y‖(‖−→σ ‖nw + nw + 1) , where

w is the weight of N , and n is the number of places in
•JσK.

The idea of the proof is a follows: In a first stage, we asynchronously execute
multiple “copies” of the firing sequence σ from multiple “copies” of the marking
M , until we reach a marking at which all places of

•JσK contain a sufficiently
large number of tokens. At this point we temporarily interrupt the executions
of the copies of σ to insert a firing sequence with Parikh mapping ‖y‖−→σ + y.
The net effect of this sequence is to transfer some copies of M to M ′, leaving
the other copies untouched, and exactly one copy of L to L′. In the third stage,
we resume the interrupted executions of the copies of σ, which completes the
transfer of the remaining copies of M to M ′ .

Proof. Let x be the Parikh image of σ, i.e., x = −→σ . Since M
σ−→ M ′, by the

marking equation we have M ′ = M +Ax

First stage: Let λx = ‖x‖, λy = ‖y‖ and µ = λy(λxnw + nw + 1). Let σ :=

r1, r2, . . . , rk and let M =: M0
r1−→ M1

r2−→ M2 . . .Mk−1
rk−→ Mk := M . Notice

that for each place p ∈ •JσK, there exists a marking Mip ∈ {M0, . . . ,Mk−1} such
that Mip(p) > 0.

Since each of the markings in {Mip}p∈•JσK can be obtained from M by firing
a (suitable) prefix of σ, it is easy to see that from the marking µM + L =
λyM +L+ (λxλynw +λynw)M we can reach the marking First := λyM +L+∑
p∈•JσK(λxλyw + λyw)Mip . This completes our first stage.

Second stage - Insert: Since JyK ⊆ JσK, if y(t) 6= 0 then x(t) 6= 0. Since
x(t) ≥ 0 for every transition, it now follows that (λyx + y)(t) ≥ 0 for every
transition t and (λyx + y)(t) > 0 precisely for those transitions in JσK.

Let ξ be any firing sequence such that
−→
ξ = λyx + y. Notice that for every

place p ∈ •JσK, First(p) ≥ λxλyw +λyw ≥ ‖(λyx+y)‖·w . By an easy induction

on ‖ξ‖, it follows that that First
ξ−→ Second for some marking Second. By the

marking equation, it follows that Second = λyM
′ + L′ +

∑
p∈•JσK(λxλyw +

λyw)Mip . This completes our second stage.

Third stage: Notice that for each place p ∈ •JσK, by construction of Mip , there
is a firing sequence which takes the marking Mip to the marking M ′. It then
follows that there is a firing sequence which takes the marking Second to the
marking λyM

′ + L′ +
∑
p∈•JσK(λxλyw + λyw)M ′ = µM ′ + L′. This completes

our third stage and also completes the desired firing sequence from µM + L to
µM ′ + L′.
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5 Polynomial time algorithm for the general case

Let (N ,M,M ′) be a net system with N = (P, T, Pre, Post), such that A is its
incidence matrix. As in Section 3, we first characterize the Petri net systems
that admit a cut-off, and then provide a polynomial time algorithm.

5.1 Characterizing systems with cut-offs

We generalize the characterization of Theorem 1 for acyclic Petri net systems to
general systems.

Theorem 4. A Petri net system (N ,M,M ′) admits a cut-off iff there exists

some rational firing sequence σ such that M
σ−→Q M ′ and the marking equation

has a solution y ∈ ZT such that JyK ⊆ JσK.

Proof. (⇒): Assume (N ,M,M ′) admits a cut-off. Hence there exists B ∈ N such

that for all n ≥ B we have nM
∗−→ nM ′. Similar to the proof of theorem 1, we

can show that there exist n ∈ N and firing sequences τ, τ ′ such that nM
τ−→ nM ′,

(n+ 1)M
τ ′−→ (n+ 1)M ′ and Jτ ′K ⊆ JτK.

Let τ = t1t2 · · · tk. Construct the rational firing sequence σ := t1/n t2/n · · ·
tk/n. From the fact that nM

τ−→ nM ′, we can easily conclude by induction on k

that M
σ−→Q M ′. Further, by the marking equation we have nM ′ = nM+A−→τ and

(n+1)M ′ = (n+1)M +A−→τ ′ . Let y =
−→
τ ′ −−→τ . Then y ∈ ZT and M ′ = M +Ay.

Further, since Jτ ′K ⊆ JτK = JσK, we have JyK ⊆ JσK.
(⇐): Assume there exists a rational firing sequence σ and a vector y ∈ ZT such

that JyK ⊆ JσK, M σ−→Q M ′ and M ′ = M+Ay. Let s = |N |(log ‖M‖+log ‖M ′‖).
It is well known that if a system of linear equations over the integers is feasible,
then there is a solution which can be described using a number of bits which is
polynomial in the size of the input (see e.g. [20]). Hence, we can assume that
‖y‖ can be described using sO(1) bits.

By Lemma 4 there exists n (which can be described using sO(1) bits) and a

firing sequence τ with JτK = JσK such that nM
τ−→ nM ′. Hence knM

∗−→ knM ′ is
also possible for any k ∈ N. By Lemma 5, there exists µ (which can once again

be described using sO(1) bits) such that µnM + M
∗−→ µnM ′ + M ′ is possible.

By Lemma 1 the system (N ,M,M ′) admits a cut-off with a polynomial number
of bits in s.

Notice that we have actually proved that if a net system admits a cut-off
then it admits a cut-off with a polynomial number of bits in its size. Since the
cut-off problem for a rendez-vous protocol P can be reduced to a cut-off problem
for the Petri net system (NP , HinitI, HfinI), it follows that,

Corollary 1. If the system (N ,M,M ′) admits a cut-off then it admits a cut-
off with a polynomial number of bits in |N |(log ‖M‖ + log ‖M ′‖). Hence, if a
rendez-vous protocol P admits a cut-off then it admits a cut-off with a polynomial
number of bits in |P|.
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5.2 Polynomial time algorithm

We use the characterization given in the previous section to provide a polynomial
time algorithm for the cut-off problem. The following lemma, which was proved
in [14] and whose proof is given in the appendix, enables us to find a firing
sequence between two markings with maximum support.

Lemma 6. [14] Among all the rational firing sequences σ such that M
σ−→Q

M ′, there is one with maximum support. Moreover, the support of such a firing
sequence can be found in polynomial time.

We now have all the ingredients to prove the existence of a polynomial time
algorithm.

Theorem 5. The cut-off problem for net systems can be solved in polynomial
time.

Proof. First, we check that there is a rational firing sequence σ with M
σ−→Q

M ′, which can be done in polynomial time by ([14], Proposition 27). If such a
sequence does not exist, by Theorem 4 the given net system does not admit a
cut-off.

Suppose such a sequence exists. By Lemma 6 we can find in polynomial time,
the maximum support S of all the firing sequences τ such that M

τ−→Q M ′. We

now check in polynomial time if the marking equation has a solution y over ZT
such that y(t) = 0 for every t /∈ S. By Theorem 4 such a solution exists iff the
net system admits a cut-off.

This immediately proves that the cut-off problem for rendez-vous protocols
is also in polynomial time. By an easy logspace reduction from the Circuit Value
Problem [21], we prove that

Lemma 7. The cut-off problem for rendez-vous protocols is P-hard.

Clearly, this also proves that the cut-off problem for Petri nets is P-hard.

6 Symmetric rendez-vous protocols

In [17] Horn and Sangnier introduce symmetric rendez-vous protocols, where
sending and receiving a message at each state has the same effect, and show
that the cut-off problem is in NP. We improve on their result and shown that it
is in NC.

Recall that NC is the set of problems in P that can be solved in polyloga-
rithmic parallel time, i.e., problems which can be solved by a uniform family of
circuits with polylogarithmic depth and polynomial number of gates. Two well-
known problems which lie in NC are graph reachability and feasibility of linear
equations over the finite field F2 of size 2 [27,23]. We proceed to formally define
symmetric protocols and state our results.
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Definition 3. A rendez-vous protocol P = (Q,Σ, init ,fin, R) is symmetric, iff
its set of rules is symmetric under swapping !a and ?a for each a ∈ Σ, i.e., for
each a ∈ Σ, we have (q, !a, q′) ∈ R iff (q, ?a, q′) ∈ R.

Horn and Sangnier show that, because of their symmetric nature, there is a
very easy characterization for cut-off admitting symmetric protocols.

Proposition 3. ([17], Lemma 18) A symmetric protocol P admits a cut-off iff

there exists an even number e and an odd number o such that Ceinit
∗−→ Cefin and

Coinit
∗−→ Cofin .

From a symmetric protocol P, we can derive a graph G(P) where the vertices
are the states and there is an edge between q and q′ iff there exists a ∈ Σ such
that (q, a, q′) ∈ R. The following proposition is immediate from the definition of
symmetric protocols:

Proposition 4. Let P be a symmetric protocol. There exists an even number
e such that Ceinit

∗−→ Cefin iff there is a path from init to fin in the graph G(P).

Proof. The left to right implication is obvious. For the other side, suppose there
is a path init , q1, q2, . . . , qm−1,fin in the graph G(P). Then notice that H2·initI→
H2 · q1I→ H2 · q2I · · · → H2 · qm−1I→ H2 · qfI is a valid run of the protocol.

Since graph reachability is in NC , this takes care of the “even” case from
Proposition 3. Hence, we only need to take care of the “odd” case from Propo-
sition 3.

Fix a symmetric protocol P for the rest of the section. As a first step, for
each state q ∈ Q, we compute if there is a path from init to q and if there is
a path from q to fin in the graph G(P). Since graph reachability is in NC this
computation can be carried out in NC by parallely running graph reachability
for each q ∈ Q. If such paths exist for a state q then we call q a good state,
and otherwise a bad state. The following proposition easily follows from the
symmetric nature of P:

Proposition 5. If q ∈ Q is a good state, then H2 · initI ∗−→ H2 · qI and H2 · qI ∗−→
H2 · finI.

Similar to the general case of rendez-vous protocols, given a symmetric pro-
tocol P we can construct a Petri net NP whose places are the states of P and
which faithfully represents the reachability relation of configurations of P. Ob-
serve that this construction can be carried out in parallel over all the states in
Q and over all pairs of rules in R. Let N = (P, T, Pre, Post) be the Petri net
that we construct out of the symmetric protocol P and let A be its incidence
matrix. We now write the marking equation for N as follows: We introduce a
variable v[t] for each transition t ∈ T and we construct an equation system Eq
enforcing the following three conditions:

– v[t] = 0 for every t ∈ T such that
•
t ∪ t• contains a bad state.

By definition of a bad state, such transitions will never be fired on any run
from an initial to a final configuration and so our requirement is safe.
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–
∑
t∈T A[q, t] · v[t] = 0 for each q /∈ {init ,fin}.

Notice that the net-effect of any run from an initial to a final configuration
on any state not in {init ,fin} is 0 and hence this condition is valid as well.

–
∑
t∈T A[init , t] · v[t] = −1 and

∑
t∈T A[fin, t] · v[t] = 1.

It is clear that the construction of Eq can be carried out in parallel over each
q ∈ Q and each t ∈ T . Finally, we solve Eq over arithmetic modulo 2, i.e., we
solve Eq over the field F2 which as mentioned before can be done in NC. We
have:

Lemma 8. There exists an odd number o such that Coinit
∗−→ Cofin iff the equation

system Eq has a solution over F2.

Proof. (Sketch.) The left to right implication is true because of taking modulo 2
on both sides of the marking equation. For the other side, we use an idea similar
to Lemma 5. Let x be a solution to Eq over F2. Using Proposition 5 we first
populate all the good states of Q with enough processes such that all the good
states except init have an even number of processes. Then, we fire exactly once,
all the transitions t such that x[t] = 1. Since x satisfies Eq, we can now argue
that in the resulting configuration, the number of processes at each bad state is
0 and the number of processes in each good state except fin is even. Hence, we
can once again use Proposition 5 to conclude that we can move all the processes
which are not at fin to the final state fin.

Theorem 6. The problem of deciding whether a symmetric protocol admits a
cut-off is in NC.

Proof. By Proposition 3 it suffices to find an even number e and an odd number
o such that Ceinit

∗−→ Cefin and Coinit
∗−→ Cofin . By Proposition 4 the former can be

done in NC. By Lemma 8 and by the fact that the equation system Eq can be
constructed and solved in NC, it follows that the latter can also be done in NC.

7 Symmetric protocols with leaders

In this section, we extend symmetric rendez-vous protocols by adding a special
process called leader. We state the cut-off problem for such protocols and prove
that it is NP-complete.

Definition 4. A symmetric leader protocol is a pair of symmetric protocols P =
(PL,PF ) where PL = (QL, Σ, initL,finL, RL) is the leader protocol and PF =
(QF , Σ, initF ,finF , RF ) is the follower protocol where QL ∩QF = ∅.

A configuration of a symmetric leader protocol P is a multiset over QL ∪QF
such that

∑
q∈QL C(q) = 1. This corresponds to the intuition that exactly one

process can execute the leader protocol. For each n ∈ N, let Cninit (resp. Cnfin)

denote the initial (resp. final) configuration of P given by Cninit (initL) = 1 (resp.
Cnfin(finL) = 1) and Cninit (initF ) = n (resp. Cnfin(finF ) = n). We say that C =⇒ C ′
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if there exists (p, !a, p′), (q, ?a, q′) ∈ RL ∪ RF , C ≥ Hp, qI and C ′ = C − Hp, qI +
Hp′, q′I. Since we allow at most one process to execute the leader protocol, given
a configuration C, we can let lead(C) denote the unique state q ∈ QL such that
C(q) > 0.

Definition 5. The cut-off problem for symmetric leader protocols is the follow-
ing.

Input: A symmetric leader protocol P = (PL,PF ).

Output: Is there B ∈ N such that for all n ≥ B, Cninit
∗

=⇒ Cnfin .

We know the following fact regarding symmetric leader protocols.

Proposition 6. ([17], Lemma 18) A symmetric leader protocol admits a cut-off

iff there exists an even number e and an odd number o such that Ceinit
∗

=⇒ Cefin

and Coinit
∗

=⇒ Cofin .

The main theorem of this section is

Theorem 7. The cut-off problem for symmetric leader protocols is NP-complete

7.1 A non-deterministic polynomial time algorithm

Let P = (PL,PF ) be a symmetric leader protocol with PL = (QL, Σ, initL,finL,
RL) and PF = (QF , Σ, initF ,finF , RF ). Similar to the previous section, from
PF we can construct a graph G(PF ) where the vertices are given by the states
QF and the edges are given by the rules in RF . In G(PF ), we can clearly remove
all vertices which are not reachable from the state initF and which do not have
a path to finF . In the sequel, we will assume that such vertices do not exist in
G(PF ).

Similar to the general case, we will construct a Petri net NP from the given
symmetric leader protocol P. However, the construction is made slightly com-
plicated due to the presence of a leader.

From P = (PL,PF ), we construct a Petri net N = (P, T, Pre, Post) as
follows: Let P be QL ∪ QF . For each a ∈ Σ and r = (q, !a, s), r′ = (q′, ?a, s′) ∈
RL∪RF such that at most one of r and r′ belongs to RL, we will have a transition
tr,r′ ∈ T in N such that

– Pre[p, t] = 0 for every p /∈ {q, q′}, Post[p, t] = 0 for every p /∈ {s, s′}
– If q = q′ then Pre[q, t] = −2, otherwise Pre[q, t] = Pre[q′, t] = −1
– If s = s′ then Post[s, t] = 2, otherwise Post[s, t] = Post[s′, t] = 1.

Transitions tr,r′ in which exactly one of r, r′ is in RL will be called leader
transitions and transitions in which both of r, r′ are in RF will be called follower-
only transitions. Notice that if t is a leader transition, then there is a unique place
p ∈ •t ∩ QL and a unique place p ∈ t• ∩ QL. These places will be denoted by
t.from and t.to respectively.

As usual, we let A denote the incidence matrix of the constructed net N .
The following proposition is obvious from the construction of the net N
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Proposition 7. For two configurations C and C ′, we have that C
∗

=⇒ C ′ in the
protocol P iff C

∗−→ C in the net N .

Because P is symmetric we have the following fact, which is easy to verify.

Proposition 8. If q ∈ QF , then H2 · initF I ∗−→ H2 · qI ∗−→ H2 · finF I

For any vector x ∈ NT , we define lead(x) to be the set of all leader transitions
such that x[t] > 0. The graph of the vector x, denoted by G(x) is defined as
follows: The set of vertices is the set {t.from : t ∈ lead(x)}∪{t.to : t ∈ lead(x)}.
The set of edges is the set {(t.from, t.to) : t ∈ lead(x)}. Further, for any two
vectors x,y ∈ NT and a transition t ∈ T , we say that x = y[t--] iff x[t] = y[t]−1
and x[t′] = y[t′] for all t′ 6= t.

Definition 6. Let C be a configuration and let x ∈ NT . We say that the pair
(C,x) is compatible if C + Ax ≥ 0 and every vertex in G(x) is reachable from
lead(C).

The following lemma states that as long as there are enough followers in
every state, it is possible for the leader to come up with a firing sequence from
a compatible pair.

Lemma 9. Suppose (C,x) is a compatible pair such that C(q) ≥ 2‖x‖ for
every q ∈ QF . Then there is a configuration D and a firing sequence ξ such that

C
ξ−→ D and

−→
ξ = x.

Proof. (Sketch.) We prove by induction on ‖x‖. If x[t] > 0 for some follower-only

transition, then it is easy to verify that if we let C ′ be such that C
t−→ C ′ and x′

be x[t--], then (C ′,x′) is compatible and C(q) ≥ 2‖x′‖ for every q ∈ QF .

Suppose x[t] > 0 for some leader transition. Let p = lead(C). If p belongs
to some cycle S = p, r1, p1, r2, p2, . . . , pk, rk+1, p in the graph G(x), then we let

C
r1−→ C ′ and x′ = x[t--]. It is easy to verify that C ′ +Ax′ ≥ 0, C ′(q) ≥ 2‖x′‖

for every q ∈ QF and lead(C ′) = p1. Any path P in G(x) from p to some vertex
s either goes through p1 or we can use the cycle S to traverse from p1 to p first
and then use P to reach s. This gives a path from p1 to every vertex s in G(x′).

If p does not belong to any cycle in G(x), then using the fact that C+Ax ≥ 0,
we can show that there is exactly one out-going edge t from p in G(x). We then

let C
t−→ C ′ and x′ = x[t--]. Since any path in G(x) from p has to necessarily

use this edge t, it follows that in G(x′) there is a path from t.to = lead(C ′) to
every vertex.

Lemma 10. Let par ∈ {0, 1}. There exists k ∈ N such that Ckinit
∗−→ Ckfin and

k ≡ par (mod 2) iff there exists n ∈ N, x ∈ NT such that n ≡ par (mod 2),
(Cninit ,x) is compatible and Cnfin = Cninit +Ax.
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Proof. (Sketch.) The left to right implication is easy and follows from the mark-
ing equation along with induction on the number of leader transitions in the
run. For the other side, we use an idea similar to Lemma 5. Let (Cninit ,x) be the
given compatible pair. We first use Proposition 8 to populate all the states of
QF with enough processes such that all the states of QF except initF have an
even number of processes. Then we use Lemma 9 to construct a firing sequence

ξ which can be fired from Cninit and such that
−→
ξ = x. By means of the marking

equation, we then argue that in the resulting configuration, the leader is in the
final state, n followers are in the state finF and every other follower state has
an even number of followers. Once again, using Proposition 8 we can now move
all the processes which are not at finF to the final state finF .

Lemma 11. Given a symmetric leader protocol, checking whether a cut-off ex-
ists can be done in NP.

Proof. By Proposition 6 it suffices to find an even number e and an odd number
o such that Ceinit

∗−→ Cefin and Coinit
∗−→ Cofin . Suppose we want to check that there

exists 2k ∈ N such that C2k
init

∗−→ C2k
fin . We first non-deterministically guess a set

of leader transitions S = {t1, . . . , tk} and check that for each t ∈ S, we can reach
t.from and t.to from initL using only the transitions in S.

Once we have guessed all this, we write a polynomially sized integer linear
program as follows: We let v denote |T | variables, one for each transition in T
and we let n be another variable, with all these variables ranging over N. We then
enforce the following conditions: C2n

fin = C2n
init + Av and v[t] = 0 ⇐⇒ t /∈ S

and solve the resulting linear program, which we can do in non-deterministic
polynomial time [26]. If there exists a solution, then we accept. Otherwise, we
reject.

By Lemma 10 and by the definition of compatibility, it follows that at least
one of our guesses gets accepted iff there exists 2k ∈ N such that C2k

init
∗−→ C2k

fin .

Similarly we can check if exists 2l + 1 ∈ N such that C2l+1
init

∗−→ C2l+1
fin .

By a reduction from 3-SAT, we prove that

Lemma 12. The cut-off problem for symmetric leader protocols is NP-hard.
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Abstract. Threshold automata are a formalism for modeling and ana-
lyzing fault-tolerant distributed algorithms, recently introduced by Kon-
nov, Veith, and Widder, describing protocols executed by a fixed but
arbitrary number of processes. We conduct the first systematic study
of the complexity of verification and synthesis problems for threshold
automata. We prove that the coverability, reachability, safety, and live-
ness problems are NP-complete, and that the bounded synthesis prob-
lem is Σ2

p complete. A key to our results is a novel characterization
of the reachability relation of a threshold automaton as an existential
Presburger formula. The characterization also leads to novel verification
and synthesis algorithms. We report on an implementation, and provide
experimental results.

Keywords: Threshold automata · Distributed algorithms ·
Parameterized verification

1 Introduction

Many concurrent and distributed systems consist of an arbitrary number of
communicating processes. Parameterized verification investigates how to prove
them correct for any number of processes [1].

Parameterized systems whose processes are indistinguishable and finite state
are often called replicated systems. A global state of a replicated system is com-
pletely determined by the number of processes in each state. Models of repli-
cated systems differ in the communication mechanism between processes. Vector
Addition Systems (VAS) and their extensions [2,7,9,11] can model rendez-vous,
multiway synchronization, global resets and broadcasts, and other mechanisms.
The decidability and complexity of their verification problems is well understood
[1,2,8,10,24].

Transition guards of VAS-based replicated systems are local : Whether a tran-
sition is enabled or not depends only on the current states of a fixed num-
ber of processes, independent of the total number of processes. Konnov et al.
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observed in [15] that local guards cannot model fault-tolerant distributed algo-
rithms. Indeed, in such algorithms often a process can only make a step if it
has received a message from a majority or some fraction of the processes. To
remedy this, they introduced threshold automata, a model of replicated systems
with shared-variable communication and threshold guards, in which the value of
a global variable is compared to an affine combination of the total numbers of
processes of different types. In a number of papers, Konnov et al. have devel-
oped and implemented verification algorithms for safety and liveness of threshold
automata [14–18]. Further, Kukovec et al. have obtained decidability and unde-
cidability results [19] for different variants of the model. However, contrary to
the VAS case, the computational complexity of the main verification problems
has not yet been studied.

We conduct the first systematic complexity analysis of threshold automata.1

In the first part of the paper we show that the parameterized coverability and
reachability problems are NP-complete. Parameterized coverability asks if some
configuration reachable from some initial configuration puts at least one pro-
cess in a given state, and parameterized reachability asks if it puts processes in
exactly a given set of states, leaving all other states unpopulated. The NP upper
bound is a consequence of our main result, showing that the reachability rela-
tion of threshold automata is expressible in existential Presburger arithmetic.
In the second part of the paper we apply this expressibility result to prove that
the model checking problem of Fault-Tolerant Temporal Logic (ELTLFT) [18] is
NP-complete, and that the problem of synthesizing the guards of a given automa-
ton, studied in [21], is Σ2

p complete. The last part of the paper reports on an
implementation of our novel approach to the parameterized (safety and liveness)
verification problems. We show that it compares favorably to ByMC, the tool
developed in [17].

2 Threshold Automata

We introduce threshold automata, illustrating the definitions on the example of
Fig. 2, a model of the Byzantine agreement protocol of Fig. 1.

Environments. Threshold automata are defined relative to an environment
Env = (Π,RC , N), where Π is a set of parameters ranging over N0, RC ⊆ NΠ

0 is
a resilience condition expressible as an integer linear formula, and N : RC → N0

is a linear function. Intuitively, a valuation of Π determines the number of pro-
cesses of different kinds (e.g., faulty) executing the protocol, and RC describes
the admissible combinations of parameter values. Finally, N associates to a each
admissible combination, the number of copies of the automaton that are going to
run in parallel, or, equivalently, the number of processes explicitly modeled. In
a Byzantine setting, faulty processes behave arbitrarily, and so we do not model

1 A full version of this paper containing additional details and proofs can be found at
https://arxiv.org/abs/2007.06248.
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1 va r myvali ∈ {0, 1}
2 va r accepti ∈ {false, true} ← false
3
4 whi le t r u e do (in one atomic step)
5 i f myvali = 1
6 and not s en t ECHO be f o r e
7 then send ECHO to a l l
8
9 i f received ECHO from at l e a s t

10 t + 1 d i s t i n c t p r o c e s s e s
11 and not s en t ECHO be f o r e
12 then send ECHO to a l l
13
14 i f received ECHO from at l e a s t
15 n − t d i s t i n c t p r o c e s s e s
16 then accepti ← true
17 od

Fig. 1. Pseudocode of a reliable broadcast
protocol from [26] for a correct process i,
where n and t denote the number of pro-
cesses, and an upper bound on the num-
ber of faulty processes. The protocol sat-
isfies its specification (if myval i = 1 for
every correct process i, then eventually
acceptj = true for some correct process
j) if t < n/3.

�0

�1

�2 �3

r2 : γ1 �→ x++

r1 :
→�� x++ r3 : γ2

sl1 : �

sl2:� sl3:�

Fig. 2. Threshold automaton modeling
the body of the loop in the protocol
from Fig. 1. Symbols γ1, γ2 stand for
the threshold guards x ≥ (t + 1) − f
and x ≥ (n − t) − f , where n and t are
as in Fig. 1, and f is the actual number
of faulty processes. The shared variable
x models the number of ECHO mes-
sages sent by correct processes. Pro-
cesses with myval i = b (line 1) start
in location �b (in green). Rules r1 and
r2 model sending ECHO at lines 7 and
12. The self-loop rules sl1, . . . , sl3 are
stuttering steps. (Color figure online)

them explicitly; in this case, the system consists of one copy of the automaton
for every correct process. In the crash fault model, processes behave correctly
until they crash, they must be modeled explicitly, and the system has a copy of
the automaton for each process, faulty or not.

Example 1. In the threshold automaton of Fig. 2, the parameters are n, f , and
t, describing the number of processes, the number of faulty processes, and the
maximum possible number of faulty processes, respectively. The resilience con-
dition is the set of triples (in, if , it) such that in/3 > it ≥ if ; abusing language,
we identify it with the constraint n/3 > t ≥ f . The function N is given by
N(n, t, f) = n − f , which is the number of correct processes.

Threshold Automata. A threshold automaton over an environment Env is
a tuple TA = (L, I, Γ,R), where L is a nonempty, finite set of local states (or
locations), I ⊆ L is a nonempty subset of initial locations, Γ is a set of global
variables ranging over N0, and R is a set of transition rules (or just rules),
formally described below.
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A transition rule (or just a rule) is a tuple r = (from, to, ϕ,u), where from
and to are the source and target locations, ϕ : Π ∪ Γ → {true, false} is a con-
junction of threshold guards, and u : Γ → {0, 1} is an update. We often let
r.from, r.to, r.ϕ, r.u denote the components of r. Intuitively, r states that a pro-
cess can move from from to to if the current values of Π and Γ satisfy ϕ, and
when it moves it updates the current valuation g of Γ by performing the update
g := g +u. Since all components of u are nonnegative, the values of global vari-
ables never decrease. A threshold guard ϕ has one of the following two forms:

– x ≥ a0 + a1 · p1 + . . . + a|Π| · p|Π|, called a rise guard, or
– x < a0 + a1 · p1 + . . . + a|Π| · p|Π|, called a fall guard,

where x ∈ Γ is a shared variable, p1, . . . , p|Π| ∈ Π are the parameters, and
a0, a1, . . . , a|Π| ∈ Q are rational coefficients. Since global variables are initialized
to 0, and they never decrease, once a rise (fall) guard becomes true (false) it
stays true (false). We call this property monotonicity of guards. We let Φrise,
Φfall, and Φ denote the sets of rise guards, fall guards, and all guards of TA.

Example 2. The rule r2 of Fig. 2 has �0 and �2 as source and target locations,
x ≥ (t + 1) − f as guard, and the number 1 as update (there is only one shared
variable, which is increased by one).

Configurations and Transition Relation. A configuration of TA is a triple
σ = (κ, g,p) where κ : L → N0 describes the number of processes at each

location, and g ∈ N|Γ |
0 and p ∈ RC are valuations of the global variables and

the parameters. In particular,
∑

�∈L κ(�) = N(p) always holds. A configuration
is initial if κ(�) = 0 for every � /∈ I, and g = 0. We often let σ.κ, σ.g, σ.p denote
the components of σ.

A configuration σ = (κ, g,p) enables a rule r = (from, to, ϕ,u) if κ(from) >
0, and (g,p) satisfies the guard ϕ, i.e., substituting g(x) for x and p(pi) for pi in
ϕ yields a true expression, denoted by σ |= ϕ. If σ enables r, then TA can move
from σ to the configuration r(σ) = (κ′, g′,p′) defined as follows: (i) p′ = p, (ii)
g′ = g + u, and (iii) κ′ = κ + vr, where vr(from) = −1, vr(to) = +1, and
vr = 0 otherwise. We let σ → r(σ) denote that TA can move from σ to r(σ).

Schedules and Paths. A schedule is a (finite or infinite) sequence of rules. A
schedule τ = r1, . . . , rm is applicable to configuration σ0 if there is a sequence of
configurations σ1, . . . , σm such that σi = ri(σi−1) for 1 ≤ i ≤ m, and we define

τ(σ0) := σm. We let σ
∗−→ σ′ denote that τ(σ) = σ′ for some schedule τ , and say

that σ′ is reachable from σ. Further we let τ · τ ′ denote the concatenation of two
schedules τ and τ ′, and, given μ ≥ 0, let μ · τ the concatenation of τ with itself
μ times.
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A path or run is a finite or infinite sequence σ0, r1, σ1, . . . , σk−1, rk, σk, . . . of
alternating configurations and rules such that σi = ri(σi−1) for every ri in the
sequence. If τ = r1, . . . , r|τ | is applicable to σ0, then we let path(σ0, τ) denote
the path σ0, r1, σ1, . . . , r|τ |, σ|τ | with σi = ri(σi−1), for 1 ≤ i ≤ |τ |. Similarly, if
τ is an infinite schedule. Given a path path(σ, τ), the set of all configurations in
the path is denoted by Cfgs(σ, τ).

3 Coverability and Parameterized Coverability

We say that configuration σ covers location � if σ.κ(�) > 0. We consider the
following two coverability questions in threshold automata:

Definition 1 ((Parameterized) coverability). The coverability problem
consists of deciding, given a threshold automaton TA, a location � and an initial
configuration σ0, if some configuration reachable from σ0 covers �. The param-
eterized coverability problem consists of deciding, given TA and �, if there is an
initial configuration σ0 and a configuration reachable from σ0 that covers �.

Sometimes we also speak of the non-parameterized coverability problem,
instead of the coverability problem, to avoid confusion. We show that both prob-
lems are NP-hard, even when the underlying threshold automaton is acyclic. In
the next section, we show that the reachability and parameterized reachability
problems (which subsume the corresponding coverability problems) are both in
NP.

Theorem 1. Parameterized coverability in threshold automata is NP-hard, even
for acyclic threshold automata with only constant guards (i.e., guards of the form
x ≥ a0 and x < a0).

Proof. (Sketch.) We prove NP-hardness of parameterized coverability by a reduc-
tion from 3-SAT. The reduction is as follows: (See Fig. 3 for an illustrative exam-
ple). Let ϕ be a 3-CNF formula with variables x1, . . . , xn. For every variable xi we
will have two shared variables yi and ȳi. For every clause Cj , we will have a shared
variable cj . Intuitively, each process begins at some state �i and then moves to
either �i or ⊥i by firing either (�i,�i, ȳi < 1, yi++) or (�i,⊥i, yi < 1, ȳi++) respec-
tively. Moving to �i (⊥i resp.) means that the process has guessed the value
of the variable xi to be true (false resp). Once it has chosen a truth value, it
then increments the variables corresponding to all the clauses which it satisfies
and moves to a location �mid. If it happens that all the guesses were correct,
a final rule gets unlocked and processes can move from �mid to �F . The key
property we need to show is that if some process moves to �i then no other
process can move to ⊥i (and vice versa). This is indeed the case because if a
process moves to �i from �i, it would have fired the rule (�i,�i, ȳi < 1, yi++)
which increments the shared variable yi, and so falsifies the guard of the corre-
sponding rule (�i,⊥i, yi < 1, ȳi++), and therefore no process can fire it. Similarly,
if (�i,⊥i, yi < 1, ȳi++) is fired, no process can fire (�i,�i, ȳi < 1, yi++).
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�1

�1

⊥1

�2

�2

⊥2

�3

�3

⊥3

ȳ1 < 1 �→ y1++

y1 < 1 �→ ȳ1++

ȳ2 < 1 �→ y2++

y2 < 1 �→ ȳ3++

ȳ3 < 1 �→ y3++

y3 < 1 �→ ȳ3++

�mid

c1++

c2++

c1++ ∧ c2++

c1++

c2+
+

�F
c1 ≥ 1 ∧ c2 ≥ 1

Fig. 3. Threshold automaton TAϕ corresponding to the formula ϕ = (x1 ∨ ¬x2 ∨ x3) ∧
(¬x1 ∨ ¬x2 ∨ ¬x3). Note that setting x1 to true and x2 and x3 to false satisfies ϕ. Let
σ0 be the initial configuration obtained by having 1 process in each initial location �i,
1 ≤ i ≤ 3, and 0 in every other location. From �1 we increment y1 and from �2 and
�3 we increment ȳ2 and ȳ3 respectively, thereby making the processes go to �1, ⊥2, ⊥3

respectively. From there we can move all the processes to �mid, at which point the last
transition gets unlocked and we can cover �F .

A modification of the same construction proves

Theorem 2. The coverability problem is NP-hard even for acyclic threshold
automata with only constant rise guards (i.e., guards of the form x ≥ a0).

Constant Rise Guards. Theorem 2 puts strong constraints to the class of TAs
for which parameterized coverability can be polynomial, assuming P 
= NP. We
identify an interesting polynomial case.

Definition 2. An environment Env = (Π,RC , N) is multiplicative for a TA
if for every μ ∈ N>0 (i) for every valuation p ∈ RC we have μ · p ∈ RC and
N(μ ·p) = μ ·N(p), and (ii) for every guard ϕ := x � a0 +a1p1 +a2p2 + . . . akpk

in TA (where � ∈ {≥, <}), if (y, q1, q2, . . . , qk) is a (rational) solution to ϕ then
(μ · y, μ · q1, . . . , μ · qk) is also a solution to ϕ.

Multiplicativity is a very mild condition. To the best of our knowledge, all
algorithms discussed in the literature, and all benchmarks of [18], have multi-
plicative environments. For example, in Fig. 2, if the resilience condition t < n/3
holds for a pair (n, t), then it also holds for (μ · n, μ · t); similarly, the function
N(n, t, f) = n − f also satisfies N(μ · n, μ · t, μ · f) = μ · n − μ · f = μ · N(n, t, f).
Moreover, if x ≥ t + 1 − f holds in σ, then we also have μ · x ≥ μ · t + 1 − μ · f
in μ · σ. Similarly for the other guard x ≥ n − t − f .

This property allows us to reason about multiplied paths in large systems.
Namely, condition (ii) from Definition 2 yields that if a rule is enabled in σ, it is
also enabled in μ · σ. This plays a crucial role in Sect. 5 where we need the fact
that a counterexample in a small system implies a counterexample in a large
system.
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Theorem 3. Parameterized coverability of threshold automata over multiplica-
tive environments with only constant rise guards is P-complete.

Proof. (Sketch.) P-hardness is proved by giving a logspace-reduction from the
Circuit Value problem ([20]) which is well known to be P-hard. In the following,
we sketch the proof of inclusion in P.

Let TA = (L, I, Γ,R) be a threshold automaton over a multiplicative envi-
ronment Env = (Π,RC , N) such that the guard of each transition in R is a

constant rise guard. We construct the set L̂ of locations that can be reached by
at least one process, and the set of transitions R̂ that can occur, from at least
one initial configuration. We initialize two variables XL and XR by XL := I and
XR := ∅, and repeatedly update them until a fixed point is reached, as follows:

– If there exists a rule r = (�, �′, true,u) ∈ R \ XR such that � ∈ XL, then set
XL := XL ∪ {�′} and XR := XR ∪ {r}.

– If there exists a rule r = (�, �′, (∧1≤i≤q xi ≥ ci),u) ∈ R\XR such that � ∈ XL,
and there exists rules r1, r2, . . . , rq such that each ri = (�i, �

′
i, ϕi,ui) ∈ XR

and ui[xi] > 0, then set XL := XL ∪ {�′} and XR := XR ∪ {r}.

In the full version of the paper, we prove that after termination XL = L̂ holds.
Intuitively, multiplicativity ensures that if a reachable configuration enables a
rule, there are reachable configurations from which the rule can occur arbitrarily
many times. This shows that any path of rules constructed by the algorithm is
executable.

4 Reachability

We now consider reachability problems for threshold automata. Formally, we
consider the following two versions of the reachability problem:

Definition 3 ((Parameterized) reachability). The reachability problem
consists of deciding, given a threshold automaton TA, two sets L=0,L>0 of loca-
tions, and an initial configuration σ0, if some configuration σ reachable from σ0

satisfies σ.κ(�) = 0 for every � ∈ L=0 and σ.κ(�) > 0 for every � ∈ L>0. The
parameterized reachability problem consists of deciding, given TA and L=0,L>0,
if there is an initial configuration σ0 such that some σ reachable from σ0 satisfies
σ.κ(�) = 0 for every � ∈ L=0 and σ.κ(�) > 0 for every � ∈ L>0.

Notice that the reachability problem clearly subsumes the coverability prob-
lem and hence, in the sequel, we will only be concerned with proving that both
problems are in NP. This will be a consequence of our main result, showing
that the reachability relation of threshold automata can be characterized as an
existential formula of Presburger arithmetic. This result has several other con-
sequences. In Sect. 5 we use it to give a new model checking algorithm for the
fault-tolerant logic of [18]. In Sect. 7 we report on an implementation whose
runtime compares favorably with previous tools.
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Reachability Relation as an Existential Presburger Formula. Fix a
threshold automaton TA = (L, I, Γ,R) over an environment Env . We construct
an existential Presburger arithmetic formula φreach with (2|L|+2|Γ |+2|Π|) free
variables such that φreach(σ, σ′) is true iff σ′ is reachable from σ.

Let the context of a configuration σ, denoted by ω(σ), be the set of all rise
guards that evaluate to true and all fall guards that evaluate to false in σ. Given
a schedule τ , we say that the path path(σ, τ) is steady if all the configurations
it visits have the same context. By the monotonicity of the guards of threshold
automata, path(σ, τ) is steady iff its endpoints have the same context, i.e., iff
ω(σ) = ω(τ(σ)). We have the following proposition:

Proposition 1. Every path of a threshold automaton with k guards is the con-
catenation of at most k +1 steady paths.

Using this proposition, we first construct a formula φsteady such that
φsteady(σ, σ′) holds iff there is a steady path path(σ, τ) such that τ(σ) = σ′.

The Formula φsteady . For every rule r ∈ R, let xr be a variable ranging over
non-negative integers. Intuitively, the value of xr will represent the number of
times r is fired during the (supposed) path from σ to σ′. Let X = {xr}r∈R. We
construct φsteady step by step, specifying necessary conditions for σ, σ′ and X
to satisfy the existence of the steady path, which in particular implies that σ′ is
reachable from σ.

Step 1. σ and σ′ must have the same values of the parameters, which must satisfy
the resilience condition, the same number of processes, and the same context:

φbase(σ, σ′) ≡ σ.p = σ′.p ∧ RC (σ.p) ∧ N(σ.p) = N(σ′.p) ∧ ω(σ) = ω(σ′).

Step 2. For a location � ∈ L, let out�1, . . . , out�a�
be all outgoing rules from � and

let in�
1, . . . , in

�
b�

be all incoming rules to �. The number of processes in � after the
execution of the path is the initial number, plus the incoming processes, minus
the outgoing processes. Since xr models the number of times the rule r is fired,
we have

φL(σ, σ′,X) ≡
∧

�∈L

⎛
⎝

a�∑

i=1

xin�
i
−

b�∑

j=1

xout�
j

= σ′.κ(�) − σ.κ(�)

⎞
⎠

Step 3. Similarly, for the shared variables we must have:

φΓ (σ, σ′,X) ≡
∧

z∈Γ

(∑

r∈R
(xr · r.u[z]) = σ′.g[z] − σ.g[z]

)

Step 4. Since path(σ, τ) must be steady, if a rule is fired along path(σ, τ) then
its guard must be true in σ and so

φR(σ,X) ≡
∧

r∈R
xr > 0 ⇒ (σ |= r.ϕ)
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Step 5. Finally, for every rule r that occurs in path(σ, τ), the path must contain
a “fireable” chain leading to r, i.e., a set of rules S = {r1, . . . , rs} ⊆ R such that
all rules of S are executed in path(σ, τ), there is a process in σ at r1.from, and
the rules r1, . . . , rs form a chain leading from r1.from to r.from. We capture this
by the constraint

φappl(σ,X) ≡
∧

r∈R

⎛
⎝xr > 0 ⇒

∨

S={r1,r2,...,rs}⊆R
φr
chain(S, σ,X)

⎞
⎠

where

φr
chain (S, σ, X) ≡

∧

r∈S

xr > 0 ∧ σ.κ(r1.from) > 0 ∧
∧

1<i≤s

ri−1.to = ri.from ∧ rs = r

Combining the Steps. Define φsteady(σ, σ′) as follows:

φsteady(σ, σ′) ≡ φbase(σ, σ′) ∧
∃X ≥ 0. φL(σ, σ′,X) ∧ φΓ (σ, σ′,X) ∧ φR(σ,X) ∧ φappl(σ,X) .

where ∃X ≥ 0 abbreviates ∃xr1
≥ 0, . . . ,∃xr|R| ≥ 0. By our discussion, it is

clear that if there is a steady path leading from σ to σ′, then φsteady(σ, σ′) is
satisfiable. The following theorem proves the converse.

Theorem 4. Let TA be a threshold automaton and let σ, σ′ ∈ Σ be two con-
figurations. Formula φsteady(σ, σ′) is satisfiable if and only if there is a steady
schedule τ with τ(σ) = σ′.

Observe that, while φsteady has exponential length in TA when constructed
näıvely (because of the exponentially many disjunctions in φappl), its satisfiability
is in NP. Indeed, we first non-deterministically guess one of the disjunctions for
each conjunction of φappl and then check in nondeterministic polynomial time
that the (polynomial sized) formula with only these disjuncts is satisfiable. This
is possible because existential Presburger arithmetic is known to be in NP [13].

The Formula φreach . By Proposition 1, every path from σ to σ′ in a threshold
automaton with a set Φ of guards can be written in the form

σ = σ0
∗−→ σ′

0 → σ1
∗−→ σ′

1 → σ2 . . . σK
∗−→ σ′

K = σ′

where K = |Φ| + 1, and σi
∗−→ σ′

i is a steady path for each 0 ≤ i ≤ K. It is easy
to see from the definition of the transition relation between configurations that
we can construct a polynomial sized existential Presburger formula φstep such
that φstep(σ, σ′) is true iff σ′ can be reached from σ by firing at most one rule.
Thus, we define φreach(σ, σ′) to be

∃σ0, σ′
0, . . . , σK , σ′

K

⎛
⎝σ0 = σ ∧ σ′

K = σ′ ∧
∧

0≤i≤K

φsteady (σi, σ
′
i) ∧

∧

0≤i≤K−1

φstep(σ′
i, σi+1)

⎞
⎠
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Theorem 5. Given a threshold automaton TA, there is an existential Presburger
formula φreach such that φreach(σ, σ′) holds iff σ

∗−→ σ′.

As deciding the truth of existential Presburger formulas is in NP, we obtain:

Corollary 1. The reachability and parameterized reachability problems are in
NP.

Remark 1. In [14] an algorithm was given for parameterized reachability of
threshold automata in which the updates of all rules contained in loops are
equal to 0. Our algorithm does not need this restriction.

5 Safety and Liveness

We recall the definition of Fault-Tolerant Temporal Logic (ELTLFT), the fragment
of LTL used in [18] to specify and verify properties of a large number of fault-
tolerant algorithms. ELTLFT has the following syntax, where S ⊆ L is a set of
locations and guard ∈ Φ is a guard:

ψ ::= pf | Gψ | Fψ | ψ ∧ ψ cf ::= S = 0 | ¬(S = 0) | cf ∧ cf

pf ::= cf | gf ⇒ cf gf ::= guard | gf ∧ gf | gf ∨ gf

An infinite path path(σ, τ) starting at σ = (κ, g,p), satisfies S = 0 if κ(�) = 0
for every � ∈ S, and guard if (g,p) satisfies guard . The rest of the semantics is
standard. The negations of specifications of the benchmarks [3–6,12,22,23,25,26]
can be expressed in ELTLFT, as we are interested in finding possible violations.

Example 3. One specification of the algorithm from Fig. 1 is that if myval i = 1
for every correct process i, then eventually acceptj = true for some correct
process j. In the words of the automaton from Fig. 2, a violation of this property
would mean that initially all correct processes are in location �1, but no correct
process ever reaches location �3. In ELTLFT we write this as

{�0, �2, �3} = 0 ∧ G ({�3} = 0) .

This has to hold under the fairness constraint

GF

(
((x ≥ t + 1 ∨ x ≥ n − t) ⇒ {�0}=0) ∧ {�1}=0 ∧ (x ≥ n − t ⇒ {�2}=0)

)
.

As we have self-loops at locations �0 and �2, a process could stay forever in one
of these two states, even if it has collected enough messages, i.e., if x ≥ t + 1
or x ≥ n − t. This is the behavior that we want to prevent with such a fairness
constraint. Enough sent messages should force each process to progress, so the
location eventually becomes empty. Similarly, as the rule leading from �1 has a
trivial guard, we want to make sure that all processes starting in �1 eventually
(send a message and) leave �1 empty, as required by the algorithm.
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a

F b

F c loopst

GF e

loopend
d

a b c e

Fig. 4. The cut graph of a formula F (a ∧ F b ∧ F c ∧ G d ∧ GF e) (left) and one lasso
shape for a chosen topological ordering a ≤ F b ≤ F c ≤ loopst ≤ GF e ≤ loopend (right).

In this section we study the following problem:

Definition 4 (Parameterized safety and liveness). Given a threshold
automaton TA and a formula ϕ in ELTLFT, check whether there is an ini-
tial configuration σ0 and an infinite schedule τ applicable to σ0 such that
path(σ0, τ) |= ϕ.

Since parameterized coverability is NP-hard, it follows that parameterized
safety and liveness is also NP-hard. We prove that for automata with multi-
plicative environments (see Definition 2) parameterized safety and liveness is in
NP.

Theorem 6. Parameterized safety and liveness of threshold automata with mul-
tiplicative environments is in NP.

The proof, which can be found in the full version, is very technical, and we
only give a rough sketch here. The proof relies on two notions introduced in [18].
First, it is shown in [18] that every ELTLFT formula is equivalent to a formula in
normal form of shape φ0 ∧Fφ1 ∧ · · · ∧Fφk ∧Gφk+1, where φ0 is a propositional
formula and φ1, . . . , φk+1 are themselves in normal form. Further, formulas can
be put in normal form in polynomial time. The second notion introduced in [18]
is the cut graph Gr(ϕ) of a formula in normal form. For our sketch it suffices to
know that Gr(ϕ) is a directed acyclic graph with two special nodes loopst and
loopend , and every other node is a subformula of ϕ in normal form (see Fig. 4).

For a formula ϕ ≡ φ0 ∧ Fφ1 ∧ . . . ∧ Fφk ∧ Gφk+1, we will say that its local
proposition is φ0 and its global proposition is the local proposition of φk+1. It is
shown in [18] that, given ϕ = φ0∧Fφ1∧· · ·∧Fφk∧Gφk+1, some infinite path sat-
isfies ϕ iff there exists a topological ordering v0, v1, . . . , vc = loopst, vc+1, . . . , vl =
loopend of the cut graph and a path σ0, τ0, σ1, . . . , σc, τc, . . . , σl−1, τl−1, σl such
that, roughly speaking, (among other technical conditions) every configuration
σi satisfies the local proposition of vi and every configuration in Cfgs(σi, τi)
satisfies the global proposition of every vj where j ≤ i.

Using multiplicativity and our main result that reachability is definable in
existential Presburger arithmetic, we show that for every proposition p, we can
construct an existential formula φp(σ, σ′) such that: If there is a path between σ
and σ′, all of whose configurations satisfy p, then φp(σ, σ′) is satisfiable. Further,
if φp(σ, σ′) is satisfiable, then there is a path between 2 ·σ and 2 ·σ′ all of whose
configurations satisfy p. (Here 2 · σ = ((2 · σ.κ), (2 · σ.g), (2 · σ.p))). Then, once
we have fixed a topological ordering V = v0, . . . , vl, (among other conditions),
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we check if there are configurations σ0, . . . , σl such that for every i, σi satisfies
the local proposition of vi and for every j ≤ i, φpj

(σi, σi+1) is satisfiable where
pj is the global proposition of vj . Using multiplicativity, we then show that this
procedure is sufficient to check if the given specification ϕ is satisfied.

Our algorithm consists therefore of the following steps: (1) bring ϕ in nor-
mal form; (2) construct the cut graph Gr(ϕ); (3) guess a topological ordering
of the nodes of Gr(ϕ); (4) for the guessed ordering, check in nondeterministic
polynomial time if the required sequence σ0, . . . , σl exists.

Remark 2. From an algorithm given in [18] one can infer that parameterized
safety and liveness is in NP for threshold automata with multiplicative environ-
ments, where all cycles are simple, and rules in cycles have update 0. (The NP
bound was not explicitly given in [18].) Our algorithm only requires multiplica-
tivity.

6 Synthesis of Threshold Guards

We study the bounded synthesis problem for constructing parameterized thresh-
old guards in threshold automata satisfying a given specification.

Sketch Threshold Automata. Let an indeterminate be a variable that can take
values over rational numbers. We consider threshold automata whose guards can
contain indeterminates. More precisely, a sketch threshold automaton is a tuple
TA = (L, I, Γ,R), just as before, except for the following change. Recall that
in a threshold automaton, a guard is an inequality of one of the following two
forms:

x ≥ a0 + a1 · p1 + . . . + a|Π| · p|Π| or x < a0 + a1 · p1 + . . . + a|Π| · p|Π|

where a0, a1, . . . , a|Π| are rational numbers. In a sketch threshold automaton,
some of the a0, a1, . . . , a|Π| can be indeterminates. Moreover, indeterminates
can be shared between two or more guards.

Given a sketch threshold automaton TA and an assignment μ to the indeter-
minates, we let TA[μ] denote the threshold automaton obtained by substituting
the indeterminates by their values in μ. We define the bounded synthesis problem:

Given: An environment Env, a sketch threshold automaton TA with inde-
terminates v1, . . . , vm, a formula ϕ of ELTLFT, and a polynomial p.
Decide: Is there an assignment μ to v1, . . . , vm of size O(p(|TA| + |ϕ|))
(i.e., the vector (μ(v1), . . . , μ(vm)) of rational numbers can be encoded in
binary using O(p(|TA| + |ϕ|)) bits) such that TA[μ] satisfies ¬ϕ (i.e., such
that for every initial configuration σ0 in TA[μ], every infinite run starting
from σ0 satisfies ¬ϕ)?
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We say that an assignment μ to the indeterminates makes the environment
multiplicative if the conditions of Definition 2 are satisfied after plugging in the
assignment μ in the automaton. In the following, we will only be concerned with
assignments which make the environment multiplicative.

Since we can guess an assignment in polynomial time, by Theorem 6 it follows

Theorem 7. Bounded synthesis is in Σp
2 .

By a reduction from the Σ2-SAT problem, we also provide a matching lower
bound.

Theorem 8. Bounded synthesis is Σp
2 -complete.

The synthesis problem is defined as the bounded synthesis problem, but
lifting the constraint on the size of μ. While we do not know the exact complexity
of the synthesis problem, we can show that, for a large and practically motivated
class of threshold automata introduced in [21], the synthesis problem reduces to
the bounded synthesis problem. We proceed to describe and motivate the class.

The parameter variables of fault-tolerant distributed algorithms usually con-
sist of a variable n denoting the number of processes running the algorithm
and various “failure” variables for the number of processes exhibiting different
kinds of failures (for example, a variable t1 might be used to specify the number
of Byzantine failures, a variable t2 for crash failures, etc.). The following three
observations are made in [21]:

(1) The resilience condition of these algorithms is usually of the form n >∑k
i=1 δiti where ti are parameter variables and δi are natural numbers.

(2) Threshold guards typically serve one of two purposes: to check if at least
a certain fraction of the processes sends a message (for example, x > n/2
ensures that a strict majority of processes has sent a message), or to bound
the number of processes that crash.

(3) The coefficients of the guards are rational numbers with small denominators
(typically at most 3).

By (2), the structure of the algorithm guarantees that the value of a variable
x never goes beyond n, the number of processes. Therefore, given a threshold
guard template x �� u ·π+v, where u is a vector of indeterminates, π is a vector
of parameter variables, v is an indeterminate, and �� is either ≥ or <, we are only
interested in assignments μ of u and v which satisfy 0 ≤ μ(u)·ν(π)+μ(v) ≤ n for
every valuation ν(π) of π respecting the resilience condition. Guards obtained
by instantiating guard templates with such a valuation μ are called sane guards
[21].

The following result is proved in [21]: Given a resilience condition n >∑k
i=1 δiti, and an upper bound D on the denominator of the entries of μ (see

(1) and (3) above), the numerators of the entries of μ are necessarily of polyno-
mial size in k, δ1, . . . , δk. Therefore, the synthesis problem for sane guards and
bounded denominator, as introduced in [21], reduces to the bounded synthesis
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problem, and so it can be solved in Σp
2 time. Moreover, the reduction used in

Theorem 8 to prove Σp
2 -hardness yields sketch threshold automata with sane

guards, and so the the synthesis problem for sane guards and bounded denomi-
nator is also Σp

2 -complete.

7 Experimental Evaluation

Following the techniques presented in this paper, we have verified a number of
threshold-based fault-tolerant distributed algorithms.

Table 1. The experiments were run on a machine with Intel® CoreTM i5-7200U CPU
with 7.7 GiB memory. The time limit was set to be 5 h and the memory limit was set
to be 7 GiB. TLE (MLE) means that the time limit (memory limit) exceeded for the
particular benchmark.

Input Case (if more than one) Threshold automaton Time, seconds

|L| |R| Our tool ByMC

nbacg 24 64 11.84 10.29

nbacr 77 1031 490.79 1081.07

aba Case 1 37 202 251.71 751.89

aba Case 2 61 425 2856.63 TLE

cbc Case 1 164 2064 MLE MLE

cbc Case 2 73 470 2521.12 36.57

cbc Case 3 304 6928 MLE MLE

cbc Case 4 161 2105 MLE MLE

cf1s Case 1 41 280 50.5 55.87

cf1s Case 2 41 280 55.88 281.69

cf1s Case 3 68 696 266.56 7939.07

cf1s hand-coded TA 9 26 7.17 2737.53

c1cs Case 1 101 1285 1428.51 TLE

c1cs Case 2 70 650 1709.4 11169.24

c1cs Case 3 101 1333 TLE MLE

c1cs hand-coded TA 9 30 37.72 TLE

bosco Case 1 28 152 58.11 89.64

bosco Case 2 40 242 157.61 942.87

bosco Case 3 32 188 59 104.03

bosco hand-coded TA 8 20 20.95 510.32
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Benchmarks. Consistent broadcast (strb) [26] is given in Fig. 1 and its thresh-
old automaton is depicted in Fig. 2. The algorithm is correct if in any execution
either all correct processes or none set accept to true; moreover, if all correct
processes start with value 0 then none of them accept, and if all correct processes
start with value 1 then they all accept. The algorithm is designed to tolerate
Byzantine failures of less than one third of processes, that is, if n > 3t. Folklore
Reliable Broadcast (frb) [5] that tolerates crash faults and Asynchronous Byzan-
tine agreement (aba) [3] satisfy the same specifications as consistent broadcast,
under the same resilience condition.

Non-blocking atomic commit (nbacr) [23] and (nbacg) [12] deal with faults
using failure detectors. We model this by introducing a special location such that
a process is in it if and only if it suspects that there is a failure of the system.

Condition-based consensus (cbc) [22] reaches consensus under the condition
that the difference between the numbers of processes initialized with 0 and 1
differ by at least t, an upper bound on the number of faults. We also check
algorithms that allow consensus to be achieved in one communication step, such
as cfcs [6], c1cs [4], as well as Byzantine One Step Consensus bosco [25].

Evaluation. Table 1 summarizes our results and compares them with the results
obtained using the ByMC tool [17]. Due to lack of space, we have omitted those
experiments for which both ByMC and our tool took less than 10 s.

We implemented our algorithms in Python and used Z3 as a back-end SMT
solver for solving the constraints over existential Presburger arithmetic. Our
implementation takes as input a threshold automaton and a specification in
ELTLFT and checks if a counterexample exists. We apply to the latest version of
the benchmarks of [17]. Each benchmark yields two threshold automata, a hand-
coded one and one obtained by a data abstraction of the algorithm written in
Parametric Promela. For automata of the latter kind, due to data abstraction, we
have to consider different cases for the same algorithm. We test each automaton
against all specifications for that automaton.

Our tool outperforms ByMC in all automata with more than 30 states, with
the exception of the second case of cbc. It performs worse in most small cases,
however in these cases, both ByMC and our tool take less than 10 s. ByMC works
by enumerating all so-called schemas of a threshold automaton, and solving a
SMT problem for each of them; the number of schemas can grow exponentially
in the number of guards. Our tool avoids the enumeration. Since the number of
schemas for the second case of cbc is just 2, while the second case of aba and
third case of cf1s have more than 3000, avoiding the enumeration seems to be
key to our better performance.
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Summary
Threshold automata are a formalism for modeling fault-tolerant distributed al-
gorithms. We study the parameterized complexity of reachability of threshold
automata. As a first result, we show that the problem becomes W[1]-hard even
when parameterized by parameters that are quite small in practice. We then
consider two restricted cases which arise in practice and provide fixed-parameter
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1 Introduction

Threshold automata [21] are a formalism for modeling and analyzing fault-tolerant distributed
algorithms. In this setup, an arbitrary but fixed number of processes execute a given protocol
as specified by a threshold automaton. Verification of these systems aims to prove these
protocols correct for any number of processes [4].

One of the main differences between threshold automata and other formalisms for modeling
distributed protocols (like replicated systems and population protocols [1, 16, 18]) is the
notion of a threshold guard. Roughly speaking, a threshold guard specifies certain constraints
that should hold between the number of messages received and the number of participating
processes, in order for a transition to be enabled. For example, a guard of the form x ≥ n/2−t,
(where x counts the number of messages of some specified type, n is the number of processes
and t is the maximum number of faulty processes), specifies that the number of messages
received should be bigger than n/2 − t, in order for the process to proceed. This feature
is important in modeling fault-tolerant distributed algorithms where, often a process can
make a move only if it has received a message from a majority or two-thirds of the number of
processes. In a collection of papers [26, 3, 25, 24, 23], many algorithms have been developed
for verifying various properties for threshold automata. These algorithms have then been
used to verify a number of protocols from the distributed computing literature [24]. It is
known that the reachability problem for threshold automata is NP-complete [2].
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Parameterized complexity [13] attempts to study decision problems that come along with
a parameter. In parameterized complexity, apart from the size of the input n, one considers
further parameters k that capture the structure of the input and one looks for algorithms
that run in time f(k) · nO(1), where f is some function dependent on k alone. The hope is to
find parameters which are quite small in practice and to base the dominant running time
of the algorithm on this parameter alone. Problems solvable in such a manner are called
fixed-parameter tractable (FPT).

In recent years, increasing effort has been devoted to studying the parameterized complex-
ity of problems in verification for different models [10, 11, 15, 17, 9]. Motivated by this and
by the hard theoretical complexity (NP-completeness) of reachability of threshold automata,
we study the parameterized complexity of the same problem, parameterized by (among
other parameters) the number of threshold guards and the given safety specification. Our
first result is a parameterized equivalent of NP-hardness, which shows that reachability of
threshold automata is W[1]-hard. However, motivated by practical concerns, we then study
two restricted cases for which we provide fixed-parameter tractable algorithms. In the first
case, we restrict ourselves to threshold automata whose underlying control structure is acyclic
and provide a simple algorithm which reduces the size of the automaton to a function of the
considered parameters. In the second case we consider multiplicative threshold automata
where the number of fall guards is a constant. (For a definition of fall guards, see Section 2.1.)
Roughly speaking, multiplicativity means that any run over a smaller population of processes
can be “lifted” to a run over a bigger population as well. For this case, we use results from
Petri net theory to provide an FPT algorithm. Finally, the usefulness of these cases is shown
by a preliminary implementation of our algorithms on various protocols from the benchmark
in [24]. Our implementation compares favorably with ByMC, the tool developed in [24] and
also with the algorithm given in [2].

2 Preliminaries

We denote the set of non-negative integers by N0, the set of positive integers by N>0 and the
set of all non-negative rational numbers by Q≥0.

2.1 Threshold Automata
We introduce threshold automata, mostly following the definition and notations used

in [2]. Along the way, we also illustrate the definitions on the example of Figure 2 from [25],
which is a model of the Byzantine agreement protocol of Figure 1.

Environments
Threshold automata are defined relative to an environment Env = (Π,RC ,Num), where Π
is a set of environment variables ranging over N0, RC ⊆ NΠ

0 is a resilience condition over
the environment variables, expressible as a linear formula, and Num : RC → N0 is a linear
function called the number function. Intuitively, a valuation of Π determines the number
of processes of different kinds (e.g. faulty) executing the protocol, and RC describes the
admissible combinations of values of environment variables. Finally, Num associates to a
each admissible combination, the number of copies of the automaton that are going to run in
parallel, or, equivalently, the number of processes explicitly modeled. In a Byzantine setting,
faulty processes behave arbitrarily, and so we do not model them explicitly; in this case, the
system consists of one copy of the automaton for every correct process. In the crash fault
model, processes behave correctly until they crash and they must be modeled explicitly.
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1 va r myvali ∈ {0, 1}
2 va r accepti ∈ {false, true} ← false
3
4 whi le t r u e do (in one atomic step)
5 i f myvali = 1
6 and not s e n t ECHO b e f o r e
7 then send ECHO to a l l
8
9 i f received ECHO from at l e a s t

10 t + 1 d i s t i n c t p r o c e s s e s
11 and not s e n t ECHO b e f o r e
12 then send ECHO to a l l
13
14 i f received ECHO from at l e a s t
15 n − t d i s t i n c t p r o c e s s e s
16 then accepti ← true
17 od

Figure 1 Pseudocode of a reliable broadcast
protocol from [28] for a correct process i, where
n and t denote the number of processes, and
an upper bound on the number of faulty pro-
cesses. The protocol satisfies its specification (if
myvali = 0 for every correct process i, then no
correct process sets its accept variable to true)
if t < n/3.

`0

`1

`2 `3

r2 : γ1 7→ x++

r1 : > 7→
x++ r3 : γ2

sl1 : >

sl2:> sl3:>

Figure 2 Threshold automaton from [25]
modeling the body of the loop in the pro-
tocol from Fig. 1. Symbols γ1, γ2 stand for
the threshold guards x ≥ (t + 1) − f and
x ≥ (n−t)−f , where n and t are as in Fig. 1, and
f is the actual number of faulty processes. The
shared variable x models the number of ECHO
messages sent by correct processes. Processes
with myvali = b (line 1) start in location `b (in
green). Rules r1 and r2 model sending ECHO
at lines 7 and 12. The self-loop rules sl1, . . . , sl3
are stuttering steps.

I Example 1. In the threshold automaton of Figure 2, the environment variables are n, f ,
and t, describing the number of processes, the number of (Byzantine) faulty processes, and
the maximum possible number of faulty processes, respectively. The resilience condition is
the constraint n/3 > t ≥ f . The function Num is given by Num(n, t, f) = n− f , which is
the number of correct processes.

Threshold automata
A threshold automaton over an environment Env is a tuple TA = (L, I,Γ,R), where L is a
finite set of local states (or locations), I ⊆ L is a nonempty subset of initial locations, Γ is
a set of shared variables ranging over N0, and R is a set of transition rules (or just rules),
formally described below.

A transition rule (or just a rule) is a tuple r = (from, to, ϕ, ~u), where from and to are the
source and target locations, ϕ ⊆ NΠ∪Γ

0 is a conjunction of threshold guards (described below),
and ~u : Γ→ {0, 1} is an update. We often let r.from, r.to, r.ϕ, r.~u denote the components of r.
Intuitively, r states that a process can move from from to to if the current values of Π and Γ
satisfy ϕ, and when it moves, it updates the current valuation ~g of Γ by performing the update
~g := ~g + ~u. Since all components of ~u are nonnegative, the values of shared variables never
decrease. A threshold guard ϕ has one of the following forms: b·x ./ a0+a1 ·p1+. . .+a|Π| ·p|Π|
where ./ ∈ {≥, <}, x ∈ Γ is a shared variable, p1, . . . , p|Π| ∈ Π are the environment variables,
b ∈ N>0 and a0, a1, . . . , a|Π| ∈ Z are integer coefficients. If b = 1, then the guard is called a
simple guard. Additionally, if ./ = ≥, then the guard is called a rise guard and otherwise
the guard is called a fall guard. We sometimes use b · x = a0 + a1 · p1 + . . .+ a|Π| · p|Π| as a
shorthand for b ·x ≥ a0 +a1 ·p1 + . . .+a|Π| ·p|Π|∧b ·x < (a0 +1)+a1 ·p1 + . . .+a|Π| ·p|Π|. Since
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shared variables are initialized to 0 and they never decrease, once a rise (resp. fall) guard
becomes true (resp. false) it stays true (resp. false). We call this property monotonicity of
guards. We let Φrise, Φfall, and Φ denote the sets of rise guards, fall guards, and all guards of
TA. Finally, the graph of TA is the graph where the vertices are the locations and there is an
edge between ` and `′ if there is a rule r in TA with r.from = ` and r.to = `′. We say that
TA is acyclic if its graph is acyclic.

I Example 2. The rule r2 of Figure 2 has `0 and `2 as source and target locations, x ≥
(t+ 1)− f as guard, and increments the value of the shared variable x by 1.

Configurations and transition relation
A configuration of TA is a triple σ = (~κ, ~g, ~p) where ~κ : L → N0 describes the number
of processes at each location, and ~g ∈ N|Γ|0 and ~p ∈ RC are valuations of the shared
variables and the environment variables. In particular,

∑
`∈L ~κ(`) = Num(~p) always holds.

A configuration is initial if ~κ(`) = 0 for every ` /∈ I, and ~g = ~0. We often let σ.~κ, σ.~g, σ.~p
denote the components of σ.

A configuration σ = (~κ, ~g, ~p) enables a rule r = (from, to, ϕ, ~u) if ~κ(from) > 0, and
(~g, ~p) satisfies the guard ϕ, i.e., substituting ~g(x) for x and ~p(pi) for pi in ϕ yields a true
expression, denoted by σ |= ϕ. If σ enables r, then TA can move from σ to the configuration
r(σ) = (~κ′, ~g′, ~p′) defined as follows: (i) ~p′ = ~p, (ii) ~g′ = ~g + ~u, and (iii) ~κ′ = ~κ+ ~vr, where
~vr = ~0 if from = to and otherwise, ~vr(from) = −1, ~vr(to) = +1, and ~vr(`) = 0 for all other
locations `. We let σ → r(σ) denote that TA can move from σ to r(σ).

Schedules and paths
A schedule is a (finite or infinite) sequence of rules. A schedule τ = r1, . . . , rm is applicable
to configuration σ0 if there is a sequence of configurations σ1, . . . , σm such that σi = ri(σi−1)
for 1 ≤ i ≤ m, and we define τ(σ0) := σm. We let σ ∗−→ σ′ denote that τ(σ) = σ′ for some
schedule τ , and say that σ′ is reachable from σ. Further we let τ · τ ′ denote the concatenation
of two schedules τ and τ ′, and, given µ ≥ 0, let µ · τ the concatenation of τ with itself µ
times.

A path or run is a finite or infinite sequence σ0, r1, σ1, . . . , σk−1, rk, σk, . . . of alternating
configurations and rules such that σi = ri(σi−1) for every ri in the sequence. If τ = r1, . . . , r|τ |
is applicable to σ0, then we let path(σ0, τ) denote the path σ0, r1, σ1, . . . , r|τ |, σ|τ | with
σi = ri(σi−1), for 1 ≤ i ≤ |τ |. Similarly, if τ is an infinite schedule. Given a path path(σ, τ),
the set of all configurations in the path is denoted by Cfgs(σ, τ).

The main focus of this paper will be the reachability problem and is defined as: Given
TA and a set of locations Lspec = L=0 ∪ L>0 (called the specification), decide if there is a
run of TA satisfying Lspec, i.e., decide if there is an initial configuration σ0 such that some σ
reachable from σ0 satisfies σ.~κ(`) = 0 for every ` ∈ L=0 and σ.~κ(`) > 0 for every ` ∈ L>0.
The coverability problem is the special case of the reachability problem where L=0 = ∅.

2.2 Fixed-parameter tractability
We refer the reader to [13] for more information on parameterized complexity and only
give the necessary definitions here. A parameterized problem L is a subset of Σ∗ × N0 for
some alphabet Σ. A parameterized problem L is said to be fixed-parameter tractable (FPT)
if there exists an algorithm A such that (x, k) ∈ L iff A(x, k) is true and A runs in time
f(k) · |x|O(1) for some computable function f , depending only on the parameter k. Given
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parameterized problems L,L′ ⊆ Σ∗ × N0 we say that L is reducible to L′ if there is an
algorithm that, given an input (x, k), produces another input (x′, k′) in time f(k) · |x|O(1)

such that (x, k) ∈ L ⇐⇒ (x′, k′) ∈ L′ and k′ ≤ g(k) for some functions f and g depending
only on k.

The parameterized clique problem is the set of all pairs (G, k) such that the graph G
has a clique of size k. A parameterized problem L is said to be W[1]-hard if there is a
parameterized reduction from L to the parameterized clique problem. If L is W[1]-hard and
there is a parameterized reduction from L to L′ then L′ is W[1]-hard as well. W[1]-hardness
is usually taken to be evidence that the problem does not have an FPT algorithm.

3 W[1]-hardness

We consider the reachability problem parameterized by the following parameters: |Φ| (the
number of distinct guards), |Lspec| (the size of the specification), |RC | (the number of
constraints in the resilience condition) and C (the maximum constant appearing in any of the
guards of TA). (We note that if x ∈ Γ ∪Π such that x does not appear in any of the guards
in Φ or in any of the constraints in RC , then x can be removed from the input. Hence, we
will always assume that |Γ|+ |Π| ≤ |Φ|+ |RC | and for this reason, we do not consider |Γ|
and |Π| explicitly as parameters.) In practice, all these values are quite small, roughly in the
range of 10 to 25. Unfortunately, we prove the following negative result:

I Theorem 3. Coverability (and hence reachability) for threshold automata parameterized by
|Φ|+ |Lspec|+ |RC |+ C is W [1]-hard, even for acyclic automata where |Φfall| is a constant.

Proof. We give a parameterized reduction from the Unary Bin Packing problem which is
known to be W [1]-hard (See Theorem 2 of [20]) and is defined as follows:

Given: A finite set of items I = {0, 1, 2, . . . , w}, a size size(i) ∈ N0 for each i ∈ I,
two positive integers B and k. (The integers size(i) and B are encoded in unary)
Parameter: k

Decide: If there exists a partition of I into bins I1, . . . , Ik such that the sum of the
sizes of the items in each bin Ij is less than or equal to B

Let size =
∑
i∈I size(i). Our parameterized reduction works as follows: We will have

k + 1 environment variables c1, c2, . . . , ck, n. Intuitively ci will denote the sum of the sizes of
the items in the ith bin. The environment variable n will denote the number of processes
modeled.

Further, we will have k + 5 shared variables x1, . . . , xk, access1, access2, access3 and
count1, count2. The variable xi will denote the sum of the sizes of items which do not
belong to the ith bin. The role of count1 and count2 will be to set up two counters whose
value will be exactly size and B respectively. Our construction will have three gadgets and
the role of access1, access2 and access3 is to ensure that exactly one process can enter the
first, second and third gadgets respectively.

We will have exactly one initial location start and three rules of the form r1 : (start,
access1 < 1, access1++, p0), r2 : (start, access2 < 1, access2++, q0) and r3 : (start, access3 <

1, access3++, `0). This means that once a process fires r1, it increments access1 and hence
no other process can fire r1 in the future. Similarly for the rules r2 and r3. Hence these
three rules ensure that at most one process can enter p0, q0 and `0 respectively. For the
specification, we set L=0 = ∅ and L>0 = {pcorr, qcorr, `w+1}, whose locations we will now
explain.
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p0 p1 p2 · · · · · · · · · psize−1 psize pcorr
count1++ count1++ count1++

∑
1≤i≤k ci = count1

Figure 3 First gadget, which sets up the value of count1 to be exactly size.

q0 q1 q2 · · · · · · · · · qB−1 qB qcorr
count2++ count2++ count2++

∧
1≤i≤k count2 ≥ ci

Figure 4 Second gadget, which sets up the value of count2 to be exactly B.

`i `ji,0 `ji,1 `ji,2 · · · · · · · · · `ji,size(i)−1 `ji,size(i) `i+1
condj updj updj updj condj

Figure 5 Third gadget, which guesses the partition. Here condj is the condition xj ≥
∑

l 6=j
cl

and updj is the update ∧l 6=j xl++.

The first gadget is given by Figure 3 and starts from the location p0. It increments the
shared variable count1 to the value size. This gadget then ensures that we can reach pcorr
only if the sum of the values of the environment variables c1, c2, . . . , ck is exactly size. Notice
that this gadget can be constructed in polynomial time, since each size(i) is given in unary.

The second gadget is given by Figure 4 and starts from the location q0. It increments
the shared variable count2 to the value B. This gadget then ensures that we can reach qcorr
only if the values of the environment variables c1, c2, . . . , ck are all at most B. Notice that
this gadget can be constructed in polynomial time, since B is given in unary.

The third gadget is comprised of locations {`i}0≤i≤w+1 and {`ji,q}1≤j≤k0≤i≤w,0≤q≤size(i) and
is comprised of various mini-gadgets. For every 0 ≤ i ≤ w and 1 ≤ j ≤ k, the third gadget
has a mini-gadget as given by Figure 5.

Recall that the shared variable xj denotes the the sum of the sizes of items which do
not belong to the jth bin. Intuitively, if a process moves from `i to `i+1 by going through
`ji,0, . . . , `

j
i,size(i), this corresponds to putting the ith item in the jth bin and hence the

mini-gadget increments the variables {xl}l 6=j by the value size(i). To ensure that we do not
overshoot the bin size of the jth bin, we have the guards xj ≥

∑
l 6=j cl at the beginning and

the end of the mini-gadget. Recall that the first gadget ensures that
∑

1≤l≤k cl = size and
since xj denotes the sum of sizes of items not in the jth bin, the condition xj ≥

∑
l 6=j cl

ensures that the sum of the sizes of the items in the jth bin is at most cj . Since the second
gadget forces cj ≤ B, it follows that the test xj ≥

∑
l 6=j cl ensures that the sum of the

sizes in the jth bin is at most B. Notice that, once again this gadget can be constructed in
polynomial time, since each size(i) is given in unary.

Let RC be n > 1 and let Num(c1, . . . , ck, n) = n. From the given construction it is clear
that a configuration satisfying Lspec is reachable iff we can partition I into k bins such that
the sum of sizes of items in each bin does not exceed B.

It is clear that the reduction can be accomplished in polynomial time. Notice that the
automaton is acyclic, L=0 = ∅, |Φ| = O(k), |Φfall| = 4, |RC | = 1, C = 1 and |Lspec| = 3.
Hence it is clear that |Φ|+ |RC |+C + |Lspec| = O(k) and so the above reduction is indeed a
parameterized reduction from the unary bin packing problem to the coverability problem. J
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We now identify two special cases for which we give an FPT algorithm and discuss how
these special cases arise in practice for a variety of distributed algorithms.

4 Acyclic threshold automata

The first case we consider is that of acyclic threshold automata, i.e., threshold automata
whose underlying graph is acyclic. Except for one protocol, all the others in the benchmark
of [24] are acyclic.1 As the reduction of Theorem 3 produces acyclic threshold automata,
we cannot hope for an FPT algorithm parameterized by {|Φ|, |Lspec|, |RC |, C}. However, we
show that

I Theorem 4. Reachability of acyclic threshold automata parameterized by |Φ|+ |Lspec|+
|RC | + C + D is in FPT, where D is the length of the longest path in the graph of the
threshold automaton.

Proof. Let TA be the given acyclic threshold automaton. First, we show that it is possible
to incrementally “contract” the locations of TA in a bottom-up manner, while preserving
the reachability property, such that, in the resulting automaton after contraction, the
number of locations and rules is a function of |Φ| + |Lspec| + |RC | + C + D. This then
immediately implies our theorem, since the size of the whole automaton is now just a function
of |Φ|+ |Lspec|+ |RC |+ C +D.

More formally, let the contraction of a subset S = {`1, . . . , `q} of locations of TA be the
following operation: We remove the locations `1, . . . , `q from TA, introduce a new location `S
and we replace all occurrences of `1, . . . , `q in every rule of TA with `S . We say that a set S
in TA is good if for every two locations `, `′ ∈ S, if (`, `′′, φ, ~u) is a rule in TA then (`′, `′′, φ, ~u)
is also a rule in TA. Intuitively, this means that, for every rule that we can fire from `, there
is another rule we can fire from `′ which will have the exact same effect. Since TA is assumed
to be acyclic, contracting a good set cannot introduce cycles. Let Tar = {` : ` ∈ Lspec}. The
following is a very simple fact to verify:

Claim: Suppose S is a good set such that S ∩ Tar = ∅ and let TA′ be the threshold
automaton obtained by contracting S in TA. Then TA satisfies Lspec iff TA′ does.

Given a threshold automaton TA such that D is the length of the longest path in its
graph, the “layers” of TA is a partition of the locations into subsets LTA

0 , LTA
1 , . . . , LTA

D

such that ` ∈ LTA
i iff the longest path ending at ` in the graph of TA is of length i.

The subset LTA
i will be called the ith layer of TA. We will now construct a sequence of

threshold automata TAD,TAD−1, . . . ,TA0 such that for each i, |LTAi
i |+ |LTAi

i+1|+ · · ·+ |LTAi

D | ≤
gi(|Φ|, |RC |, |Lspec|, D) for some function gi and such that TAi satisfies Lspec iff TAi+1 does.

For the base case of TAD, we take the threshold automaton TA and consider the set
SD := LTA

D \ Tar. We now contract SD in TA to get a threshold automaton TAD. Notice
that SD is a good set and by the above claim, TAD satisfies Lspec iff TA does.

For the induction step, suppose we have already constructed TAi+1. For a location
` ∈ LTAi+1

i , define its color to be the set {(`′, φ, ~u) : (`, `′, φ, ~u) is a rule in TAi+1}. Observe
that if ` ∈ LTAi+1

i and (`, `′, φ, ~u) is a rule in TAi+1 then `′ ∈ LTAi+1
i+1 ∪ LTAi+1

i+2 ∪ · · · ∪ LTAi+1
D .

By induction hypothesis, |LTAi+1
i+1 ∪ LTAi+1

i+2 ∪ · · · ∪ LTAi+1
D | ≤ gi+1(|Φ|, |RC |, |Lspec|, D) for

1 Some of the examples have self-loops on some locations, but since these self-loops do not update any of
the shared variables, we can remove them without affecting the reachability relation.
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some function gi+1. It then follows that the number of possible colors is at most 2|Φ| ·
2|Γ| · gi+1(|Φ|, |Lspec|, D). Hence as long as the number of locations in LTAi+1

i is bigger than
2|Φ| · 2|Γ| · gi+1(|Φ|, |Lspec|, D) + |Tar| there will be two locations in LTAi+1

i \ Tar which have
the same color and can hence be contracted while maintaining the answer for Lspec. It then
follows that by repeated contraction, we can finally end up at a threshold automaton TAi
such that |LTAi

i |+ · · ·+ |LTAi

D | ≤ O(2|Φ| ·2|Φ|+|RC| ·gi+1(|Φ|, |RC |, |Lspec|, D) + |Tar|). Taking
this bound to be the function gi, we get our required TAi.2

Notice that the number of locations (and also rules) in TA0 is only dependent on
|Φ|, |RC |, |Lspec| and D. Since the reachability problem is decidable, it immediately follows
that we have a parameterized algorithm for acyclic threshold automata running in time
f(|Φ|+ |RC |+ |Lspec|+ C +D) · nO(1) J

5 Threshold automata with constantly many fall guards

As a second case, we consider threshold automata in which the number of fall guards is a
constant. In almost all of the benchmarks of [24], the number of fall guards is at most one.
We provide some intuitive reason behind this phenomenon. In threshold automata, shared
variables are usually used for two things: To record that some process has sent a message or
to keep track of the number of processes which have crashed so far. If a shared variable v is
used for the first purpose, then all guards containing v are typically rise guards, since we
only want to check that enough messages have been received to proceed. On the other hand,
if v is used to keep track of the number of crashed processes, then we will have a fall guard
which allows a process to crash only if the value of v is less than the maximum number of
processes allowed to crash. However, since we will only need one fall guard for this purpose,
it follows that in practice we can hope to have very few fall guards in a threshold automaton.

Since the reduction of Theorem 3 produces threshold automata with constantly many
fall guards, we need another restriction on this class as well, which we now describe.

I Definition 5. A threshold automaton TA over an environment Env = (Π,RC ,Num) is
called multiplicative if every fall guard is simple and for every µ ∈ N>0, (i) for every rational
vector p ∈ Q|Π|≥0, if RC (p) is true then RC (µ · p) is true and Num(µ · p) = µ · Num(p)
and (ii) for every guard g := b · x ./ a0 + a1p1 + · · · + alpl in TA where ./ ∈ {≥, <}, if
(y, q1, . . . , ql) is a rational solution to g then (µ · y, µ · q1, . . . , µ · ql) is also a solution to g.

To the best of our knowledge, many algorithms discussed in the literature (For example,
see [8, 28, 6, 27, 19, 14, 7]), and more than two-thirds of all of the benchmarks of [24] satisfy
multiplicativity. The main result of this section is

I Theorem 6. Given a multiplicative threshold automaton TA with a constant number of
fall guards and a specification Lspec, it can be decided in time f(|Φ|) · nO(1) whether there is
a run of TA satisfying Lspec.

The rest of this section is devoted to proving this result, which we do so in four parts.
Let us fix a threshold automaton TA = (L, I,Γ,R), an environment Env = (Π,RC ,Num)
and a specification Lspec for the rest of this section. Let Φ denote the set of all guards which
appear in TA.

2 Though the function gi as given here gives very huge bounds, we show in the experimental section that
repeated contractions can sometimes reduce the number of locations by 50%. Intuitively, this is because
the number of colors of a location in the benchmarks is much smaller than the worst-case analysis
performed here.
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First part: Decomposing paths into steady paths
First, similar to the paper [22], we show that the job of finding a path satisfying Lspec can be
reduced to that of finding a bounded number of concatenated “steady” paths. However, the
result needs to be stated in a different manner than [22], so that later on, we could leverage
the fact that the threshold automaton TA contains only constantly many fall guards.

A context ω is any subset of the guards of TA, i.e., ω ⊆ Φ. A rule r is said to be activated
by a context ω if all the rise guards of r are present in ω and all the fall guards of r are not
present in ω. The set of all rules activated by a context ω is denoted by Rω.

The context of a configuration σ, denoted by ω(σ), is the set of all rise guards that
evaluate to true and the set of all fall guards that evaluate to false in σ. Since the values of
the shared variables can only increase along a path, it easily follows that for any configuration
σ and any schedule τ applicable to σ, ω(σ) ⊆ ω(τ(σ)).

We say that path(σ, τ) is ω-steady if all the rules in the schedule τ are from Rω and
for every configuration σ′ ∈ Cfgs(σ, τ), we have Rω ⊆ Rω(σ′). Intuitively, if path(σ, τ) is
ω-steady then the path only uses rules from Rω. We have the following lemma.

I Lemma 7. The specification Lspec can be satisfied by a path of TA iff there exists K ≤ |Φ|,
configurations σ0, σ

′
0, . . . , σK , σ

′
K and contexts ω0 ( ω1 ( · · · ( ωK such that

σ0 is an initial configuration and σ′K satisfies Lspec
For every i ≤ K, there is a ωi-steady path σi

∗−→ σ′i
For every i < K, if Rωi ⊆ Rωi+1 then there is a ωi-steady path σ′i

∗−→ σi+1, otherwise
σ′i → σi+1

Proof. (Sketch.) Clearly if there exists such configurations and contexts then then there exists
a path of TA which satisfies Lspec. To prove the other direction, suppose path(σ0, τ) is a path
of TA which satisfies Lspec. Using the fact that ω(σ′) ⊆ ω(τ ′(σ′)) for any configuration σ′ and
any schedule τ ′, we can decompose path(σ0, τ) into σ0, τ0, σ

′
0, t0, σ1, τ1, σ

′
1, t1, . . . , σK , τK , σ

′
K

such that for every i, ω(σi) = ω(σ′i), ω(σ′i) ( ω(σi+1) and ti is a rule of TA. We can then
prove that the configurations σ0, σ

′
0, . . . , σK , σ

′
K and the contexts ω(σ0), . . . , ω(σK) satisfy

the required conditions. J

Second part: Establishing a connection between continuous Petri nets
and steady paths
Let us fix a context ω of the threshold automaton TA for the rest of this subsection. We say
that a configuration σ is Rω-applicable if (σ.~g, σ.~p) satisfies every guard of every rule in Rω.

Continuous Petri nets

To define continuous Petri nets, we will mostly reuse the same notations from [5]. A continuous
Petri net N is a tuple (P, T, F ) where P is a finite set of places, T is a finite set of transitions
and F ⊆ P × T ∪ T × P is the flow relation. For a transition t, let •t = {p : (p, t) ∈ F}
and t

• = {p : (t, p) ∈ F}. A marking M of N is a function M : P → Q≥0. Intuitively a
marking M assigns M(p) many tokens to each place p ∈ P . A marking is called integral if
M(p) ∈ N0 for every place p. Given a marking M and a k ∈ N>0 let kM denote the marking
kM(p) = k ·M(p). The transition relation between two markings M and M ′ is defined as
follows: For α ∈ (0, 1] and t ∈ T , we say that M αt−→M ′ if for every p ∈ •t, M(p) ≥ α and
M ′(p) = M(p)−α if p ∈ •t\ t•, M ′(p) = M(p) +α if p ∈ t• \ •t and M ′(p) = M(p) otherwise.
We say that M →M ′ if M αt−→M ′ for some α and t. Finally we say that M ∗−→M ′ if there
exists M1, . . . ,Mk−1 such that M →M1 → . . .Mk−1 →M ′.
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Constructing continuous Petri nets from contexts

We now construct a continuous Petri net Nω for the context ω as follows: For every location
` of TA, we will have a place p`. Similarly for every variable x ∈ Γ ∪ Π, we will have a place
px. If r = (`, `′, φ, ~u) is a rule in Rω, we will have a transition tr where •tr = {p`} and
t
•
r = {p`′} ∪ {px : ~u[x] = 1}.

We note that Nω tries to simulate exactly the rules of Rω, but it does not check whether
the corresponding guard of a rule is true before firing it. To ensure that a proper simulation
is carried out by Nω, we will restrict ourselves to only runs of Nω over compatible markings
which are defined as follows.

A marking M of Nω is called a compatible marking if
∑
`∈LM(p`) = Num({M(px) : x ∈

Π}) and if for every x ∈ Γ ∪Π, the assignment x 7→M(px) satisfies the resilience condition
RC and all the guards of all the rules in Rω. Notice that to every Rω-applicable configuration
σ of TA we can bijectively assign a canonical compatible integral marking B(σ) of Nω where
(B(σ))(px) = σ[x].

I Proposition 8. The following are true:
Suppose σ ∗−→ σ′ is an ω-steady run of TA. Then B(σ) ∗−→ B(σ′) in Nω.
Suppose M and M ′ are compatible markings of Nω such that M ∗−→M ′. Then there exists
µ ∈ N>0 such that for all k ∈ N>0, µkM and µkM ′ are compatible integral markings and
B−1(µkM) ∗−→ B−1(µkM ′) is an ω-steady run of TA.

Proof. (Sketch.) The first point is obvious from the definition. For the second point, if
M := M0

α1tr1−−−→ M1
α2tr2−−−→ M2 . . .Ml−1

αltrl−−−→ Ml := M ′ is a run, then by multiplying the
markings by the least common multiple of the denominators of {αi}i≤l∪{Mi(px) : i ≤ l, x ∈
L ∪ Γ ∪ Π} (which we take to be µ), we can get an integral run between µkM and µkM ′.
Using multiplicativity of TA, we can translate this back to a run of TA. J

Third part: Characterizing steady paths

It was shown in ([5], Theorems 3.6 and 3.3) that there is a logic (which the authors of [5]
call convex semi-linear Horn formulas) characterizing reachability in continuous Petri nets,
whose satisfiability can be tested in polynomial time. Using this result, proposition 8 and
multiplicativity, we show that

I Lemma 9. Given a context ω, in polynomial time we can construct a convex semi-linear
Horn formula φω(x,y) with 2(|L|+ |Γ|+ |Π|) free variables such that

If σ ∗−→ σ′ is an ω-steady path of TA then φω(σ, σ′) is true
Suppose φω(M,M ′) is true. Then there exists µ ∈ N such that for all k ∈ N, µkM,µkM ′

are configurations of TA such that µkM ∗−→ µkM ′ is an ω-steady path in TA.

I Lemma 10. Given a rule r of TA, in polynomial time we can construct a convex semi-linear
Horn formula φr(x,y) with 2(|L|+ |Γ|+ |Π|) free variables such that

If σ and σ′ are configurations of TA such that σ′ = r(σ), then φr(σ, σ′) is true.
Suppose φr(M,M ′) is true. Then there exists µ ∈ N such that for all k ∈ N, µkM,µkM ′

are configurations of TA such that µkM ′ = (µk · r)(µkM), i.e., µkM ′ can be obtained by
applying the rule r to µkM , repeatedly for µk many steps.
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Fourth part: Bringing it all together
I Theorem 11. Given a multiplicative threshold automaton TA with constant number of fall
guards and a specification Lspec, it can be decided in time f(|Φ|) · nO(1) whether there is a
run of TA satisfying Lspec.

Proof. (Sketch.) One can easily show that if we have a monotonically increasing context
sequence ω0 ( ω1 ( · · · ( ωK , the size of the set {j : Rωj

* Rωj+1} is at most |Φfall|. Using
this observation, we proceed as follows. We iterate over all K ≤ |Φ| and over all possible
monotonically increasing context sequences ω0 ( ω1 ( · · · ( ωK of length K + 1 and all
possible rule sequences r1, . . . , rc of length c = #{j : Rωj * Rωj+1}. Note that the number
of such iterations is at most O(|Φ| · |Φfall| · |Φ|! · 2|Φ| · |R||Φfall|). Since |Φfall| is assumed to be
a constant, the exponential dependence only lies upon |Φ|.

A position 0 ≤ l ≤ K is called bad if Rωl
* Rωl+1 . Let j1, . . . , jc be the set of all bad

positions. Using lemmas 9 and 10 we can write down the following convex semi-linear Horn
formula in polynomial time:

ξ0(x0,y0,x1) ∧ ξ1(x1,y1,x2) ∧ · · · ∧ ξK−1(xK−1,yK−1,xK) ∧ ξK(xK ,yK) (1)

where ξK(xK ,yK) = φωK
(xK ,yK) and ξi for i < K is defined as follows: If i is a bad

position, i.e., if i = jl for some 1 ≤ l ≤ c, then ξi(xi,yi,xi+1) = φωi
(xi,yi) ∧ φrl

(yi,xi+1).
It i not a bad position, then ξi(xi,yi,xi+1) = φωi

(xi,yi) ∧ φωi
(yi,xi+1)

To equation (1), we also add a constraint stating that x0 is an initial configuration and
yK satisfies Lspec. By proposition 8 we can then easily show that, there is a run of TA
satisfying Lspec iff in at least one iteration, the constructed formula (1) is satisfiable. J

6 NP-hardness of multiplicative threshold automata

A natural question arises from the results of the previous section. Can we do better than
fixed-parameter tractability and instead solve the reachability problem for multiplicative
threshold automata in polynomial time? We remark that the proof of NP-hardness of
reachability for threshold automata given in [2] does not produce multiplicative threshold
automata and hence does not answer this question. Nevertheless, we show that it is unlikely
for reachability of multiplicative threshold automata to be in polynomial time.

I Theorem 12. Coverability (and hence reachability) for multiplicative threshold automata
is NP-hard even when there are no fall guards.

Proof. We give an easy reduction from 3-SAT. Let ϕ be a propositional formula with variables
x1, . . . , xk and clauses C1, . . . , Cm. We will have 2k shared variables y1, . . . , yk, ȳ1, . . . , ȳk
and one environment variable n, denoting the number of processes. Incrementing yi
(ȳi resp.) corresponds to setting xi to true (false resp). We will have 2k + 1 locations
`0, `

′
0, `1, `

′
1, . . . , `

′
k−1, `k. Between `i and `′i we will have two rules which increment yi and

ȳi respectively. To ensure that all the processes increment the same variable, we have two
rules from `′i to `i+1 which test that yi ≥ n and ȳi ≥ n respectively. Hence if one process
increments yi and another increments ȳi, then all the processes get stuck at `′i.

Let var(xi) = yi and let var(x̄i) = ȳi. We will then have m locations `k+1, `k+2, . . . , `k+m
and the following rules between `k+i−1 and `k+i for every 1 ≤ i ≤ m: If the clause Ci is
of the form a ∨ b ∨ c then there are three rules between `k+i−1 and `k+i, each checking if
var(a) ≥ 1, var(b) ≥ 1 and var(c) ≥ 1 respectively. Hence if either one of var(a) or var(b)
or var(c) was incremented, the processes could move from `k+i−1 to `k+i, otherwise all the
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processes get stuck at `k+i−1. Finally we set the initial location to be `0 and the specification
to be L=0 = ∅ and L>0 = {`k+m}. It is then easy to see that ϕ is satisfied iff there is a run
which satisfies Lspec. J

7 Experiments

We implemented the contraction procedure for the acyclic threshold automata as presented
in section 4 and then used the algorithm for multiplicative threshold automata presented in
section 5. To leverage the solid engineering work that has been put into modern SMT solvers,
we used the Z3 solver to solve the convex semi-linear Horn formulas as well as to choose
a context (and rule) sequence. We applied our implementations to all the multiplicative
protocols in the latest version of the benchmark of [24], which contains various algorithms
taken from the distributed computing literature. For more information on the protocols, we
refer the reader to the benchmark of [24].

Table 1 The experiments were run on a machine with Intel® CoreTM i5-7200U CPU with 7.7
GiB memory. The time limit was set to be 2 hours and the memory limit was set to be 7 GiB. TLE
(MLE) means that the time limit (memory limit) exceeded for the particular benchmark.

Input Case Time, seconds
(if more than one) This paper Algo from [2] ByMC

frb 0.38 0.32 0.07
frb hand-coded TA 0.29 0.31 0.16

strb 0.44 0.43 0.14
strb hand-coded TA 0.32 0.30 0.10

nbacg 2.92 8.43 9.71
aba Case 1 4.49 10.26 25.6
aba Case 2 18.29 41.92 704.9
cbc Case 1 3579.24 MLE MLE
cbc Case 2 183.61 2035.5 26.37
cbc Case 3 MLE MLE MLE
cbc Case 4 MLE MLE MLE
cbc hand-coded TA 3.27 0.91 0.26
cf1s Case 1 13.81 13.53 37.09
cf1s Case 2 12.47 16.14 186.5
cf1s Case 3 84.95 86.98 7875
cf1s hand-coded TA 1.75 1.31 2737.53
c1cs Case 1 179.39 598.2 TLE
c1cs Case 2 70.77 747.86 7119.71
c1cs Case 3 604.91 1575.21 MLE
c1cs hand-coded TA 4.87 6.63 TLE

Evaluation: Table 1 summarizes our results and compares them with the results obtained
using ByMC, the tool presented in [24] and the algorithm from [2].

For some safety specifications, our contraction procedure was able to reduce the number
of locations by more than 50% for the cbc protocol(s). This helped us save some memory,
as we also noticed that running just the algorithm for multiplicative threshold automata
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took much more memory and the algorithm was not able to complete its execution. Our
implementation compares favorably with both ByMC and the algorithm from [2] in some
cases, but also performs worse in some of the hand-coded examples, the second case of cbc
and the frb and strb protocols.

8 Conclusion

In this paper, we have investigated the parameterized complexity of safety in threshold
automata. Though we have proved hardness results even in very restricted settings, we have
also identified tractable special cases which arise in practice. A preliminary implementation
of our algorithms suggest that these methods might be useful in practice as well.

For the sake of simplicity, we have only restricted to verifying safety properties in this
paper. A special type of logic called ELTLFT [12] has been proposed for threshold automata
which can express various safety and liveness properties. Since model checking this logic
decomposes to a finite number of safety specifications (modulo some technical constraints),
we believe that our algorithm for multiplicative threshold automata can be adapted to give
an algorithm for model checking this logic as well.
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