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## Zusammenfassung

Das Ziel dieser Dissertation ist, einige grundliegende Probleme der konvexen Geometrie mithilfe eines Asymmetriemaß konvexer Körper anzugehen. Ein großer Teil der Konvexen Geometrie beschäftigt sich mit geometrischen Ungleichungen auf Funktionalen der konvexen Körper, wie beispielsweise dem In- und Umradius, dem Volumen, dem Durchmesser oder der Dicke. Viele bekannte geometrische Ungleichungen wurden zuerst für den Fall einer symmetrischen konvexen Menge gezeigt und anschließend für nichtsymmetrische konvexe Körper verallgemeinert. Ein Asymmetriekoeffizient hilft dabei, eine Brücke zwischen diesen Ergebnissen zu schlagen. Darüber hinaus, stellen viele klassische geometrische Ungleichungen Grenzen für Funktionale dar, die von der Dimension des Raums abhängen. Wir ersetzen diese Grenzen durch Koeffizienten des Asymmetriemaßes. Da schließlich der Wert des Asymmetriemaßes die Dimension nicht überschreiten kann, schärfen die erhaltenen Ergebnisse die ursprünglichen.


#### Abstract

The purpose of this thesis is to tackle several fundamental problems in Convex Geometry using an Asymmetry measure of convex bodies. A big part of Convex Geometry is dedicated to geometric inequalities on functionals of convex bodies, such as, for instance, the inand circumradius, the volume, the diameter or the width. Many well-known geometric inequalities have been first shown for the case of symmetric convex set, and afterwards generalized for non-symmetric convex bodies. The asymmetry coefficient helps to build a bridge between those results. Moreover, many classical geometric inequalities present bounds for functionals depending on the dimension of the space. We replace those bounds with coefficients on the asymmetry measure. As an advantage of the Minkowski asymmetry is that it is computable in polynomial time for (reasonably given) polytopes. Finally, since the value of the asymmetry measure cannot exceed the dimension, the obtained results sharpen the original ones.


"Tomorrow - more".

Bernardo González Merino
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## CHAPTER 1

## Introduction

1.1. Motivation. Convex geometry focuses on studying properties of convex bodies: compact, convex subsets of Euclidean spaces. A given set in a real vector space is called convex, if for any two points of the set the segment joining them is also contained in the set. Convexity is a fundamental concept in mathematics. It naturally appears in many different areas of mathematics, such as Linear Programming, Combinatorics, Probability Theory, Functional Analysis, Partial Differential Equations, Information Theory and the Geometry of Numbers. For instance, density functions of some of the most important probability measures, like gaussians, exponential, or uniform densities over convex domains, are logarithmically (or at least quasi) concave functions. In particular, this implies that all their level sets are convex (c.f. [Sch]). The beauty of convexity lies in its simple formulation and the surprisingly rich structure, that the convex bodies possess. Not only the results, but also the methods of convex geometry are particularly relevant, for instance, in optimization theory and in stochastic geometry (see e.g. [GrK]).

The main subject of this thesis are geometric functionals, geometric inequalities between them and extreme relations between convex sets in general, which play a central role in Convex geometry and have various applications in Asymptotic Geometric Analysis, Banach Space Theory and Computational Geometry (see e.g. AGM], GrK, [Sch]). The goal is to get a better understanding of the geometric functionals and to sharpen geometric inequalities using an asymmetry measure.

An aim is to take into account an asymmetry measure, i.e., a functional that measures how far a convex body $K$ is away from being symmetric. The most common asymmetry measure, which also is best suited to our purposes, is the so called Minkowski (measure of) asymmetry. It is defined by

$$
s(K):=\inf \left\{\rho>0: K-c \subset \rho(c-K), c \in \mathbb{R}^{n}\right\} .
$$

We would like to present a motivation, which comes from dimension reduction. Many research areas in fields, such as biology, physics, astronomy, and meteorology have to frequently deal with computations involving high-dimensional data. Thus, in order to store $m$ vectors in $\mathbb{R}^{n}$, one would need $n m$ bits for the exact storage. To find a more efficient way to store information one can find an upper bound for the Banach-Mazur distance in conjunction with the Johnson-Lindenstrauss Flattening Lemma (see [Ve]). The latter is a helpful tool used to project $m$ points in a (high) dimensional space $n$ to an $\mathrm{O}(\log m)$ dimensional space, such that the distances between the points are (almost) perserved. The

Banach-Mazur distance between two convex compact sets $K$ and $C$, tells us how similar these sets are, i.e., how one of the two sets can be inscribed into and circumscribed around the other, allowing a linear transformation of one of the sets.

Finding bounds on the Banach-Mazur distance can help with dimension reduction. We will show how the Banach-Mazur distance is connected with the Minkowski Asymmetry and present results on the bounds on the Banach-Mazur distance involving the asymmetry measure.
1.2. Outline of the Results. We focus on the generalizations of means of numbers for convex bodies. Namely, we consider the arithmetic and harmonic means of convex bodies, together with the minimum and maximum. Also, similar to the case of means of numbers, these four means of convex sets $K$ and $C$ form a chain of inclusions [Fir]. We restrict ourselves to the means of suitably centered convex sets $K$ and $-K$, which then define symmetrizations of the convex set $K$, and relate all the considered means with each other in terms of (optimal, when possible) inclusions with the help of the Minkowski asymmetry measure. We use the Minkowski center, which is a suitable translation from the definition of the Minkowski asymmetry. For a Minkowski centered convex body $K$ we define the factors $\alpha(K)$ and $\beta(K)$, to be the smallest possible factor to cover $K \cap(-K)$ by $\operatorname{conv}(K \cup(-K))$ and the harmonic mean by the arithmetic mean, respectively.

In the first paper we show that the inclusion of the harmonic in the arithmetic means of the convex sets $K$ and $-K$ is tight if and only if the inclusion of the minimum in the maximum is. Thus, we have $\alpha(K)=1$ if and only if $\beta(K)=1$. The main contribution from the first paper is that for the planar convex body $K$ we have: if the asymmetry value of $K$ is greater than the golden ratio $\varphi=\frac{1+\sqrt{5}}{2} \approx 1.61$, then $\alpha(K)<1$. Moreover, we show that when $s(K)=\varphi$, then $\alpha(K)=1$ holds if and only if $K$ is (up to a linear transformation) a special pentagon, which we call the golden house.

In the second paper we continue our analysis on symmetrizations of means of convex sets extending our research on higher dimensions. We show all reverse inclusions for any two considered symmetrizations, involving the Minkowski asymmetry. We also derive bounds for the factors $\alpha(K)$ and $\beta(K)$ in the planar case, as well as in the higher dimensions. Moreover, we show a stability result on the $\alpha$-value for "very asymmetric" convex sets, i.e., when $K$ is almost a simplex.

In the last paper we give a complete description of the possible $\alpha$-values of $K$ in the planar case in dependence of its Minkowski asymmetry. In particular, we show that for the planar convex body $K$ we have: if the asymmetry value of $K$ is greater than the golden ratio $\varphi=\frac{1+\sqrt{5}}{2} \approx 1.61$, then $\alpha(K) \leq \frac{s(K)}{s(K)^{2}-1}$. Moreover, we derive the family of convex bodies that fulfill with equality this upper bound of $\alpha(K)$.

The breadth of a convex body $K$ within a normed space $\mathbb{R}^{n}$ in direction of a given hyperplane $H$ is the distance between the two supporting hyperplanes of $K$ parallel to $H$, measured in the underlying norm. The minimal and the maximal value over all non-zero directions are called minimal width and diameter of $K$. The body $K$ is complete if every body $K \subsetneq K^{*}$ has a larger diameter. We present an application of the diagram of the $\alpha$-values of $K$ for the diameter-width ratio for complete sets, improving the ones given in a recent result of Richter [Ri].

## CHAPTER 2

## Background

2.1. Notation and the Minkowski asymmetry. First of all we introduce notations, which are mostly standard concepts in convex geometry and can be found in $\mathbf{S c h}$.

The Minkowski sum of two sets $A, B \subset \mathbb{R}^{n}$, which is given by

$$
A+B=\{x+y: x \in A, y \in B\}
$$

is used in a wide range of fields in pure and applied mathematics. For instance, in motion planning one may use the Minkowski sum of an obstacle and the robot to define the region, where the robot may run into the obstacle.


Figure 1. Minkowski sum (light gray) of the regular 0-centered triangles $S$ and $-S$ (gray) in $\mathbb{R}^{2}$.

For any $A, B \subset \mathbb{R}^{n}$ let $A \subset_{t} B$ denote that there exists a translate of $A$ being a subset of $B, \rho K:=\{\rho x: x \in K\}$ and $-K:=(-1) K$. By $\mathbb{B}_{p}$ we denote the unit ball of an $n$ dimensional $\ell_{p}$-space. Let $\mathcal{K}^{n}:=\left\{K \subset \mathbb{R}^{n}: K\right.$ full-dimensional convex and compact $\}$ be the family of convex bodies. For any set $K \in \mathcal{K}^{n}$, we say that $K$ is symmetric if $K={ }_{t}-K$, and 0 -symmetric if $K=-K$. We denote the family of 0 -symmetric bodies by $\mathcal{K}_{0}^{n}$. Let $h_{K}$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}$ denote the support function of $K \in \mathcal{K}^{n}$, which is defined by $h_{K}(a)=\sup _{x \in K} a^{T} x$. Let $\|\cdot\|_{K}: \mathbb{R}^{n} \rightarrow[0, \infty)$ be the gauge function of a set $K \in \mathcal{K}^{n}$ with $0 \in \operatorname{int}(K)$, which is defined by $\|x\|_{K}=\inf \{\rho \geq 0: x \in \rho K\}$. Let $K^{\circ}=\left\{x \in \mathbb{R}^{n}: x^{T} y \leq 1 \forall y \in K\right\}$ be the polar of $K \in \mathcal{K}^{n}$.

The main object of this thesis is the Minkowski asymmetry. Although the idea of an asymmetry measure was mentioned at the end of the 19th century by Minkowski [Mi], the formal definition appeared only in 1963 by Grünbaum [Gr]. He proposed the concept of measures of asymmetry for convex bodies, as a real-valued function, which "for any convex
compact sets gives its value, reflecting how far the set is from being centrally symmetric". The research on measures of asymmetry is still going on. Thus, some of the studies focus on describing new measures of asymmetry, which naturally appeared in applications, while others are trying to get a deeper understanding of the nature of the well-known ones (see GuK for an overview).

We focus on the Minkowski asymmetry of $K \in \mathcal{K}^{n}$, which is the most common asymmetry measure and is defined as

$$
s(K)=\min \left\{\rho>0: K \subset_{t}-\rho K\right\} .
$$

Note that since $K$ is a convex compact set, we can write min / max instead of inf / sup in the definitions of the considered geometric functionals.

If $c-K \subset s(K)(K-c)$, we call $c$ to be a Minkowski center of $K$, and if $c=0$ is possible, we say that $K$ is Minkowski centered. It is well-known (see e.g. $\mathbf{G r}$ ) that for all $K \in \mathcal{K}^{n}$ we have $s(K) \in[1, n]$ with $s(K)=1$ if and only if $K$ is symmetric, and $s(K)=n$ if and only if $K$ is an $n$-simplex, i.e., the convex hull of $n+1$ affinely independent points. Moreover, the Minkowski asymmetry $s: \mathcal{K}^{n} \rightarrow[1, n]$ is continuous with respect to the Hausdorff metric (see $\mathbf{G r}$ ) and invariant under non-singular affine transformations.


Figure 2. $K-c \subset s(K)(c-K)$ for the Minkowski center $c \in \mathbb{R}^{n}: K$ (grey), $-s(K) K$ (light grey).
2.2. Optimal containment under homothety. We introduce some standard geometric functionals.

Let $K, C \in \mathcal{K}^{n}$. The circumradius $R(K, C)$ (of $K$ w.r.t. $C$ ) is defined as

$$
R(K, C)=\min \left\{\rho \geq 0: K \subset_{t} \rho C\right\},
$$

with $R(K, C)=\infty$ if and only if $\operatorname{aff}(K) \not \subset \operatorname{aff}(C)$ and $R(K, C)=0$ if and only if $K$ is a singleton. Moreover, if $K \subset c+R(K, C) C$, we call $c$ a circumcenter of $K$ w.r.t. $C$.

The inradius $r(K, C)$ is defined as $r(K, C):=\max \left\{\rho \geq 0: \rho C \subset_{t} K\right\}$, and if $c+$ $r(K, C) C \subset K, c$ is an incenter of $K$ w.r.t. $C$. Note that if $r(K, C)$ is not 0 or infinity, $r(K, C):=R(C, K)^{-1}$.
2.3. Means of Convex bodies. Naturally, the Minkowski sum of two convex sets defines a mean of those bodies. In the 1960s Firey, in his sequence of works [Fir, Fir2, Fir3], has introduced and studied different means of convex sets, the so-called $p$-means. This investigation continues even nowadays (see MiRo, MiRo2, MiMiRo).

The harmonic, geometric and arithmetic means of real numbers $a$ and $b$ are known as the Pythagorean means. Together with minimum and maximum they form the extended arithmetic-geometric-harmonic mean inequality

$$
\begin{equation*}
\min \{a, b\} \leq\left(\frac{a^{-1}+b^{-1}}{2}\right)^{-1} \leq \sqrt{a b} \leq \frac{a+b}{2} \leq \max \{a, b\} \tag{1}
\end{equation*}
$$

for any $a, b>0$, with equality in any/all of the inequalities if and only if $a=b$ (see Sch].
Convexity is very closely related to the notion of means. For $K, C \in \mathcal{K}^{n}$ the arithmetic is defined as $\frac{K+C}{2}$. Moreover, for $K, C \in \mathcal{K}^{n}$, such that $0 \in \operatorname{int}(K) \cap \operatorname{int}(C)$ harmonic means is defined as $\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ}$, respectively. The inversion operation $x \rightarrow 1 / x$ can be replaced in higher-dimensional spaces by polarity (see MiRo). The minimum and maximum of $K, C \in \mathcal{K}^{n}$ is defined as $K \cap C$ and $\operatorname{conv}(K \cup C)$, respectively. In order to keep the convexity of the considered means, we need to involve the convex hull in the definition of the maximum of $K$ and $C$.

Note that we can interpret the means of real numbers $a$ and $b$ as means of convex bodies, too. To do so, we associate them with the segments $[-a, a]$ and $[-b, b]$. Now, any mean of $a$ and $b$ corresponds to a particular segment. Thus, for instance, the arithmetic mean of $a$ and $b$ is associated with the segment $\left[-\frac{1}{2}(a+b), \frac{1}{2}(a+b)\right]=: \frac{1}{2}([-a, a]+[-b, b])$.

Notice that the considered symmetrizations of a convex body $K$, i.e., $K \cap(-K), \frac{K-K}{2}$, $\operatorname{conv}(K \cup(-K))$, are frequently used in convex geometry, e.g., as extreme cases of a variety of geometric inequalities. Consider, e.g., the Bohnenblust inequality [Bo, which bounds from above the ratio of the circumradius $\left(\min _{x \in \mathbb{R}^{n}} \max _{y \in K}\|x-y\|\right)$ and the diameter $\left(\max _{x, y \in K}\|x-y\|\right)$ of convex bodies in arbitrary normed spaces endowed with a norm $\|\cdot\|$ by $n /(n+1)$, and for which equality is reached in spaces with $S \cap(-S)$ or $\frac{1}{2}(S-S)$ as the unit ball $\mathbf{B r K o}$ where $S$ is a 0 -centered regular simplex. These means also appear in characterizations of spaces, for which $K$ is complete or reduced [BGJM, Prop. 3.5-3.10].

Firey has shown that similarly to the Pythagorean means, the means of convex sets can be ordered in terms of inclusions [Fir].

Proposition 2.3.1. For all $K, C \in \mathcal{K}^{n}$ with 0 in their interior we have

$$
\begin{equation*}
K \cap C \subset\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ} \subset \frac{K+C}{2} \subset \operatorname{conv}(K \cup C) \tag{2}
\end{equation*}
$$

We would like also to mention that

$$
\|x\|_{\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ}}=\frac{1}{2}\left(\|x\|_{K}+\|x\|_{C}\right) .
$$

Let $x \in \mathbb{R}^{n}$. Then the well-known $l_{p}$-norm inequality in particular states

$$
\begin{equation*}
\|x\|_{\infty} \leq\|x\|_{2} \leq\|x\|_{1} \quad \text { and } \quad\|x\|_{1} \leq \sqrt{n}\|x\|_{2} \leq n\|x\|_{\infty} . \tag{3}
\end{equation*}
$$



Figure 3. Symmetrizations of a regular simplex $S \subset \mathbb{R}^{3}: S \cap(-S)$ (convex hull of black points), $\left(\frac{S^{\circ}-S^{\circ}}{2}\right)^{\circ}$ (yellow), $\left(\frac{S-S}{2}\right)$ (blue), and $\operatorname{conv}(S \cup(-S))$ (red).

Notice that, for instance, in $\mathbb{R}^{3}$ the symmetrizations of a regular Minkowski centered simplex $S \in \mathcal{K}^{3}$ are exactly $S \cap(-S)=\mathbb{B}_{1}, \operatorname{conv}(S \cup(-S))=\mathbb{B}_{\infty}$. Thus, in 3-space the inequalities (3) can be read as

$$
\|x\|_{\operatorname{conv}(S \cup(-S))} \leq\|x\|_{2} \leq\|x\|_{S \cap(-S)} \quad \text { and } \quad\|x\|_{S \cap(-S)} \leq \sqrt{n}\|x\|_{2} \leq n\|x\|_{\operatorname{conv}(S \cup(-S))} .
$$

In general, the $\ell_{p}$-norm chain of inequalities can be generalized using (2) to

$$
\begin{equation*}
\|x\|_{\operatorname{conv}(K \cup C)} \leq\|x\|_{\frac{K+C}{2}} \leq\|x\|_{\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ}}^{\circ} \leq\|x\|_{K \cap C} . \tag{4}
\end{equation*}
$$

In order to reverse the $\ell_{p}$-norm inequalities, we focus on reversing (2) using scaling factors that depend on the Minkowski asymmetry. We show those results in the next section.

Observe also that even for a non-symmetric unit ball $K$, one may approximate the gauge function by the norms induced from symmetrizations of $K$

$$
\begin{equation*}
\|x\|_{\operatorname{conv}(K \cup(-K))} \leq\|x\|_{K} \leq\|x\|_{K \cap(-K)} . \tag{5}
\end{equation*}
$$

As mentioned in Section 2, for a Minkowski centered convex compact set $K$ we define the factor $\alpha(K)$ to be the smallest possible factor to cover $K \cap(-K)$ by $\operatorname{conv}(K \cup(-K))$, i.e.,

$$
\alpha(K):=\inf \{\rho>0: K \cap(-K) \subset \rho \operatorname{conv}(K \cup(-K))\} .
$$

Notice that there always exists some $x \in \mathbb{R}^{n}$ such that $\alpha(K)\|x\|_{K \cap(-K)}=\|x\|_{\operatorname{conv}(K \cup(-K))}$, which means that we have equality in the complete chain in (5) for that $x$ if $\alpha(K)=1$.

Observe that $\alpha(K)=R(K \cap(-K), \operatorname{conv}(K \cup(-K)))$, and we also define

$$
\begin{aligned}
& \beta(K):=R\left(\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ}, \frac{K-K}{2}\right), \\
& \tau(K):=R\left(K \cap(-K), \frac{K-K}{2}\right) .
\end{aligned}
$$

In the following section we will show bounds on the parameters $\alpha(K), \beta(K)$ and $\tau(K)$.
2.4. Diameters. Note that the diameter has several different definitions, which are equivalent in normed spaces, i.e., when the gauge is symmetric. Leichweiss in Le defined the diameter of $K$ w.r.t. $C$ in a natural way, as the maximal distance between two points in the set (w.r.t. the gauge)

$$
D_{\max }(K, C):=\max _{x, y \in K}\|x-y\|_{C}
$$

Another way to define the diameter of $K$ w.r.t. $C$ is

$$
D(K, C):=2 \max _{x, y \in K} R(\{x, y\}, C) .
$$

(see DGK for details). The latter definition allows to see the diameter as a best 2-point approximation of the circumradius of the whole set $K$. Another advantage is that it is translation invariant in both arguments, which is not the case for $D_{\max }$. Choosing $C$ with 0 close to its boundary, the ratio of $\frac{R(K, C)}{D_{\max }(K, C)}$ may even get arbitrarily small. Note that

$$
\begin{aligned}
D_{\max }(K, C) & =D(K, C \cap(-C))=2 R\left(\frac{K-K}{2}, C \cap(-C)\right), \quad \text { while } \\
D(K, C) & =D\left(K, \frac{C-C}{2}\right)=2 R\left(\frac{K-K}{2}, \frac{C-C}{2}\right) .
\end{aligned}
$$

We see that different means of $C$ and $-C$ naturally appear in the definition of the diameters.
Moreover, if $C$ is Minkowski centered, the results above show us, that we can bound those diameters in terms of the other and therefore also the circumradius-diameter ratio for the maximal diameter.

The width of $K$ w.r.t. $C$ is defined by

$$
w(K, C)=2 \min _{a \in \mathbb{R}^{n} \backslash\{0\}} \frac{h_{K}(a)+h_{K}(-a)}{h_{C}(a)+h_{C}(-a)} .
$$

Observe that

$$
\frac{w(K, C)}{2}=\left(\frac{D(C, K)}{2}\right)^{-1}
$$

Let $K, C \in \mathcal{K}^{n}$ and $s \in \mathbb{R}^{n} \backslash\{0\}$. The $s$-breadth of $K$ w.r.t. $C$ is defined as

$$
b_{s}(K, C):=2 \frac{\max _{x, y \in K} s^{T}(x-y)}{\max _{x, y \in C} s^{T}(x-y)} .
$$

For symmetric gauges $C$ the $s$-breadth $b_{s}(K, C)$ of a body $K$ is defined as the maximal distance of the two supporting hyperplanes of $K$ with outer and inner normal $s$, where the gauge body is involved by choosing $s$ to be a unit vector of the polar space GrK. Thus,

$$
b_{s}(K, C)=h_{K-K}(s), \quad s \in C^{\circ},
$$

which is equivalent to

$$
b_{s}(K, C)=\frac{h_{K-K}(s)}{h_{C}(s)}, \quad s \in \mathbb{R}^{n} \backslash\{0\}
$$

Using the definition of the $s$-breadth,

$$
w(K, C)=\min _{s \in \mathbb{R}^{n} \backslash\{0\}} b_{s}(K, C) \quad \text { and } \quad D(K, C)=\max _{s \in \mathbb{R}^{n} \backslash\{0\}} b_{s}(K, C) .
$$

One can show that (since $C$ is symmetric),

$$
D(K, C)=2 \max _{x, y \in K} R(\{x, y\}, C)=\max _{x, y \in K}\|x-y\|_{C}=D_{\max }(K, C) .
$$

Observe that the choice of the diameter depends on the needed properties. Thus, if based on the applications, one needs in the general case to have the possibility to measure the directional length from $x$ to $y$ to be different than the one from $y$ to $x$, one would choose to calculate the distance as $\|x-y\|_{C}$ and consider $D_{\max }(K, C)$.

Instead of averaging the directional breadthes, one may also take their minimal value. This way we arrive in the minimal diameter

$$
D_{\min }(K, C)=\max _{s} \min \left\{\frac{h_{K-K}(s)}{h_{C}(s)}, \frac{h_{K-K}(s)}{h_{-C}(s)}\right\} .
$$

It turns out that any of the four diameters defined this way corresponds to a different symmetrization of $C$ :

$$
\begin{aligned}
D_{\min }(K, C) & =D(K, \operatorname{conv}(C \cup(-C))), \\
D_{\max }(K, C) & =D(K, C \cap(-C)), \\
D(K, C) & =D\left(K, \frac{C-C}{2}\right), \quad \text { and } \\
D_{\text {mean }}(K, C) & =D\left(K,\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}\right) .
\end{aligned}
$$

In general, from Proposition 2.3.1 we have for $C \in K^{n}$ that

$$
C \cap(-C) \subset\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset \frac{C-C}{2} \subset \operatorname{conv}(C \cup(-C)),
$$

which easily implies an order on the diameters

$$
D_{\text {min }}(K, C) \leq D_{\text {mean }}(K, C) \leq D(K, C) \leq D_{\text {max }}(K, C) .
$$

For general $C \in \mathcal{K}^{n}$ a backward relation of considered diameters is not possible, since for a fixed size of $D(K, C)$, the two first may be arbitrarily small, while the last may be arbitrarily big. This is due to a possibly badly chosen position of $C$ as $D(K, C)$ is the only of the four diameters being translation-invariant w.r.t. $C$. However, if we restrict to Minkowski centered $C$ we can easily bound each of the symmetrizations of $C$ by any of the smaller ones using the Minkowski asymmetry (see [BDG1]).

Enumerating them along the ascending set-containment chain

$$
\begin{aligned}
& C_{1}=C \cap(-C), \\
& C_{2}=\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}, \\
& C_{3}=\frac{C-C}{2}, \quad \text { and } \\
& C_{4}=\operatorname{conv}(C \cup(-C)),
\end{aligned}
$$

we obtain, (see BDG1, Theorem 1.3])

$$
\begin{aligned}
& C_{i+1} \subset^{\text {opt }} \frac{2 s(C)}{s(C)+1} C_{i}, \quad i=1,3, \text { and } \\
& C_{i+2} \subset^{\text {opt }} \frac{s(C)+1}{2} C_{i}, \quad i=1,2 .
\end{aligned}
$$

Again, this immediately implies geometric inequalities between the according diameters.
2.5. The Brunn-Minkowski and Rogers-Shephard inequalities. The Brunn-Minkowski theory concerns the issue of understanding the relation between two basic notions: the Minkowski addition of $K, C \in \mathcal{K}^{n}$ and the (fulldimensional) volume denoted by $\operatorname{vol}(\cdot)$.

The well-known Brunn-Minkowski inequality [Bru, Mi] states that

$$
\begin{equation*}
\operatorname{vol}(K+C)^{\frac{1}{n}} \geq \operatorname{vol}(K)^{\frac{1}{n}}+\operatorname{vol}(C)^{\frac{1}{n}} \tag{6}
\end{equation*}
$$

with equality if and only if $K$ and $C$ are homotheties of each other.
Observe that even if $\operatorname{vol}(K)=\operatorname{vol}(C)=0, \operatorname{vol}(K+C)$ can be arbitrarily big: consider, for instance, $K$ to be a segment and $C$ a line, which is orthogonal to the segment.

In particular, choosing $K=-C$ one obtains a particular variant of the inequality

$$
\begin{equation*}
\operatorname{vol}\left(\frac{K-K}{2}\right) \geq \operatorname{vol}(K) \tag{7}
\end{equation*}
$$

with equality if and only if $K$ is symmetric $[\mathbf{G r}$.
The reverse to the Brunn-Minkowski inequality (7) is the socalled Rogers and Shephard inequality [RoSh], which in case $K=-C$ states

$$
\begin{equation*}
\operatorname{vol}\left(\frac{K-K}{2}\right) \leq \frac{1}{2^{n}}\binom{2 n}{n} \operatorname{vol}(K), \tag{8}
\end{equation*}
$$

with equality if and only if $K$ is an $n$-dimensional simplex.
This is equivalent to

$$
\begin{equation*}
\operatorname{vol}\left(\frac{K-K}{2}\right) \leq \frac{(2 n-1)!!}{n!} \operatorname{vol}(K) \tag{9}
\end{equation*}
$$

Here the double factorial $(2 n-1)!!:=1 \cdot 3 \cdots \cdots(2 n-1)$.
Combining (7) and (9), we obtain

$$
\begin{equation*}
1 \leq \frac{\operatorname{vol}\left(\frac{K-K}{2}\right)}{\operatorname{vol}(K)} \leq \frac{(2 n-1)!!}{n!} \tag{10}
\end{equation*}
$$

Moreover, equality in the left inequality holds if and only if $K$ is symmetric and in the right one if and only if $K$ is an $n$-dimensional simplex.

This is the reason why the quotient

$$
\frac{\operatorname{vol}\left(\frac{K-K}{2}\right)}{\operatorname{vol}(K)}
$$

is itself a measure of asymmetry which is also known as the difference measure of symmetry (c.f. $[\mathbf{G r}, \mathrm{Ta})$ ).

An important consequence of the Brunn-Minkowski inequality is the isoperimentric inequality, which in the planar case states that among all subsets of $\mathbb{R}^{2}$ with some fixed perimeter, the disc has the greatest area. This result was known even in the ancient Greece and in $\mathbb{R}^{3}$ explains why soap bubbles are round.

Let $K \subset \mathbb{R}^{n}$ and $C$ be an Euclidean ball with an infinitely small inradius. Then (6) leads to the isoperimetric inequality in dimension $n$, which states the following.

Proposition 2.5.1. Let $K \in \mathcal{K}^{n}$ and $P(K)$ be the surface area of $K$. Then

$$
P(K) \geq n\left(\operatorname{vol}\left(\mathbb{B}_{2}\right)\right)^{\frac{1}{n}}(\operatorname{vol}(K))^{\frac{n-1}{n}} .
$$

Recently, there have been several new conjectures regarding inequalities, which involve volumes of convex bodies, based on the idea of replacing the arithmetic mean $\frac{K+C}{2}$ by other means of convex bodies $K$ and $-K$, which provides an extra motivation to study symmetrizations of convex bodies, such as, e.g., $K \cap(-K)$ or $\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ}$.

We define the constants $c(s(K)), C(s(K))$ with

$$
2 n \leq c(s(K)) \leq C(s(K)) \leq\binom{ 2 n}{n}
$$

such that for every convex body $K$ such that $1 \leq s(K) \leq n$ holds

$$
c(s(K)) \leq \frac{\operatorname{vol}(K-K)}{\operatorname{vol}(K)} \leq C(s(K)) .
$$

If $s(K)$ grows, then the difference measure of symmetry should be reasonably big, and vice-versa, and the same should hold for small values of the asymmetries. This intuition is partly verified in $\mathbf{D i}$, where it was shown slightly sharpened versions of (7) and (8) using the Minkowski asymmetry.

Indeed, if $K \in \mathcal{K}^{n}$, then

$$
\begin{equation*}
c(s(K)) \geq 2^{n}\left(1+\frac{1}{n 4^{n-1}}\left(\frac{(s(K)-1)^{n} \operatorname{vol}_{n-1}\left(\mathbb{B}_{2}^{n-1}\right)}{2^{n-1} n^{2 n} \operatorname{vol}\left(\mathbb{B}_{2}\right)}\right)^{2}\right)^{n} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
C(s(K)) \leq(1+s(K))^{n} . \tag{12}
\end{equation*}
$$

Observe that in (11) we use the notation of $\mathbb{B}_{2}^{n-1}$, since it is important to stress the dimension of the considered Euclidean ball.

Moreover, if $n-\frac{1}{4 n}<s(K)<n$, then

$$
\begin{equation*}
c(s(K)) \geq\binom{ 2 n}{n}\left(1-4 n^{2}(n-s(K))\right) \quad \text { and } \quad C(s(K)) \leq\binom{ 2 n}{n}\left(1-\frac{n-s(K)}{n^{1+50 n^{2}}}\right) . \tag{13}
\end{equation*}
$$

It is worth mentioning that (11) and (12) are especially good when $s(K)$ is close to 1 , whereas (13) is better when $s(K)$ is close to $n$.


Figure 4. The diagram show the impact of the asymmetry $s(K)$ ( $x$-axis) onto the quotient $\operatorname{vol}(K-K) / \operatorname{vol}(K)$ in the planar case. While the slightly shaded area depicts the still possible combinations between the proven boundaries, the darker grey area shows those combinations for which explicit examples can be given.
2.6. The Banach-Mazur distance. For any $K, C \in \mathcal{K}^{n}$ the Banach-Mazur distance between $K$ and $C$ is defined as

$$
d_{B M}(K, C):=\min \left\{\rho \geq 1: A(K) \subset_{t} C \subset_{t} \rho A(K) \text { with } A \text { a linear map }\right\} .
$$

Reformulating slightly, one can easily see the fundamental (yet elementary) link between the Banach-Mazur distance and the radii measures introduced before:

$$
\begin{equation*}
d_{B M}(K, C)=\min \left\{\frac{R(A(K), C)}{r(A(K), C)}: A \text { a linear map }\right\} . \tag{14}
\end{equation*}
$$

Calculating the Banach-Mazur distance between convex bodies is important in many field, e.g. in data reduction as mentioned in the introduction, or in functional analysis, where it is used as one of the most important metrics between normed spaces (see [Con]).

A major open task is to determine the maximal possible Banach-Mazur distance between any two $n$-dimensional convex sets, which is the diameter of the Banach-Mazur Compactum [TJ], i.e., finding

$$
\max \left\{d_{B M}(K, C): K, C \in \mathcal{K}_{0}^{n}\right\} .
$$

Observe that the Minkowski asymmetry $s(K)$ can be understood as the minimal distance of $K$ to the family of symmetric bodies (as already recognized in $\mathbf{G r}$ )

$$
\begin{equation*}
s(K)=\min \left\{d_{B M}(K, C): C==_{t}-C\right\} \tag{15}
\end{equation*}
$$

Very recently KoVa has shown that for every $s \in\left[\frac{7}{4}, 2\right]$ there exists $K \in \mathcal{K}^{2}$ with $s(K)=s$ such that

$$
d_{B M}(K, C)=s
$$

Moreover, since the Minkowski asymmetry is affine-invariant, we obtain from (23) that

$$
\begin{equation*}
d_{B M}(K, C) \geq \max \left\{\frac{s(K)}{s(C)}, \frac{s(C)}{s(K)}\right\} \tag{16}
\end{equation*}
$$

It directly follows from a result in [BrG3] that

$$
d_{B M}(K, C) \leq s(K) s(C),
$$

whenever $K$ is complete w.r.t. $C$, which together with (16) implies

$$
s(K)=d_{B M}(K, C),
$$

whenever $K$ is complete w.r.t. $C==_{t}-C$. Undoubtedly, John's theorem [J0] is the result with highest impact until today towards the Banach-Mazur distance.

Thus, for $K \in \mathcal{K}^{n}$ holds

$$
d_{B M}\left(K, \mathbb{B}_{2}\right) \leq n
$$

and for $K \in \mathcal{K}_{0}^{n}$

$$
d_{B M}\left(K, \mathbb{B}_{2}\right) \leq \sqrt{n} .
$$

Moreover, if both bodies $K$ and $C$ are symmetric, we have

$$
\begin{equation*}
d_{B M}(K, C) \leq n . \tag{17}
\end{equation*}
$$

Also in the case of two non-necessarily symmetric convex bodies, the upper bound $n^{2}$ obtained from John's theorem is not best possible. Indeed, so far no sequences of convex bodies $K_{n}$ and $C_{n}$ could be proven to exist, fulfilling $d_{B M}\left(K_{n}, C_{n}\right)>c n^{1+\epsilon}$, for any absolute constants $c, \epsilon>0$ for arbitrarily large $n$. Thus, it may indicate that there may exists an absolute constant $c>0$ such that $d_{B M}(K, C) \leq c n$ for any two $n$-dimensional convex bodies $K, C$.

The so far best general upper bound known is given by Rudelson $[\mathbf{R u}]$. It states

$$
\begin{equation*}
d_{B M}(K, C)<c n^{4 / 3} \log (n)^{\alpha}, \tag{18}
\end{equation*}
$$

where $c, \alpha>0$ are absolute constants.
If one allows to use $K$ and $-K$ for the coverage of $A(C)$ we arrive in a variant (and lower bound) of the Banach-Mazur distance called Grünbaum distance [Gr]:

$$
d_{G r}(K, C):=\min \left\{|\rho|: K \subset_{t} A(C) \subset_{t} \rho K \text { with } A \text { a linear map }\right\} .
$$

In GLMP it is shown through the generalized John position between $K$ and $C$ that

$$
d_{G r}(K, C) \leq n .
$$

Using the fact that $d_{G r}(K, C)=d_{B M}(K, C)$ whenever $C={ }_{t}-C$ combined with 15) now directly implies

$$
\begin{equation*}
d_{B M}(K, C) \leq n \min \{s(K), s(C)\} \tag{19}
\end{equation*}
$$

This may in general be weaker than the one of Rudelson. However, whenever the asymmetry of one of the sets is small (e.g. not depending on $n$ ), it gives the better bound.

Pukhov $\mathbf{P u}$ shows that if $K$ is an $n$-simplex then

$$
d_{B M}(K, C) \leq n+2
$$

(c.f. Perelman $\mathbf{P e}$ and Lassak $\mathbf{L a}$ ).

In [Sch1 a stability result for the simplex is derived involving the Minkowski asymmetry. It shows that for every $K, C \in \mathcal{K}^{n}$, and every $\varepsilon \in\left[0, \frac{1}{n}\right]$, such that $s(C)=n$ and $s(K)>n-\varepsilon$ it holds

$$
\begin{equation*}
d_{B M}(K, C)<1+\frac{(n+1) \varepsilon}{1-n \varepsilon} \tag{20}
\end{equation*}
$$

There are several results in the planar case. In $\mathbf{S t r}$ it is shown that in case when $K$ and $C$ are both symmetric,

$$
d_{B M}(K, C) \leq \frac{3}{2}
$$

with equality for the square and the regular hexagon.

Dropping the symmetry condition, La] shows that for $K, C \in \mathcal{K}^{n}$ holds

$$
d_{B M}(K, C) \leq 3
$$

and if $C$ is a triangle,

$$
d_{B M}(K, C) \leq \frac{5}{2}
$$

La] also conjectures that both bounds get tight for the value $1+\frac{\sqrt{5}}{2} \approx 2.118$, with equality for the triangle and the regular pentagon.

Recently, the general bound in the planar case was improved to $\frac{19-\sqrt{75}}{4} \approx 2.585$ [BPP].
Based on the results from BDG1, we observe the following. Let $C \in \mathcal{K}_{0}^{n}$ and $K \in \mathcal{K}^{n}$. Then, since $L(C)$ is symmetric, we get from the definition of the Banach-Mazur distance that

$$
d_{B M}(K, C) \leq s(K)
$$

with equality if and only if there exists a transformation $L \in G L(n)$ and $t^{1}, t^{2} \in \mathbb{R}^{n}$ such that

$$
\operatorname{conv}\left(\left(K+t^{1}\right) \cup\left(-K-t^{1}\right)\right) \subset L(C) \subset s(K)\left(\left(K+t^{2}\right) \cap\left(-K-t^{2}\right)\right)
$$

For a Minkowski concentric $K$ we now immediately obtain that all four choices

$$
C \in\left\{K \cap(-K),\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ}, \frac{K-K}{2}, \operatorname{conv}(K \cup(-K))\right\}
$$

of symmetrizations of $K$ considered in this paper fulfill

$$
d_{B M}(K, C)=s(K)
$$

and are therefore minimizers for the Banach-Mazur distance between $K$ and $\mathcal{K}_{0}^{n}$.
Observe, that based on the results from BDG1, Theorem 1.3], we also obtain bounds on the Banach-Mazur distance between different symmetrizations, such as, for instance,

$$
\begin{aligned}
& d_{B M}(K \cap(-K), \operatorname{conv}(K \cup(-K)) \leq s(K) \quad \text { or } \\
& d_{B M}\left(K \cap(-K),\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ}\right) \leq \frac{2 s(K)}{s(K)+1} .
\end{aligned}
$$

2.7. Constant width, Completeness and Pseudo-completeness. For $K, C \in \mathcal{K}^{n}$ we define $K$ to be of constant width (w.r.t. $C)$ if $D(K, C)=w(K, C)$ and (diametrically) complete (w.r.t. $C$ ) if $D\left(K^{\prime}, C\right)>D(K, C)$ for all $K^{\prime} \supset K$.

In some cases, for instance, when $C$ is the Euclidean ball or $C$ is a planar set, those two concepts are equal, but even in dimension three it is possible to find a set $C \in \mathcal{K}_{0}^{3}$ such that there exists a convex set $K$, which is complete, but not of constant width w.r.t. $C$ (see (Egg). Due to the invariance under symmetrization, completeness of $K$ w.r.t. $C$ implies completeness of $K$ w.r.t. $C-C$. However, as long as $K$ is not of constant width, $K$ complete will not imply $K-K$ complete (c.f. [BGJM]).

One should recognize that constant width always implies completeness, while the opposite is not true. In fact, constant width is equivalent to

$$
\frac{K-K}{2}=\frac{D(K, C)}{2} \cdot \frac{C-C}{2} .
$$

Constant width sets and complete bodies have been studied in numerous works, including [Gro, HMa] (in Euclidean spaces); Egg, MoSch (in general Minkowski spaces). Minkowski spaces in which all complete sets are of constant width are called perfect. Characterizing those spaces is still a major open question in convex geometry (see Egg and MoSch].

The Jung constant $j_{C}$ of the normed space induced by the gauge $C$ measures the maximal ratio between the circumradius and the diameter of arbitrary bodies in that space.

In $[\mathbf{B o}]$ and $[\mathbf{L e}]$ it is shown that for symmetric $C \in \mathcal{K}^{n}$ we have

$$
\begin{equation*}
j_{C}:=\max _{K \in \mathcal{K}^{n}} \frac{R(K, C)}{D(K, C)} \leq \frac{n}{n+1} \quad \text { and } \quad \max _{K \in \mathcal{K}^{n}} \frac{w(K, C)}{r(K, C)} \leq n+1 . \tag{21}
\end{equation*}
$$

As mentioned in Section 2, using the facts that for $K, C \in \mathcal{K}^{n}$ it holds that

$$
r(K, C)=R(C, K)^{-1} \quad \text { and } \quad D(K, C)=4 w(C, K)^{-1}
$$

these two results (21) have been unified and tightened in [BrK2] with help of the Minkowski asymmetries of $K$ and $C$ :

$$
\begin{equation*}
\frac{2 R(K, C)}{D(K, C)}=\frac{w(C, K)}{2 r(C, K)} \leq \frac{s(K)(s(C)+1)}{s(K)+1} . \tag{22}
\end{equation*}
$$

While in general $R(K, C) / r(K, C)$ can only be bounded from below by 1 (with equality iff $K$ and $C$ are homothets of each other) it is long known that for an $n$-simplex $S$ it holds

$$
\frac{R\left(S, \mathbb{B}_{2}\right)}{r\left(S, \mathbb{B}_{2}\right)} \geq n
$$

Again using the Minkowski asymmetry this inequality was generalized in BrK2 to

$$
\begin{equation*}
\frac{R(K, C)}{r(K, C)} \geq \max \left\{\frac{s(K)}{s(C)}, \frac{s(C)}{s(K)}\right\} \tag{23}
\end{equation*}
$$

The well-known concentricity inequalities states for symmetric $C$ that

$$
\begin{equation*}
w(K, C) \leq r(K, C)+R(K, C) \leq D(K, C) \tag{24}
\end{equation*}
$$

By (22) and (23), equation (24) can be extended to a whole inequality chain using $s(K)$ :

$$
\begin{equation*}
w(K, C) \leq(1+s(K)) r(K, C) \leq r(K, C)+R(K, C) \leq \frac{1+s(K)}{s(K)} R(K, C) \leq D(K, C) \tag{25}
\end{equation*}
$$

Note that the following are equivalent:

$$
\begin{align*}
(1+s(K)) r(K, C) & =\frac{1+s(K)}{s(K)} R(K, C) \\
(1+s(K)) r(K, C) & =r(K, C)+R(K, C) \\
r(K, C)+R(K, C) & =\frac{1+s(K)}{s(K)} R(K, C) \tag{26}
\end{align*}
$$

The notion of pseudo-complete sets was introduced in [BrG2] as the family of sets $K \in \mathcal{K}^{n}$ and $C \in \mathcal{K}_{0}^{n}$ that fulfill the equation

$$
r(K, C)+R(K, C)=D(K, C) .
$$

Notice that any complete set is pseudo-complete and that the opposite does not always hold [MoSch]. In BrG2] it also shown that a set is pseudo-complete if and only if there exists a circumcenter $c \in \mathbb{R}^{n}$ of $K$ w.r.t. $C \in \mathcal{K}_{0}^{n}$, such that

$$
c+(D(K, C)-R(K, C)) C \subset K .
$$

It is shown in [BrG2] that $K$ complete only implies the following equivalent facts:
(i) $r(K, C-C)+R(K, C-C)=D(K, C-C)$ and
(ii) for every incenter $c$ of $K$ w.r.t. $C-C$ it holds

$$
\begin{equation*}
K-K \subset 1 / 2 D(K, C)(C-C) \subset(s(K)+1)(K-c) \cap(-(K-c)) . \tag{27}
\end{equation*}
$$

One of the most important characterizations of completeness, the spherical intersection property $\mathbf{E g g}$, holds true only for symmetric $C$, too:

Let $K \in \mathcal{K}^{n}, C \in \mathcal{K}_{0}^{n}$ be such that $K$ complete w.r.t. $C$. Then

$$
K=\bigcap_{x \in K}(x+D(K, C) C) .
$$

It is shown in [GuK] for $C=\mathbb{B}_{2}$ and in [BrG2] for $C \in \mathcal{K}_{0}^{n}$, that the Jung constant can be expressed as follows

$$
\begin{equation*}
j_{C}=\max _{K \text { complete w.r.t. } C} \frac{s(K)}{s(K)+1} . \tag{28}
\end{equation*}
$$

For constant width sets the diameter-width-ratio is equal to one. [ $\mathbf{R i}$ ] recently has shown how big this ratio can get for complete sets.

Proposition 2.7.1. Let $K \in \mathcal{K}^{n}, C \in \mathcal{K}_{0}^{n}$ and $K$ be complete w.r.t. $C$. Then

$$
\frac{D(K, C)}{w(K, C)} \leq \frac{n+1}{2} .
$$

Moreover, this bound is sharp, if $n$ is odd, and asymptotically sharp, if $n$ is even.

We will show in the next chapter how the bound from Proposition 2.7.1 can be sharpened involving the asymmetry measure of Minkowski.

## CHAPTER 3

## Results

3.1. Summary of the first paper. First of all, we characterize optimal containment of the means of $K$ and $-K$.

Theorem 3.1.1. Let $K \in \mathcal{K}^{n}$ be Minkowski centered. Then the following are equivalent:
(i) $\alpha(K)=1$,
(ii) $\beta(K)=1$,
(iii) there exist $p,-p \in \operatorname{bd}(K)$ and two parallel halfspaces $H_{a, \rho}^{\leq}$and $H_{-a, \rho}^{\leq}$, supporting $K$ at $p$ and $-p$, respectively.

We show that in 2-space the greatest value of the Minkowski asymmetry such that the harmonic mean can be optimally contained in the arithmetic mean is the golden ratio $\varphi=\frac{1+\sqrt{5}}{2} \approx 1.61$.

Theorem 3.1.2. Let $K \in \mathcal{K}^{2}$ be Minkowski centered such that $\alpha(K)=1$.
Then $s(K) \leq \varphi$. Moreover, if $s(K)=\varphi$, there exists a non-singular linear transformation L, such that

$$
L(K)=\operatorname{conv}\left(\left\{\binom{-1}{-1},\binom{-1}{0},\binom{0}{\varphi},\binom{1}{0},\binom{1}{-1}\right\}\right)
$$

is the golden house $\mathbb{G H}$.


Figure 1. The Golden house $\mathbb{G H}$ (red) and $-\frac{1}{s(\mathbb{G} \mathbb{H})} \mathbb{G} \mathbb{H}$ (gray).
Observe that we also present a family of sets $K_{s} \in \mathcal{K}^{2}$ with $s\left(K_{s}\right)=s \in[1, \varphi]$, such that $\alpha(K)=1$, thus, showing that for any $s \in[1,2]$ there exists a Minkowski centered $K \in \mathcal{K}^{2}$ with $s(K)=s$ and $\alpha(K)=1$.

I was significantly involved in the essential phases of brainstorming and in the elaboration of all parts of the work on this paper.
3.2. Summary of the second paper. We describe the inclusions between any two symmetrizations in the reverse direction.

Theorem 3.2.1. Let $K \in \mathcal{K}^{n}$ be Minkowski centered. Then
(i) $\operatorname{conv}(K \cup(-K)) \subset^{o p t} s(K)(K \cap(-K))$,
(ii) $\operatorname{conv}(K \cup(-K)) \subset^{o p t} \frac{2 s(K)}{s(K)+1} \frac{K-K}{2}$,
(iii) $\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ} \subset^{o p t} \frac{2 s(K)}{s(K)+1}(K \cap(-K))$,
(iv) $\frac{K-K}{2} \subset$ opt $\frac{s(K)+1}{2}(K \cap(-K))$, and
(v) $\operatorname{conv}(K \cup(-K)) \subset^{\text {opt }} \frac{s(K)+1}{2}\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ}$.

Moreover, for the following containment chain always applies:
(vi) $\frac{K-K}{2} \subset \frac{s(K)+1}{2}\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ}$, and for all $s \in[1, n]$ there exists a Minkowski centered $K \in \mathcal{K}^{n}$ with $s(K)=s$, such that this containment is optimal.

As a consequence we show that for a Minkowski concentric $K$ holds that

$$
C \in\left\{K \cap(-K),\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ}, \frac{K-K}{2}, \operatorname{conv}(K \cup(-K))\right\}
$$

fulfills $d_{B M}(K, C)=s(K)$, and is therefore a minimizer for the Banach-Mazur distance between $K$ and $\mathcal{K}_{0}^{n}$.

We also show an example, for which the inclusion from Theorem 3.2.1, (vi) is not tight.
We show bounds for the parameters $\alpha(K)=R(K \cap(-K), \operatorname{conv}(K \cup(-K)))$ and $\beta(K)=$ $R\left(\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ}, \frac{K-K}{2}\right)$.

Theorem 3.2.2. Let $K \in \mathcal{K}^{n}$ be Minkowski centered with $s(K)=s$. Then

$$
\frac{2}{s+1} \leq \alpha(K) \leq 1 \quad \text { and } \quad \frac{4 s}{(s+1)^{2}} \leq \beta(K) \leq 1 .
$$

Moreover, for all $s \in[1,2]$ there exist Minkowski centered $K_{1}, K_{2} \in \mathcal{K}^{n}$ with $s\left(K_{1}\right)=$ $s\left(K_{2}\right)=s$, such that $\alpha\left(K_{1}\right)=\frac{2}{s+1}$ and $\beta\left(K_{2}\right)=\frac{4 s}{(s+1)^{2}}$.

Finally, we show upper bounds for both factors $\alpha(K)$ and $\beta(K)$ for Minkowski centered $K \in \mathcal{K}^{n}$ with $s(K) \approx n$, i.e., in case, when $K$ is almost a simplex.

We define $\psi:=\frac{(n-s+1)(s+1)}{1-(n-s)(n+s(n+1))}-n$, and $\zeta:=(n+1)\left(\left(1+\frac{s n}{s+1}\right) \frac{1+n-s}{1-n(n-s)}-n\right)$.
Theorem 3.2.3. Let $n$ be even and $C \in \mathcal{K}^{n}$ Minkowski centered with $s(C)=s$. Then
(i) $K \cap(-K) \subset \psi \frac{n}{n+1} \operatorname{conv}(K \cup(-K))$, and
(ii) $\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ} \subset \zeta \frac{n(n+2)}{(n+1)^{2}} \frac{K-K}{2}$.

Observe that we also present the parameters $\gamma_{2}=\gamma_{2}(s, n)$ and $\gamma_{3}=\gamma_{3}(s, n)$ such that $\psi \frac{n}{n+1}<1$ for all $s>\gamma_{2}$, while $\zeta \frac{n(n+2)}{(n+1)^{2}}<1$ for all $s>\gamma_{3}$. Note that for every even $n$ holds $n-\frac{1}{n}<\gamma_{2}<\gamma_{3}<n$ and $\psi=\zeta=1$ in case $s=n$.

I was significantly involved in the essential phases of brainstorming and in the elaboration of all parts of the work on this paper.
3.3. Summary of the third paper. We extend the results on the bounds for $\alpha(K)$ from Theorem 3.2.2, and now completely describe the region of all possible values for this parameter for Minkowski centered $K \in \mathcal{K}^{2}$ in dependence of the asymmetry of $K$.

Theorem 3.3.1. Let $K \in \mathcal{K}^{2}$ be Minkowski centered. Then

$$
\frac{2}{s(K)+1} \leq \alpha(K) \leq \min \left\{1, \frac{s(K)}{s(K)^{2}-1}\right\} .
$$

Moreover, for every pair $(\alpha, s)$, such that $\frac{2}{s+1} \leq \alpha \leq \min \left\{1, \frac{s}{s^{2}-1}\right\}$, there exists a Minkowski centered $K \in \mathcal{K}^{2}$, such that $s(K)=s$ and $\alpha(K)=\alpha$.


Figure 2. Region of possible values for the parameter $\alpha(K)$ for Minkowski centered $K \in \mathcal{K}^{2}$ (yellow): $\alpha(K) \geq \frac{2}{s+1}$ (blue); $\alpha(K) \leq 1$ for $s \leq \varphi$ (red), $\alpha(K) \leq \frac{s}{s^{2}-1}$ for $s \geq \varphi$ (green).

Surprisingly, we were able to describe the number of intersection points of the boundaries of a convex set $K$ and its negative $-K$, when its asymmetry is greater than the golden ratio.

Theorem 3.3.2. Let $K \in \mathcal{K}^{2}$ be Minkowski centered with $s(K) \geq \varphi$. Then the set $\operatorname{bd}(K) \cap$ $\mathrm{bd}(-K)$ consists of exactly 6 points.

However, when the asymmetry is less than the golden ratio, $\operatorname{bd}(K) \cap \mathrm{bd}(-K)$ can consist of countable or uncountable number of points, as well as of a small one.

As mentioned in Section 2, $\mathbf{R i}]$ has shown that the $\frac{D}{w}$-ratio for complete sets is bounded from above by $\frac{n+1}{2}$. We present an improved quantitative result on the $\frac{D}{w}$-ratio for pseudocomplete (and therefore, for complete) sets.

Theorem 3.3.3. Let $K \in \mathcal{K}^{n}, C \in \mathcal{K}_{0}^{n}$, $K$ be pseudo-complete w.r.t. $C$. Then

$$
\frac{D(K, C)}{w(K, C)} \leq \frac{s(K)+1}{2}
$$

Moreover, for $n>2$ odd and any $s \in[1, n]$ or for $n>2$ even and any $s \in[1, n-1]$ there exist $K \in \mathcal{K}^{2}, C \in \mathcal{K}_{0}^{2}, K$ being complete w.r.t. $C$ with $s(K)=s$, such that $\frac{D(K, C)}{w(K, C)}=\frac{s+1}{2}$.

We sharpen the bound for pseudo-complete sets from Proposition 2.7.1 using the Minkowski asymmetry measure in the planar case.

Theorem 3.3.4. Let $K \in \mathcal{K}^{2}, C \in \mathcal{K}_{0}^{2}$, $K$ be pseudo-complete w.r.t. $C$ and $s(K)=s$. Then

$$
\frac{D(K, C)}{w(K, C)} \leq \min \left\{\frac{s+1}{2}, \frac{s^{2}}{s^{2}-1}\right\} \leq 1.42
$$

Since we always have $s \leq n$ and equality holds if and only if $K$ is a $n$-simplex, Theorem 3.3.4 sharpens the bound from Proposition 2.7.1.

We show that for every pair $(\rho, s)$, with $s \in[1,2]$ and $1 \leq \rho \leq \min \left\{\frac{s+1}{2}, \frac{s}{2(s-1)}\right\}$, there exists some Minkowski centered $K$, s.t. $s(K)=s$ and a set $C$, s.t. $K$ is pseudo-complete w.r.t. $C$ and $\frac{D(K, C)}{w(K, C)}=\rho$ (c.f. Figure 3). Observe also that $\min \left\{\frac{s(K)+1}{2}, \frac{s(K)}{2(s(K)-1)}\right\} \leq$ $\frac{D(\mathbb{G H}, \mathbb{G} H \cap(-\mathbb{G H}))}{w(\mathbb{G H I}, \mathbb{G} H I \cap(-G H I))}=\frac{\varphi+1}{2} \approx 1.31$.

Finally, we show a result for pseudo-complete set in the Euclidean planar case.
Theorem 3.3.5. Let $K \in \mathcal{K}^{2}$ be pseudo-complete w.r.t. $\mathbb{B}_{2}$ and $s(K)=s$. Then

$$
\frac{D\left(K, \mathbb{B}_{2}\right)}{w\left(K, \mathbb{B}_{2}\right)} \leq \frac{D\left(\mathbb{H}, \mathbb{B}_{2}\right)}{w\left(\mathbb{H}, \mathbb{B}_{2}\right)}=\frac{s(\mathbb{H})+1}{2} \approx 1.135
$$

where $\mathbb{H}$ denotes a special construction called the hood with $s(\mathbb{H}) \approx 1.27$.


Figure 3. Region of all possible values for the diameter-width ratio for pseudo complete sets $K \in \mathcal{K}^{2}$ in dependence of $s(K): \frac{D(K, C)}{w(K, C)} \geq 1$ (blue); $\frac{D(K, C)}{w(K, C)} \leq \min \left\{\frac{s(K)+1}{2}, \frac{s(K)^{2}}{s(K)^{2}-1}\right\}$ (red). $\quad\left\{\frac{D\left(K, C_{\lambda}\right)}{w\left(K, C_{\lambda}\right)}, 0 \leq \lambda \leq 1\right\}=$ $\left[1, \min \left\{\frac{s(K)+1}{2}, \frac{s(K)}{2(s(K)-1)}\right\}\right]$ (yellow, with $\frac{s(K)}{2(s(K)-1)}$ in green).

I was significantly involved in the essential phases of brainstorming and in the elaboration of all parts of the work on this paper.

## Bibliography

[AAGJV] D. Alonso-Gutiérrez, S. Artstein-Avidan, B. González Merino, C. H. Jiménez, R. Villa, RogersShephard and local Loomis-Whitney type inequalities, Math. Ann., 1-53, 2019.
[AGJV] D. Alonso-Gutiérrez, B. González Merino, C. H. Jiménez, R. Villa, Rogers-Shephard inequality for log-concave functions, J. Funct. Anal., 271 (2016), no. 11, 3269-3299.
[AJV] D. Alonso-Gutiérrez, C.H. Jiménez, R. Villa, Brunn-Minkowski and Zhang inequalities for convolution bodies, Adv. Math., 238 (2013), 50-69.
[AGM] S. Artstein-Avidan, A. Giannopoulos, V. D. Milman, Asymptotic geometric analysis: Part 1, Mathematical surveys and monographs, AMS, 2015.
[Ball] K. Ball, Ellipsoids of maximal volume in convex bodies, Geom. Dedicata, 41 (1992), no. 2, 241-250.
[BLPS] W. Banaszczyk, A. E. Litvak, A. Pajor, S. J. Szarek, The flatness theorem for non-symmetric convex bodies via the local theory of Banach spaces, Math. of Oper. Research., 24 (1999), 728-750.
[BiGaGr] G. Bianchi, R.J. Gardner, P. Gronchi, Symmetrization in Geometry, Adv. Math., 36 (2017), 51-88.
[Bl] W. Blaschke, Eine Frage über konvexe Körper, Jahresber. Deutsch. Math.-Verein., 25 (1916), 121-125.
[Bo] F. Bohnenblust, Convex regions and projections in Minkowski spaces, Ann. of Math. 39 (1938), no. 2, 301-308.
[Bor] K. J. Böröczsky, The stability of the Rogers-Shephard inequality and some related inequalities, Adv. Math., 190 (2005), no. 1, 47-76.
[BLYZ] K. J. Böröczky, E. Lutwak, D. Yang, G. Zhang, The log-Brunn-Minkowski inequality, Adv. Math., 231 (2012), no. 3-4, 1974-1997.
[BoSz] J. Bourgain, S.J. Szarek, The BanachMazur distance to the cube and the Dvoretzky- Rogers factorization, Israel J. Math. 62 (1988), 169180.
[Bra] R. Brandenberg, A geometric inequality on volume minimal enclosing ellipsoids, in preparation.
[Bra2] R. Brandenberg, Radii of convex bodies, Ph. D. thesis, Zentrum Mathematik, Technische Universität München, 2002.
[BDG] R. Brandenberg, K. von Dichter, B. González Merino, Relating Symmetrizations of Convex Bodies: Once More the Golden Ratio, American Mathematical Monthly, 129 (2022), no. 4, 1-11.
[BDG1] R. Brandenberg, K. von Dichter, B. González Merino, Tightening and reversing the arithmeticharmonic mean inequality for symmetrizations of convex sets, Communications in Contemporary Mathematics, online ready (2022).
[BDG2] R. Brandenberg, K. von Dichter, B. González Merino, From inequalities relating symmetrizations of convex bodies to the Diameter-width ratio for complete and pseudo-complete convex sets, preprint, arXiv:2306.11460.
[BrG] R. Brandenberg, B. González Merino, A complete 3-dimensional Blaschke-Santaló diagram, Math. Ineq. Appl. 20 (2017), no. 2, 301-348.
[BrG2] R. Brandenberg, B. González Merino, The asymmetry of complete and constant width bodies in general normed spaces and the Jung constant, Israel J. Math. 218 (2017), no. 1, 489-510.
[BrG3] R. Brandenberg, B. González Merino, Minkowski concentricity and complete simplices, J. Math. Anal. Appl. 454 (2017), no. 2, 981-994.
[BGJM] R. Brandenberg, B. González Merino, T. Jahn, H. Martini, Is a complete, reduced set necessarily of constant width?, Adv. Geom. 19 (2019), no. 1, 31-40.
[BrKo] R. Brandenberg and S. König, No dimension-independent core-sets for containment under homothetics, Discrete Comput. Geom., 49 (2013), no 1, 3-21.
[BrK2] R. Brandenberg, S. König, Sharpening geometric inequalities using computable symmetry measures, Mathematika, 61 (2015), no. 3, 559-580.
[BrRo] R. Brandenberg, L. Roth, Minimal containment under homothetics. A simple cutting plane approach, Comput. Optim. Appl., 48 (2011), 325-340.
[BPP] S. Brodiuk, N. Palko, A. Prymak, On Banach-Mazur distance between planar convex bodies, Aequat. Math. 92, 993-1000 (2018). https://doi.org/10.1007/s00010-018-0565-4.
[Bru] H. Brunn, Über Ovale und Eiflächen, Inaugural Dissertation, München (1887).
[Con] J. B. Conway, A Course in Functional Analysis. Second Edition. Springer-Verlag New York Inc., New York, (1990).
[DGK] L. Danzer, B. Grünbaum, and V. Klee. Helly's theorem and its relatives. Proceedings of Symposia in Pure Mathematics, 7:101-180, 1963.
[Da] P.J. Davis, 6. Gamma function and related functions, in Abramowitz, Milton; Stegun, Irene A., Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, New York: Dover Publications, 1972.
[Di] K. von Dichter, Volume estimates via the Asymmetry Measure of Minkowski, Master Thesis (2018).
[Di1] K. von Dichter, Relating Brunn-Minkowski and Rogers-Shephard inequalities with the Minkowski asymmetry measure, Conference Paper: 2nd Croatian Combinatorial Days, 2019, DOI:10.5592/CO/CCD.2018.02.
[Egg] H. G. Eggleston, Sets of constant width in finite dimensional Banach spaces, Israel J. Math., 3 (1965), 163-172.
[Fir] W. J. Firey, Polar means of convex bodies and a dual to the Brunn-Minkowski theorem, Canad. J. Math., 13 (1961), no. 13, 444-453.
[Fir2] W. J. Firey, Mean cross-section measures of harmonic means of convex bodies, Pacific J. Math., 11(1961), 1263-1266.
[Fir3] W. J. Firey, p-means of convex bodies, Polar means of convex bodies and a dual to the BrunnMinkowski theorem, Math. Scand., 10 (1962), 17-24.
[FiMaPr] A. Figalli, F. Maggi, A. Pratelli, A refined Brunn-Minkowski inequality for convex sets, Ann. Inst. H. Poincaré Anal. Non Linéaire, 26 (2009), no. 6, 2511-2519.
[FiMaPr2] A. Figalli, F. Maggi, A. Pratelli, A mass transportation approach to quantitative isoperimetric inequalities, Invent. Math., 182 (2010), no. 1, 167-211.
[GuL] O. Guedon, A. E. Litvak, On the symmetric average of a convex body, Advances in Geometry, 11 (2011), 615-622.
[Gl] E. D. Gluskin, Diameter of the Minkowski compactum is approximately equal to n, Funct. Anal. Appl. 15 (1981), 57-58.
[GLMP] Y. Gordon, A. E. Litvak, M. Meyer, A. Pajor, John's decomposition in the general case and applications, J. Differential Geom. 68 (2004), 99-119.
[GLMP1] D. Galicer, A. E. Litvak, M. Merzbacher, D. Pinasco, On the volume ratio of projections of convex bodies, ArXiv, 2022.
[GrK] P. Gritzmann and V. Klee. Inner and outer $j$-radii of convex bodies in finite dimensional normed spaces. Discrete छ Computational Geometry, 7(1): 255-280, 1992.
[Gro] H. Groemer, On complete convex bodies, Geom. Dedicata, 20 (1986), 319-334.
[Gr] B. Grünbaum, Measures of symmetry for convex sets, Proc. Sympos. Pure Math. 7 (1963), 233-270.
[GuJ] Q. Guo, H. Jin, Asymmetry of convex bodies of constant width, Discrete Comput. Geom. 47 (2012), no. 2, 415-423.
[GuK] Q. Guo, S. Kaijser, On asymmetry of some convex bodies, Discrete Comput. Geom. 27 (2002), no. 2, 239-247.
[GoHe] B. Gonzalez Merino, M. A. Hernandez Cifre, El teorema del elipsoide de John, http://hdl.handle.net/10201/30278, Universidad de Murcia, 2009.
[Fe] H. Federer, Geometric measure theory, Die Grundlehren der mathematischen Wissenschaften, Band 153, New York: Springer-Verlag New York Inc., pp. xiv+676, 1969.
[HMa] E. Heil, H. Martini, Special convex bodies, in: Handbook of Convex Geometry (eds. P. M. Gruber and J. M. Wills), North-Holland, Amsterdam, 1993, Vol. A, pp. 347-385.
[Hel] E. Helly, Über Mengen konvexer Körper mit gemeinschaftlichen Punkten, Jahresbericht der Deutschen Mathematiker-Vereinigung, 32 (1923), 175-176.
[He] M. Henk, A generalization of Jung's theorem, Geom. Dedicata 42 (1992), no. 2, 235-240.
[HC] M. A. Hernández Cifre, Is there a planar convex set with given width, diameter, and inradius?, Amer. Math. Monthly 107 (2000), no. 10, 893-900.
[HCS] M. A. Hernández Cifre, S. Segura Gomis, The missing boundaries of the Santaló diagrams for the cases (d,w,R) and (w,R,r), Discrete Comput. Geom. 23 (2000), no. 3, 381-388.
[HCSS] M. A. Hernández Cifre, G. Salinas, S. Segura, Complete systems of inequalities, J. Inequal. Pure Appl. Math. 2 (2001), 1-12.
[HaOh] H. Hadwiger, D. Ohmann, Brunn-Minkowskischer Satz und Isoperimetrie, Math. Z., 66 (1956), no. 1, 1-8.
[JiNa] H. Jiménez, Márton Naszódi, On the extremal distance between two convex bodies., Israel Journal of Mathematics, 183(1) (2011), 103-115.
[Jo] F. John, Extremum problems with inequalities as subsidiary conditions, Studies and Essays Presented to R. Courant on his 60 th Birthday, January 8, 1948, Interscience Publishers, Inc., New York, N. Y., 1948, pp. 187-204.
[Ju] H. Jung. Über die kleinste Kugel, die eine räumliche Figur einschließt. Journal für die reine und angewandte Mathematik, 123:241-257, 1901.
[Ko1] T. Kobos, Extremal Banach-Mazur distance between a symmetric convex body and an arbitrary convex vody on the plane, Mathematika, 66 (2020), 161-177.
[Ko2] T. Kobos, Stability result for the extremal Grünbaum distance between convex bodies, Journal of Convex Analysis, 26 (2019), no. 4, 1277-1296.
[KoVa] T. Kobos, M. Varivoda, On the Banach-Mazur Distance in Small Dimensions, arXiv preprint arXiv:2305.06427, 2023.
[Kl] D. A. Klain, On the equality conditions of the Brunn-Minkowski theorem, Proc. Amer. Math. Soc., 139 (2011), no. 10, 3719-3726.
[La] M. Lassak, Approximation of convex bodies by inscribed simplices of maximum volume, Beitr. Algebra Geom. 52 (2011), no.2, 389-394.
[La1] M. Lassak, Banach-Mazur distance between convex quadrangles, Demostratio Math., 47 (2014), no. 4, 989993.
[La2] M. Lassak, Banach-Mazur distance of planar convex bodies, Aequations Math., 74 (2007), 282-285.
[Le] K. Leichtweiss, Zwei Extremalprobleme der Minkowski-Geometrie, Math. Zeitschr., 62 (1955), 37-49.
[MaMoOl] H. Martini, L. Montejano, D. Oliveros, Bodies of Constant Width: An Introduction to Convex Geometry with Applications, Birkäuser, 2019.
[MoSch] J. P. Moreno, R. Schneider, Diametrically complete sets in Minkowski spaces, Israel J. Math., 191 (2012), no.2, 701-720,
[McGu] R. J. McCann, N. Guillen, Five lectures on optimal transportation: geometry, regularity and applications. Analysis and geometry of metric measure spaces, Lecture notes of the séminaire de Mathématiques Supérieure (SMS) Montréal, 145-180, 2011.
[Mc] P. McMullen, Inequalities between intrinsic volumes, Monatsh. Math., 111 (1991), no. 1, 47-53.
[MiRo] V. Milman, L. Rotem, Non-standard constructions in convex geometry: Geometric means of convex bodies, Convexity and Concentration, Springer, New York, NY, 2017, 361-390.
[MiRo2] V. Milman, L. Rotem, Weighted geometric means of convex bodies, Contemp. Math., 733 (2019), 233-249.
[MiMiRo] E. Milman, V. Milman, L. Rotem, Reciprocals and Flowers in Convexity, Geometric Aspects of Functional Analysis. Lecture Notes in Mathematics, 2266. Springer, Cham (2020).
[Mi] H. Minkowski, Geometrie der Zahlen, Leipzig: Teubner, 1896.
[Pe] G. Ya. Perelman, On the k-radii of a convex body, Sibirsk. Mat. Zh., 28 (1987), 185-186.
[Pr] A. Prékopa, Logarithmic concave measures and functions, Acta Sci. Math., 34 (1973), no. 1, 334-343.
$[\mathrm{Pu}] \mathrm{S} . \mathrm{V}$. Pukhov, Inequalities for the Kolmogorov and Bernstein widths in Hilbert space, Math. Notes., 25 (1979),320-326.
[Ri] C. Richter, The ratios of diameter and width of reduced and of complete convex bodies in Minkowski spaces, Beitr Algebra Geom, 59 (2018), 211-220.
[RoSh] C. A. Rogers, G. C. Shephard, Convex bodies associated with a given convex body, J. Lond. Math. Soc., 1 (1958), no. 3, 270-281.
[Ru] M. Rudelson, Distance between non-symmetric convex bodies and the MM*-estimate, Positive 4 (2000), no. 2, 161-178.
[SY] J. R. Sanwine-Yager, The missing boundary of the Blaschke diagram, Amer. Math. Monthly, 96 (1989), 233-237.
[Sa] L. Santaló, Sobre los sistemas completos de desigualdades entre tres elementos de una figura convexa plana, Math. Notae 17 (1961), 82-104.
[Sch] R. Schneider, Convex bodies: the Brunn-Minkowski theory, no. 151, Cambridge university press, 2014.
[Sch1] R. Schneider, Stability for some extremal properties of the simplex, Journal of Geometry, 96(1):135148, 2009.
[So] V. Soltan, A characterization of homothetic simplices, Discr. Comput. Geom., 22 (1999), no. 2, 193-200.
[Str] W. Stromquist, The maximum distance between two-dimensional Banach spaces, Math. Scand., 48 (1981), 205-225.
[St] P. Steinhagen, Über die grösste Kugel in einer konvexen Punktmenge, Abh. Hamb. Sem. Hamburg 1 (1921), 15-26.
[TaVu] T. Tao, V.H. Vu, Additive Combinatorics, no. 105, Cambridge University Press, 2006.
[Ta] S. Taschuk, Some Inequalities in Convex Geometry, PhD Thesis, 2013.
[TK] L. Ting, J. B. Keller, Extremal convex planar sets, Discrete Comput. Geom., 33 (2005), no. 3, 369-393.
[TJ] N. Tomczak-Jaegermann, Banach-Mazur Distances and Finite-Dimensional Operator Ideals, Pitman Monographs and Surveys in Pure and Applied Mathematics 38, Longman Scientifical and Technical, New York (1989).
[Ve] R. Vershynin, Lecture notes in Geometric Functional Analysis, 2009, manuscript.

## CHAPTER 4

## Full papers

This section contains full papers of the publications which are included in this thesis. The permissions from the corresponding publishers are also included.

```
Taylor &, Francis Group pic
```


## PUBLISHING AGREEMENT

In order to ensure both the widest dissemination and protection of material published in our Journal, we require Authors to execute an author agreement in writing with Mathematical Association of America (MAA) (hereinafter 'the Society') for the rights of copyright for the Articles they contribute. This enables our Publisher, on behalf of MAA, to ensure protection against infringement.

This is an agreement under which you, the author, assign copyright in your article to the Society to allow us to publish your article, including abstract, tables, figures, data, and supplemental material hosted by us, as the Version of Record (VoR) in the Journal for the full period of copyright throughout the world, in all forms and all media, subject to the Terms \& Conditions below.

| Article (the "Article") entitled: Relating Symmetrizations of Convex Bodies: Once More the Golden Ratio |  |
| :--- | :--- |
| Article DOI: | $10.1080 / 00029890.2022 .2043113$ |
| Author(s): | Katherina von Dichter, Rene Brandenberg, Bernardo Gonzalez Merino |
| To publish in the Journal: | The American Mathematical Monthly |
| Journal ISSN: | $1930-0972$ |

## STATEMENT OF ORIGINAL COPYRIGHT OWNERSHIP / CONDITIONS

In consideration of the publication of the Article, you hereby grant with full title guarantee all rights of copyright and related rights in the above specified Article as the Version of Scholarly Record which is intended for publication in all forms and all media (whether known at this time or developed at any time in the future) throughout the world, in all languages, for the full term of copyright, to take effect if and when the Article is accepted for publication in the Journal.

## ASSIGNMENT OF PUBLISHING RIGHTS

I hereby assign the Society with full title guarantee all rights of copyright and related publishing rights in my article, in all forms and all media (whether known at this time or developed at any time in the future) throughout the world, in all languages, where our rights include but are not limited to the right to translate, create adaptations, extracts, or derivative works and to sub-license such rights, for the full term of copyright (including all renewals and extensions of that term), to take effect if and when the article is accepted for publication. If a statement of government or corporate ownership appears above, that statement modifies this assignment as described.

I confirm that I have read and accept the full Terms \& Conditions below including my author warranties, and have read and agree to comply with the Journal's policies on peer review and publishing ethics.

Signed and dated: Katherina von Dichter, 23 February 2022 12:53 (UTC Europe/London)
Mathematical Association of America, 23 February 2022 12:53 (UTC Europe/London)

## THIS FORM WILL BE RETAINED BY THE PUBLISHER.

## ASSIGNMENT OF COPYRIGHT: TERMS \& CONDITIONS

## DEFINITION

1. Your article is defined as comprising (a) your Accepted Manuscript (AM) in its final form; (b) the final, definitive, and citable Version of Record (VoR) including the abstract, text, bibliography, and all accompanying tables, illustrations, data, and media; and (c) any supplemental material hosted by Taylor \& Francis and/or the Society. This assignment and these Terms \& Conditions constitute the entire agreement and the sole understanding between you and us ('agreement'); no amendment, addendum, or other communication will be taken into account when interpreting your and our rights and obligations under this agreement, unless amended by a written document signed by both of us.

## TAYLOR \&FRANCIS' RESPONSIBILITIES

2. If deemed acceptable by the Editors of the Journal, we shall prepare and publish your article in the Journal. We may post your accepted manuscript in advance of the formal publication of the VoR. We reserve the right to make such editorial changes as may be necessary to make the article suitable for publication, or as we reasonably consider necessary to avoid infringing third-party rights or breaching any laws; and we reserve the right not to proceed with publication for whatever reason.
3. Taylor \& Francis will deposit your Accepted Manuscript (AM) to any designated institutional repository including PubMedCentral (PMC) with which Taylor \& Francis has an article deposit agreement; see 4 iv (a) below.

## RIGHTS RETAINED BY YOU AS AUTHOR

4. These rights are personal to you, and your co-authors, and cannot be transferred by you to anyone else. Without prejudice to your rights as author set out below, you undertake that the fully reference-linked Version of Record (VOR) will not be published elsewhere without our prior written consent. You assert and retain the following rights as author(s):
i. The right to be identified as the author of your article, whenever and wherever the article is published, as defined in US Law 94-553 (Copyright Act) and, so far as is legally possible, any corresponding rights we may have in any territory of the world.
ii. The right to retain patent rights, trademark rights, or rights to any process, product or procedure described in your article.
iii. The right to post and maintain at any time the Author's Original Manuscript (AOM; your manuscript in its original and unrefereed form; a 'preprint').
iv. The right to post at any time after publication of the VoR your AM (your manuscript in its revised after peer review and accepted for publication form; a 'postprint') as a digital file on your own personal or departmental website, provided that you do not use the VoR published by us, and that you include any amendments or deletions or warnings relating to the article issued or published by us; and with the acknowledgement: 'The Version of Record of this manuscript has been published and is available in <JOURNAL TITLE> <date of publication> http://www.tandfonline.com/<Article DOI>.'
a. Please note that embargoes apply with respect to posting the AM to an institutional or subject repository. For further information, please see our list of journals with applicable embargo periods: $\underline{\text { PDF }} \mid \underline{\text { Excel. For the avoidance of doubt, you are }}$ not permitted to post the final published paper, the VoR published by us, to any site, unless it has been published as Open Access on our website.
b. If, following publication, you or your funder pay an Article Publishing Charge for retrospective Open Access publication, you may then opt for one of three licenses: CC BY, CC BY-NC, or CC BY-NC-ND; if you do not respond, we shall assign a CC BY licence. All rights in the article will revert to you as author.
v. The right to share with colleagues copies of the article in its published form as supplied to you by Taylor \& Francis as a digital eprint or printed reprint on a non-commercial basis.
vi. The right to make printed copies of all or part of the article on a non-commercial basis for use by you for lecture or classroom purposes provided that such copies are not offered for sale or distributed in any systematic way, and provided that acknowledgement to prior publication in the Journal is given.
vii. The right, if the article has been produced within the scope of your employment, for your employer to use all or part of the article internally within the institution or company on a non-commercial basis provided that acknowledgement to prior publication in the Journal is given.
viii. The right to include the article in a thesis or dissertation that is not to be published commercially, provided that acknowledgement to prior publication in the Journal is given.
ix. The right to present the article at a meeting or conference and to distribute printed copies of the article to the delegates attending the meeting provided that this is not for commercial purposes and provided that acknowledgement to prior publication in the Journal is given.
x. The right to use the article in its published form in whole or in part without revision or modification in personal compilations, or other publications of your own work, provided that acknowledgement to prior publication in the Journal is given.
xi. The right to expand your article into book-length form for publication provided that acknowledgement to prior publication in the Journal is made explicit (see below). Where permission is sought to re-use an article in a book chapter or edited collection on a commercial basis a fee will be due, payable by the publisher of the new work. Where you as the author of the article have had the lead role in the new work (i.e., you are the author of the new work or the editor of the edited collection), fees will be waived. Acknowledgement to prior publication in the Journal should be made explicit (see below):

Acknowledgement: This <chapter or book> is derived in part from an article published in <JOURNAL TITLE> <date of publication> <copyright <the Society>, available online: http://www.tandfonline.com/<Article DOI>

If you wish to use your article in a way that is not permitted by this agreement, please contact permissionrequest @tandf.co.uk

## WARRANTIES MADE BY YOU AS AUTHOR

5. You warrant that:
i. All persons who have a reasonable claim to authorship are named in the article as co-authors including yourself, and you have not fabricated or misappropriated anyone's identity, including your own.
ii. You have been authorized by all such co-authors to sign this agreement as agent on their behalf, and to agree on their behalf the priority of the assertion of copyright and the order of names in the publication of the article.
iii. The article is your original work, apart from any permitted third-party copyright material you include, and does not infringe any intellectual property rights of any other person or entity and cannot be construed as plagiarizing any other published work, including your own published work.
iv. The article is not currently under submission to, nor is under consideration by, nor has been accepted by any other journal or publication, nor has been previously published by any other journal or publication, nor has been assigned or licensed by you to any third party.
v. The article contains no content that is abusive, defamatory, libelous, obscene, fraudulent, nor in any way infringes the rights of others, nor is in any other way unlawful or in violation of applicable laws.
vi. Research reported in the article has been conducted in an ethical and responsible manner, in full compliance with all relevant codes of experimentation and legislation. All articles which report in vivo experiments or clinical trials on humans or animals must include a written statement in the Methods section that such work was conducted with the formal approval of the local human subject or animal care committees, and that clinical trials have been registered as applicable legislation requires.
vii. Any patient, service user, or participant (or that person's parent or legal guardian) in any research or clinical experiment or study who is described in the article has given written consent to the inclusion of material, text or image, pertaining to themselves, and that they acknowledge that they cannot be identified via the article and that you have anonymized them and that you do not identify them in any way. Where such a person is deceased, you warrant you have obtained the written consent of the deceased person's family or estate.
viii. You have complied with all mandatory laboratory health and safety procedures in the course of conducting any experimental work reported in your article; your article contains all appropriate warnings concerning any specific and particular hazards that may be involved in carrying out experiments or procedures described in the article or involved in instructions, materials, or formulae in the article; your article includes explicitly relevant safety precautions; and cites, if an accepted Standard or Code of Practice is relevant, a reference to the relevant Standard or Code.
ix. You have acknowledged all sources of research funding, as required by your research funder, and disclosed any financial interest or benefit you have arising from the direct applications of your research.
x. You have obtained the necessary written permission to include material in your article that is owned and held in copyright by a third party, which shall include but is not limited to any proprietary text, illustration, table, or other material, including data, audio, video, film stills, screenshots, musical notation and any supplemental material.
xi. You have read and complied with our policy on publishing ethics.
xii. You have read and complied with the Journal's Instructions for Authors.
xiii. You have read and complied with our guide on peer review.
xiv. You will keep us and our affiliates indemnified in full against all loss, damages, injury, costs and expenses (including legal and other professional fees and expenses) awarded against or incurred or paid by us as a result of your breach of the warranties given in this agreement.
$x v$. You consent to allowing us to use your article for marketing and promotional purposes.

## GOVERNING LAW

6. This agreement (and any dispute, proceeding, claim or controversy in relation to it) is subject to US copyright laws.

# Relating Symmetrizations of Convex Bodies: Once More the Golden Ratio 

René Brandenberg, Katherina von Dichter \& Bernardo González Merino

To cite this article: René Brandenberg, Katherina von Dichter \& Bernardo González Merino (2022) Relating Symmetrizations of Convex Bodies: Once More the Golden Ratio, The American Mathematical Monthly, 129:4, 352-362, DOI: 10.1080/00029890.2022.2043113

To link to this article: https://doi.org/10.1080/00029890.2022.2043113


Published online: 29 Mar 2022.
$\qquad$
Article views: 269


View related articles $\square$

View Crossmark data $\square^{\top}$

# Relating Symmetrizations of Convex Bodies: Once More the Golden Ratio 

René Brandenberg, Katherina von Dichter, and Bernardo González Merino


#### Abstract

Similar to the arithmetic-harmonic mean inequality for numbers, the harmonic mean of two convex sets $K$ and $C$ is always contained in their arithmetic mean. The harmonic and arithmetic means of $C$ and $-C$ define two different symmetrizations of $C$, each keeping some useful properties of the original set. We investigate the relations of such symmetrizations, involving a suitable measure of asymmetry-the Minkowski asymmetry, which, besides other advantages, is polynomial time computable for (reasonably given) polytopes. The Minkowski asymmetry measures the minimal dilatation factor needed to cover a set $C$ by a translate of its negative. Its values range between 1 and the dimension $\operatorname{dim}(C)$ of $C$, attaining 1 if and only if $C$ is symmetric and $\operatorname{dim}(C)$ if and only if $C$ is a simplex. Restricting to planar compact, convex sets, positioned so that the translation in the definition of the Minkowski asymmetry is 0 , we show that if the asymmetry of $C$ is greater than the golden ratio $(1+\sqrt{5}) / 2 \approx 1.618$, then the harmonic mean of $C$ and $-C$ is a subset of a dilatate of their arithmetic mean with a dilatation factor strictly less than 1 ; and for any asymmetry less than the golden ratio, there exists a set $C$ with the given asymmetry value, such that the considered dilatation factor cannot be less than 1 .


The golden ratio $\varphi=(1+\sqrt{5}) / 2 \approx 1.618$ has a history of 2400 years and wide roots in mathematics, music, architecture, biology, and philosophy (see, e.g., [16]). It was first studied by the ancient Greeks because of its frequent appearance in geometry. For example, if one considers a regular pentagon of edge-length 1 , its diagonals have length $\varphi$. No wonder that the regular pentagram was the Pythagorean symbol [16]. The first known definition is given in Euclid's Elements, II.11: "If a straight line is cut in extreme and mean ratio, then as the whole line is to the greater segment, the greater is to the lesser segment." Expressed algebraically, this transfers to the (probably) bestknown definition of the golden ratio:

$$
\begin{equation*}
\text { if } a>b>0 \text { such that } \frac{a+b}{a}=\frac{a}{b}, \quad \text { then } \quad \frac{a}{b}=\varphi . \tag{1}
\end{equation*}
$$

Among the fundamental inequalities in mathematics, a special place is reserved for the arithmetic-geometric-harmonic mean inequality, which in the two-argument case, together with the minimum and maximum, states that

$$
\begin{equation*}
\min \{a, b\} \leq\left(\frac{a^{-1}+b^{-1}}{2}\right)^{-1} \leq \sqrt{a b} \leq \frac{a+b}{2} \leq \max \{a, b\} \tag{2}
\end{equation*}
$$

for any real numbers $a, b>0$ (see $[\mathbf{1 3}, \mathbf{2 1}]$ ). We may identify means of numbers with means of segments by associating $a, b>0$ with $[-a, a]$ and $[-b, b]$. By doing so we identify, e.g., the arithmetic mean of $a$ and $b$ with the segment $\left[-\frac{1}{2}(a+b), \frac{1}{2}(a+b)\right]=: \frac{1}{2}([-a, a]+[-b, b])$. In this way means of convex bodies can be introduced.

[^0]Let $\mathcal{K}^{n}$ denote the set of convex bodies, i.e., full-dimensional compact convex sets in $\mathbb{R}^{n}$. For $X \subset \mathbb{R}^{n}$ let $\operatorname{conv}(X)$ (respectively, $\operatorname{pos}(X)$ or $\left.\operatorname{aff}(X)\right)$ be the convex hull (respectively, positive hull or affine hull) of $X$, i.e., the smallest convex set in $\mathbb{R}^{n}$ (respectively, convex cone or affine subspace) containing $X$. A line segment is the convex hull of a two-point set $\{x, y\} \subset \mathbb{R}^{n}$, which we denote by $[x, y]$. For any $K, C \subset$ $\mathbb{R}^{n}, \rho \in \mathbb{R}$, let $K+C=\{a+b: a \in K, b \in C\}$ be the Minkowski sum of $K, C$ and $\rho C=\{\rho x: x \in C\}$ the $\rho$-dilatation of $C$. We abbreviate $(-1) C$ by $-C$.

Now, the arithmetic mean of compact convex bodies $K$ and $C$ is defined by $\frac{1}{2}(K+$ $C$ ), the minimum by $K \cap C$, and the maximum by $\operatorname{conv}(K \cup C)$. For any $K \in \mathcal{K}^{n}$ let $K^{\circ}=\left\{a \in \mathbb{R}^{n}: a^{T} x \leq 1, x \in K\right\}$ be the polar of $K$. Since the polarity can be regarded as the higher-dimensional replacement of the inversion operation $x \rightarrow 1 / x$ (see [17]), the harmonic mean of $K$ and $C$ is defined by $\left(\frac{1}{2}\left(K^{\circ}+C^{\circ}\right)\right)^{\circ}$. The geometric mean has been extended in several ways (see [4] or [17]); thus it would need a separate, more involved treatment, which is the reason why we focus on the four other means here. The study of means of convex bodies started in the 1960s [8-10], but there also exist several recent papers $[17,18,19]$.

Probably the most essential result of Firey is the extension of the harmonicarithmetic mean inequality from positive numbers to convex bodies containing 0 in their interior in [8]. Moreover, one can easily show that Firey's inequality again may be extended involving the minimum and maximum:

Proposition 1. For all $K, C \in \mathcal{K}^{n}$ with 0 in their interior we have

$$
\begin{equation*}
K \cap C \subset\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ} \subset \frac{K+C}{2} \subset \operatorname{conv}(K \cup C) \tag{3}
\end{equation*}
$$

Let us mention an application given in [11]. For two positive definite symmetric matrices $A, B \in \mathbb{R}^{n \times n}$ we denote by $A \succcurlyeq B$ if $A-B$ is also positive definite. Moreover, $A \succcurlyeq B$ is strict if $A-B$ is not a zero matrix. Since means of ellipsoids correspond to combinations of the corresponding matrices, (3) also results in a (generalized) harmonic-arithmetic mean inequality:

$$
(1-\lambda) A+\lambda B \succcurlyeq\left((1-\lambda) A^{-1}+\lambda B^{-1}\right)^{-1}
$$

for any $\lambda \in[0,1]$. This inequality is strict, except of the trivial cases $A=B$ or $\lambda \in$ $\{0,1\}$.

Moreover, the well-known Brunn-Minkowski determinantal inequality [14]

$$
((1-\lambda) \operatorname{det}(A)+\lambda \operatorname{det}(B))^{\frac{1}{n}} \geq \operatorname{det}((1-\lambda) A)^{\frac{1}{n}}+\operatorname{det}(\lambda B)^{\frac{1}{n}}
$$

can be further developed using the means of convex bodies as follows [11]: Let $k \in$ $\{1, \ldots, n\}$ and $|A|_{k}$ denote the product of the $k$ greatest eigenvalues of $A$; then

$$
\left|(1-\lambda) A^{-1}+\lambda B^{-1}\right|_{k}^{-\frac{1}{k}} \leq\left((1-\lambda)|A|_{k}^{-\frac{1}{k}}+\lambda|B|_{k}^{-\frac{1}{k}}\right)^{-1} .
$$

For any $K, C \in \mathcal{K}^{n}$ we say that $K$ is optimally contained in $C$, and denote it by $K \subset \subset^{\text {opt }} C$, if $K \subset C$ and $K \not \subset t+\rho C$ for any $0 \leq \rho<1$ and $t \in \mathbb{R}^{n}$. If $C=t-C$ for some $t \in \mathbb{R}^{n}$, we say $C$ is symmetric, and if $C=-C$, we say $C$ is 0 -symmetric. The family of 0 -symmetric convex bodies is denoted $\mathcal{K}_{0}^{n}$. By $T \in \mathcal{K}^{n}$ we denote a regular simplex with (bary-)center 0.

The goal of this article is to consider optimal containments of means of $C$ and $-C$ of a convex body $C$, i.e., symmetrizations of $C$. These kinds of symmetrizations are used
frequently in convex geometry, e.g., as extreme cases of a variety of geometric inequalities. Consider, e.g., the Bohnenblust inequality [3], which bounds from above the ratio of the circumradius $\left(\min _{x \in \mathbb{R}^{n}} \max _{y \in K}|x-y|\right)$ and the diameter $\left(\max _{x, y \in K}|x-y|\right)$ of convex bodies for general norms $|\cdot|$ by $n /(n+1)$, and for which equality is reached in spaces with $T \cap(-T)$ or $\frac{1}{2}(T-T)$ as the unit ball [7].

Or consider the characterization of normed spaces in which $C$ is complete or reduced, if the unit ball is sandwiched between suitable rescalings of two different means of $C$ and $-C$ [6, Propositions 3.5-3.10].

Also, well-known geometric inequalities have been re-investigated, replacing one mean by another. Consider, e.g., the Rogers-Shephard-type inequalities, which bound the ratio of the products of the volumes of the maximum and harmonic (respectively, arithmetic) means of $K$ and $C$ with the product of their volumes [1,2,20].

Notice that for any $C \in \mathcal{K}^{n}$ we have

$$
C \cap(-C) \subset^{o p t}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \quad \text { and } \quad \frac{C-C}{2} \subset^{o p t} \operatorname{conv}(C \cup(-C))
$$

Moreover,

$$
\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset^{o p t} \frac{C-C}{2}
$$

is also possible, i.e., all containments in (3) may be optimal at the same time even for nonsymmetric $C$. In particular, if $T \in \mathcal{K}^{3}$ is a regular simplex with center 0 , then we have the nice situation that the four means are a cross polytope (minimum), a rhombic dodecahedron (harmonic mean), a cuboctahedron (arithmetic mean), and a cube (maximum), such that even the cross polytope is optimally contained in the cube.

However, in the planar case, optimal containment of the harmonic mean of $T$ and $-T$ in their arithmetic mean for an equilateral triangle $T$ implies that the center of the triangle cannot be 0 . In contrast, for the equilateral triangle $T \subset \mathbb{R}^{2}$ with center 0 , we have

$$
\left(\frac{T^{\circ}-T^{\circ}}{2}\right)^{\circ} \subset^{o p t} \frac{8}{9} \cdot \frac{T-T}{2} \quad \text { and } \quad T \cap(-T) \subset^{o p t} \frac{2}{3} \cdot \operatorname{conv}(T \cup(-T))
$$

Clearly, symmetrizations of a symmetric $C$ should coincide with $C$, which is always true for the arithmetic mean of $C$ and $-C$, but for the other means, which we consider, this holds only if 0 is the center of symmetry of $C$. This indicates the need to fix a meaningful center for every convex body first and then concentrate on translates with that center at 0 .

Since we want to investigate the optimality of the inequality chain (3) in dependence of asymmetry, we will introduce one of the most common asymmetry measures, which is best suited to our purposes, and choose the center definition matching it. The Minkowski asymmetry of $C$ is defined by $s(C):=\inf \{\rho>0: C-c \subset \rho(c-C), c \in$ $\left.\mathbb{R}^{n}\right\}[12]$ and a Minkowski center of $C$ is any $c \in \mathbb{R}^{n}$ such that $C-c \subset s(C)(c-C)$ [5]. Moreover, if $c=0$ is a Minkowski center, we say $C$ is Minkowski centered. Note that $s(C) \in[1, n]$ for $C \in \mathcal{K}^{n}$, where $s(C)=1$ if and only if $C$ is centrally symmetric, while $s(C)=n$ if and only if $C$ is an $n$-dimensional simplex [12]. Moreover, the Minkowski asymmetry $s: \mathcal{K}^{n} \rightarrow[1, n]$ is continuous with respect to the Hausdorff metric (see $[\mathbf{1 2 , 2 1}]$ for some basic properties) and invariant under nonsingular affine transformations.

The main contribution of this article is that the golden ratio is the largest asymmetry such that (3) can be optimal in the planar case.

Theorem 2. Let $C \in \mathcal{K}^{2}$ be Minkowski centered such that

$$
\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset^{o p t} \frac{C-C}{2} ;
$$

then $s(C) \leq \varphi$. Moreover, if $s(C)=\varphi$, then there exists a nonsingular linear transformation $L$ such that $L(C)=\mathbb{G} \mathbb{H}:=\operatorname{conv}\left(\left\{p^{1}, \ldots, p^{5}\right\}\right)$, where $p^{1}=(-1,-1)^{T}$, $p^{2}=(-1,0)^{T}, p^{3}=(0, \varphi)^{T}, p^{4}=(1,0)^{T}, p^{5}=(1,-1)^{T}$ form the golden house.



Figure 1. Left: $\mathbb{G H}$ (red), $-s(\mathbb{G H}) \mathbb{G H}$ (blue), and parallel supporting halfspaces in $p^{2}$ and $p^{4}=-p^{2}$ (dashed). Right: $\operatorname{conv}(\mathbb{G H} \cup(-\mathbb{G} \mathbb{H}))$ (orange), $\frac{1}{2}(\mathbb{G H}-\mathbb{G} \mathbb{H})$ (red), $\left(\frac{1}{2}\left(\mathbb{G} \mathbb{H}^{\circ}+(-\mathbb{G} \mathbb{H})^{\circ}\right)\right)^{\circ}$ (violet), and $\mathbb{G} \mathbb{H} \cap(-\mathbb{G} \mathbb{H})$ (blue). The golden house and its symmetrizations.

The important facts about the construction of the golden house are the following:

1. $p^{2}=-p^{4}$;
2. $\left\|p^{2}-p^{3}\right\|=\left\|p^{4}-p^{3}\right\|$;
3. $\operatorname{conv}\left(\left\{p^{1},-s(\mathbb{G H}) p^{3}, p^{5}\right\}\right)$ and $\operatorname{conv}\left(\left\{p^{2}, p^{3}, p^{4}\right\}\right)$ are similar up to reflection.

Let $g:=\left[p^{1}, p^{5}\right] \cap\left[p^{3},-s(\mathbb{G H}) p^{3}\right], \alpha:=\left\|p^{3}-g\right\|$, and $\beta:=\left\|p^{3}\right\|$. Then we have on the one hand

$$
\begin{equation*}
s(\mathbb{G H})=\frac{\left\|-s(\mathbb{G} \mathbb{H}) p^{3}\right\|}{\left\|p^{3}\right\|}=\frac{\left\|p^{3}-g\right\|}{\left\|p^{3}\right\|}=\frac{\alpha}{\beta}, \tag{4}
\end{equation*}
$$

and on the other hand

$$
\begin{equation*}
s(\mathbb{G} \mathbb{H})=\frac{\left\|-s(\mathbb{G} \mathbb{H}) p^{3}-p^{3}\right\|}{\left\|p^{3}-g\right\|}=\frac{\alpha+\beta}{\alpha} . \tag{5}
\end{equation*}
$$

Combining (4) and (5) we see that $s(\mathbb{G} \mathbb{H})=\varphi$ (see Left in Figure 1).
To the best of our knowledge, this is the first explicit mention of a set with the properties of the golden house. Theorem 3 demonstrates that items 1 and 2 above suffice to show that, in the case of the golden house (and its negative), optimal containment is reached in (3) throughout the full chain (see Right in Figure 1). Even more: from Theorem 3 it directly follows that the minimum is optimally contained in the maximum.

For any $C \in \mathcal{K}^{n}$ let $\operatorname{bd}(C)$ be the boundary of $C$ and for any $a \in \mathbb{R}^{n} \backslash\{0\}$ and $\rho \in \mathbb{R}$, let $H_{a, \rho}^{\leq}=\left\{x \in \mathbb{R}^{n}: a^{T} x \leq \rho\right\}$ denote a halfspace. We say that the halfspace $H_{a, \rho}^{\leq}$supports $C \in \mathcal{K}^{n}$ at $q \in C$ if $C \subset H_{a, \rho}^{\leq}$and $q \in \operatorname{bd}\left(H_{a, \rho}^{\leq}\right)$.

Theorem 3. Let $C \in \mathcal{K}^{n}$ be Minkowski centered. Then the following are equivalent:

1. $C \cap(-C) \subset^{\text {opt }} \operatorname{conv}(C \cup(-C))$;
2. $\left.\left(\frac{1}{2}\left(C^{\circ}-C^{\circ}\right)\right)\right)^{\circ} \subset^{\text {opt }} \frac{1}{2}(C-C)$;
3. there exist $p,-p \in \operatorname{bd}(C)$, parallel halfspaces $H_{a, \rho}^{\leq}$and $H_{-a, \rho}^{\leq}$supporting $C$ at $p$ and $-p$, respectively.

Let us mention that for any regular Minkowski centered $(2 n+1)$-gon $P$, the vertices of $-\frac{1}{s(P)} P$ are the midpoints of the edges of $P$. Hence, they obviously do not satisfy part (iii) of Theorem 3. By letting $n$ grow, we see that there exist Minkowski centered $C \in \mathcal{K}^{2}$ with $s(C)$ arbitrary close to 1 such that not all containments in the inequality chain (3) are optimal for $C$. Furthermore, one may observe that a Minkowski centered regular pentagon has asymmetry $2 / \varphi \approx 1.236<\varphi$.

1. CHARACTERIZATIONS OF OPTIMAL CONTAINMENT. Let us first collect some simple set identities under affine transformations.

Lemma 4. Let $K, C \in \mathcal{K}^{n}$ and $A$ be a nonsingular affine transformation. Then

$$
\begin{gathered}
A(K) \cap A(C)=A(K \cap C), \\
\left(\left((A(K))^{\circ}-(A(C))^{\circ}\right) / 2\right)^{\circ}=A\left(\left(K^{\circ}-C^{\circ}\right) / 2\right)^{\circ}, \\
(A(K)+A(C)) / 2=A((K+C) / 2), \\
\operatorname{conv}(A(K) \cup(A(C))=A(\operatorname{conv}(K \cup C)) .
\end{gathered}
$$

The following proposition characterizes the optimal containment $K \subset^{\text {opt }} C$ between two convex sets $K, C \in \mathcal{K}^{n}$ in terms of common boundary points and corresponding supporting halfspaces (see [7, Theorem 2.3]).

Proposition 5. Let $K, C \in \mathcal{K}^{n}$ and $K \subset C$. Then the following are equivalent:

1. $K \subset{ }^{o p t} C$;
2. There exist $k \in\{2, \ldots, n+1\}$, $p^{j} \in K \cap \mathrm{bd}(C)$, $a^{j}$ outer normals of supporting halfspaces of $K$ and $C$ at $p^{j}, j=1, \ldots, k$, such that $0 \in \operatorname{conv}\left(\left\{a^{1}, \ldots, a^{k}\right\}\right)$.
Moreover, in case that $K, C \in \mathcal{K}_{0}^{n}$, items 1,2 are equivalent to $K \cap \operatorname{bd}(C) \neq \emptyset$.
Lemma 4 together with Proposition 5 obviously yield the following corollary.
Corollary 6. Let $C \in \mathcal{K}^{n}$ and let $L$ be a nonsingular linear transformation. Then
3. $C$ is Minkowski centered if and only if $L(C)$ is Minkowski centered.
4. $C \cap(-C) \subset^{\text {opt }} \operatorname{conv}(C \cup(-C))$ if and only if $L(C) \cap L(-C) \subset^{\text {opt }}$ $\operatorname{conv}(L(C) \cup L(-C))$.

Let us now add a proposition that is a result of Klee [15] reduced to the twodimensional case.

Proposition 7. Let $P, C \in \mathcal{K}^{2}$, where $P$ is a polygon and $C$ is 0 -symmetric, such that $P \subset^{\text {opt }} C$. Then $0 \in P$.

Taking the two preceding propositions together we obtain the corollary below.

Corollary 8. Let $C \in \mathcal{K}^{2}$ be Minkowski centered, but not 0 -symmetric. Then there exist $p^{1}, p^{2}, p^{3} \in \operatorname{bd}(C) \cap(-s(C) \operatorname{bd}(C))$ such that $0 \in \operatorname{conv}\left(\left\{p^{1}, p^{2}, p^{3}\right\}\right)$.

Proof. Let us first mention that the existence of two or three such touching points of $\operatorname{bd}(C) \cap(-s(C) \operatorname{bd}(C))$ is a direct consequence of Proposition 5, and if it were only two it would follow that $s(C)=1$.

Now let $S$ be the intersection of the three common supporting halfspaces of $C$ and $-s(C) C$ at the points $p^{i}, i=1,2,3$. In addition, $C$ (together with $-1 / s(C) C$ ) is also supported in $1 / s(C) p^{i}$ by halfspaces with outer normals being the negatives of the outer normals of the starting three. Hence, we obtain that $\operatorname{conv}\left(\left\{p^{1}, p^{2}, p^{3}\right\}\right)$ is optimally contained in the minimum $S \cap(-S)$ of $S$ and $-S$ and therefore, by Proposition 7 , that $0 \in \operatorname{conv}\left(\left\{p^{1}, p^{2}, p^{3}\right\}\right)$.

Proof of Theorem 3. (1) $\Rightarrow(2)$ : This part of the proof follows directly from Proposition 1.
$(2) \Rightarrow(3)$ : Assuming that $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} C^{\text {opt }} \frac{C-C}{2}$, we obtain from Proposition 5 that there exists a common boundary point $p$ of the two sets. Let $\rho_{1}, \rho_{2}>0$ be the smallest factors such that $\frac{1}{\rho_{1}} p \in \operatorname{bd}(C)$ and $\frac{1}{\rho_{2}} p \in \operatorname{bd}(-C)$, respectively. On the one hand, this implies

$$
\frac{1}{2}\left(\frac{1}{\rho_{1}}+\frac{1}{\rho_{2}}\right) p \in \frac{C-C}{2}
$$

and since $p \in \operatorname{bd}\left(\frac{C-C}{2}\right)$, we have that

$$
\begin{equation*}
1 \leq\left(\frac{1}{2}\left(\frac{1}{\rho_{1}}+\frac{1}{\rho_{2}}\right)\right)^{-1} \tag{6}
\end{equation*}
$$

On the other hand, from $\frac{1}{\rho_{1}} p \in \operatorname{bd}(C)$ it follows that $C^{\circ} \subset\left\{a \in \mathbb{R}^{n}: a^{T} p \leq \rho_{1}\right\}$ and that there exists some $a^{1} \in \operatorname{bd}\left(C^{\circ}\right)$ such that $\left(a^{1}\right)^{T} p=\rho_{1}$. Similarly, we obtain $-C^{\circ} \subset\left\{a \in \mathbb{R}^{n}: a^{T} p \leq \rho_{2}\right\}$ and the existence of $a^{2} \in \operatorname{bd}\left(-C^{\circ}\right)$ such that $\left(a^{2}\right)^{T} p=\rho_{2}$. Hence, $\frac{1}{2}\left(C^{\circ}-C^{\circ}\right) \subset\left\{a \in \mathbb{R}^{n}: a^{T} p \leq \frac{1}{2}\left(\rho_{1}+\rho_{2}\right)\right\}$ and $\frac{1}{2}\left(a^{1}+a^{2}\right) \in$ bd $\left(\frac{1}{2}\left(C^{\circ}-C^{\circ}\right)\right)$ with $\frac{1}{2}\left(a^{1}+a^{2}\right)^{T} p=\frac{1}{2}\left(\rho_{1}+\rho_{2}\right)$. This means

$$
\frac{2}{\rho_{1}+\rho_{2}} p \in \operatorname{bd}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}
$$

which by the fact that $p \in \operatorname{bd}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$ implies

$$
\begin{equation*}
\frac{2}{\rho_{1}+\rho_{2}}=1 \tag{7}
\end{equation*}
$$

Combining (6) and (7), we obtain that the arithmetic mean is not greater than the harmonic mean of $\rho_{1}$ and $\rho_{2}$, thus $\rho_{1}=\rho_{2}=1$. This proves $p \in C \cap(-C)$.

Finally, let $H_{a, \rho}^{\leq}$be a supporting half space of $(C-C) / 2$ at $p$ and assume that $H_{a, \rho}^{\leq}$does not support $C$. Hence there would exist some $q \in C$ with $a^{T} q>\rho$. Now, since $p \in-C$, we obtain $(p+q) / 2 \in(C-C) / 2$, which, because of $a^{T}\left(\frac{p+q}{2}\right)>\rho$, contradicts the fact that $(C-C) / 2 \subset H_{a, \rho}^{\leq}$. This proves that $C \subset H_{a, \rho}^{\leq}$and analogously one obtains $-C \subset H_{a, \rho}^{\leq}$. However, the convexity of halfspaces now implies $\operatorname{conv}(C \cup(-C)) \subset H_{a, \rho}^{\leq}$, which shows that condition 3 is satisfied.
$(3) \Rightarrow(1)$ : Assuming that $C$ is supported by $H_{a, \rho}^{\leq}, H_{-a, \rho}^{\leq}$at $p,-p$, respectively, the same holds for $-C$. Hence, we have $p,-p \in C \cap(-C)$ and $\operatorname{conv}(C \cup(-C))$
is supported by $H_{a, \rho}^{\leq}, H_{-a, \rho}^{\leq}$at $p,-p$, respectively. By Proposition 5 this means that $C \cap(-C) \subset^{o p t} \operatorname{conv}(C \cup(-C))$.

## 2. THE MAIN RESULT.

Proof of Theorem 2. Let $C \in \mathcal{K}^{2}$ be Minkowski centered, with $s:=s(C)>1$, such that

$$
\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset^{o p t} \frac{C-C}{2}
$$

By Theorem 3 this optimality condition is equivalent to $C \cap(-C) \subset^{\text {opt }} \operatorname{conv}(C \cup$ $(-C))$ and to the existence of $-p, p \in \operatorname{bd}(-s C)$, as well as parallel halfplanes $-H, H$ supporting $-s C$ at $-p$ and $p$, respectively. Since $C$ is Minkowski centered, we have $C \subset^{\text {opt }}-s C$ and therefore by Proposition 5 we obtain the existence of $k \in\{2,3\}$, $q^{1}, \ldots, q^{k} \in \operatorname{bd}(C) \cap \operatorname{bd}(-s C)$ and outer normals of supporting halfplanes $a^{1}, \ldots, a^{k}$ with $0 \in \operatorname{conv}\left(\left\{a^{1}, \ldots, a^{k}\right\}\right)$. Moreover, from $s>1$ it easily follows that $k=3$.

It cannot be that $\pm p \notin\left\{q^{1}, q^{2}, q^{3}\right\}$. Otherwise, let, e.g., $q^{2}=p$. Then we have $q^{2} \in C \cap \mathrm{bd}(-s C)$ and thus $-s p=-s q^{2} \in \operatorname{bd}(-s C)$, which would imply $s(C)=1$.

By Corollary 8 we have $0 \in \operatorname{conv}\left(\left\{q^{1}, q^{2}, q^{3}\right\}\right)$. Hence, we can assume without loss of generality that $q^{1}$ is located is on one side, while $q^{2}, q^{3}$ are on the other side of the line $\operatorname{aff}(\{-p, p\})$, and moreover even that $-p \in \operatorname{pos}\left\{q^{1}, q^{3}\right\}$ and $p \in \operatorname{pos}\left\{q^{1}, q^{2}\right\}$. Observe that the lines $\operatorname{aff}\left(\left\{-p, q^{3}\right\}\right)$ and $\operatorname{aff}\left(\left\{p, q^{2}\right\}\right)$ intersect in some point $d^{1}$. Otherwise, we would have $q^{3} \in \operatorname{bd}(-H)$ and $q^{2} \in \operatorname{bd}(H)$ and therefore $\left[q^{3},-p\right],\left[q^{2}, p\right] \subset \operatorname{bd}(-s C)$. This would imply that the segment $\left[-\frac{1}{s} q^{2},-\frac{1}{s} p\right]$, which is parallel to $\left[q^{3},-p\right]$, belongs to $\operatorname{bd}(C) \cap \operatorname{int}(-s C)$. Together with $q^{1} \in \operatorname{bd}(C)$ and $s>1$, this would contradict the convexity of $C$.

We choose $d^{2} \in \operatorname{bd}(-H), d^{3} \in \operatorname{bd}(H)$ such that $q^{1} \in\left[d^{2}, d^{3}\right]$ and $\left[d^{2}, d^{3}\right]$ is parallel to $\left[q^{2}, q^{3}\right]$.

Let us first prove that

$$
\begin{equation*}
-s q^{1} \in \operatorname{conv}\left(\left\{q^{2}, q^{3}, d^{1}\right\}\right) \tag{8}
\end{equation*}
$$

Since $0 \in \operatorname{conv}\left(\left\{q^{1}, q^{2}, q^{3}\right\}\right)$, we have $-s q^{1} \in \operatorname{pos}\left(\left\{q^{2}, q^{3}\right\}\right)$. Thus using the fact that $q^{2}, q^{3},-s q^{1} \in \operatorname{bd}(-s C)$, the convexity of $-s C$ implies that $-s q^{1} \in$ $\operatorname{conv}\left(\left\{q^{2}, q^{3}, d^{1}\right\}\right)$.

The next fact we want to see is

$$
\begin{equation*}
-s q^{3} \in \operatorname{conv}\left(\left\{p, q^{1}, d^{3}\right\}\right) \tag{9}
\end{equation*}
$$

To see this, remember that $-H$ supports $-s C$ at $-p$. Moreover, directly from $-p \in$ $\operatorname{pos}\left(\left\{q^{1}, q^{3}\right\}\right)$ we obtain $-s q^{3} \in \operatorname{pos}\left(\left\{p, q^{1}\right\}\right)$. Now, since $p, q^{1},-s q^{3} \in \operatorname{bd}(-s C)$, the convexity of $-s C$ implies $-s q^{3} \notin \operatorname{int}\left(\operatorname{conv}\left(\left\{0, p, q^{1}\right\}\right)\right)$. Collecting the facts that $q^{1},-s q^{2},-s q^{3} \in \operatorname{bd}(-s C), q^{1} \in \operatorname{pos}\left(\left\{-s q^{2},-s q^{3}\right\}\right)$, and the parallelism of $\left[-s q^{2},-s q^{3}\right]$ and $\left[d^{2}, d^{3}\right]$, we obtain $-s q^{3} \in \operatorname{conv}\left(\left\{p, q^{1}, d^{3}\right\}\right)$.

Similarly to (9), one may prove

$$
\begin{equation*}
-s q^{2} \in \operatorname{conv}\left(\left\{-p, q^{1}, d^{2}\right\}\right) \tag{10}
\end{equation*}
$$

See Figure 2 for an illustration of the construction and the validness of (8)-(10).
Our goal in the following is to determine the greatest possible $s$ such that $C \cap(-C) \subset^{\text {opt }} \operatorname{conv}(C \cup(-C))$ is still satisfied. We say that the points $q^{1}, q^{2}, q^{3}$ present a valid situation if they satisfy conditions (8), (9), and (10). We make the


Figure 2. Construction used in the proof of Theorem 2.
following changes to $q^{1}, q^{2}, q^{3}$, so that after each step (see Figure 3), we still have a valid situation for the given asymmetry $s$ :

1. Replace $q^{2}$ (respectively, $q^{3}$ ) by the point in $\left[q^{2}, p\right]$ (respectively, $\left[q^{3},-p\right]$ ) such that $-s q^{2} \in-H$ (respectively, $-s q^{3} \in H$ ). Since $s>1, q^{2}$ belongs in the strip between $H$ and $-H$, and $-s p$ belongs outside the same strip and is closer to $-H$ than to $H$, we have that $-s\left[q^{2}, p\right]=\left[-s q^{2},-s p\right]$ intersects $-H$ at a point $-s \widetilde{q}^{2}$. Let us replace $q^{2}$ by $\widetilde{q}^{2}$.
2. Replace $q^{1}$ by $\mu q^{1}$, for some $\mu<1$, such that $\mu q^{1} \in\left[-s q^{2},-s q^{3}\right]$.
3. Substitute $q^{1}$ by $-\gamma d^{1} \in\left[-s q^{2},-s q^{3}\right]$, for some $\gamma>0$.

Recognize that $s \gamma d^{1}=-s q^{1} \in \operatorname{conv}\left(\left\{d^{1}, q^{2}, q^{3}\right\}\right)$ implies $s \gamma \leq 1$.
Now we can study the maximal possible value for $s$, which means we want to characterize the situation in which $s$ becomes maximal such that $s \gamma \leq 1$. Thus we need to know the explicit value of $\gamma$ (depending on $s$ ).

To do so, after a suitable linear transformation, suppose that $p=(1,0)$, and $H$ and $-H$ are vertical lines (perpendicular to $[-p, p]$ ). Because of step 1 above we may furthermore assume that $q^{2}=(1 / s,-a)^{T}$ and $q^{3}=(-1 / s,-1)^{T}$ for some $a \in(0,1]$. Now we need the coordinates of $d^{1}$, which is the intersection of the lines aff $\left\{p, q^{2}\right\}$ and $\operatorname{aff}\left\{-p, q^{3}\right\}$. We obtain

$$
d_{2}^{1}=-\frac{1}{1-\frac{1}{s}}\left(d_{1}^{1}+1\right) \quad \text { and } \quad d_{2}^{1}=\frac{a}{1-\frac{1}{s}}\left(d_{1}^{1}-1\right)
$$

resulting in

$$
d^{1}=\left(\frac{a-1}{a+1}, \frac{-2 a}{\left(1-\frac{1}{s}\right)(a+1)}\right)^{T}
$$



Figure 3. Construction used in the proof of Theorem 2 after applying the transformation described in steps $1-3$ obtaining the new valid situation.

Now we compute $\gamma$ such that condition (3) is satisfied, i.e.,

$$
-\gamma d^{1} \in\left[-s q^{2},-s q^{3}\right]=\left[(-1, s a)^{T},(1, s)^{T}\right] .
$$

Hence, for some $\lambda \in[0,1]$, we have

$$
\begin{aligned}
-\gamma\left(\frac{a-1}{a+1}, \frac{-2 a}{(1-1 / s)(a+1)}\right) & =(1-\lambda)(-1, s a)^{T}+\lambda(1, s)^{T} \\
& =(-1+2 \lambda, s((1-\lambda) a+\lambda))^{T}
\end{aligned}
$$

and it is easy to check that this implies

$$
\gamma=\frac{(s-1)(a+1)^{2}}{4 a-(s-1)(a-1)^{2}} .
$$

Thus the problem of finding the maximal $s$ under the condition $s \gamma \leq 1$ may be rewritten as

$$
\max s, \text { such that } \frac{s(s-1)(a+1)^{2}}{4 a-(s-1)(a-1)^{2}} \leq 1
$$

The above condition is easily rewritten as

$$
\left(s^{2}-1\right)(a+1)^{2}-4 a s \leq 0
$$

We are interested in the maximum $s$, i.e., in the larger of the two roots of the equation $\left(s^{2}-1\right)(a+1)^{2}-4 a s=0$, which is

$$
s=\frac{2 a}{(a+1)^{2}}+\sqrt{1+\frac{4 a^{2}}{(a+1)^{4}}}=: h(a),
$$

$a \in(0,1]$. Hence, the maximum of $s$ coincides with the maximum of $h(a)$ with $a \in$ $(0,1]$. It is straightforward to verify that $h(a)$ is increasing in $(0,1]$, and thus we can conclude that

$$
\max s=\max _{a \in(0,1]} h(a)=h(1)=\frac{1+\sqrt{5}}{2}=\varphi
$$

Now, note that equality holds if and only if $a=1, \gamma=\varphi-1$, and $d^{1}=$ $(0,-\varphi /(\varphi-1))^{T}$. Moreover, in the extreme case we have $\varphi \gamma=1$, which is true if and only if $-\varphi q^{1}=d^{1}, q^{2}=(1 / \varphi,-1)^{T}$, and $q^{3}=(-1 / \varphi,-1)^{T}$. Since $q^{2} \in$ $\operatorname{bd}(-\varphi C) \cap\left[d^{1}, p\right]$, we have $\left[d^{1}, p\right] \subset \operatorname{bd}(-\varphi C)$. The same reasoning with $q^{3}$ replacing $q^{2}$ shows that $\left[d^{1},-p\right] \subset \operatorname{bd}(-\varphi C)$. Moreover, $q^{1}=(0,1 /(\varphi-1))^{T}=-\gamma d^{1} \in$ $\left[-\varphi q^{2},-\varphi q^{3}\right]$. Thus $q^{1} \in \operatorname{bd}(-\varphi C)$ implies $\left[-\varphi q^{2},-\varphi q^{3}\right] \subset \operatorname{bd}(-\varphi C)$. Since it is also clear that $\left[p,-\varphi q^{3}\right],\left[-p,-\varphi q^{2}\right] \subset \operatorname{bd}(-\varphi C)$, we obtain a complete description of the boundary of $-\varphi C$, thus proving

$$
-\varphi C=\operatorname{conv}\left(\left\{d^{1}, \pm p,-\varphi q^{2},-\varphi q^{3}\right\}\right)
$$

Finally, since $\varphi=1 /(\varphi-1)$, we obtain

$$
C=\operatorname{conv}\left(\left\{\left(0, \frac{1}{\varphi-1}\right)^{T},\left( \pm \frac{1}{\varphi}, 0\right)^{T},\left( \pm \frac{1}{\varphi},-1\right)^{T}\right\}\right)=\left(\begin{array}{cc}
\frac{1}{\varphi} & 0 \\
0 & 1
\end{array}\right) \mathbb{G} \mathbb{H}
$$

which concludes the proof of our theorem.

Remark. For every $s \in[1, \varphi]$ there exists $C \in \mathcal{K}^{2}$, Minkowski centered with $s(C)=$ $s$, such that

$$
C \cap(-C) \subset^{o p t} \operatorname{conv}(C \cup(-C)
$$

To see this, we perform a symmetrization process: making a hexagon from the pentagon $\mathbb{G} \mathbb{H}$ by adding the point $(0,-\tau)^{T}$ for $\tau \in\left[1, \varphi^{2}\right]$ and translating the whole set in the direction of $(1,0)^{T}$ such that it is Minkowski centered again. In this way we obtain a continuously monotonely shrinking Minkowski asymmetry with growing $\tau$, ending in a 0 -symmetric hexagon when $\tau=\varphi^{2}$, while keeping property 3 of Theorem 3 true.
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# TIGHTENING AND REVERSING THE ARITHMETIC-HARMONIC MEAN INEQUALITY FOR SYMMETRIZATIONS OF CONVEX SETS 

RENÉ BRANDENBERG, KATHERINA VON DICHTER, AND BERNARDO GONZÁLEZ MERINO


#### Abstract

This paper deals with four symmetrizations of a convex set $C$ : the intersection, the harmonic and the arithmetic mean, and the convex hull of $C$ and $-C$. A well-known result of Firey shows that those means build up a subset-chain in the given order. On the one hand, we determine the dilatation factors, depending on the asymmetry of $C$, to reverse the containments between any of those symmetrizations. On the other hand, we tighten the relations proven by Firey and show a stability result concerning those factors near the simplex


## 1. Introduction and Notation

The arithmetic-geometric-harmonic mean inequality together with minimum and maximum (which can be seen as the extreme means) states in the two-argument case

$$
\begin{equation*}
\min \{a, b\} \leq\left(\frac{a^{-1}+b^{-1}}{2}\right)^{-1} \leq \sqrt{a b} \leq \frac{a+b}{2} \leq \max \{a, b\} \tag{1}
\end{equation*}
$$

for any $a, b>0$, with equality in any/all of the inequalities if and only if $a=b$ (see [HLP, Sch]).

For any $X \subset \mathbb{R}^{n}$ let $\operatorname{conv}(X)$ denote the convex hull, i.e., the smallest convex set containing $X$. A segment is the convex hull of $\{x, y\} \subset \mathbb{R}^{n}$, which we abbreviate by $[x, y]$. For any $X, Y \subset \mathbb{R}^{n}, \rho \in \mathbb{R}$ let $X+Y=\{x+y: x \in X, y \in Y\}$ be the Minkowski sum of $X, Y$ and $\rho X=\{\rho x: x \in X\}$ the $\rho$-dilatation of $X$. We abbreviate $(-1) X$ by $-X$. The family of all (convex) bodies (compact convex sets) is denoted by $\mathcal{K}^{n}$ and for any $C \in \mathcal{K}^{n}$ we write $C^{\circ}=\left\{a \in \mathbb{R}^{n}: a^{T} x \leq 1, x \in C\right\}$ for the polar of $C$.

All the means above can be generalized for convex sets. One may identify means of numbers by means of segments via associating $a, b>0$ with $[-a, a]$ and $[-b, b]$. Thus, e.g., the arithmetic mean of $a$ and $b$ is identified with $\left[-\frac{1}{2}(a+b), \frac{1}{2}(a+b)\right]=\frac{1}{2}([-a, a]+[-b, b])$. In general, the arithmetic mean of $K, C \in \mathcal{K}^{n}$ is defined by $\frac{1}{2}(K+C)$, the minimum by $K \cap C$, and the maximum by $\operatorname{conv}(K \cup C)$. Since polarity can be regarded as the higherdimensional counterpart of the inversion operation $x \mapsto 1 / x$ (cf. [MR]), the harmonic mean

[^1]of $K$ and $C$ is defined by $\left(\frac{1}{2}\left(K^{\circ}+C^{\circ}\right)\right)^{\circ}$. The geometric mean has been extended in several ways (cf. [BLYZ] or [MR]). It would need a separate, more involved treatment. Here we focus only on the four other means. The study of means of convex bodies has been started by Firey in the 1960's [Fi, Fi2, Fi3], but there also exist several recent papers (see, e.g., [MR, MR2, MMR]).

Perphaps the most essential result of Firey is the extension of the harmonic-arithmetic mean inequality from positive numbers to convex bodies with 0 in their interior in [Fi] (see [MR] for a nice and short proof). Moreover, Firey's inequality may again be extended involving minimum and maximum.

Proposition 1.1. Let $C, K \in \mathcal{K}^{n}$ with 0 in their interior. Then

$$
\begin{equation*}
K \cap C \subset\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ} \subset \frac{K+C}{2} \subset \operatorname{conv}(K \cup C), \tag{2}
\end{equation*}
$$

with equality between any of the means if and only if $K=C$.
In the following we analyze sharpness of the set-containment inequalities with respect to optimal containment (instead of equality of sets): For any $C, K \in \mathcal{K}^{n}$ we say $K$ is optimally contained in $C$, and denote it by $K \subset{ }^{o p t} C$, if $K \subset C$ and $K \not \subset \rho C+t$ for any $\rho \in[0,1)$ and $t \in \mathbb{R}^{n}$. For $C_{1}, \ldots, C_{k} \in \mathcal{K}^{n}$ we say $C_{1} \subset \ldots \subset C_{k}$ is left-to-right optimal, if $C_{1} \subset^{o p t} C_{k}$.

The starting point of our investigation is the following generalization of [BDG, Theorem 1.3] for arbitrary convex sets with 0 in their interior.

Theorem 1.2. Let $C, K \in \mathcal{K}^{n}$ with 0 in their interior. Then

$$
K \cap C \subset^{o p t} \operatorname{conv}(K \cup C) \Longleftrightarrow\left(\frac{1}{2}\left(K^{\circ}+C^{\circ}\right)\right)^{\circ} \subset^{o p t} \frac{1}{2}(K+C)
$$

Note that Theorem 1.2 implies that left-to-right optimality in (2) depends solely on the optimal containment of the harmonic in the arithmetic mean.

If $C=-C+t$ for some $t \in \mathbb{R}^{n}$, we say $C$ is symmetric, and if $C=-C$, we say $C$ is 0 -symmetric. The family of 0 -symmetric convex bodies is denoted by $\mathcal{K}_{0}^{n}$.

A special focus in our study lies on optimal containments of means of $C$ and $-C$ of a convex body $C$, which are all symmetrizations of $C$. Symmetrizations are frequently used in convex geometry, e.g., as extreme cases of a variety of geometric inequalities. Consider, e.g., the Bohnenblust inequality [Bo], which bounds the ratio of the circumradius and the diameter of convex bodies in arbitrary normed spaces. The equality case in this inequality is reached in normed spaces with $S \cap(-S)$ or $\frac{1}{2}(S-S)$ as their unit balls [BK], where $S$ denotes an $n$-simplex with barycenter 0 . These means also appear in characterizations of spaces, for which $C$ is complete or reduced [BGJM, Prop. 3.5-3.10]. We provide more motivation for considering optimal containments between symmetrizations of $C$ in the Appendix.

A major part of this paper is devoted to a better understanding of the optimal containments between those symmetrizations depending on the asymmetry of the initial body. We
naturally require all symmetrizations of an already symmetric $C$ to coincide with $C$ up to translations. This is always true for the arithmetic mean $\frac{1}{2}(C-C)$, but 0 has to be the center of symmetry in case of the other three considered means. This indicates the need of fixing a meaningful center for every convex body. The most common choice of an asymmetry measure and a corresponding center are the Minkowski asymmetry of $C \in \mathcal{K}^{n}$, which is defined by

$$
s(C):=\inf \left\{\rho>0: C-c \subset \rho(c-C), c \in \mathbb{R}^{n}\right\}
$$

and the (not necessarily unique) Minkowski center of $C$, which is any $c \in \mathbb{R}^{n}$ fulfilling $C-c \subset s(C)(c-C)[\mathrm{Gr}, \mathrm{BG} 2]$. If 0 is a Minkowski center, we say $C$ is Minkowski centered.

Note that, if $C$ is not a singleton, $s(C) \in[1, n]$, with $s(C)=1$ if and only if $C$ is symmetric, and $s(C)=n$ if and only if $C$ is an $n$-dimensional simplex [Gr]. Moreover, the Minkowski asymmetry $s: \mathcal{K}^{n} \rightarrow[1, n]$ is continuous w.r.t. the Hausdorff metric (see [Gr], [Sch] for some basic properties) and invariant under non-singular affine transformations. We believe that the Minkowski asymmetry is most suitable for studying optimal containments and consequently focus on Minkowski centered convex sets.

The classical norm relations $\|x\|_{\infty} \leq\|x\|_{2} \leq\|x\|_{1}$ with $x \in \mathbb{R}^{n}$ can be naturally reversed by the inequalities $\|x\|_{1} \leq \sqrt{n}\|x\|_{2} \leq n\|x\|_{\infty}$, which both transfer to left-to-right optimal containments between the corresponding unit ball of these $\ell_{p}$-spaces. Defining the gauge function of a general $C \in \mathcal{K}^{n}$ in $x$ by $\|x\|_{C}=\inf \{\rho>0: x \in \rho C\}$ one may consider the gauge functions induced by the means of $K$ and $C$. Doing so, (2) can be read as

$$
\begin{equation*}
\|x\|_{\operatorname{conv}(K \cup C)} \leq\|x\|_{\frac{K+C}{2}} \leq\|x\|_{\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ}} \leq\|x\|_{K \cap C} . \tag{3}
\end{equation*}
$$

In order to reverse this chain of inequalities, we need to provide a chain of (optimal) inclusions, which is reverse to (2). This is not possible in general, since the needed scaling factors of the reverse inclusions cannot always be bounded. However, assuming Minkowski centeredness of the considered body, this problem can be fixed.

Theorem 1.3. Let $C \in \mathcal{K}^{n}$ be Minkowski centered. Then
(i) $\operatorname{conv}(C \cup(-C)) \subset^{o p t} s(C)(C \cap(-C))$,
(ii) $\operatorname{conv}(C \cup(-C)) \subset^{\text {opt }} \frac{2 s(C)}{s(C)+1} \frac{C-C}{2}$,
(iii) $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset^{\text {opt }} \frac{2 s(C)}{s(C)+1}(C \cap(-C))$,
(iv) $\frac{C-C}{2} \subset{ }^{\text {opt }} \frac{s(C)+1}{2}(C \cap(-C))$, and
(v) $\operatorname{conv}(C \cup(-C)) \subset^{\text {opt }} \frac{s(C)+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$.

Moreover,
(vi) $\frac{C-C}{2} \subset \frac{s(C)+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$, and
for all $s \in[1, n]$ there exists a Minkowski centered $C \in \mathcal{K}^{n}$ with $s(C)=s$, such that this containment is optimal.

After the proof of Theorem 1.3 we also provide an example that shows that the containment in Part (vi) above may not be optimal and derive a lower bound for the minimal dilatation factor needed for this covering.

The following containment chains are a direct consequence of Theorem 1.3.
Corollary 1.4. Let $C \in \mathcal{K}^{n}$ be Minkowski centered. Then the following containment chains are both left-to-right optimal:
(i) $\operatorname{conv}(C \cup(-C)) \subset \frac{s(C)+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset s(C)(C \cap(-C))$, and
(ii) $\operatorname{conv}(C \cup(-C)) \subset \frac{2 s(C)}{s(C)+1} \frac{C-C}{2} \subset s(C)(C \cap(-C))$.

Moreover, the following two containment chains always apply:
(iii) $\frac{C-C}{2} \subset \operatorname{conv}(C \cup(-C)) \subset \frac{s(C)+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$,
(iv) $\frac{C-C}{2} \subset \frac{s(C)+1}{2} C \cap(-C) \subset \frac{s(C)+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$, and
for all $s \in[1, n]$ there exist $C \in \mathcal{K}^{n}$ with $s(C)=s$, for which they are left-to-right optimal.

Based on this corollary, one obtains, e.g., that the following reverse inequality chain of $(3)$ is sharp w.r.t. $s(C)$ :

$$
\|x\|_{C \cap(-C)} \leq \frac{s(C)+1}{2}\|x\|_{\frac{C-C}{2}} \leq s(C)\|x\|_{\operatorname{conv}(C \cup(-C))} .
$$

In Lemma 3.1 we show that two of the containments of symmetrizations in forward direction are always optimal:

$$
\frac{C-C}{2} \subset^{o p t} \operatorname{conv}(C \cup(-C)) \quad \text { and } \quad C \cap(-C) \subset^{o p t}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} .
$$

Using Proposition 1.2, we see that (2) may be left-to-right optimal even for non-symmetric $C$. In particular, consider a regular Minkowski centered simplex $S \in \mathcal{K}^{3}$, whose four means are an octahedron (minimum), a rhombic dodecahedron (harmonic mean), a cube octahedron (arithmetic mean), and a cube (maximum). They build a left-to-right optimal chain of containments (see Figure 1). This property remains true for the four symmetrizations of a regular Minkowski centered simplex in any odd dimension.

In contrast, for a regular Minkowski centered simplex $S$ in even dimensions we show in Lemma 3.2 that

$$
S \cap(-S) \subset^{o p t} \frac{n}{n+1} \operatorname{conv}(S \cup(-S)) \quad \text { and } \quad\left(\frac{S^{\circ}-S^{\circ}}{2}\right)^{\circ} \subset^{o p t} \frac{n(n+2)}{(n+1)^{2}} \frac{S-S}{2} .
$$

Concerning the above, we proceed with a stability result. First we introduce several parameters depending on $n \in \mathbb{N}, n \geq 2$ and $s \in[1, n]$, which we need throughout the upcoming results.


Figure 1. Symmetrizations of a regular simplex $S \subset \mathbb{R}^{3}: S \cap(-S)$ an octahedron (convex hull of black points), $\left(\frac{S^{\circ}-S^{\circ}}{2}\right)^{\circ}$ a rhombic dodecahedron (yellow), $\left(\frac{S-S}{2}\right)$ a cube-octahedron (blue), and $\operatorname{conv}(S \cup(-S))$ a cube (red).

$$
\begin{aligned}
\psi & :=\psi(n, s):=\frac{(n-s+1)(s+1)}{1-(n-s)(n+s(n+1))}-n, \\
\zeta & :=\zeta(n, s)=(n+1)\left(\left(1+\frac{s n}{s+1}\right) \frac{1+n-s}{1-n(n-s)}-n\right), \\
\gamma_{1} & :=\gamma_{1}(n):=\frac{1}{2}(n-1+\sqrt{(n-2) n+5}), \\
\gamma_{2} & :=\gamma_{2}(n):=\frac{n^{4}+n^{3}+2 n^{2}+\sqrt{\delta_{2}}}{2\left(n^{3}+2 n^{2}+3 n+1\right)}, \\
\gamma_{3} & :=\gamma_{3}(n):=\frac{n^{5}+2 n^{4}+2 n^{3}+2 n^{2}-2 n-1+\sqrt{\delta_{3}}}{2 n\left(n^{3}+3 n^{2}+4 n+3\right)}, \\
\delta_{2} & :=\delta_{2}(n):=n^{8}+6 n^{7}+17 n^{6}+28 n^{5}+28 n^{4}+12 n^{3}-4 n^{2}-12 n-4, \\
\delta_{3} & :=\delta_{3}(n):=n^{10}+8 n^{9}+28 n^{8}+56 n^{7}+72 n^{6}+66 n^{5}+44 n^{4}+16 n^{3}-4 n^{2}-8 n+1 .
\end{aligned}
$$

One can check that for every even $n$ holds $n-\frac{1}{n}<\gamma_{2}<\gamma_{3}<n$ and $\psi=\zeta=1$ in case $s=n$. Moreover, we will see that $\psi \frac{n}{n+1}<1$ for all $s>\gamma_{2}$, while $\zeta \frac{n(n+2)}{(n+1)^{2}}<1$ for all $s>\gamma_{3}$.

Theorem 1.5. Let $n$ be even and $C \in \mathcal{K}^{n}$ Minkowski centered with $s(C)=s$. Then
(i) $C \cap(-C) \subset \psi \frac{n}{n+1} \operatorname{conv}(C \cup(-C))$, if $s \geq \gamma_{2}(n)$, and
(ii) $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset \zeta \frac{n(n+2)}{(n+1)^{2}} \frac{C-C}{2}$, if $s \geq \gamma_{3}(n)$.

Whenever (2) is left-to-right optimal for some Minkowski centered convex body $C$ there also exists a series of Minkowski centered convex bodies with any smaller asymmetry providing a left-to-right optimality for the full chain (see Lemma 3.4). Thus, we aim to determine the smallest number $\gamma(n) \in[n-1, n]$ such that $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$ is not optimally contained in $\frac{C-C}{2}$ for every Minkowski centered $C \in \mathcal{K}^{n}$ with $s(C)>\gamma(n)$, and call this value the asymmetry threshold of means. Notice that [BDG, Theorem 1.2] already shows that $\gamma(2)=\frac{1+\sqrt{5}}{2}=: \varphi$ is the golden ratio. Moreover, from Part (i) of Lemma 3.2 below we directly get $\gamma(n)=n$, whenever $n$ is odd.

We present a result on the asymmetry threshold for arbitrary even dimension.
Theorem 1.6. Let $n$ be even. Then

$$
n-1<\gamma_{1}(n) \leq \gamma(n) \leq \gamma_{2}(n)<n .
$$

One may recognize the following: it is well-known that the golden ratio can be obtained from solving the equation $\frac{a+b}{a}=\frac{a}{b}$ with $a>b>0$, and it is also $\gamma(2)$. However, one can similarily obtain the values of $\gamma_{1}$ from solving the equation $\frac{(n-1) a+b}{a}=\frac{a}{b}$, and therefore may consider the values of $\gamma_{1}$ as a generalized golden ratio.

The asymmetry threshold provides us with a lower bound for the values of $s$ such that (2) cannot be left-to-right optimal. In the following we go one step further and determine the possible values for the contraction factors $\alpha(C)$ and $\beta(C)$ for which the minimum is optimally contained in the according contraction of the maximum and for which the harmonic mean is optimally contained in the contraction of the arithmetic mean, respectively.

Let $C \in \mathcal{K}^{n}$ and $\alpha(C)>0$ be such that $C \cap(-C) \subset^{\text {opt }} \alpha(C) \operatorname{conv}(C \cup(-C))$. For $s \in[1, n]$ we define

$$
\begin{aligned}
& \alpha_{1}(s):=\inf \left\{\alpha(C): C \in \mathcal{K}^{n} \text { Minkowski centered, } s(C)=s\right\} \quad \text { and } \\
& \alpha_{2}(s):=\sup \left\{\alpha(C): C \in \mathcal{K}^{n} \text { Minkowski centered, } s(C)=s\right\} .
\end{aligned}
$$

Similarly, let $\beta(C)>0$ be such that $\left.\left(\frac{1}{2}\left(C^{\circ}-C^{\circ}\right)\right)\right)^{\circ} \subset^{\text {opt }} \beta(C) \frac{1}{2}(C-C)$. Then

$$
\begin{aligned}
& \beta_{1}(s):=\inf \left\{\beta(C): C \in \mathcal{K}^{n} \text { Minkowski centered, } s(C)=s\right\} \quad \text { and } \\
& \beta_{2}(s):=\sup \left\{\beta(C): C \in \mathcal{K}^{n} \text { Minkowski centered, } s(C)=s\right\} .
\end{aligned}
$$

Theorem 1.7. Let $C \in \mathcal{K}^{n}$ be Minkowski centered with $s(C)=s$. Then
a) (i) $\alpha_{1}(s) \geq \frac{2}{s+1}$, with equality at least for $s \leq 2$.
(ii) $\alpha_{2}(s)=1$ for $s \leq \gamma_{1}, \alpha_{2}(s) \leq \psi \frac{n}{n+1}$, for $s>\gamma_{2}$, and $\alpha_{2}(s) \geq \frac{s}{s^{2}-1}$ for $n=2$ and $s \geq \varphi$.
b) (i) $\beta_{1}(s) \geq \frac{4 s}{(s+1)^{2}}$, with equality at least for $s \leq 2$.
(ii) $\beta_{2}(s)=1$ for $s \leq \gamma_{1}, \beta_{2}(s) \leq \zeta \frac{n(n+2)}{(n+1)^{2}}$ for $s>\gamma_{3}, \beta_{2}(s)<1$ for $s>\gamma_{2}$, and $\beta_{2}(s) \geq \max \left\{\frac{s}{s^{2}-1}, \frac{4 s}{(s+1)^{2}}\right\}$ for $n=2$ and $s \geq \varphi$.

Let us denote the canonical basis of $\mathbb{R}^{n}$ by $e^{1}, \ldots, e^{n} \in \mathbb{R}^{n}$, the Euclidean norm of $x \in \mathbb{R}^{n}$ by $\|x\|$, and the Euclidean unit ball by $\mathbb{B}_{2}=\left\{x \in \mathbb{R}^{n}:\|x\| \leq 1\right\}$. For any $C, K \in \mathcal{K}^{n}$ the

Euclidean distance is denoted by $d(C, K)$ and in case $C=\{p\}$ is a singleton, we abbreviate $d(\{p\}, K)$ by $d(p, K)$. For any $C, K \in \mathcal{K}^{n}$ the Banach-Mazur distance between $C$ and $K$ is defined by $d_{B M}(C, K)=\inf \left\{\rho \geq 1: t^{1}+K \subset L(C) \subset t^{2}+\rho K, L \in \operatorname{GL}(n), t^{1}, t^{2} \in \mathbb{R}^{n}\right\}$. For every $X \subset \mathbb{R}^{n}$ let $\operatorname{bd}(X)$ and $\operatorname{int}(X)$ denote the boundary and interior of $X$, respectively. For $C \in \mathcal{K}^{n}$ and $a \in \mathbb{R}^{n}$ let $h_{C}(a)=\sup \left\{a^{T} x: x \in C\right\}$ be the support function of $C$ in $a$. Notice that $\|\cdot\|_{C}$ is a norm in the classic sense if and only if $C \in \mathcal{K}_{0}^{n}$ and remember that $\|x\|_{C}=h_{C} \circ(x)$ for every $C \in \mathcal{K}^{n}$ and $x \in \mathbb{R}^{n}$ (see $[\mathrm{MR}]$ ). For any $a \in \mathbb{R}^{n} \backslash\{0\}$ and $\rho \in \mathbb{R}, H_{a, \rho}^{\leq}=\left\{x \in \mathbb{R}^{n}: a^{T} x \leq \rho\right\}$ denotes the halfspace with outer normal $a$ and right-hand side $\rho$. We say that the halfspace $H_{a, \rho}^{\leq}$supports $C \in \mathcal{K}^{n}$ at $q \in C$, if $C \subset H_{a, \rho}^{\leq}$ and $q \in \operatorname{bd}\left(H_{a, \rho}^{\leq}\right)$. For any $C \in \mathcal{K}^{n}$ and $p \in \operatorname{bd}(C)$, the outer normal cone of $K$ at $p$ is defined as $N(C, p)=\left\{a \in \mathbb{R}^{n}: a^{T} p \geq a^{T} x\right.$ for all $\left.x \in C\right\}$. For every $X \subset \mathbb{R}^{n}$ let us denote by $\operatorname{pos}(X)$ and $\operatorname{aff}(X)$ the positive and affine hull of $X$, respectively, while the relative interior of $X$ is denoted by relint $(X)$. In case $u^{1}, \ldots, u^{n+1} \in \mathbb{R}^{n}$ are affinely independent, we say that $\operatorname{conv}\left(\left\{u^{1}, \ldots, u^{n+1}\right\}\right)$ is an $n$-simplex. Throughout the paper we abbreviate $[n]:=\{1,2, \ldots, n\}$ for any $n \in \mathbb{N}$.

## 2. PRELIMINARY RESUlTS AND LEMMAS

We recall the characterization of the optimal containment under homothety in terms of the touching conditions (see [BK, Theorem 2.3]).

Proposition 2.1. Let $K, C \in \mathcal{K}^{n}$ and $K \subset C$. The following are equivalent:
(i) $K \subset^{o p t} C$.
(ii) There exist $k \in\{2, \ldots, n+1\}, p^{j} \in K \cap \operatorname{bd}(C)$, $u^{j} \in N\left(C, p^{j}\right), j=1, \ldots, k$, such that $0 \in \operatorname{conv}\left(\left\{u^{1}, \ldots, u^{k}\right\}\right)$.

Moreover, if $K, C \in \mathcal{K}_{0}^{n}$, then (i) and (ii) are also equivalent to $K \cap \operatorname{bd}(C) \neq \emptyset$.

One may choose $u^{j}, j=1, \ldots, k$, to be extreme points of $C^{\circ}$ above, which in case of a polytopal $C$ means that they are facet normals.

The next lemma shows that all the considered means are affine invariant.
Lemma 2.2. Let $K, C \in \mathcal{K}^{n}$ and $A$ be a non-singular affine transformation. Then

$$
\begin{gathered}
A(K) \cap A(C)=A(K \cap C), \quad\left(\left((A(K))^{\circ}-(A(C))^{\circ}\right) / 2\right)^{\circ}=A\left(\left(K^{\circ}-C^{\circ}\right) / 2\right)^{\circ} \\
(A(K)+A(C)) / 2=A((K+C) / 2), \quad \operatorname{conv}(A(K) \cup(A(C))=A(\operatorname{conv}(K \cup C))
\end{gathered}
$$

Proof. From the fact that $A\left(C^{\circ}\right)=\left(\left(A^{-1}\right)^{T}(C)\right)^{\circ}$, we obtain

$$
\begin{aligned}
& \left(\frac{(A(K))^{\circ}-(A(C))^{\circ}}{2}\right)^{\circ}=\left(\frac{\left(A^{-1}\right)^{T}\left(K^{\circ}\right)-\left(A^{-1}\right)^{T}\left(C^{\circ}\right)}{2}\right)^{\circ} \\
= & \left(\frac{\left(A^{-1}\right)^{T}\left(K^{\circ}-C^{\circ}\right)}{2}\right)^{\circ}=\left(\left(A^{-1}\right)^{T}\left(\frac{K^{\circ}-C^{\circ}}{2}\right)\right)^{\circ}=A\left(\left(\frac{K^{\circ}-C^{\circ}}{2}\right)^{\circ}\right) .
\end{aligned}
$$

The other identities are trivially true.

The next result is a straightforward corollary of Lemma 2.2.
Corollary 2.3. Let $C \in \mathcal{K}^{n}$ be Minkowski centered, $A \in \mathbb{R}^{n \times n}$ a regular linear transformation and $\alpha \in \mathbb{R}$. Then

$$
C \cap(-C) \subset^{o p t} \alpha \cdot \operatorname{conv}(C \cup(-C))
$$

if and only if

$$
A(C) \cap A(-C) \subset^{o p t} \alpha \cdot \operatorname{conv}(A(C) \cup A(-C)) .
$$

The following proposition is a corollary of Proposition 2.1, which is a (variant of a) known result, given in [GrK, (1.1)] in a more general version, and will be used in the proof of Lemma 3.1.

Proposition 2.4. Let $C, K \in \mathcal{K}_{0}^{n}$. Then $C \subset^{\text {opt }} K$ if and only if $K^{\circ} \subset^{o p t} C^{\circ}$. Moreover, the touching points of $C$ to the boundary of $K$ become the outer normals of supporting halfspaces of the touching points of $K^{\circ}$ to the boundary of $C^{\circ}$ and vice versa.

Let us mention that while the containment in Proposition 2.4 holds for any $C, K$ with 0 in their interior, the optimality of this containment may in general be lost even in case of Minkowski centered $C$ and $K$ (see Figure 2).


Figure 2. Minkowski centered $C$ (black) and $K$ (red), s.t. $C \subset^{\text {opt }} K$ but $K^{\circ}$ (green) is not optimal contained in $C^{\circ}$ (blue).

As mentioned in the introduction, (2) is not left-to-right optimal for regular Minkowski centered simplices in even dimensions. The following lemma prepares us to prove this fact in Lemma 3.2.

Lemma 2.5. Let $P \in \mathcal{K}_{0}^{n}$ be a polytope and $v \in \operatorname{bd}(P)$ such that $v$ is also an outer normal of a facet of $P$, closest to the origin 0 . Then

$$
P^{\circ} \subset^{o p t} \frac{1}{\|v\|^{2}} P .
$$

Proof. Let $0<t_{1} \leq \cdots \leq t_{m}$ and $u^{1}, \ldots, u^{m} \in \mathbb{S}^{n-1}$ be such that $P=\left\{x \in \mathbb{R}^{n}\right.$ : $\left.\left|\left(u^{i}\right)^{T} x\right| \leq t_{i}, i \in[m]\right\}$. Then $P^{\circ}=\operatorname{conv}\left(\left\{ \pm u^{1} / t_{1}, \ldots, \pm u^{m} / t_{m}\right\}\right)$ and $t_{1} u^{1} \in t_{1} \mathbb{B}_{2} \cap \operatorname{bd}(P)$, which implies $t_{1} \mathbb{B}_{2} \subset^{\text {opt }} P$ by Proposition 2.1. Since $\frac{1}{t_{1}} u^{1} \in P^{\circ} \cap \operatorname{bd}\left(\frac{1}{t_{1}} \mathbb{B}_{2}\right)$, we have $P^{\circ} \subset^{\text {opt }} \frac{1}{t_{1}} \mathbb{B}_{2} \subset^{\text {opt }} \frac{1}{t_{1}^{2}} P$ and $\frac{1}{t_{1}} u^{1}$ is a touching point of $P^{\circ}$ to the boundary of $\frac{1}{t_{1}^{2}} P$. Thus, by Part (iii) of Proposition 2.1, we have $P^{\circ} \subset^{o p t} \frac{1}{t_{1}^{2}} P$. Choosing $v=t_{1} u^{1}$ finishes the proof.

We recall a stability result for the Banach-Mazur distance in the near-simplex case, given in [Sch2, Theorem 2.1].

Proposition 2.6. Let $S \in \mathcal{K}^{n}$ be an n-simplex and $C \in \mathcal{K}^{n}$ such that $s(C)=n-\varepsilon$, with $\varepsilon \in\left(0, \frac{1}{n}\right)$. Then

$$
\begin{equation*}
d_{B M}(C, S) \leq 1+\frac{(n+1) \varepsilon}{1-n \varepsilon} \tag{4}
\end{equation*}
$$

## 3. Optimality in Firey's inequality chain

As mentioned in the introduction, two of the containments in Proposition 1.1 are always optimal for symmetrizations.

Lemma 3.1. Let $C \in \mathcal{K}^{n}$. Then
(i) $\frac{C-C}{2} \subset^{\text {opt }} \operatorname{conv}(C \cup(-C))$ and
(ii) $C \cap(-C) \subset^{\text {opt }}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$, if also $0 \in C$.

Proof. We start proving (i). By (2), we have $\frac{C-C}{2} \subset \operatorname{conv}(C \cup(-C))$. Now, there exists an extreme point $x$ of $C$ and an extreme point $y$ of $-C$, s.t. $[x, y] \subset \operatorname{bd}(\operatorname{conv}(C \cup(-C)))$. This implies $\frac{x+y}{2} \in \frac{C-C}{2} \cap \operatorname{bd}\left(\operatorname{conv}(C \cup(-C))\right.$ and, since $\frac{C-C}{2}$ and $\operatorname{conv}(C \cup(-C))$ are 0 -symmetric, we can conclude the proof of (i) by Proposition 2.1.

If $0 \in C$, we have $C \cap(-C) \neq \emptyset$. Thus, applying (i) and Proposition 2.4 implies (ii).
We are now ready to prove Lemma 3.2.
Lemma 3.2. Let $S$ be a Minkowski centered regular n-simplex. Then
(i) $S \cap(-S) \subset^{o p t} \operatorname{conv}(S \cup(-S))$, if $n$ is odd,
(ii) $S \cap(-S) \subset^{\text {opt }} \frac{n}{n+1} \operatorname{conv}(S \cup(-S))$, if $n$ is even, and
(iii) $\left(\frac{S^{\circ}-S^{\circ}}{2}\right)^{\circ} \subset^{\text {opt }} \frac{n(n+2)}{(n+1)^{2}} \cdot \frac{S-S}{2}$, if $n$ is even.

Proof. In order to simplify the calculations, we assume w.l.o.g. that $S=\operatorname{conv}\left(\left\{p^{1}, \ldots, p^{n+1}\right\}\right)$ with $p^{j} \in \mathbb{R}^{n}$, such that $\left\|p^{j}\right\|=1, j \in[n+1]$.
(i) Let $n \geq 1$ be odd and $p=\frac{2}{n+1}\left(p^{1}+\cdots+p^{\frac{n+1}{2}}\right)$. Since $\sum_{i=1}^{n+1} p^{i}=0$, we have $-p=\frac{2}{n+1}\left(p^{\frac{n+3}{2}}+\cdots+p^{n+1}\right) \in S$, and thus $p \in S \cap(-S)$. Define

$$
\begin{aligned}
& H_{1}^{\leq}:=\left\{x \in \mathbb{R}^{n}:\left(p^{1}+\cdots+p^{\frac{n+1}{2}}\right)^{T} x \leq \frac{n+1}{2 n}\right\} \\
& H_{2}^{\leq}:=\left\{x \in \mathbb{R}^{n}:\left(-p^{1}-\cdots-p^{\frac{n+1}{2}}\right)^{T} x \leq \frac{n+1}{2 n}\right\}
\end{aligned}
$$

Then we obtain for $j=1, \ldots,(n+1) / 2$

$$
\left(p^{1}+\cdots+p^{\frac{n+1}{2}}\right)^{T} p^{j}=1-\left(\frac{n+1}{2}-1\right) \frac{1}{n}=\frac{n+1}{2 n}
$$

and for $j=(n+3) / 2, \ldots, n+1$

$$
\left(-p^{1}-\cdots-p^{\frac{n+1}{2}}\right)^{T} p^{j}=\frac{n+1}{2 n},
$$

and therefore $S \subset H_{1}^{\leq} \cap H_{2}^{\leq}$. Moreover,

$$
\left|\left(p^{1}+\cdots+p^{\frac{n+1}{2}}\right)^{T} p\right|=\frac{n+1}{2 n}
$$

which shows that $H_{1}^{\leq}$and $H_{2}^{\leq}$support $S$ at $p$ and $-p$, respectively. Hence, $S \cap$ $(-S) \subset^{\text {opt }} \operatorname{conv}(S \cup(-S))$.
(ii) We start by observing that $S=\left\{x \in \mathbb{R}^{n}:\left(-p^{j}\right)^{T} x \leq \frac{1}{n}, j \in[n+1]\right\}$, and that therefore

$$
S \cap(-S)=\left\{x \in \mathbb{R}^{n}:\left|\left(p^{j}\right)^{T} x\right| \leq \frac{1}{n}, j \in[n+1]\right\} .
$$

Now, let $p=\frac{2}{n+1} p^{1}+\cdots+\frac{2}{n+1} p^{\frac{n}{2}}+\frac{1}{n+1} p^{n+1} \in S \cap(-S)$. Then, for $j=1, \ldots, \frac{n}{2}$ we have

$$
\left(p^{j}\right)^{T} p=\frac{2}{n+1}-\left(\left(\frac{n}{2}-1\right) \frac{2}{n+1}+\frac{1}{n+1}\right)=\frac{2}{n+1}-\frac{1}{n} \cdot \frac{n-1}{n+1}=\frac{1}{n},
$$

and for $j=\frac{n}{2}+1, \ldots, n$

$$
\left(p^{j}\right)^{T} p=-\frac{1}{n}\left(\frac{n}{2} \cdot \frac{2}{n+1}+\frac{1}{n+1}\right)=-\frac{1}{n} .
$$

Thus, $n$ of the constraints $\left|\left(p^{j}\right)^{T} x\right| \leq \frac{1}{n}, j \in[n+1]$ are active in $p$ and $p$ is a vertex of $S \cap(-S)$. Moreover,

$$
\|p\|^{2}=\frac{1}{(n+1)^{2}}\left(\left(\frac{n}{2} \cdot 4+1\right)+\left(\frac{n}{2} \cdot\left(\frac{n}{2}-1\right) \cdot 4+\frac{n}{2} \cdot 2\right)\left(-\frac{1}{n}\right)\right)=\frac{1}{n+1}
$$

which shows $(n+1) p \in \operatorname{bd}\left((S \cap(-S))^{\circ}\right)$ using the Cauchy-Schwarz inequality. Finally, since $S^{\circ}=-n S$, we have

$$
(S \cap(-S))^{\circ}=\operatorname{conv}\left(S^{\circ} \cup(-S)^{\circ}\right)=n \cdot \operatorname{conv}(S \cup(-S)),
$$

implying $\frac{n+1}{n} p \in \operatorname{bd}(\operatorname{conv}(S \cup(-S)))$. Hence,

$$
S \cap(-S) \subset^{o p t} \frac{n}{n+1} \operatorname{conv}(S \cup(-S)) .
$$

(iii) Notice that taking differences of any of the first $\frac{n}{2}$ vertices and any of the last $\frac{n}{2}+1$ induces a facet of $\frac{S-S}{2}$, which is closest to the origin. Moreover,

$$
v:=\frac{1}{2}\left(\sum_{i=1}^{\frac{n}{2}} \frac{p^{i}}{\frac{n}{2}}-\sum_{i=\frac{n}{2}+1}^{n+1} \frac{p^{i}}{\frac{n}{2}+1}\right) \in \operatorname{bd}\left(\frac{S-S}{2}\right)
$$

belongs to that facet and is also an outer normal of it.

We compute

$$
\begin{aligned}
\|v\|^{2} & =\frac{1}{4}\left(\frac{n}{2} \frac{1}{\left(\frac{n}{2}\right)^{2}}+\left(\frac{n}{2}+1\right) \frac{1}{\left(\frac{n}{2}+1\right)^{2}}+\frac{n}{2}\left(\frac{n}{2}-1\right) \frac{1}{\left(\frac{n}{2}\right)^{2}}\left(-\frac{1}{n}\right)\right. \\
& \left.+\left(\frac{n}{2}+1\right) \frac{n}{2} \frac{1}{\left(\frac{n}{2}+1\right)^{2}}\left(-\frac{1}{n}\right)-2 \frac{n}{2}\left(\frac{n}{2}+1\right) \frac{1}{\frac{n}{2}} \frac{1}{\frac{n}{2}+1}\left(-\frac{1}{n}\right)\right) \\
& =\frac{1}{4}\left(\frac{2}{n}+\frac{2}{n+2}-\frac{n-2}{n^{2}}-\frac{1}{n+2}+\frac{2}{n}\right)=\frac{(n+1)^{2}}{n^{2}(n+2)} .
\end{aligned}
$$

Using Lemma 2.5 and the identity $S^{\circ}=-n S$ again, we obtain

$$
\left(\frac{S^{\circ}-S^{\circ}}{2}\right)^{\circ}=\frac{1}{n}\left(\frac{S-S}{2}\right)^{\circ} \subset^{o p t} \frac{1}{n\|v\|^{2}} \frac{S-S}{2}=\frac{n(n+2)}{(n+1)^{2}} \frac{S-S}{2}
$$

As mentioned in the introduction, Theorem 1.2 states that left-to-right optimality in (2) depends only on the optimal containment of the harmonic in the arithmetic mean.

Proof of Theorem 1.2. The forward direction directly follows from Proposition 1.1. Thus, we only have to show the backward direction.

Let $\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ} \subset^{\text {opt }} \frac{K+C}{2}$. By Proposition 2.1 there exist $k \in\{2, \ldots, n+1\}, p^{j} \in$ $\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ} \cap \operatorname{bd}\left(\frac{K+C}{2}\right), u^{j} \in N\left(\frac{K+C}{2}, p^{j}\right), j \in[k]$, such that $0 \in \operatorname{conv}\left(\left\{u^{1}, \ldots, u^{k}\right\}\right)$. Choose any $p=p^{j}, u=u^{j}, j \in[k]$, and $\beta \in \mathbb{R}$, such that $H_{u, \beta}$ is a hyperplane supporting $\frac{K+C}{2}$ in $p$. Since $p \in\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ} \cap \operatorname{bd}\left(\frac{K+C}{2}\right)$, we have $\|p\|_{\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ}}=\|p\|_{\frac{K+C}{2}}=1$.

On the one hand, using $\frac{p}{\|p\|_{K}} \in K$ and $\frac{p}{\|p\|_{C}} \in C$, we see

$$
\frac{1}{2}\left(\frac{1}{\|p\|_{K}}+\frac{1}{\|p\|_{C}}\right) p \in \frac{K+C}{2}
$$

and therefore,

$$
\|p\|_{\frac{K+C}{2}} \leq\left(\frac{1}{2}\left(\frac{1}{\|p\|_{K}}+\frac{1}{\|p\|_{C}}\right)\right)^{-1}
$$

On the other hand, since $h_{C^{\circ}}=\|\cdot\|_{C}$, we have

$$
\frac{1}{2}\left(\|p\|_{K}+\|p\|_{C}\right)=\frac{1}{2}\left(h_{K^{\circ}}(p)+h_{C^{\circ}}(p)\right)=h_{\frac{K^{\circ}+C^{\circ}}{2}}=\|p\|_{\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ}} .
$$

Applying the arithmetic-harmonic mean inequality (for numbers - restating the main argument for Proposition 1.1), we obtain

$$
\|p\|_{\frac{K+C}{2}} \leq\left(\frac{1}{2}\left(\frac{1}{\|p\|_{K}}+\frac{1}{\|p\|_{C}}\right)\right)^{-1} \leq \frac{1}{2}\left(\|p\|_{K}+\|p\|_{C}\right)=\|p\|_{\left(\frac{K^{\circ}+C^{\circ}}{2}\right)^{\circ}}=\|p\|_{\frac{K+C}{2}} .
$$

This means that we have equality between the harmonic and arithmetic mean of $\|p\|_{K}$ and $\|p\|_{C}$, which implies

$$
\|p\|_{K}=\|p\|_{C}=\|p\|_{\frac{K+C}{2}}=1
$$

and as a direct implication

$$
\|p\|_{K \cap C}=\max \left\{\|p\|_{K},\|p\|_{C}\right\}=1 .
$$

Now, it suffices to show that $H_{u, \beta}$ also supports $\left.\operatorname{conv}(K \cup C)\right)$ in $p$. Assume that the latter is wrong. This would imply, that there exists $q \in K \backslash C$ or $q \in C \backslash K$ such that $u^{T} q>\beta$. Say, w.l.o.g., $q \in K \backslash C$. However, this would imply $u^{T}\left(\frac{p+q}{2}\right)>\beta$, contradicting the fact that $H_{u, \beta}$ supports $\frac{K+C}{2}$. Hence, $H_{u, \beta}$ supports also $\operatorname{conv}(K \cup C)$ at $p$.

Altogether, we see that $\left.p^{j} \in(K \cap C) \cap \mathrm{bd}(\operatorname{conv}(K \cup C))\right)$ with $u^{j} \in N\left(\operatorname{conv}(K \cup C), p^{j}\right)$, $j \in[k]$ and $0 \in \operatorname{conv}\left(\left\{u^{1}, \ldots, u^{k}\right\}\right)$. Using Proposition 2.1, we obtain the optimal containment of $K \cap C$ in $\operatorname{conv}(K \cup C)$.

The following proposition (see [BDG, Theorem 1.3]) is a direct consequence of Theorem 1.2, applied to $C$ and $-C$.

Proposition 3.3. Let $C \in \mathcal{K}^{n}$ be Minkowski centered. Then the following are equivalent:
(i) $C \cap(-C) \subset^{o p t} \operatorname{conv}(C \cup(-C))$,
(ii) $\left.\left(\frac{1}{2}\left(C^{\circ}-C^{\circ}\right)\right)\right)^{\circ} \subset^{\text {opt }} \frac{1}{2}(C-C)$,
(iii) there exist $p,-p \in \operatorname{bd}(C)$ and parallel halfspaces $H_{a, 1}^{\leq}$and $H_{-a, 1}^{\leq}$supporting $C$ at $p$ and $-p$, respectively.

In case, when the containment in (2) is left-to-right optimal for some Minkowski centered $C$ and $K=-C$, there also exist Minkowski centered bodies with an arbitrary smaller asymmetry, providing left-to-right optimality in the full chain.

Lemma 3.4. Let $C \in \mathcal{K}^{n}$ be Minkowski centered. If

$$
C \cap(-C) \subset^{o p t} \operatorname{conv}(C \cup(-C)),
$$

for every $s \in[1, s(C)]$ there exists a Minkowski centered $C_{s} \in \mathcal{K}^{n}$ with $s\left(C_{s}\right)=s$, such that

$$
C_{s} \cap\left(-C_{s}\right) \subset^{o p t} \operatorname{conv}\left(C_{s} \cup\left(-C_{s}\right)\right) .
$$

Proof. Since $C$ is Minkowski centered, we obtain from Proposition 2.1 that there exist $p^{1}, \ldots, p^{k} \in-\frac{1}{s(C)} C \cap \operatorname{bd}(C)$ with $k \in\{2, \ldots, n+1\}$ and $u^{j} \in N\left(C, p^{j}\right), j \in[k]$, such that $0 \in \operatorname{conv}\left(\left\{u^{1}, \ldots, u^{k}\right\}\right)$. By Part (iii) of Proposition 3.3 there also exist $p,-p \in$ $(C \cap(-C)) \cap \operatorname{bd}(\operatorname{conv}(C \cup(-C)))$. For $\lambda \in[0,1]$ let us define

$$
K_{\lambda}:=\operatorname{conv}\left(\left\{p^{1}, \ldots, p^{k}, \alpha_{\lambda} p^{1}, \ldots, \alpha_{\lambda} p^{k}, \pm p\right\}\right) \quad \text { with } \quad \alpha_{\lambda}:=-((1-\lambda) s(C)+\lambda) .
$$

One may recognize, that since $\alpha_{0} p^{j}=-s(C) p^{j} \in C, j \in[k]$, we have $K_{\lambda} \subset C$. By the fact that $\pm p \in K_{\lambda}$, we have $\pm p \in\left(K_{\lambda} \cap\left(-K_{\lambda}\right)\right) \cap \operatorname{bd}\left(\operatorname{conv}\left(K_{\lambda} \cup\left(-K_{\lambda}\right)\right)\right.$ for all $\lambda \in[0,1]$. Hence, $K_{\lambda}$ fulfills Part (iii) of Proposition 3.3 and therefore the optimal containment. Moreover, $K_{\lambda} \subset \alpha_{\lambda} K_{\lambda}$ with $\alpha_{\lambda} p^{j} \in K_{\lambda} \cap \operatorname{bd}\left(\alpha_{\lambda} K_{\lambda}\right)$ and $-u^{j} \in N\left(\alpha_{\lambda} K_{\lambda}, \alpha_{\lambda} p^{j}\right), j \in[k]$. Thus, by Proposition $2.1 K_{\lambda}$ is optimally contained in $\alpha_{\lambda} K_{\lambda}$, which shows that $s\left(K_{\lambda}\right)=-\alpha_{\lambda}=$ $(1-\lambda) s(C)+\lambda \in[1, s(C)]$. Choosing $C_{s}:=K_{\frac{s(C)-s}{s(C)-1}}$ concludes the proof.

Using Proposition 2.6 we now prove Theorem 1.5.

Proof of Theorem 1.5. Let us mention that we split the proof in (i) and (ii) only after a while. Let $S=\operatorname{conv}\left(\left\{p^{1}, \ldots, p^{n+1}\right\}\right)$ be a regular Minkowski centered $n$-simplex with $\left\|p^{i}\right\|=n, i \in[n+1]$ and $\rho=d_{B M}(C, S)$. Since $\gamma_{3}>\gamma_{2}>n-\frac{1}{n}, C$ is under the conditions of Proposition 2.6. Hence, we may use (4) with $\varepsilon:=n-s$ to obtain

$$
\begin{equation*}
\rho \leq \rho_{*}=1+\frac{(n+1)(n-s)}{1-n(n-s)}=\frac{n+1-s}{1-n(n-s)} . \tag{5}
\end{equation*}
$$

Let $F_{i}=\operatorname{conv}\left(\left\{p^{j}: j \neq i\right\}\right)$ be the facet of $S$, opposing $p^{i}$ and $L_{i}:=\operatorname{aff}\left(F_{i}\right)$ with $i \in$ $[n+1]$. Since $\rho=d_{B M}(C, S)$, there exists a regular linear transformation $L$, such that $c^{1}+S \subset L(C) \subset c^{2}+\rho S$ for some $c^{1}, c^{2} \in \mathbb{R}^{n}$. Since by Corollary 2.3, $L(C) \cap(-L(C)) \subset$ $\gamma \cdot \operatorname{conv}(L(C) \cup(-L(C)))$ for some $\gamma>0$ is equivalent to $C \cap(-C) \subset \gamma \cdot \operatorname{conv}(C \cup(-C))$, we can (w.l.o.g.) replace $C$ by $L(C)$, and thus obtain

$$
\begin{equation*}
c^{1}+S \subset C \subset c^{2}+\rho S \tag{6}
\end{equation*}
$$

We now show by contradiction that $0 \in c^{1}+S$. Note that since $S$ is Minkowski centered, we have

$$
S=\bigcap_{j \in[n+1]}\left\{x:-\frac{1}{n}\left(p^{j}\right)^{T} x \leq 1\right\} .
$$

Assume $0 \notin c^{1}+S$. Then $-c^{1} \notin S$, which means $\left(-p^{k} / n\right)^{T}\left(-c^{1}\right)=\left(p^{k} / n\right)^{T} c^{1}>1$ for some $k \in[n+1]$. Since $\left\|p^{k}\right\|=n$, this implies that the distance from $c^{1}+p^{k}$ to $\left\{x:\left(p^{k}\right)^{T} x=0\right\}$ equals $\left(p^{k} / n\right)^{T}\left(p^{k}+c^{1}\right)=n+1+t$ for some $t>0$.

However, since $C$ is Minkowski centered and $c^{1}+p^{k} \in C$, we also have $-\left(c^{1}+p^{k}\right) / s \in C$. This implies that the breadth of $C$ in direction of $p^{k}$ is at least $n+1+t+(n+1+t) / s$. Moreover, since $C \subset c^{2}+\rho S$, we see that $n+1+t+(n+1+t) / s$ is not larger than the breath of $\rho S$ in direction of $p^{k}$. Using (5) we obtain

$$
(n+1+t)\left(1+\frac{1}{s}\right) \leq \rho(n+1) \leq(n+1)\left(1+\frac{(n+1)(n-s)}{1-n(n-s)}\right) .
$$

Since $t>0$, this implies

$$
1+\frac{1}{s}<1+\frac{(n+1)(n-s)}{1-n(n-s)}
$$

which is equivalent to $(n+1) s^{2}-n^{2} s+1-n^{2}<0$. Hence,

$$
\frac{n^{2}-\sqrt{n^{4}-4(n+1)\left(1-n^{2}\right)}}{2(n+1)}<s<\frac{n^{2}+\sqrt{n^{4}-4(n+1)\left(1-n^{2}\right)}}{2(n+1)} .
$$

However, for both parts, (i) and (ii), of the theorem we assume that $s \geq \gamma_{2}$ and it is not hard to check that $\gamma_{2}>\frac{n^{2}+\sqrt{n^{4}-4(n+1)\left(1-n^{2}\right)}}{2(n+1)}$, which contradicts the above.

Knowing that $0 \in c^{1}+S$, we assume w.l.o.g. that the minimal distance $\bar{\mu}$ from 0 to the facets of $c^{1}+S$ is attained at $c^{1}+L_{1}$.

Since $C$ is Minkowski centered and $c^{1}+S \subset C$, we have $z:=c^{1}+p^{1} \in C$ and, using the fact that $0 \in\left(\frac{p^{1}}{n}+L_{1}\right) \cap\left(c^{1}+S\right)$, it follows that

$$
\begin{aligned}
d\left(z, \frac{p^{1}}{n}+L_{1}\right)+\bar{\mu} & =d\left(z, \frac{p^{1}}{n}+L_{1}\right)+d\left(\frac{p^{1}}{n}+L_{1}, c^{1}+L_{1}\right) \\
& =d\left(z, c^{1}+L_{1}\right)=n+1 .
\end{aligned}
$$

Taking into account that $\frac{-z}{s} \in C$, we obtain

$$
\begin{equation*}
\xi:=d\left(\frac{-z}{s}, \frac{p^{1}}{n}+L_{1}\right)=\frac{d\left(z, \frac{p^{1}}{n}+L_{1}\right)}{s}=\frac{n+1-\bar{\mu}}{s} . \tag{7}
\end{equation*}
$$

From $c^{1}+S \subset c^{2}+\rho S$ and considering the breadths of each simplex orthogonal to $L_{1}$ one can deduce

$$
d\left(c^{2}+\rho L_{1}, c^{1}+L_{1}\right) \leq(n+1) \rho-(n+1)=(n+1)(\rho-1) .
$$

Since we also have $\frac{-z}{s} \in C \subset c^{2}+\rho S$ it follows

$$
\begin{align*}
\xi & \leq d\left(c^{2}+\rho L_{1}, \frac{p^{1}}{n}+L_{1}\right) \\
& =d\left(c^{2}+\rho L_{1}, c^{1}+L_{1}\right)+d\left(c^{1}+L_{1}, \frac{p^{1}}{n}+L_{1}\right)  \tag{8}\\
& \leq(n+1)(\rho-1)+\bar{\mu} .
\end{align*}
$$

Combining (7) and (8), we obtain

$$
\frac{n+1-\bar{\mu}}{s} \leq(n+1)(\rho-1)+\bar{\mu},
$$

which is equivalent to

$$
\begin{equation*}
\bar{\mu} \geq \mu:=\mu(\rho):=\frac{n+1}{s+1}(1-s(\rho-1)) . \tag{9}
\end{equation*}
$$

Thus, $d\left(0, c^{2}+\rho L_{j}\right) \geq d\left(0, c^{1}+L_{j}\right) \geq \mu$ for all $j \in[n+1]$ and therefore

$$
\begin{equation*}
\mu S \subset c^{1}+S \tag{10}
\end{equation*}
$$

as well as $0 \in c^{2}+(\rho-\mu) S$.
Hence,

$$
d\left(0, c^{2}+\rho L_{j}\right) \leq d\left(c^{2}+(\rho-\mu) p^{j}, c^{2}+\rho L_{j}\right)=\rho+n(\rho-\mu)
$$

for all $j \in[n+1]$ and therefore

$$
\begin{equation*}
c^{2}+\rho S \subset(\rho+n(\rho-\mu)) S \tag{11}
\end{equation*}
$$

Now, we go on proving the two separate parts of the theorem.
(i) Combining (11) and (10) with Part (ii) of Lemma 3.2 directly implies

$$
\begin{aligned}
C \cap(-C) & \subset\left(c^{2}+\rho S\right) \cap\left(-c^{2}-\rho S\right) \\
& \subset(\rho+n(\rho-\mu))(S \cap(-S)) \\
& \subset \frac{n}{n+1}(\rho+n(\rho-\mu)) \operatorname{conv}(S \cup(-S)) \\
& \subset \frac{n}{n+1} \frac{(\rho+n(\rho-\mu))}{\mu} \operatorname{conv}\left(\left(c^{1}+S\right) \cup\left(-c^{1}-S\right)\right) \\
& \subset \frac{n}{n+1} \frac{(\rho+n(\rho-\mu))}{\mu} \operatorname{conv}(C \cup(-C)) .
\end{aligned}
$$

Since $\frac{\rho+n(\rho-\mu(\rho))}{\mu(\rho)}$ is increasing in $\rho$, it follows

$$
C \cap(-C) \subset \frac{n}{n+1} \frac{\left(\rho_{*}+n\left(\rho_{*}-\mu\left(\rho_{*}\right)\right)\right)}{\mu\left(\rho_{*}\right)} \operatorname{conv}(C \cup(-C)) .
$$

Finally, from (5) and (9), we obtain

$$
C \cap(-C) \subset \psi \frac{n}{n+1} \operatorname{conv}(C \cup(-C)),
$$

where

$$
\begin{aligned}
\psi & =\frac{(n+1) \rho_{*}}{\frac{n+1}{s+1}\left(1-s\left(\rho_{*}-1\right)\right)}-n=\frac{(n+1) \frac{n+1-s}{1-n(n-s)}}{\frac{n+1}{s+1}\left(1-s \frac{(n+1)(n-s)}{1-n(n-s)}\right)}-n \\
& =\frac{(n-s+1)(s+1)}{1-(n-s)(n+s(n+1))}-n
\end{aligned}
$$

Solving $\psi \frac{n}{n+1}=1$ becomes a quadratic equation in $s$ and the unique positive root is the given constant $\gamma_{2}$ and therefore $\psi \frac{n}{n+1}<1$, whenever $s(C)>\gamma_{2}$.
(ii) From (6), (11), and (10) we obtain

$$
\mu S \subset c^{1}+S \subset C \subset c^{2}+\rho S \subset(\rho+n(\rho-\mu)) S
$$

Thus, using (iii) of Lemma 3.2 and the fact $\frac{1}{2}(S-S)=\frac{1}{2}\left(\left(c^{1}+S\right)-\left(c^{1}+S\right)\right) \subset \frac{1}{2}(C-C)$, it follows

$$
\begin{aligned}
\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} & \subset\left(\frac{\left(c^{2}+\rho S\right)^{\circ}-\left(c^{2}+\rho S\right)^{\circ}}{2}\right)^{\circ} \subset(\rho+n(\rho-\mu))\left(\frac{S^{\circ}-S^{\circ}}{2}\right)^{\circ} \\
& \subset(\rho+n(\rho-\mu)) \frac{n(n+2)}{(n+1)^{2}} \frac{S-S}{2} \subset(\rho+n(\rho-\mu)) \frac{n(n+2)}{(n+1)^{2}} \frac{C-C}{2}
\end{aligned}
$$

Again, using that $\rho+n(\rho-\mu(\rho))$ is increasing in $\rho$, one obtains

$$
\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset\left(\rho_{*}+n\left(\rho_{*}-\mu\left(\rho_{*}\right)\right)\right) \frac{n(n+2)}{(n+1)^{2}} \frac{C-C}{2} .
$$

Finally, combining (5) and (9), results in

$$
\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset \zeta \frac{n(n+2)}{(n+1)^{2}} \frac{C-C}{2},
$$

where

$$
\begin{aligned}
\zeta & =\frac{(n+1)\left(n+1-s-\frac{n}{s+1}(1-(n-s)(n+s(n+1)))\right)}{1-n(n-s)} \\
& =(n+1)\left(\left(1+\frac{s n}{s+1}\right) \frac{1+n-s}{1-n(n-s)}-n\right) .
\end{aligned}
$$

Similar as in (i), we conclude that

$$
\frac{n(n+2)}{(n+1)^{2}} \zeta=\frac{n(n+2)}{(n+1)} \frac{n+1-s-\frac{n}{s+1}(1-(n-s)(n+s(n+1)))}{1-n(n-s)}<1,
$$

whenever $s$ is bigger than the given constant $\gamma_{3}$.

Proof of Theorem 1.6. From Theorem 1.5 we directly obtain $\gamma(n) \leq \gamma_{2}(n)$ for even $n$.
In order to obtain a lower bound on $\gamma(n)$ in even dimensions, we provide a suitable family of sets with left-to-right optimal containment in (2) and asymmetry equal to $\gamma_{1}(n)>n-1$ by extending the construction of the Golden House from [BDG]. Note that this construction also holds for odd $n \geq 3$.

Let $S=\operatorname{conv}\left(\left\{p^{1}, \ldots, p^{n+1}\right\}\right)$ with $p^{j} \in \mathbb{R}^{n}$ be a Minkowski centered regular $n$-simplex such that $\left\|p^{j}\right\|=1$ and $\left(p^{i}\right)^{T} p^{j}=-1 / n$ for $1 \leq i<j \leq n+1$. Now, define $C=S \cap H^{ \pm}$ with $H^{ \pm}:=\left\{x \in \mathbb{R}^{n}: \pm\left(p^{1}-p^{2}\right)^{T} x \leq \eta\right\}$, where $\eta=\left(p^{1}-p^{2}\right)^{T} p \in\left(0,1+\frac{1}{n}\right)$ and $p=$ $(1-\lambda) p^{1}+\lambda p^{2} \in \operatorname{bd}\left(H^{+}\right)$for some $\lambda \in\left[0, \frac{1}{2}\right]$. Then $\eta=1-\lambda+\frac{1-\lambda}{n}-\frac{\lambda}{n}-\lambda=\left(1+\frac{1}{n}\right)(1-2 \lambda)$ and therefore

$$
\begin{equation*}
\lambda=\frac{1+\frac{1}{n}-\eta}{2\left(1+\frac{1}{n}\right)} . \tag{12}
\end{equation*}
$$

We will show that there exist $\nu \in \mathbb{R}$ and $s \in[1, n]$ such that

$$
\nu\left(p^{1}+p^{2}\right)-\frac{1}{s} C \subset^{o p t} C .
$$

This can be rewritten as

$$
\begin{equation*}
-\frac{1}{s}(C-c) \subset^{o p t} C-c \quad \text { with } \quad c=\frac{s}{s+1} \nu\left(p^{1}+p^{2}\right), \tag{13}
\end{equation*}
$$

which means that $c$ is the Minkowski center of $C$.


Figure 3. Construction from the proof of Theorem 1.6 for $n=2$ : $C$ (black), $\nu\left(p^{1}+p^{2}\right)-\frac{1}{s} C$ (dashed) and $\operatorname{bd}\left(H^{+}\right), \operatorname{bd}\left(H^{-}\right)$(dotted).

Our starting point is to compute the vertices of $\nu\left(p^{1}+p^{2}\right)-\frac{1}{s} C$ that belong to the boundary of $C$. Particularly, our goal is that $\nu\left(p^{1}+p^{2}\right)-\frac{1}{s}\left((1-\lambda) p^{i}+\lambda p^{j}\right), i, j \in\{1,2\}$, $i \neq j$, and $\nu\left(p^{1}+p^{2}\right)-\frac{1}{s} p^{k}, k=3, \ldots, n+1$, belong to the facets of $C$ with outer normals $-p^{1},-p^{2}$ and $-p^{3}, \ldots,-p^{n+1}$, respectively. Realize that it is sufficient to make sure that $\nu\left(p^{1}+p^{2}\right)-\frac{p}{s}$ and $\nu\left(p^{1}+p^{2}\right)-\frac{p^{3}}{s}$ belong to the facets of $C$, that are contained in facets of $S$ with outer normals $-p^{1}$ and $-p^{3}$, respectively. This means we need

$$
\left(\nu\left(p^{1}+p^{2}\right)-\frac{p}{s}\right)^{T}\left(-p^{1}\right)=\frac{1}{n} \quad \text { and } \quad\left(\nu\left(p^{1}+p^{2}\right)-\frac{p^{3}}{s}\right)^{T}\left(-p^{3}\right)=\frac{1}{n}
$$

The latter two conditions translate into

$$
-\left(\nu-\frac{1-\lambda}{s}\right)+\left(\nu-\frac{\lambda}{s}\right) \frac{1}{n}=\frac{1}{n} \quad \text { and } \quad \frac{2 \nu}{n}+\frac{1}{s}=\frac{1}{n},
$$

which can be simplified to

$$
\begin{equation*}
s=n-2 \lambda \quad \text { and } \quad \nu=\frac{\lambda}{2 \lambda-n} . \tag{14}
\end{equation*}
$$

Inserting (12), results in

$$
\begin{equation*}
s=\frac{n-\frac{1}{n}+\eta}{1+\frac{1}{n}} \quad \text { and } \quad \nu=\frac{1+\frac{1}{n}-\eta}{2\left(\frac{1}{n}-n-\eta\right)} . \tag{15}
\end{equation*}
$$

Next, let $q=c+\xi\left(p^{1}-p^{2}\right)$ with $\xi>0$, such that $q$ fulfills both conditions: $q \in \operatorname{bd}\left(H^{+}\right)$ and $q$ belongs to the facet of $S$ with the outer normal $-p^{2}$ (c.f. Figure 3).

Combining this with the expression of $c$ in (13), we obtain

$$
\eta=q^{T}\left(p^{1}-p^{2}\right)=\left(c+\xi\left(p^{1}-p^{2}\right)\right)^{T}\left(p^{1}-p^{2}\right)=\left(\frac{s}{s+1} \nu\left(p^{1}+p^{2}\right)+\xi\left(p^{1}-p^{2}\right)\right)^{T}\left(p^{1}-p^{2}\right)
$$

and

$$
\frac{1}{n}=q^{T}\left(-p^{2}\right)=\left(c+\xi\left(p^{1}-p^{2}\right)\right)^{T}\left(-p^{2}\right)=\left(\frac{s}{s+1} \nu\left(p^{1}+p^{2}\right)+\xi\left(p^{1}-p^{2}\right)\right)^{T}\left(-p^{2}\right)
$$

Using $\left(p^{1}+p^{2}\right)^{T}\left(p^{1}-p^{2}\right)=0$ and $\left(p^{1}-p^{2}\right)^{T}\left(p^{1}-p^{2}\right)=2\left(1+\frac{1}{n}\right)$, gives

$$
\begin{equation*}
\left(\frac{s}{s+1} \nu+\xi\right) \frac{1}{n}-\left(\frac{s}{s+1} \nu-\xi\right)=\frac{1}{n} \quad \text { and } \quad \eta=2 \xi\left(1+\frac{1}{n}\right) . \tag{16}
\end{equation*}
$$

Inserting $\eta$ from (16) into (15) leads to

$$
s=n-1+2 \xi \quad \text { and } \quad \nu=\frac{1+\frac{1}{n}-2 \xi\left(1+\frac{1}{n}\right)}{2\left(\frac{1}{n}-n-2 \xi\left(1+\frac{1}{n}\right)\right)}=\frac{1-2 \xi}{2(1-2 \xi-n)}
$$

and the obtained $\nu$ in (16) gives us

$$
\left(\frac{s}{s+1} \frac{1-2 \xi}{1-2 \xi-n}+\xi\right) \frac{1}{n}-\left(\frac{s}{s+1} \frac{1-2 \xi}{1-2 \xi-n}-\xi\right)=\frac{1}{n} .
$$

Finally, solving for $\xi$ and $s$ results into

$$
\xi=\frac{1-n+\sqrt{(n-2) n+5}}{4} \quad \text { and } \quad s=n+2 \xi-1=\frac{n-1+\sqrt{(n-2) n+5}}{2}=\gamma_{1} .
$$

One can also verify that every vertex of $\nu\left(p^{1}+p^{2}\right)-\frac{1}{s} C$ not considered above is contained in int $(C)$. Together with Proposition 2.1 this guarantees the correctness of (13). Since condition (iii) of Proposition 3.3 is fulfilled for the Minkowski centered $C-c$ at the points $\pm \xi\left(p^{1}-p^{2}\right)$, (2) gets optimal using $C-c$ and $c-C$ as the arguments, as desired.

Finally, by Lemma 3.4 we see that for $s \leq \gamma_{1}$ there exists a Minkowski centered $C \in \mathcal{K}^{n}$ such that $C \cap(-C) \subset^{o p t} \operatorname{conv}(C \cup(-C))$ with $s(C)=s$, proving $\gamma(n) \geq \gamma_{1}$.

## 4. Reverse containment

In this section we prove Theorem 1.3. While the proof of Parts (i)-(v) is straightforward, understanding (vi) needs some additional effort: on the one hand, we show that $C=$ $S \cap(-s S)$, where $S$ is a Minkowski centered regular simplex, provides optimality in (vi) for each $s \in[1, n]$, while on the other hand, we find a more intriguing family of sets not fulfilling that optimality (see Example 4.3).

Remark 4.1. Let $C=S \cap(-s S)$, where $S=\operatorname{conv}\left(\left\{p^{1}, \ldots, p^{n+1}\right\}\right)$ with $\left\|p^{i}\right\|=1, i \in[n+1]$, is a regular Minkowski centered simplex and $s \in[1, n]$. Notice that $C=S \cap(-s S) \subset$ $s^{2} S \cap(-s S)=-s C$. Let $F_{i}=\left\{x \in S:\left(p^{i}\right)^{T} x=-\frac{1}{n}\right\}$ and $G_{i}=S \cap\left(-s F_{i}\right)$ with $i \in[n+1]$. Then $F_{i} \subset \operatorname{bd}(C)$ and therefore $G_{i} \subset \operatorname{bd}(-s C)$. Moreover, the points $\frac{s}{n} p^{i}$ belong to $G_{i}$ with $p^{i}$ being a normal vector of $-s C$ in $\frac{s}{n} p^{i}, i \in[n+1]$. Thus, by Proposition 2.1, we conclude that $C \subset \subset^{\text {opt }}-s C$ and therefore that $C$ is Minkowski centered with $s(C)=s$.

Proof of Theorem 1.3. Let $s:=s(C)$. First, one should recognize that Part (i) directly follows from the left-to-right optimality in

$$
-C \subset \operatorname{conv}(C \cup(-C)) \subset s \cdot(C \cap(-C)) \subset s C
$$

For the remaining parts of the proof, we begin by showing the correctness of the containments in Parts (ii) - (v).


Figure 4. Construction from the proof of Part (vi) of Theorem 1.3 for $s=s(C)=1.5, n=2: C=S \cap(-s S)$ (black), $S$ (dotted), $F_{3}$ and $G_{3}$ (red)

For Part (ii) notice that $-C \subset s C$ directly implies $(s+1)(-C) \subset s(C-C)$, and therefore $-C \subset \frac{2 s}{s+1} \frac{C-C}{2}$. Using the 0 -symmetry of $\frac{C-C}{2}$, we obtain $\operatorname{conv}(C \cup(-C)) \subset \frac{2 s}{s+1} \frac{C-C}{2}$.

Since $-C \subset s C$, we have $\frac{C-C}{2} \subset \frac{s+1}{2} C$ and, again using its symmetry, also $\frac{C-C}{2} \subset$ $\frac{s+1}{2}(C \cap(-C))$, which yields Part (iv).

Parts (iii) and (v) then follow from (ii) and (iv) using Proposition 2.4.
Since we have optimality in Part (i) for every $C$ and since either joining Parts (ii),(iv) or (iii),(v) recovers (i), each of the Parts (ii)-(v) must be optimal for every $C$, too.

The proof of Part (vi) is a bit more subtle. Let $\frac{C-C}{2} \subset^{\text {opt }} \omega\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$ for some $\omega \geq 1$. Since

$$
\frac{C-C}{2} \subset \frac{s+1}{2}(C \cap(-C)) \subset \frac{s+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}
$$

we immediately see that $\omega \leq \frac{s+1}{2}$.
Now, let $C=S \cap(-s S)$ for $s \in[1, n]$ as given in Remark 4.1, $q^{n}, q^{n+1}$ be the centers of the ( $n-2$ )-dimensional facets of $G_{n}$ and $G_{n+1}$, respectively, which do not contain a vertex belonging to the line segment $\left[p^{n}, p^{n+1}\right]$, and $v$ be a vertex of $G_{n+1}$. Then $v$ belongs to an edge connecting $p^{n+1}$ with $F_{n+1}$. Thus, $v=(1-\lambda) p^{i}+\lambda p^{n+1}$ for some $\lambda \in[0,1]$ and $i \neq n+1$. Since $v \in G_{n+1}$, we know by Remark 4.1 that

$$
\frac{s}{n}=\left((1-\lambda) p^{i}+\lambda p^{n+1}\right)^{T} p^{n+1}=(1-\lambda)\left(\frac{-1}{n}\right)+\lambda .
$$

This implies $\lambda=\frac{s+1}{n+1}$ and that the vertices of $F_{n+1}$ are $\frac{n-s}{n+1} p^{i}+\frac{s+1}{n+1} p^{n+1}, i \in[n]$. Hence, using the fact $\sum_{i=1}^{n-1} p^{i}=-p^{n}-p^{n+1}$, we obtain

$$
\begin{aligned}
q^{n+1} & =\frac{1}{n-1} \sum_{i=1}^{n-1}\left(\frac{n-s}{n+1} p^{i}+\frac{s+1}{n+1} p^{n+1}\right) \\
& =\frac{1}{n-1}\left(\frac{(n-1)(s+1)}{n+1} p^{n+1}+\frac{n-s}{n+1}\left(-p^{n}-p^{n+1}\right)\right) \\
& =\frac{1}{n^{2}-1}\left((n s-1) p^{n+1}-(n-s) p^{n}\right) .
\end{aligned}
$$

For the same reasons

$$
-q^{n}=\frac{1}{n^{2}-1}\left((n-s) p^{n+1}-(n s-1) p^{n}\right) .
$$

Now, let $z:=\frac{q^{n+1}-q^{n}}{2} \in \frac{C-C}{2}$. Then

$$
z=\frac{1}{2\left(n^{2}-1\right)}\left((n s+n-s-1) p^{n+1}-(n s+n-s-1) p^{n}\right)=\frac{s+1}{2(n+1)}\left(p^{n+1}-p^{n}\right) .
$$

For the final argument, let us stress the dependence on $s$ by denoting the points $q^{n}$ and $q^{n+1}$ by $q^{n}(s)$ and $q^{n+1}(s)$ as well as $C$ by $C(s)$. On the one hand, it is immediate to check from the above that $q^{n+1}(1)=-q^{n}(1)=\frac{1}{n+1}\left(p^{n+1}-p^{n}\right)$. On the other hand, since $C(s)$ is increasing in $s$ w.r.t set containment, we have $q^{n}(1) \in F_{n+1} \cap C(s) \subset \operatorname{bd}(C(s))$, independently of $s \in[1, n]$. Moreover, for the same reasons $-q^{n}(1) \in \operatorname{bd}(-C(s))$ for every $s \in[1, n]$. It follows

$$
\begin{aligned}
& \|z\|_{\frac{s+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}}=\frac{2}{s+1}\left(\frac{\|z\|_{C}+\|z\|_{-C}}{2}\right)=\frac{1}{2}\left(\left\|\frac{p^{n+1}-p^{n}}{n+1}\right\|_{C}+\left\|\frac{p^{n+1}-p^{n}}{n+1}\right\|_{-C}\right) \\
& =\frac{1}{2}\left(\left\|q^{n+1}(1)\right\|_{C}+\left\|-q^{n}(1)\right\|_{-C}\right)=1,
\end{aligned}
$$

where we omitted the $s$ in $C(s)$ again. However, this yields $z \in \operatorname{bd}\left(\frac{s+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}\right)$, as desired.

Only in Part (vi) of Theorem 1.3 the containment may not always be optimal. Below we give two examples: the first one shows that in 2 -space all regular $k$-gons achieve optimality, while the second one provides a construction of sets in arbitrary dimensions where the containment is not optimal.

Example 4.2. Let $C \subset \mathbb{R}^{2}$ be a Minkowski centered regular $k$-gon with odd $k$. Then

$$
\frac{C-C}{2} \subset^{\text {opt }} \frac{s(C)+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} .
$$

Proof. Let $r(C)$ and $R(C)$ be the euclidean in- and circumradius of $C$, respectively. Assume w.l.o.g. that $R(C)=1$. Since the Minkowski center of $C$ coincides with the inand circumcenter, we can easily conclude that $s(C)=\frac{R(C)}{r(C)}$. Now, since for any $k$-gon $r(C)=R(C) \cos \left(\frac{\pi}{k}\right)$, it follows

$$
s:=s(C)=\frac{R(C)}{R(C) \cos \left(\frac{\pi}{k}\right)}=\frac{1}{\cos \left(\frac{\pi}{k}\right)} .
$$

We choose a vertex $p=\frac{u-v}{2}$ of $\frac{C-C}{2}$, where $u$ and $v$ are vertices of $C$. Then, since $C$ is Minkowski centered and $R(C)=1$, we have $\|u\|=\|v\|=1, C^{\circ}=\rho(-C)$ for some $\rho>0$, $r\left(C^{\circ}\right)=1$, and $\rho=s$. Since $C^{\circ}$ is again a regular $k$-gon, any edge of $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$ is of the same distance from the origin.

Using $C^{\circ}=s(-C)$, we have that $w=s p$ is a vertex of $\frac{C^{\circ}-C^{\circ}}{2}$ and therefore $\left\{x \in \mathbb{R}^{n}\right.$ : $\left.w^{T} x=\|w\|^{2}\right\}$ determines an edge of $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$ with outer-normal vector $w$. This implies $\frac{C^{\circ}-C^{\circ}}{2} \subset^{o p t}\|w\|^{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$. Since $\cos \left(\frac{\pi}{k}\right)=\frac{1}{s}$ and $R(C)=1$, we obtain

$$
\begin{aligned}
\|w\|^{2} & =\frac{s^{2}}{4}\|u-v\|^{2}=\frac{s^{2}}{4}\left(\|u\|^{2}+\|v\|^{2}-2 u^{T} v\right)=\frac{s^{2}}{4}\left(2+2 \cos \left(\frac{\pi}{k}\right)\right) \\
& =\frac{s^{2}}{2}\left(1+\frac{1}{s}\right) .
\end{aligned}
$$

Altogether,

$$
\frac{C-C}{2}=\frac{1}{s} \frac{C^{\circ}-C^{\circ}}{2} \subset^{o p t} \frac{1}{s} \frac{s^{2}}{2}\left(1+\frac{1}{s}\right)\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}=\frac{s+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}
$$

Example 4.3. In the following we provide a planar construction, which can simply be embedded in higher dimensions, keeping the Minkowski center to be 0. This keeps its asymmetry value and the same factor for the containment of the arithmetic mean within the harmonic mean. Thus, the construction essentially provides a family of sets in arbitrary dimensions with asymmetry $s \in(1,2)$, such that the arithmetic mean is contained in the interior of the harmonic mean scaled by $\frac{s+1}{2}$.

Let $K=S \cap(-s S)$, where $S$ is a Minkowski centered regular triangle and $s \in(1,2)$. By $p^{1}, \ldots, p^{6}$ we denote the vertices of $K$, counted in clockwise order, such that $\left[p^{i}, p^{i+1}\right]$ with $i=1,3,5$ are the shorter edges of $K$. Let

$$
C=\operatorname{conv}\left(\left\{p^{2}, p^{4}, p^{6}, \frac{p^{1}+p^{2}}{2}, \frac{p^{3}+p^{4}}{2}, \frac{p^{5}+p^{6}}{2}, \frac{p^{1}-p^{4}}{s+1}, \frac{p^{3}-p^{6}}{s+1}, \frac{p^{5}-p^{2}}{s+1}\right\}\right)
$$

(c.f. Figure 5).


Figure 5. Construction from Example 4.3, $s=1.5: C$ (black), $-C$ (black dashed), $K,-K$ (black dotted), $\operatorname{conv}(C \cup(-C))($ red $), \operatorname{conv}(K \cup(-K))$ (red dotted), $\frac{C-C}{2}$ (blue), $\frac{K-K}{2}$ (blue dashed), $C \cap(-C)=K \cap(-K)$ (yellow).

Note that

$$
\begin{aligned}
\frac{K-K}{2} & =\operatorname{conv}\left(\left\{ \pm \frac{p^{1}-p^{4}}{2}, \pm \frac{p^{2}-p^{5}}{2}, \pm \frac{p^{3}-p^{6}}{2}\right\}\right) \quad \text { and } \\
K \cap(-K) & =\operatorname{conv}\left(\left\{ \pm \frac{p^{1}-p^{4}}{s+1}, \pm \frac{p^{2}-p^{5}}{s+1}, \pm \frac{p^{3}-p^{6}}{s+1}\right\}\right)
\end{aligned}
$$

Moreover, $K$ and $C$ are Minkowski centered with $s(K)=s(C)=s$ and

$$
\begin{aligned}
\frac{C-C}{2} & =\operatorname{conv}\left(\left\{ \pm \frac{2 p^{2}-p^{5}-p^{6}}{4}, \pm \frac{2 p^{4}-p^{1}-p^{2}}{4}, \pm \frac{2 p^{6}-p^{3}-p^{4}}{4}\right.\right. \\
& \left.\left. \pm \frac{(s+2) p^{2}-p^{5}}{2(s+1)}, \pm \frac{(s+2) p^{6}-p^{3}}{2(s+1)}, \pm \frac{(s+2) p^{4}-p^{1}}{2(s+1)}\right\}\right)
\end{aligned}
$$

Now, assume

$$
\frac{C-C}{2} \subset^{o p t} \frac{s+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}
$$

Then there would exist a vertex of $\frac{C-C}{2}$, which also belongs to bd $\left(\frac{s+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}\right)$. Since the vertices of $\frac{C-C}{2}$ have two different types, we have to consider both of them. Denote $q^{1}:=\frac{2 p^{2}-p^{5}-p^{6}}{4}$ and $q^{2}:=\frac{(s+2) p^{2}-p^{5}}{2(s+1)}$. Then, for both $i=1,2$,
$\frac{2}{s+1} q^{i} \in \frac{2}{s+1} \frac{K-K}{2}=K \cap(-K)=C \cap(-C)=\operatorname{conv}\left(\left\{ \pm \frac{p^{2}-p^{5}}{s+1}, \pm \frac{p^{3}-p^{6}}{s+1}, \pm \frac{p^{4}-p^{1}}{s+1}\right\}\right)$.
Remember, that by Part (ii) of Lemma 3.1, we have $C \cap(-C) \subset^{\text {opt }}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$. Thus, we would obtain

$$
\pm \frac{p^{2}-p^{5}}{s+1}, \pm \frac{p^{3}-p^{6}}{s+1}, \pm \frac{p^{4}-p^{1}}{s+1} \in(C \cap(-C)) \cap \mathrm{bd}\left(\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}\right)
$$

If $\frac{2}{s+1} q^{1} \in \operatorname{bd}\left(\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}\right)$ would be true, then

$$
\frac{p^{2}-p^{5}}{s+1}, \frac{p^{3}-p^{6}}{s+1}, \frac{2}{s+1} q^{1} \in(C \cap(-C)) \cap \mathrm{bd}\left(\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}\right),
$$

which is only possible if the full edge $\left[\frac{p^{2}-p^{5}}{s+1}, \frac{p^{3}-p^{6}}{s+1}\right] \subset(C \cap(-C)) \cap \operatorname{bd}\left(\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}\right)$. By the symmetries of $C$, we would conclude that $C \cap(-C)=\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$, obtaining a contradiction to Part (iii) of Theorem 1.3. In case $\frac{2}{s+1} q^{2} \in \operatorname{bd}\left(\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}\right)$, we obtain a similar conclusion (c.f. Figure 5). Thus, $C$ fulfills $\frac{C-C}{2} \subset \operatorname{int}\left(\frac{s+1}{2}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}\right)$.

Remark 4.4. Let $C \in \mathcal{K}^{n}$ with $s(C)=s$ and $\omega(C)>0$ be such that $\frac{C-C}{2} C^{\text {opt }} \omega(C)\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$. Then there exists $x \in \mathbb{R}^{n}$ such that

$$
\omega(C)\|x\|_{\frac{C-C}{2}}=\|x\|_{\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}} .
$$

On the one hand, $\frac{x}{\|x\|_{C}} \in \operatorname{bd}(C)$ and $\frac{x}{\|x\|_{-C}} \in \operatorname{bd}(-C)$, implying $\frac{1}{2}\left(\frac{1}{\|x\|_{C}}+\frac{1}{\|x\|_{-C}}\right) x \in$ $\frac{C-C}{2}$. It follows $\|x\|_{\frac{C-C}{2}} \leq\left(\frac{\frac{1}{\|x\|_{C}}+\frac{1}{\|x\|_{-C}}}{2}\right)^{-1}$.

On the other hand, $\|x\|_{\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}}=\frac{\|x\|_{C}+\|x\|_{-C}}{2}$. Therefore,

$$
\omega(C)=\frac{\|x\|_{\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}}^{\|x\|_{\frac{C-C}{2}}} \geq \frac{\|x\|_{C}+\|x\|_{-C}}{2} \frac{\frac{1}{\|x\|_{C}}+\frac{1}{\|x\|_{-C}}}{2}=\frac{\left(\|x\|_{C}+\|x\|_{-C}\right)^{2}}{4\|x\|_{C}\|x\|_{-C}} . . . . ~}{2}
$$

Let w.l.o.g. $\|x\|_{C} \geq\|x\|_{-C}$ and $\rho:=\frac{\|x\|_{C}}{\|x\|_{-C}}$. Then $\omega(C) \geq \frac{(\rho+1)^{2}}{4 \rho}$ and since $C$ is Minkowski centered, we have $1 \leq \rho \leq s$, which implies that $\frac{(\rho+1)^{2}}{4 \rho}$ attains its maximum for $\rho=s$. We actually achieve this upper bound, whenever $x \in C \cap \operatorname{bd}(-s C)$.

Remark 4.5. Let $P \subset \mathbb{R}^{n}$ be a Minkowski centered polytope. By Proposition 2.1 (and the remark after it) there exist $a^{i} \in \mathbb{R}^{n}$ and vertices $x^{i}$, such that $H_{a^{i}, 1}^{\leq}$define facets of $P, i \in$ $[k+1]$ and $s(P) \leq k \leq n$, such that $0 \in \operatorname{conv}\left(\left\{a^{1}, \ldots, a^{k+1}\right\}\right)$ and $-x^{i} \in H_{a^{i}, s(P)}, i \in[k+1]$. Now, we do not only have $\frac{P-P}{2} \subset^{\text {opt }} \frac{(s(P)+1)}{2}(P \cap(-P))$ from Theorem 1.3, but also the fact that for any vertex $y$ of the facet $P \cap H_{a^{i}, 1}$ of $P$, we have $\frac{y-x^{i}}{2} \in H_{a^{i}, \frac{s(P)+1}{2} \cap \frac{P-P}{2} \cap \frac{s(P)+1}{2}(P \cap)}$ $(-P))$, i.e. $\frac{P-P}{2}$ touches $\frac{s(P)+1}{2}(P \cap(-P))$ in all the facets $\frac{s(P)+1}{2}(P \cap(-P)) \cap H_{a^{i}, \frac{s(P)+1}{2}}$ with a full facet (c.f. [BG2, Lemma 2.8], where this fact is shown for simplices).

Remark 4.6. It is well known, that $s(K)=\inf _{C \in \mathcal{K}_{0}^{n}} d_{B M}(K, C)$ for every $K \in \mathcal{K}^{n}$ (see, e.g., $[\mathrm{Gr}])$. Furthermore, in $[\mathrm{BG}$, Prop. 3.1] it is shown that this infimum is always attained by $C=\frac{K-K}{2}$. In general, if $C \in \mathcal{K}_{0}^{n}$ and $K \in \mathcal{K}^{n}$, we see from the definition of the BanachMazur distance that

$$
d_{B M}(K, C)=s(K) \Longleftrightarrow \exists L \in G L(n), t^{1}, t^{2} \in \mathbb{R}^{n} \text { s.t. }-K-t^{1} \subset L(C) \subset s(K) K+t^{2} .
$$

Since $L(C)$ is symmetric, we may symmetrize and replace the right-hand side above by $\exists L \in G L(n), t^{1}, t^{2} \in \mathbb{R}^{n}$ s.t. $\operatorname{conv}\left(\left(K+t^{1}\right) \cup\left(-K-t^{1}\right)\right) \subset L(C) \subset s(K)\left(\left(K+t^{2}\right) \cap\left(-K-t^{2}\right)\right)$.

For a Minkowski concentric $K$ we now immediately obtain that all four choices

$$
C \in\left\{K \cap(-K),\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ}, \frac{K-K}{2}, \operatorname{conv}(K \cup(-K))\right\}
$$

of symmetrizations of $K$ considered in this paper fulfill $d_{B M}(K, C)=s(K)$ and are therefore minimizers for the Banach-Mazur distance between $K$ and $\mathcal{K}_{0}^{n}$.

Moreover, with the help of the reverse containments from Theorem 1.3 we obtain some upper bounds on the Banach-Mazur distances of pairs of these symmetrizations, e.g.

$$
\begin{aligned}
d_{B M}(K \cap(-K), \operatorname{conv}(K \cup(-K)) & \leq s(K) \quad \text { or } \\
d_{B M}\left(K \cap(-K),\left(\frac{K^{\circ}-K^{\circ}}{2}\right)^{\circ}\right) & \leq \frac{2 s(K)}{s(K)+1}
\end{aligned}
$$

However, this bounds do not even have to be tight when the containments between those sets are. E.g. is the Banach-Mazur distance of any two of the symmetrizations of a regular triangle in the plane exactly 1, as they are all regular hexagons.

## 5. Improving the containment factors in the forward direction

Proof of Theorem 1.7. We start showing Part a).
(i) First, we show that $\alpha_{1}(s) \geq \frac{2}{s+1}$ independently of $n$. By the definition of $\alpha(C)$ and Part (v) of Theorem 1.3 we have $C \cap(-C) \subset^{o p t} \alpha(C) \cdot \operatorname{conv}(C \cup(-C)) \subset^{o p t}$ $\frac{\alpha(C)(s+1)}{2} \cdot\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$, while Part (ii) of Lemma 3.1 gives $C \cap(-C) \subset^{o p t}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$. Hence, $\alpha(C)$ must always be at least $\frac{2}{s+1}$.

Next, we show $\alpha_{1}(s)=\frac{2}{s+1}$ in any dimension if $s \leq 2$. First, let $n=2$ and $C=S \cap(-s S)$ with $s \in[1,2]$, where $S=\operatorname{conv}\left(\left\{p^{1}, p^{2}, p^{3}\right\}\right)$ is a Minkowski centered regular triangle with $\left\|p^{i}\right\|=1, i=1,2,3$. Now, let $v$ be the vertex of $C \cap(-C)$ with $v \in \operatorname{pos}\left(\left\{p^{2},-p^{3}\right\}\right)$ and $\mu \geq 1$, such that $\mu v \in \operatorname{bd}(\operatorname{conv}(C \cup(-C)))$. Finally, let $q$ be a vertex of $\operatorname{conv}(C \cup(-C))$, such that $q \in\left[p^{2}, v\right]$.


Figure 6. Construction from the proof of Part (i) of Theorem 1.7 for $s=$ 1.5: $C=S \cap(-s S)$ (black), $-C$ (dashed), $S$ and $-S$ (dotted).

Since $\left\|p^{2}\right\|=1$, we have

$$
\|v-q\|=\frac{\left\|p^{2}-\left(\frac{1}{2} p^{2}\right)\right\|-\left\|p^{2}-\left(\frac{s}{2} p^{2}\right)\right\|}{\cos (\pi / 6)}=\frac{2}{\sqrt{3}}\left(\frac{1}{2}-\left(1-\frac{s}{2}\right)\right)=\frac{s-1}{\sqrt{3}}
$$

Since $\|v\|=R\left((S \cap(-S))=\frac{1}{\sqrt{3}}\right.$, we obtain

$$
\frac{\|\mu v\|}{\|v\|}=1+\frac{\|\mu v-v\|}{\|v\|}=1+\frac{\|v-q\| \sin (\pi / 6)}{\|v\|}=1+\frac{\frac{1}{2}\|v-q\|}{\frac{1}{\sqrt{3}}}=1+\frac{s}{2}-\frac{1}{2},
$$

which implies

$$
\alpha(C)=\frac{1}{1+\frac{s}{2}-\frac{1}{2}}=\frac{2}{s+1} .
$$

For $n \geq 3$ we can simply embed the above $C$ keeping the Minkowski center to be still 0 into $n$-space. This keeps its asymmetry value and also the correct factor for the containment between $C \cap(-C)$ and $\operatorname{conv}(C \cup(-C))$.
(ii) By the definition of $\gamma(n)$, we have $\alpha_{2}(s)=1$ for $s \leq \gamma_{1}(n)$, while $\alpha_{2}(s) \leq \psi \frac{n}{n+1}$, if $s>\gamma_{2}(n)$, follows from Part (i) of Theorem 1.5 (see Figure 8).

We now show that if $n=2$ and $s \geq \varphi$ then there exists a Minkowski centered $C$ with $s(C)=s$ for which $\alpha(C)=\frac{s}{s^{2}-1}$. To do so, consider the pentagon

$$
C=\operatorname{conv}\left(\left\{\binom{ \pm 1}{(\varphi+1)\left(2-s-\frac{1}{s+1}\right)},\binom{ \pm 1}{-\frac{\varphi+1}{s+1}},\binom{0}{s \frac{\varphi+1}{s+1}}\right\}\right),
$$

with $s \geq \varphi$ (see Figure 7).


Figure 7. Construction from the proof of Part a) (ii) of Theorem 1.7 for $s=1.7: C$ (black), $-C$ (black dashed), and $\operatorname{conv}(C \cup(-C))($ red $)$.

Since $-\frac{1}{s} C \subset C$ with

$$
-\frac{1}{s}\binom{ \pm 1}{-\frac{\varphi+1}{s+1}} \in\left[\binom{\mp 1}{(\varphi+1)\left(2-s-\frac{1}{s+1}\right)},\binom{0}{s \frac{\varphi+1}{s+1}}\right]
$$

and

$$
-\frac{1}{s}\binom{0}{s \frac{\varphi+1}{s+1}} \in\left[\binom{1}{-\frac{\varphi+1}{s+1}},\binom{-1}{-\frac{\varphi+1}{s+1}}\right],
$$

we obtain from Proposition 2.1 that $C$ is Minkowski centered and $s(C)=s$.
Let $p$ and $v$ be vertices of $C \cap(-C)$, such that

$$
\begin{aligned}
& \{p\}=\left[\binom{0}{s \frac{\varphi+1}{s+1}},\binom{1}{(\varphi+1)\left(2-s-\frac{1}{s+1}\right)}\right] \cap\left[\binom{1}{\frac{\varphi+1}{s+1}},\binom{-1}{\frac{\varphi+1}{s+1}}\right] \text { and } \\
& \{v\}=\left[\binom{0}{s \frac{\varphi+1}{s+1}},\binom{1}{(\varphi+1)\left(2-s-\frac{1}{s+1}\right)}\right] \cap\left[\binom{0}{-s \frac{\varphi+1}{s+1}},\binom{1}{-(\varphi+1)\left(2-s-\frac{1}{s+1}\right)}\right],
\end{aligned}
$$

while $q=\nu_{1} p, w=\nu_{2} v \in \operatorname{bd}(\operatorname{conv}(C \cup(-C)))$ for some $\nu_{1}, \nu_{2}>1$.
On the one hand, for some $x \in \mathbb{R}$ and some $\lambda \in[0,1]$, we have

$$
p=\binom{x}{\frac{\varphi+1}{s+1}}=\lambda\binom{0}{\frac{s(\varphi+1)}{s+1}}+(1-\lambda)\binom{1}{\frac{(\varphi+1)\left(-s^{2}+s+1\right)}{s+1}} .
$$

Solving for $\lambda$ and $x$ results in $\lambda=\frac{s}{s+1}, x=\frac{1}{s+1}$, and

$$
p=\frac{1}{s+1}\binom{1}{\varphi+1} .
$$

On the other hand, there exists $\lambda \in[0,1]$, such that

$$
q=\lambda\binom{0}{\frac{s(\varphi+1)}{s+1}}+(1-\lambda)\binom{1}{\frac{\varphi+1}{s+1}}=\nu_{1}\binom{\frac{1}{s+1}}{\frac{\varphi+1}{s+1}},
$$

which results in $\lambda=\frac{1}{2}, \nu_{1}=\frac{s+1}{2}$, and

$$
q=\frac{1}{2}\binom{1}{\varphi+1} .
$$

In order to compute $v$, notice that

$$
v=\binom{x}{0}=(1-\lambda)\binom{0}{s \frac{\varphi+1}{s+1}}+\lambda\binom{1}{(\varphi+1)\left(2-s-\frac{1}{s+1}\right)},
$$

for some $x \in \mathbb{R}$ and $\lambda \in[0,1]$. Solving for $x$ and $\lambda$ again gives $\lambda=x=\frac{s}{s^{2}-1}$, and $v=\binom{\frac{s}{s^{2}-1}}{0}$. Hence,

$$
w=\frac{1}{2}\left(\binom{1}{-\frac{\varphi+1}{s+1}}+\binom{1}{\frac{\varphi+1}{s+1}}\right)=\binom{1}{0}=\nu_{2}\binom{\frac{s}{s^{2}-1}}{0}
$$

which means that $\nu_{2}=\frac{s^{2}-1}{s}$.
Due to the symmetries of $C$, we conclude

$$
\alpha(C)=\max \left\{\frac{1}{\nu_{1}}, \frac{1}{\nu_{2}}\right\}=\max \left\{\frac{2}{s+1}, \frac{s}{s^{2}-1}\right\}=\frac{s}{s^{2}-1} .
$$

We now proceed with Part b).
(i) On the one hand, by Part (iv) of Theorem 1.3, we have

$$
\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset^{o p t} \beta(C) \frac{C-C}{2} \subset^{o p t} \beta(C) \frac{s+1}{2} C \cap(-C) .
$$

On the other hand, from Part (iii) of Theorem 1.3, we know

$$
\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset^{o p t} \frac{2 s}{s+1} C \cap(-C) .
$$

Hence, $\frac{2 s}{s+1} \leq \beta(C) \frac{s+1}{2}$, which implies $\beta_{1}(s) \geq \frac{4 s}{(s+1)^{2}}$.
Now, consider the hexagon

$$
C=\operatorname{conv}\left(\left\{\binom{ \pm \frac{\sqrt{3}}{3}\left(1-\frac{s}{2}\right)}{\frac{s}{2}},\binom{ \pm \frac{\sqrt{3}}{3}\left(\frac{s+1}{2}\right)}{\frac{1-s}{2}},\binom{ \pm \frac{\sqrt{3}}{3}\left(s-\frac{1}{2}\right)}{-\frac{1}{2}}\right\}\right), \quad s \in[1,2]
$$

(see left part of Figure 9). Since $-\frac{1}{s} C \subset C$ with

$$
-\frac{1}{s}\binom{\frac{\sqrt{3}}{3}\left(1-\frac{s}{2}\right)}{\frac{s}{2}} \in\left[\binom{-\frac{\sqrt{3}}{3}\left(s-\frac{1}{2}\right)}{-\frac{1}{2}},\binom{\frac{\sqrt{3}}{3}\left(s-\frac{1}{2}\right)}{-\frac{1}{2}}\right]
$$


$\alpha_{1}(s)=\frac{2}{s+1}$ (blue); $\alpha_{2}(s)=1$ for $s \leq \varphi($ red), $\alpha_{2}(s) \geq \frac{s}{s^{2}-1}$ for $s \geq \varphi$ (green), while $\alpha_{2}(s)<1$ for $s>\varphi$ and $\alpha_{2} \leq \frac{2}{3} \psi$ for $s \geq \gamma_{2}$ (red).

$\beta_{1}(s)=\frac{4 s}{(s+1)^{2}}$ (blue); $\beta_{2}(s)=1$ for $s \leq \varphi$ (red), $\beta_{2}(s) \geq \max \left\{\frac{s}{s^{2}-1}, \frac{4 s}{(s+1)^{2}}\right\}$ for $s \geq \varphi$ (green/blue), $\beta_{2}(s)<1$ for $s>\varphi$ and $\beta_{2}(s) \leq$ $\frac{8}{9} \zeta$ for $s \geq \gamma_{3}$ (red).

Figure 8. Regions of possible values for the parameters $\alpha(C)$ and $\beta(C)$ for Minkowski centered $C \in \mathcal{K}^{2}$ with $s(C)=s$ from Theorem 1.7.
and

$$
-\frac{1}{s}\binom{ \pm \frac{\sqrt{3}}{3}\left(s-\frac{1}{2}\right)}{-\frac{1}{2}} \in\left[\binom{ \pm \frac{\sqrt{3}}{3}\left(1-\frac{s}{2}\right)}{\frac{s}{2}},\binom{\mp \frac{\sqrt{3}}{3}\left(\frac{s+1}{2}\right)}{\frac{1-s}{2}}\right]
$$

we obtain from Proposition 2.1 that $C$ is Minkowski centered and $s(C)=s$. Since $C$ is a hexagon with three pairs of parallel edges, it turns out that its arithmetic mean stays to be a hexagon:

$$
\frac{C-C}{2}=\operatorname{conv}\left(\left\{\binom{ \pm \frac{\sqrt{3}}{12}(s+1)}{\frac{s+1}{4}},\binom{ \pm \frac{\sqrt{3}}{12}(s+1)}{-\frac{s+1}{4}},\binom{ \pm \frac{\sqrt{3}}{3}\left(\frac{s+1}{2}\right)}{0}\right\}\right) .
$$

The next step to do is to calculate $C^{\circ}=: \operatorname{conv}\left(\left\{q^{1}, \ldots, q^{6}\right\}\right)$. Since the vertices of $C$ are the outer normals of the edges of $C^{\circ}$ and $0 \in \operatorname{int}(C)$, we obtain the vertices of $C^{\circ}$ as the solution of pairs of inequalities of the form $\left(v^{i}\right)^{T} x=1$, built from consecutive vertices $v^{i}$ of $C$. Moreover, we make use of the fact that $C$, and therefore also $C^{\circ}$, is symmetric w.r.t. the $y$-axis. Hence, it suffices to calculate four of the vertices of $C^{\circ}$. Let $q^{1}$ fulfill the equations

$$
\left(q^{1}\right)^{T}\binom{ \pm \frac{\sqrt{3}}{3}\left(1-\frac{s}{2}\right)}{\frac{s}{2}}=1
$$

which obviously needs $q^{1}=\binom{0}{\frac{2}{s}}$. For $q^{2}$ we demand

$$
\left(q^{2}\right)^{T}\binom{\frac{\sqrt{3}}{3}\left(1-\frac{s}{2}\right)}{\frac{s}{2}}=\left(q^{2}\right)^{T}\binom{\frac{\sqrt{3}}{3}\left(\frac{s+1}{2}\right)}{\frac{1-s}{2}}=1,
$$

and obtain $q^{2}=\binom{\sqrt{3}}{1}$. The third vertex $q^{3}$ should fulfill

$$
\left(q^{3}\right)^{T}\binom{\frac{\sqrt{3}}{3}\left(\frac{s+1}{2}\right)}{\frac{1-s}{2}}=\left(q^{3}\right)^{T}\binom{\frac{\sqrt{3}}{3}\left(s-\frac{1}{2}\right)}{-\frac{1}{2}}=1
$$

resulting in $q^{3}=\binom{\frac{\sqrt{3}}{s}}{-\frac{1}{s}}$. Finally, for $q^{4}$ we have to solve

$$
\left(q^{4}\right)^{T}\binom{ \pm \frac{\sqrt{3}}{3}\left(s-\frac{1}{2}\right)}{-\frac{1}{2}}=1
$$

which gives $q^{4}=\binom{0}{-2}$.
Altogether, we obtain

$$
C^{\circ}=\operatorname{conv}\left(\left\{\binom{0}{\frac{2}{s}},\binom{ \pm \sqrt{3}}{1},\binom{ \pm \frac{\sqrt{3}}{s}}{-\frac{1}{s}},\binom{0}{-2}\right\}\right) .
$$

Since $C^{\circ}$ has no parallel edges, $\frac{C^{\circ}-C^{\circ}}{2}$ is a 12 -gon, which computes to

$$
\frac{C^{\circ}-C^{\circ}}{2}=\operatorname{conv}\left(\left\{\binom{0}{ \pm \frac{s+1}{s}},\binom{ \pm \frac{\sqrt{3}}{2}}{ \pm \frac{3}{2}},\binom{ \pm \sqrt{3}}{0},\binom{ \pm \sqrt{3} \frac{s+1}{2 s}}{ \pm \frac{s+1}{2 s}}\right\}\right)
$$

Note that six vertices of $\frac{C^{\circ}-C^{\circ}}{2}$ are rescales of the outer-normals of $\frac{C-C}{2}$, thus the 12gon $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$ has six edges parallel to the corresponding edges of $\frac{C-C}{2}$. Since $\binom{0}{ \pm \frac{s+1}{s}}$ is a vertex of $\frac{C^{\circ}-C^{\circ}}{2}$, there exists an edge of $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$ with the outer-normal $\binom{0}{1}$ and $\binom{0}{\frac{s}{s+1}} \in \operatorname{bd}\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$. Moreover, since $\binom{ \pm \frac{\sqrt{3}}{12}(s+1)}{\frac{s+1}{4}}$ are vertices of $\frac{C-C}{2}$, there exists an edge of $\frac{C-C}{2}$ with the outer-normal $\binom{0}{1}$ and $\binom{0}{\frac{s+1}{4}} \in \operatorname{bd}\left(\frac{C-C}{2}\right)$. Thus, $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset^{o p t} \frac{4 s}{(s+1)^{2}} \frac{C-C}{2}$, proving that $\beta_{1}(s)=\frac{4 s}{(s+1)^{2}}$ for all $s \in[1,2]$. For higher dimensions we can embed the above construction keeping the Minkowski center 0.
(ii) By the definition of $\gamma(n)$, we have $\beta_{2}(s)=1$ for $s \leq \gamma_{1}(n)$, while $\beta_{2}(s) \leq \zeta \frac{n(n+2)}{(n+1)^{2}}$ for $s>\gamma_{3}(n)$ follows from Part (ii) of Theorem 1.5.

Recognize that the factor $\zeta \frac{n(n+2)}{(n+1)^{2}}$ in Part (ii) of Theorem 1.5 becomes greater than 1 for $s<\gamma_{3}$. However, for $s \in\left(\gamma_{2}, \gamma_{3}\right]$ the factor $\psi \frac{n}{n+1}$ from Part (i) of Theorem 1.5 is strictly less than 1 . In such a case $C \cap(-C)$ is not optimally contained in $\operatorname{conv}(C \cup$ $(-C))$, which by Theorem 1.2 implies that $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$ is not optimally contained in $\frac{C-C}{2}$ either. Hence $\beta_{2}(s)<1$ for $s>\gamma_{2}$.

Finally, we provide a construction of sets in $\mathbb{R}^{2}$, showing that $\beta_{2}(s) \geq \max \left\{\frac{s}{s^{2}-1}, \frac{4 s}{(s+1)^{2}}\right\}$.


Part (i)


Part (ii)

Figure 9. The two constructions from the proof of Part b) of Theorem 1.7 for $s=1.7: C$ (black) and $-C$ (black dashed), $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$ (yellow), $\frac{C-C}{2}$ (blue), $C^{\circ}$ (green), $-C^{\circ}$ (green dashed) and $\frac{C^{\circ}-C^{\circ}}{2}$ (red).

Let $C=\operatorname{conv}\left(\left\{\binom{ \pm \frac{\sqrt{3}}{2}(s-1)}{\frac{3}{2}\left(-\frac{1}{s+1}+2-s\right)},\binom{ \pm \frac{\sqrt{3}}{2}(s-1)}{-\frac{3}{2(s+1)}},\binom{0}{\frac{3 s}{2(s+1)}}\right\}\right), s \in[\varphi, 2]$ (see right part of Figure 9).

Since $-\frac{1}{s} C \subset C$ with

$$
\begin{aligned}
&-\frac{1}{s}\binom{0}{\frac{3 s}{2(s+1)}} \in\left[\binom{-\frac{\sqrt{3}}{2}(s-1)}{-\frac{3}{2(s+1)}},\binom{\frac{\sqrt{3}}{2}(s-1)}{-\frac{3}{2(s+1)}}\right] \text { and } \\
&-\frac{1}{s}\binom{ \pm \frac{\sqrt{3}}{2}(s-1)}{-\frac{3}{2(s+1)}} \in\left[\binom{\mp \frac{\sqrt{3}}{2}(s-1)}{\frac{3}{2}\left(-\frac{1}{s+1}+2-s\right)},\binom{0}{\frac{3 s}{2(s+1)}}\right]
\end{aligned}
$$

Proposition 2.1 implies that $C$ is Minkowski centered and $s(C)=s$.
Note that $C$ has five edges, two of which are parallel. Hence, $\frac{C-C}{2}$ has four different pairs of parallel edges and eight vertices:

$$
\binom{ \pm \frac{\sqrt{3}}{2}(s-1)}{ \pm \frac{3}{4}(2-s)},\binom{ \pm \frac{\sqrt{3}}{2}(s-1)}{\mp \frac{3}{4}(2-s)},\binom{ \pm \frac{\sqrt{3}}{4}(s-1)}{ \pm \frac{3}{4}},\binom{ \pm \frac{\sqrt{3}}{4}(s-1)}{\mp \frac{3}{4}} .
$$

Next, we determine $C^{\circ}=: \operatorname{conv}\left(\left\{q^{1}, q^{2}, q^{3}, q^{4}, q^{5}\right\}\right)$. Since the vertices of $C$ are the outer normals of the edges of $C^{\circ}$ and $0 \in \operatorname{int}(C)$, we obtain the vertices of $C^{\circ}$ as the solution of pairs of inequalities of the form $\left(v^{i}\right)^{T} x=1$, such that the $v^{i}$ are consecutive vertices of $C$. Since $C$ is symmetric w.r.t. the $y$-axis, so is $C^{\circ}$. Hence, it suffices to calculate $q^{1}, q^{2}, q^{3}$.

Let $q^{1}$ be such that

$$
\left(q^{1}\right)^{T}\binom{0}{\frac{3 s}{2(s+1)}}=\left(q^{1}\right)^{T}\binom{\frac{\sqrt{3}}{2}(s-1)}{\frac{3}{2}\left(-\frac{1}{s+1}+2-s\right)}=1 .
$$

This gives $q^{1}=\binom{\frac{2}{\sqrt{3}}\left(\frac{s+1}{s}\right)}{\frac{2}{3}\left(\frac{s+1}{s}\right)}$. Now, assume $q^{2}$ to be such that

$$
\left(q^{2}\right)^{T}\binom{\frac{\sqrt{3}}{2}(s-1)}{-\frac{3}{2(s+1)}}=\left(q^{2}\right)^{T}\binom{\frac{-\sqrt{3}}{2}(s-1)}{-\frac{3}{2(s+1)}}=1 .
$$

One obtains $q^{2}=\binom{0}{-\frac{2}{3}(s+1)}$. For $q^{3}$ we assume

$$
\left(q^{3}\right)^{T}\binom{\frac{\sqrt{3}}{2}(s-1)}{\frac{3}{2}\left(-\frac{1}{s+1}+2-s\right)}=\left(q^{3}\right)^{T}\binom{\frac{\sqrt{3}}{2}(s-1)}{-\frac{3}{2(s+1)}}=1 .
$$

Then $q^{3}=\binom{\frac{2}{\sqrt{3}(s-1)}}{0}$ and altogether

$$
C^{\circ}=\operatorname{conv}\left(\left\{\binom{ \pm \frac{2}{\sqrt{3}}\left(\frac{s+1}{s}\right)}{\frac{2}{3}\left(\frac{s+1}{s}\right)},\binom{0}{-\frac{2}{3}(s+1)},\binom{ \pm \frac{2}{\sqrt{3}(s-1)}}{0}\right\}\right) .
$$

Note that $C^{\circ}$ has five edges, none of which are parallel, thus $\frac{C^{\circ}-C^{\circ}}{2}$ must have five different pairs of parallel edges and ten vertices:

$$
\binom{ \pm \frac{1}{\sqrt{3}}\left(\frac{s+1}{s}\right)}{ \pm \frac{1}{3} \frac{(s+1)^{2}}{s}},\binom{ \pm \frac{1}{\sqrt{3}}\left(\frac{s+1}{s}\right)}{\mp \frac{1}{3} \frac{(s+1)^{2}}{s}},\binom{ \pm \frac{2}{\sqrt{3}}\left(\frac{s+1}{s}\right)}{0},\binom{ \pm \frac{1}{\sqrt{3}} \frac{s^{2}+s-1}{s s-1)}}{ \pm \frac{1}{3} \frac{s+1}{s}},\binom{ \pm \frac{1}{\sqrt{3}} \frac{s^{2}+s-1}{s(s-1)}}{\mp \frac{1}{3} \frac{s+1}{s}} .
$$

The last set to be calculated is $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$.
Let $v^{1}$ be such that

$$
\left(v^{1}\right)^{T}\binom{\frac{1}{\sqrt{3}} \frac{s+1}{s}}{\frac{1}{3} \frac{(s+1)^{2}}{s}}=\left(v^{1}\right)^{T}\binom{\frac{1}{\sqrt{3}} \frac{s^{2}+s-1}{s(s-1)}}{\frac{1}{3} \frac{s+1}{s}}=1 .
$$

Then $v^{1}=\binom{\frac{\sqrt{3}(s-1)}{s+1}}{\frac{3}{(s+1)^{2}}}$. Assuming

$$
\left(v^{2}\right)^{T}\binom{\frac{2}{\sqrt{3}} \frac{s+1}{s}}{0}=\left(v^{2}\right)^{T}\binom{\frac{1}{\sqrt{3}} \frac{s^{2}+s-1}{s(s-1)}}{\frac{1}{3} \frac{s+1}{s}}=1
$$

results in $v^{2}=\binom{\frac{\sqrt{3} s}{2(s+1)}}{\frac{3 s\left(s^{2}-s-1\right)}{2(s+1)\left(s^{2}-1\right)}}$ and

$$
\left(v^{3}\right)^{T}\binom{\frac{1}{\sqrt{3}}\left(\frac{s+1}{s}\right)}{\frac{1}{3} \frac{(s+1)^{2}}{s}}=\left(v^{3}\right)^{T}\binom{-\frac{1}{\sqrt{3}}\left(\frac{s+1}{s}\right)}{\frac{1}{3} \frac{(s+1)^{2}}{s}}=1
$$

in $v^{3}=\binom{0}{\frac{3 s}{(s+1)^{2}}}$. From the symmetries of $\frac{C^{\circ}-C^{\circ}}{2}$ we conclude that

$$
\begin{aligned}
\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}=\operatorname{conv}( & \left(\binom{ \pm \frac{\sqrt{3}(s-1)}{s+1}}{\frac{3}{(s+1)^{2}}},\binom{ \pm \frac{\sqrt{3}(s-1)}{s+1}}{-\frac{3}{(s+1)^{2}}},\binom{0}{ \pm \frac{3 s}{(s+1)^{2}}},\right. \\
& \left.\left.\binom{ \pm \frac{\sqrt{3} s}{2(s+1)}}{\frac{3 s\left(s^{2}-s-1\right)}{2(s+1)\left(s^{2}-1\right)}},\binom{ \pm \frac{\sqrt{3} s}{2(s+1)}}{-\frac{3\left(s^{2}-s-1\right)}{2(s+1)\left(s^{2}-1\right)}}\right\}\right) .
\end{aligned}
$$

The next thing to do is to compute scaling factors $\mu_{1}, \mu_{2}, \mu_{3}$ with respect to the three different types of vertices of $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$ mapping them to the boundary of $\frac{C-C}{2}$. For $\mu_{1}$ we have to solve

$$
\mu_{1} v^{1}=\mu_{1}\binom{\frac{\sqrt{3}(s-1)}{s+1}}{\frac{3}{(s+1)^{2}}}=\lambda\binom{\frac{\sqrt{3}}{4}(s-1)}{\frac{3}{4}}+(1-\lambda)\binom{\frac{\sqrt{3}}{2}(s-1)}{\frac{3}{4}(2-s)}
$$

for some $\lambda \in[0,1]$. We obtain $\lambda=\frac{s-1}{s}$ and $\mu_{1}=\frac{(s+1)^{2}}{4 s}$. For $\mu_{2}$ exactly one of the following equations has to be fulfilled for some $\lambda \in[0,1]$ :

$$
\mu_{2} v^{2}=\mu_{2}\binom{\frac{\sqrt{3}}{2} \frac{s}{s+1}}{\frac{\left.3 s s^{2}-1-1\right)}{2(s+1)\left(s^{2}-1\right)}}=\lambda\binom{\frac{\sqrt{3}}{2}(s-1)}{\frac{3}{4}(2-s)}+(1-\lambda)\binom{\frac{\sqrt{3}}{4}(s-1)}{\frac{3}{4}}
$$

or

$$
\mu_{2} v^{2}=\mu_{2}\binom{\frac{\sqrt{3}}{2} \frac{s}{s+1}}{\frac{\left.3 s s^{2}-1-1\right)}{2(s+1)\left(s^{2}-1\right)}}=\lambda\binom{\frac{\sqrt{3}}{2}(s-1)}{\frac{3}{4}(2-s)}+(1-\lambda)\binom{\frac{\sqrt{3}}{2}(s-1)}{-\frac{3}{4}(2-s)}
$$

It turns out that for $\frac{1}{6}(3+\sqrt{57}) \leq s \leq 2$ holds the first equation, from which we obtain $\lambda=\frac{-s^{2}+2 s+2}{2 s^{2}-s-2}$ and $\mu_{2}=\frac{\left(s^{2}-1\right)(s+1)}{2\left(2 s^{2}-s-2\right)}$. For $1 \leq s \leq \frac{1}{6}(3+\sqrt{57})$ the second system is the right one, which gives us $\lambda=\frac{s(s-1)}{2(2-s)(s+1)}$ and $\mu_{2}=\frac{s^{2}-1}{s}$. For the last factor, $\mu_{3}$, we have to solve

$$
\mu_{3} v^{3}=\mu_{3}\binom{0}{\frac{3 s}{(s+1)^{2}}}=\lambda\binom{-\frac{\sqrt{3}}{4}(s-1)}{\frac{3}{4}}+(1-\lambda)\binom{\frac{\sqrt{3}}{4}(s-1)}{\frac{3}{4}}
$$

for some $\lambda \in[0,1]$, which leads to $\lambda=\frac{1}{2}$ and $\mu_{3}=\frac{(s+1)^{2}}{4 s}$.
Finally, since $\mu_{1}=\mu_{3}$ we conclude

$$
\beta(C)=\max \left\{\frac{1}{\mu_{1}}, \frac{1}{\mu_{2}}, \frac{1}{\mu_{3}}\right\}=\max \left\{\frac{1}{\mu_{1}}, \frac{1}{\mu_{2}}\right\} .
$$

Notice that for $1 \leq s \leq \frac{1}{6}(3+\sqrt{57})$ holds $\frac{1}{\mu_{2}}=\frac{s}{s^{2}-1}$, and in this case $\beta(C)=\frac{s}{s^{2}-1}$, if $1 \leq s \leq \frac{5}{3}$ and $\beta(C)=\frac{4 s}{(s+1)^{2}}$, if $\frac{5}{3} \leq s \leq \frac{1}{6}(3+\sqrt{57})$.

In case of $\frac{1}{6}(3+\sqrt{57}) \leq s \leq 2$ we have $\frac{1}{\mu_{2}}=\frac{2\left(2 s^{2}-s-2\right)}{\left(s^{2}-1\right)(s+1)}$, and thus $\beta(C)=\frac{4 s}{(s+1)^{2}}$. All in all, $\beta(C)=\frac{s}{s^{2}-1}$ for $s \in\left[1, \frac{5}{3}\right]$ and $\beta(C)=\frac{4 s}{(s+1)^{2}}$ for $s \in\left[\frac{5}{3}, 2\right]$.

Let us remark that for any $s \in[1,2]$ and $\alpha \in\left[\alpha_{1}(s), \alpha_{2}(s)\right]$ or $\beta \in\left[\beta_{1}(s), \beta_{2}(s)\right]$ from Theorem 1.7, respectively, there exists a Minkowski centered set $C$ with asymmetry $s(C)=s$ such that $C \cap(-C) \subset^{o p t} \alpha \operatorname{conv}(C \cup(-C))$ or $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ} \subset^{o p t} \beta \frac{C-C}{2}$, respectively.

Finally, we would also like to mention that similar to the upper bounds $\psi \frac{n}{n+1}$ and $\zeta \frac{n(n+2)}{(n+1)^{2}}$ on $\alpha(C)$ and $\beta(C)$, respectively, for $s(C)$ close to $n$, one may use the ideas from the proof of Theorem 1.5 to derive also lower bounds on $\alpha(C)$ and $\beta(C)$ for $s(C)$ close to $n$, i.e., $\alpha_{1}(s) \geq f_{1}(s)$ and $\beta_{1}(s) \geq f_{2}(s)$ for some continuous functions $f_{1}, f_{2}$ fulfilling $f_{1}(n)=\frac{n}{n+1}$ and $f_{2}(n)=\frac{n(n+1)}{(n+1)^{2}}$.

## Appendix

The circumradius of $K$ w.r.t. the gauge body $C$ is defined as

$$
R(K, C)=\min \left\{\rho \geq 0: K \subset \rho C+t, t \in \mathbb{R}^{n}\right\}
$$

Surprisingly, the definition of a diameter with respect to a (possibly) non-symmetric gauge body $C \in \mathcal{K}^{n}$ (with $0 \in \operatorname{int}(C)$ ) is not unified. While in [Le] it is defined as

$$
D_{\max }(K, C)=\max _{x, y \in K}\|x-y\|_{C}
$$

which we call the maximal diameter, and which at first view is the most natural generalization of a diameter for non-symmetric gauges; others (see c.f. [DGK]) preferred and partly argued to choose the following definition of the diameter of $K$ w.r.t. $C$ :

$$
D(K, C)=2 \max _{x, y \in K} R(\{x, y\}, C) .
$$

The latter definition allows to see the diameter as a best 2-point approximation of the circumradius of the whole set $K$. Another advantage of it is that it is translation invariant in both arguments. In contrast, for the maximal diameter choosing $C$ with 0 close to the boundary of $C$, the circumradius-diameter ratio may get arbitrarily small.

However, the choice of a definition should always fit its desired properties. For instance, if choosing an asymmetric gauge body is motivated by the desire to measure the distance from $x$ to $y$ different than that from $y$ to $x$, the latter should possibly be reflected in the length measurements (instead of measuring the length of the segment $[x, y]$ independently of its direction). Thus there may be applications where we would prefer to measure the distance from $x$ to $y$ by $\|x-y\|_{C}$, which then leads to the maximal diameter.

And, this is part of our motivation for the investigation above, one can see that

$$
D_{\max }(K, C)=D(K, C \cap(-C)), \quad \text { while } \quad D(K, C)=D\left(K, \frac{C-C}{2}\right)
$$

Moreover, if $C$ is Minkowski centered, the results above show us, that we can bound those diameters in terms of the other and therefore also the circumradius-diameter ratio for the maximal diameter.

Finally, it is easy to see that there are also well motivated definitions of lengths of segments or directional breadths w.r.t. a given gauge $C$ that lead to diameters that depend on the harmonic mean $\left(\frac{C^{\circ}-C^{\circ}}{2}\right)^{\circ}$ or the maximum $\operatorname{conv}(C \cup(-C))$.
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# FROM INEQUALITIES RELATING SYMMETRIZATIONS OF CONVEX BODIES TO THE DIAMETER-WIDTH RATIO FOR COMPLETE AND PSEUDO-COMPLETE CONVEX SETS 

RENÉ BRANDENBERG, KATHERINA VON DICHTER, AND BERNARDO GONZÁLEZ MERINO


#### Abstract

For a Minkowski centered convex compact set $K$ we define $\alpha(K)$ to be the smallest possible factor to cover $K \cap(-K)$ by a rescalation of $\operatorname{conv}(K \cup(-K))$ and give a complete description of the possible values of $\alpha(K)$ in the planar case in dependence of the Minkowski asymmetry of $K$. As a side product, we show that, if the asymmetry of $K$ is greater than the golden ratio, the boundary of $K$ intersects the boundary of its negative $-K$ always in exactly 6 points. As an application, we derive bounds for the diameter-width-ratio for pseudo-complete and complete sets, again in dependence of the Minkowski asymmetry of the convex bodies, tightening those depending solely on the dimension given in a recent result of Richter [10].


## 1. Introduction and Notation

Any set $A \subset \mathbb{R}^{n}$ fulfilling $A=t-A$ for some $t \in \mathbb{R}^{n}$ is called symmetric and 0 -symmetric if $t=0$. We denote the family of all (convex) bodies (full-dimensional compact convex sets) by $\mathcal{K}^{n}$ and the family of 0 -symmetric bodies by $\mathcal{K}_{0}^{n}$. For any $K \in \mathcal{K}^{n}$ the gauge function $\|\cdot\|_{K}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is defined as

$$
\|x\|_{K}=\inf \{\rho>0: x \in \rho K\} .
$$

In case $K \in \mathcal{K}_{0}^{n}$, we see that $\|\cdot\|_{K}$ defines a norm. However, even for a non-symmetric unit ball $K$, one may approximate the gauge function by the norms induced from symmetrizations of $K$

$$
\begin{equation*}
\|x\|_{\operatorname{conv}(K \cup(-K))} \leq\|x\|_{K} \leq\|x\|_{K \cap(-K)} . \tag{1}
\end{equation*}
$$

It is natural to request that $K \cap(-K)=K=\operatorname{conv}(K \cup(-K))$ if $K$ is symmetric, which is true if and only if 0 is the center of symmetry of $K$. This motivates the definition of a meaningful center for general bodies $K$. We introduce one of the most common asymmetry measures, which is best suited to our purposes, and choose the center matching it.

The Minkowski asymmetry of $K$ is defined as

$$
s(K):=\inf \left\{\rho>0: K-c \subset \rho(c-K), c \in \mathbb{R}^{n}\right\}
$$
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and a Minkowski center of $K$ is any $c \in \mathbb{R}^{n}$ such that $K-c \subset s(K)(c-K)$ [4]. Moreover, if 0 is a Minkowski center, we say $K$ is Minkowski centered. It is well-known that $s(K) \in[1, n]$ for all $K \in \mathcal{K}^{n}$, with $s(K)=1$ if and only if $K$ is symmetric and $s(K)=n$ if and only if $K$ is a fulldimensional simplex [7].

For $K \in \mathcal{K}^{n}$ we define $\alpha(K)>0$ such that $K \cap(-K) \subset^{\text {opt }} \alpha(K) \operatorname{conv}(K \cup(-K))$. Notice that there always exists some $x \in \mathbb{R}^{n}$ such that $\alpha(K)\|x\|_{K \cap(-K)}=\|x\|_{\operatorname{conv}(K \cup(-K))}$, which means that we have equality for that $x$ in the complete chain in (1) if $\alpha(K)=1$.

In [2] we started an investigation of the region of all possible values for the parameter $\alpha(K)$ for Minkowski centered $K \in \mathcal{K}^{n}$ in dependence of the asymmetry of $K$. It has been shown in [2, Lemma 3.2] that for a Minkowski centered fulldimensional simplex $S$ we have

$$
\alpha(S)= \begin{cases}1, & \text { if } n \text { is odd, and } \\ \frac{n}{n+1}, & \text { if } n \text { is even }\end{cases}
$$

Moreover, it is shown in [2, Theorem 1.7] that $\alpha(K) \geq \frac{2}{s(K)+1}$ for all Minkowski centered $K \in \mathcal{K}^{n}$, and that in the planar case $\alpha(K)=1$ implies $s(K) \leq \varphi$, where $\varphi=\frac{1+\sqrt{5}}{2} \approx 1.61$ denotes the golden ratio.

The main result of the present work is a complete description of the possible $\alpha$ values of $K$ in dependence of its asymmetry (c.f. Figure 1).

Theorem 1.1. Let $K \in \mathcal{K}^{2}$ be Minkowski centered. Then

$$
\frac{2}{s(K)+1} \leq \alpha(K) \leq \min \left\{1, \frac{s(K)}{s(K)^{2}-1}\right\} .
$$

Moreover, for every pair $(\alpha, s)$, such that $1 \leq s \leq 2$ and $\frac{2}{s+1} \leq \alpha \leq \min \left\{1, \frac{s}{s^{2}-1}\right\}$, there exists a Minkowski centered $K \in \mathcal{K}^{2}$, such that $s(K)=s$ and $\alpha(K)=\alpha$.


Figure 1. Region of possible values for the parameter $\alpha(K)$ for Minkowski centered $K \in \mathcal{K}^{2}$ (yellow): $\alpha(K) \geq \frac{2}{s+1}$ (blue); $\alpha(K) \leq 1$ for $s \leq \varphi$ (red), $\alpha(K) \leq \frac{s}{s^{2}-1}$ for $s \geq \varphi$ (green). Vertices are given by 0 -symmetric $K \in \mathcal{K}^{2}$ $(s=1)$, the Golden House $\mathbb{G} \mathbb{H}$ (see definition in Proposition 2.4) $(s=\varphi)$ and triangles $(s=2)$.

Observe that from Theorem 1.1 directly follows for Minkowski centered $K \in \mathcal{K}^{2}$ that

$$
\begin{equation*}
\frac{1}{s(K)} \leq \frac{2}{s(K)+1} \leq \alpha(K) \tag{2}
\end{equation*}
$$

with equality if and only if $s(K)=1$.
While developing the proof of Theorem 1.1, we also made another interesting observation, for which we believe a separate theorem is justified.

Theorem 1.2. Let $K \in \mathcal{K}^{2}$ be Minkowski centered with $s(K) \geq \varphi$. Then the set $\operatorname{bd}(K) \cap$ $\mathrm{bd}(-K)$ consists of exactly 6 points.

Consider $K \in \mathcal{K}^{n}$ and $C \in \mathcal{K}_{0}^{n}$. For $s \in \mathbb{R}^{n} \backslash\{0\}$ the $s$-breadth of $K$ w.r.t. $C$ is the distance between the two parallel supporting hyperplanes of $K$ with normal vector $s$, i.e.,

$$
b_{s}(K, C):=\frac{\max _{x, y \in K} s^{T}(x-y)}{\max _{x \in C} s^{T} x}
$$

The minimal $s$-breadth

$$
w(K, C):=\min _{s \in \mathbb{R}^{n} \backslash\{0\}} b_{s}(K, C)
$$

and the maximal $s$-breadth

$$
D(K, C):=\max _{s \in \mathbb{R}^{n} \backslash\{0\}} b_{s}(K, C)
$$

are called width and diameter of $K$ w.r.t. $C$, respectively. $K$ is said to be of constant width with respect to $C$, if $b_{s}(K, C)$ is constant in dependence of $s \in \mathbb{R}^{n} \backslash\{0\}$, i.e., $w(K, C)=$ $D(K, C)$ and $K-K=D(K, C) C[6]$. Finally, $K$ is called (diametrically) complete w.r.t. $C$, if any proper superset of $K$ has a greater diameter than $K$.

The most famous example of a set of constant width w.r.t. the euclidean ball is the Reuleaux triangle (see, e.g. [3]). One should recognize that constant width always implies completeness, but not the other way around [6]. Minkowski spaces, in which all complete sets are of constant width are called perfect. Characterizing such spaces is still a major open question in convex geometry $[6,9]$.

The circumradius and the inradius of $K \in \mathcal{K}^{n}$ w.r.t. $C \in \mathcal{K}^{n}$ are defined as

$$
R(K, C):=\inf \left\{\rho>0: K \subset_{t} \rho C\right\} \quad \text { and } \quad r(K, C):=\sup \left\{\rho>0: \rho C \subset_{t} K\right\},
$$

where we write $K \subset_{t} C$, if there exists $t \in \mathbb{R}^{n}$, such that $K \subset C+t$. Whenever $C$ is symmetric, we have $D(K, C)=2 \max _{x, y \in K} R(\{x, y\}, C)=\max _{x, y \in K}\|x-y\|_{C}$ and

$$
\frac{w(K, C)}{2} \leq \frac{s(K)+1}{2} r(K, C) \leq \frac{r(K, C)+R(K, C)}{2} \leq \frac{s(K)+1}{2 s(K)} R(K, C) \leq \frac{D(K, C)}{2}
$$

(see [5]).
While $w(K, C)=D(K, C)$ characterizes constant width of $K$ w.r.t. $C$, we know from [4] that all sets $K$, which are complete w.r.t. $C$ fulfill the following chain of equalities

$$
\frac{s(K)+1}{2} r(K, C)=\frac{r(K, C)+R(K, C)}{2}=\frac{s(K)+1}{2 s(K)} R(K, C)=\frac{D(K, C)}{2} .
$$

However, this property does not characterize completeness, not even in the planar case. For instance, the sliced Reuleaux triangle and the hood, as defined in [3] are pseudo-complete w.r.t. the euclidean ball, but not of constant width.

We say that $K$ is pseudo-complete w.r.t. $C$ if $r(K, C)+R(K, C)=D(K, C)$, and denote by $\mathcal{K}_{p s, C}^{n}$ or $\mathcal{K}_{c o m p, C}^{n}$ the families of all $K \in \mathcal{K}^{n}$, which are pseudo-complete or complete w.r.t. $C$, respectively.


Recently, it has been shown in [10] that the diameter-width-ratio for complete sets $K \in \mathcal{K}^{n}$ is bounded from above by $\frac{n+1}{2}$. We sharpen this result for pseudo-complete (and therefore, for complete) sets taking the asymmetry $s(K)$ of $K$ into account.

Theorem 1.3. Let $K \in \mathcal{K}_{p s, C}^{n}$. Then

$$
\frac{D(K, C)}{w(K, C)} \leq \frac{s(K)+1}{2} .
$$

Moreover, for $n>2$ odd and any $s \in[1, n]$ or for $n>2$ even and any $s \in[1, n-1]$ there exists $K \in \mathcal{K}_{\text {comp }, C}^{n}$ with $s(K)=s$, such that $\frac{D(K, C)}{w(K, C)}=\frac{s+1}{2}$.

Euclidean spaces of any dimension as well as general planar Minkowski spaces are perfect. Thus, obviously, in all those spaces the diameter-width-ratio of complete sets is equal to one. However, as an application of Theorem 1.1, we are able to state a better bound than the one given in Theorem 1.3 for pseudo-complete sets in the planar case.

Theorem 1.4. Let $K \in \mathcal{K}_{p s, C}^{2}$. Then

$$
\frac{D(K, C)}{w(K, C)} \leq \min \left\{\frac{s(K)+1}{2}, \frac{s(K)^{2}}{s(K)^{2}-1}\right\} .
$$

We will also show that Theorem 1.4 improves the absolute upper bound for the diameter-width-ratio of pseudo-complete planar sets from $\frac{3}{2}$ (derived in Theorem 1.3) down to $\frac{1}{6}(4+\sqrt[3]{19-3 \sqrt{33}}+\sqrt[3]{19+3 \sqrt{33}}) \approx 1.42$.

Finally, we use the results on the 3-dimensional Blaschke-Santaló diagram w.r.t. the circumradius, inradius, diameter, and width for convex bodies in the euclidean plane [3], to derive the optimal absolut upper bound for the diameter-width-ratio of pseudo-complete sets in that case.

Theorem 1.5. Let $K \in \mathcal{K}_{p s, \mathbb{B}_{2}}^{2}$. Then

$$
\frac{D\left(K, \mathbb{B}_{2}\right)}{w\left(K, \mathbb{B}_{2}\right)} \leq \frac{1}{2}\left(1+\frac{1}{r}\right) \approx 1.135
$$

where

$$
r=\frac{\sqrt{t}}{2}-1+\sqrt{\frac{16}{\sqrt{t}}-t}, \quad \text { and } \quad t=\sqrt[3]{\frac{32}{9}}(\sqrt[3]{9+\sqrt{69}}+\sqrt[3]{9-\sqrt{69}}) .
$$

Moreover, equality holds if $K$ is a hood (see Section 6 for details).

## 2. Definitions and Propositions

For any $X, Y \subset \mathbb{R}^{n}, \rho \in \mathbb{R}$ let $X+Y=\{x+y: x \in X, y \in Y\}$ be the Minkowski sum of $X, Y$ and $\rho X=\{\rho x: x \in X\}$ the $\rho$-dilatation of $X$, and abbreviate $(-1) X$ by $-X$. For any $X \subset \mathbb{R}^{n}$ let $\operatorname{conv}(X), \operatorname{pos}(X), \operatorname{lin}(X)$, and aff $(X)$ denote the convex hull, the positive hull, the linear hull, and the affine hull of $X$, respectively. A segment is the convex hull of $\{x, y\} \subset \mathbb{R}^{n}$, which we abbreviate by $[x, y]$. With $u^{1}, \ldots, u^{n}$ we denote the standard unit vectors of $\mathbb{R}^{n}$. For every $X \subset \mathbb{R}^{n}$ let $\operatorname{bd}(X)$ and $\operatorname{int}(X)$ denote the boundary and interior of $X$, respectively. Let us denote the Euclidean norm of $x \in \mathbb{R}^{n}$ by $\|x\|$, the Euclidean unit ball by $\mathbb{B}_{2}=\left\{x \in \mathbb{R}^{n}:\|x\| \leq 1\right\}$. In case $u^{1}, \ldots, u^{n+1} \in \mathbb{R}^{n}$ are affinely independent, we say that conv $\left(\left\{u^{1}, \ldots, u^{n+1}\right\}\right)$ is an $n$-simplex.

For any $K, C \in \mathcal{K}^{n}$ we say $K$ is optimally contained in $C$, and denote it by $K \subset^{\text {opt }} C$, if $K \subset C$ and $K \not \subset_{t} \rho C$ for any $\rho \in[0,1)$.

We recall the characterization of the optimal containment under homothety in terms of the touching conditions [5, Theorem 2.3].

Proposition 2.1. Let $K, C \in \mathcal{K}^{n}$ and $K \subset C$. Then the following are equivalent:
(i) $K \subset^{o p t} C$.
(ii) There exist $k \in\{2, \ldots, n+1\}, p^{j} \in K \cap \operatorname{bd}(C), j=1, \ldots, k$, and $a^{j}$ outer normals of supporting halfspaces of $K$ and $C$ at $p^{j}$, such that $0 \in \operatorname{conv}\left(\left\{a^{1}, \ldots, a^{k}\right\}\right)$.

In the planar case Proposition 2.1 implies the following corollary (c.f. [1, Prop. 2.5]).
Corollary 2.2. Let $K \in \mathcal{K}^{2}$ with $s(K)>1$. Then $K$ is Minkowski centered if and only if there exist $p^{1}, p^{2}, p^{3} \in \operatorname{bd}(K) \cap\left(-\frac{1}{s(K)} K\right)$ and $a^{i}, i=1,2,3$, outer normals of supporting halfspaces of $K$ in $p^{i}$, such that $0 \in \operatorname{int}\left(\operatorname{conv}\left(\left\{p^{1}, p^{2}, p^{3}\right\}\right)\right)$ and $0 \in \operatorname{conv}\left(\left\{a^{1}, a^{2}, a^{3}\right\}\right)$.

For $K \in \mathcal{K}^{n}$ Minkowski centered we call any $p \in \operatorname{bd}(K) \cap \mathrm{bd}\left(-\frac{1}{s(K)} K\right)$ an asymmetry point of $K$, and any triple of asymmetry points, with the properties as stated in Corollary 2.2, to be well-spread.

For any $a \in \mathbb{R}^{n} \backslash\{0\}$ and $\rho \in \mathbb{R}$, let $H_{a, \rho}^{\leq}=\left\{x \in \mathbb{R}^{n}: a^{T} x \leq \rho\right\}$ denote a halfspace with its boundary being the hyperplane $H_{a, \rho}^{=}=\left\{x \in \mathbb{R}^{n}: a^{T} x=\rho\right\}$. Analogously, we define
$H_{a, \rho}^{\geq}, H_{a, \rho}^{<}, H_{a, \rho}^{>}$. We say that the halfspace $H_{a, \rho}^{\leq}$supports $K \in \mathcal{K}^{n}$ in $q \in K$, if $K \subset H_{a, \rho}^{\leq}$ and $q \in H_{a, \rho}^{=}$. We denote the set of all extreme points of $K$ by $\operatorname{ext}(K)$.

Note that $\alpha(K)=R(K \cap(-K), \operatorname{conv}(K \cup(-K)))$, and we also define

$$
\tau(K):=R\left(K \cap(-K), \frac{K-K}{2}\right) .
$$

The following proposition combines [2, Corollary 2.3] and [1, Theorem 1.3].
Proposition 2.3. Let $K \in \mathcal{K}^{n}$ be Minkowski centered with $s(K)=s$ and let $L$ be a regular linear transformation. Then the following are true:
(i) $\alpha(K)=\alpha(L(K))$ and $\tau(K)=\tau(L(K))$.
(ii) $\alpha(K)=\tau(K)=1$ if and only if there exist $p,-p \in \operatorname{bd}(K)$ and parallel halfspaces $H_{a, \rho}^{\leq}$ and $H_{-a, \rho}^{\leq}$supporting $K$ in $p$ and $-p$, respectively.

We recall another result from [1] based on Proposition 2.3 about the equality cases for the upper bound in the inequality $\alpha(K) \leq 1$ in the planar case.

Proposition 2.4. Let $K \in \mathcal{K}^{2}$ be Minkowski centered such that $\alpha(K)=\tau(K)=1$. Then $s(K) \leq \varphi$. Moreover, if $s(K)=\varphi$, there exists a linear transformation $L$ such that $L(K)=$ $\mathbb{G H}$, where

$$
\mathbb{G H}:=\operatorname{conv}\left(\left\{\binom{ \pm 1}{0},\binom{ \pm 1}{-1},\binom{0}{\varphi}\right\}\right)
$$

is the golden house.

## 3. Geometry of the boundaries of sets

In this section we give the proof of Theorem 1.2, describing the number of the intersection points of $\operatorname{bd}(K)$ and $\mathrm{bd}(-K)$ for a Minkowski centered $K \in \mathcal{K}^{2}$ with $s(K)>\varphi$. In order to do so, we provide the necessary definitions and show a lemma, which describes the locations of the asymmetry points from Corollary 2.2. After this, we focus on the geometry of the touching points of $K \cap(-K)$ and $\alpha(K) \operatorname{conv}(K \cup(-K))$, which is needed for the proof of the main theorem.

For $K \in \mathcal{K}^{2}$ we call $z^{1}, z^{2} \in \operatorname{bd}(K) \cap \mathrm{bd}(-K)$ consecutive, if there exists no point $z \in \operatorname{bd}(K) \cap \operatorname{bd}(-K) \cap \operatorname{int}\left(\operatorname{pos}\left\{z^{1}, z^{2}\right\}\right)$.

Even so we assume $s(K)>\varphi$ in this section, the arguments keep valid as long as there is just a finite amount of points in $\operatorname{bd}(K) \cap \mathrm{bd}(-K)$. In case of an infinite sequence of points $\left\{z^{i}\right\}_{i \in \mathbb{N}} \subset \operatorname{bd}(K) \cap \mathrm{bd}(-K)$, there exists at least a subsequence of it, converging to a common boundary point $z^{0}$, such that $K$ and $-K$ are commonly supportable in $z^{0}$. However, the latter would anyway imply $\alpha(K)=1$ by Proposition 2.3, and thus by Proposition 2.4 is not possible for $s(K)>\varphi$.

Lemma 3.1. Let $K \in \mathcal{K}^{2}$ be Minkowski centered with $s(K)>\varphi$, let $z^{1}, z^{2} \in \operatorname{bd}(K) \cap$ $\operatorname{bd}(-K)$ be consecutive, and $H_{a^{1}, \rho_{1}}^{\leq}, H_{a^{2}, \rho_{2}}^{\leq}$be two halfspaces supporting $K$ in $z^{1}$ and $z^{2}$, respectively. Moreover, let $p^{1}, p^{2}, p^{3}$ be well-spread asymmetry points of $K$. Then the following are true:
(i) If $p^{i} \in \operatorname{pos}\left\{z^{1}, z^{2}\right\}$, then $s(K) p^{i} \in H_{a^{1}, \rho_{1}}^{>} \cap H_{a^{2}, \rho_{2}}^{>}$.
(ii) There exists either an asymmetry point of $K$ or of $-K$ in $\operatorname{pos}\left\{z^{1}, z^{2}\right\}$.


Figure 2. Construction from Lemma 3.1 and Theorem 1.2: $K$ (black), $-K$ and $-\frac{1}{s(K)} K$ (gray), $\operatorname{bd}(K) \cap \operatorname{bd}(-K)$ (big black dots), halfspaces $H_{a^{1}, \rho_{1}}^{\leq}, H_{a^{2}, \rho_{2}}^{\leq}$supporting $K$ at consecutive points $z^{1}$ and $z^{2}$, respectively, and $p^{1}, p^{2}, p^{3}$ well-spread asymmetry points of $K$.

Proof. We start proving (i) and define $s:=s(K)$. Notice that $(-K) \cap H_{a^{1}, \rho_{1}}^{>} \subset \operatorname{pos}\left(\left\{z^{1}, z^{2}\right\}\right)$ and that, since $0 \in \operatorname{conv}\left(\left\{p^{1}, p^{2}, p^{3}\right\}\right)$, between any two of those three asymmetry points, we find points from $\operatorname{bd}(K) \cap \operatorname{bd}(-K)$. To check the latter, consider e.g. $p^{1}$ and $p^{2}$. Since $s p^{1},-p^{3} \in \operatorname{bd}(-K) \cap \operatorname{pos}\left(\left\{p^{1}, p^{2}\right\}\right)$ and $p^{1},-s p^{3} \in \operatorname{bd}(K) \cap \operatorname{pos}\left(\left\{p^{1}, p^{2}\right\}\right)$, we find a point from $\operatorname{bd}(K) \cap \operatorname{bd}(-K) \operatorname{in} \operatorname{int}\left(\operatorname{pos}\left(\left\{p^{1},-p^{3}\right\}\right)\right) \subset \operatorname{int}\left(\operatorname{pos}\left\{p^{1}, p^{2}\right\}\right)$.

For the aim of a contradiction to (i), assume w.l.o.g. that $p^{1} \in \operatorname{pos}\left\{z^{1}, z^{2}\right\}$ and $s p^{1} \in$ $H_{a^{1}, \rho_{1}}^{\leq}$. Because of the observation before it follows that $p^{2}, p^{3} \notin \pm \operatorname{pos}\left(\left\{z^{1}, z^{2}\right\}\right)$. Defining $K^{\prime}:=K \cap\left(-H_{a^{1}, \rho_{1}}^{\leq}\right)$, we obtain $-s p^{j} \in K^{\prime}, j=1,2,3$, and therefore $-\frac{1}{s} K^{\prime} \subset K^{\prime}$, with $p^{1}, p^{2}, p^{3}$ being well-spread asymmetry point of $K^{\prime}$, too. It follows from Proposition 2.1 that $K^{\prime}$ is still Minkowski centered and $s\left(K^{\prime}\right)=s$. Moreover, the halfspaces $H_{ \pm a^{1}, \rho_{1}}^{\leq}$support $K^{\prime}$ in the points $\pm z^{1}$, respectively, implying $\alpha\left(K^{\prime}\right)=1$ by Proposition 2.3. However, this means $K^{\prime}$ is Minkowski centered with $s\left(K^{\prime}\right)>\varphi$ and $\alpha\left(K^{\prime}\right)=1$, contradicting Proposition 2.4.

The proof of (ii) is completely analogous to the one above, starting here with the assumption that there is no asymmetry point between $z^{1}, z^{2}$.

Proof of Theorem 1.2. Since $s:=s(K)>1$, there exists a triple of well-spread asymmetry points $p^{1}, p^{2}, p^{3}$ of $K$. Then $-p^{i} \in \operatorname{pos}\left(\left\{p^{j}, p^{k}\right\}\right)$, whenever $\{i, j, k\}=\{1,2,3\}$. In particular, this means that we find at least one point from $\operatorname{bd}(K) \cap \mathrm{bd}(-K)$ within each cone $\operatorname{int}\left(\operatorname{pos}\left(\left\{p^{i},-p^{j}\right\}\right)\right), i \neq j$, which shows that $\operatorname{bd}(K) \cap \operatorname{bd}(-K)$ contains at least 6 points.

Now, let us assume that $\operatorname{bd}(K) \cap \mathrm{bd}(-K)$ contains more than 6 points. Using the pigeonhole principle, we see that there must exist two consecutive points $z^{1}, z^{2} \in \operatorname{bd}(K) \cap$ $\operatorname{bd}(-K)$, such that $\pm p^{i} \notin \operatorname{pos}\left(\left\{z^{1}, z^{2}\right\}\right), i=1,2,3$. Let us assume w.l.o.g. that there exists some $z \in \operatorname{bd}(K) \cap \operatorname{int}(-K) \cap \operatorname{int}\left(\operatorname{pos}\left(\left\{z^{1}, z^{2}\right\}\right)\right)$. Let $H_{a, \rho}^{\leq}$be a supporting halfspace of $K$ in $z$. Then, $\operatorname{int}(-K) \cap H_{a, \rho}^{>} \subset \operatorname{pos}\left(\left\{z^{1}, z^{2}\right\}\right)$, and therefore $K \backslash\left\{-\operatorname{pos}\left(\left\{z^{1}, z^{2}\right\}\right)\right\} \subset K \cap\left(-H_{a}^{\leq}, \rho\right)=$ : $K^{\prime}$. It follows that $p^{i},-s p^{i} \in K^{\prime}, i=1,2,3$, and therefore that $s\left(K^{\prime}\right)=s \geq \varphi$ by the assumption of the theorem. Moreover, since $\pm H_{a, \rho}^{\leq}$are parallel supporting halfspaces of $K^{\prime}$ in $\pm z$, we have $\alpha\left(K^{\prime}\right)=1$ by Proposition 2.3.

For $s>\varphi$ this would directly contradict Proposition 2.4. In case of $s=\varphi$ we have that $K^{\prime}$ is Minkowski centered with $\alpha\left(K^{\prime}\right)=1$ and $s\left(K^{\prime}\right)=\varphi$. Thus, by the equality case of Proposition 2.4, we obtain that $K^{\prime}$ equals the golden house $\mathbb{G H}$ up to a linear transformation. However, this constradicts our assumption of more than 6 points in $\operatorname{bd}\left(K^{\prime}\right) \cap \mathrm{bd}\left(-K^{\prime}\right)$.

In case of $1<s<\varphi$, the set $\operatorname{bd}(K) \cap \operatorname{bd}(-K)$ may consist of an uncountably infinite amount of points, an arbitrarily large finite amount, or a small number of points as well.

Example 3.2. (i) For any $s \in[1, \varphi)$ there exists a Minkowski centered $K \in \mathcal{K}^{2}$ with $s(K)=s$, such that the set $\operatorname{bd}(K) \cap \operatorname{bd}(-K)$ is uncountable.

Let $K_{t}:=\operatorname{conv}\left(\left\{\binom{ \pm 1}{0},\binom{ \pm 1}{-1},\binom{0}{t}\right\}\right) \in \mathcal{K}^{2}$ with $t \in[0, \varphi)$. It is not hard to verify that $K_{t}-x_{t} \subset^{\text {opt }} s\left(-K_{t}+x_{t}\right)$, where

$$
s=\frac{t+\sqrt{9 t^{2}+12 t+4}}{2(t+1)} \quad \text { and } \quad x_{t}=\binom{0}{\frac{t-s}{s+1}} .
$$

Thus, we obtain $\left\{s\left(K_{t}\right): t \in[0, \varphi)\right\}=[1, \varphi)$, and since $\pm u^{1} \in \operatorname{bd}\left(K_{t}\right), t \in[0, \varphi)$, with $H_{u^{1}, \pm 1}^{=}$supporting $K_{t}$ in $\pm u^{1}$, we have $\alpha\left(K_{t}\right)=1$ for every $t \in[0, \varphi)$.

Finally, $\left[\left(\frac{t-s}{s+1}\right),\left(\frac{1-t}{s+1}\right)\right] \subset \operatorname{bd}\left(K_{t}\right) \cap \mathrm{bd}\left(-K_{t}\right)$, thus the boundaries of $\pm K_{t}$ possess infinitely many common points.
(ii) Let $K \in \mathcal{K}^{2}$ be a Minkowski centered regular $k$-gon with $k \geq 5$ odd. By [2, Example 4.2], $s(K)=\frac{1}{\cos \left(\frac{\pi}{k}\right)}<\varphi$ and $\operatorname{bd}(K) \cap \mathrm{bd}(-K)$ consists of $2 k$ points.
(iii) Let $S$ be a (regular) simplex and $K=S \cap(-s S)$ with $s \in[1, \varphi)$. It is easy to see that $s(K)=s$, that $K \cap(-K)=S \cap(-S)$, and that $\operatorname{bd}(K) \cap \mathrm{bd}(-K)$ contains exactly 6 points.

We now discuss the locations of the touching points of $K \cap(-K)$ and $\alpha(K) \operatorname{conv}(K \cup$ $(-K)$ ).

Lemma 3.3. Let $K \in \mathcal{K}^{2}$ be Minkowski centered with $s(K)>1$ and $p \in \operatorname{bd}(K \cap(-K)) \cap$ $\operatorname{bd}(\alpha(K) \operatorname{conv}(K \cup(-K)))$. Then one of the following must be true:
(i) $p \in \operatorname{bd}(K) \cap \mathrm{bd}(-K)$ or
(ii) $\frac{1}{\alpha(K)} p \notin \operatorname{conv}(K \cup(-K)) \backslash(K \cup(-K))$.

Moreover, if (i) is fulfilled, there exist halfspaces $H_{a, \rho}^{\leq}$and $H_{-a, \rho}^{\leq}$, such that each of them supports both, $K$ and $-K$, while $H_{a, \alpha(K) \rho}^{\leq}$and $H_{-a, \alpha(K) \rho}^{\leq}$support $K \cap(-K)$ in $p$ and $-p$, respectively.

Note that Case (ii) of Lemma 3.3 is equivalent to one of the following two statements getting true:

$$
p \in \operatorname{bd}(K) \text { with } \frac{1}{\alpha(K)} p \in \operatorname{bd}(-K) \quad \text { or } \quad p \in \operatorname{bd}(-K) \text { with } \frac{1}{\alpha(K)} p \in \operatorname{bd}(K) .
$$



Figure 3. Construction for Case (i) of Lemma 3.3: $K$ (black), $-K$ (gray), $H_{a, \rho}^{\leq}, H_{-a, \rho}^{\leq}$and $H_{a, \alpha(K) \rho}^{\leq}, H_{-a, \alpha(K) \rho}^{\leq}$(blue).

Proof of Lemma 3.3. Let us start observing that if $\alpha:=\alpha(K)=1$, we have $p \in \operatorname{bd}(\operatorname{conv}(K \cup$ $(-K)$ ). Hence, $p \in \operatorname{bd}(K) \cap \operatorname{bd}(-K)$, i.e. (i) applies. Hence, we may assume $\alpha<1$ for the rest of the proof.

We first show the "moreover"-part of the statement. Thus, assume $p \in \operatorname{bd}(K) \cap \mathrm{bd}(-K)$ and let $s:=s(K)>1$. Since $\alpha<1$, we have $\pm \frac{1}{\alpha} p \notin K$, but there exist $x,-y \in \operatorname{ext}(K)$ such that $\frac{1}{\alpha} p \in[x, y] \subset \operatorname{bd}(\operatorname{conv}(K \cup(-K)))$ and a halfspace $H_{a, \rho}^{\leq}$supporting $\operatorname{conv}(K \cup(-K))$ in $\frac{1}{\alpha} p$ and thus in $[x, y]$.

Since $K \cap(-K)$ and $\operatorname{conv}(K \cup(-K))$ are both symmetric, the halfspace $H_{-a, \rho}^{\leq}$supports $\operatorname{conv}(K \cup(-K))$ in $-\frac{1}{\alpha} p$. Using $\frac{1}{\alpha}(K \cap(-K)) \subset \operatorname{conv}(K \cup(-K)) \subset H_{a}^{\leq}, \rho$, we see that $H_{ \pm a, \alpha \rho}^{\leq}$support $K \cap(-K)$ in $\pm p$.

Now, for the sake of a contradiction, let us assume (i) and (ii) are wrong. Doing so, we may assume w.l.o.g. that $p \in \operatorname{bd}(-K) \cap \operatorname{int}(K)$ and $\frac{1}{\alpha} p \in \operatorname{conv}(K \cup(-K)) \backslash K$. Then there exist $x,-y \in \operatorname{bd}(-K) \backslash K$, such that $\frac{1}{\alpha} p \in[x, y] \subset \operatorname{conv}(K \cup(-K))$. Let $z \in$ $\operatorname{bd}(K) \cap \operatorname{bd}(-K) \cap \operatorname{pos}(\{x, y\})$ and $\xi \in \mathbb{R}$ be such that $\xi z \in[x, y]$. Since $\frac{1}{\alpha} p \in[x, y] \backslash K$,
we have $\xi>1$. Obviously, $z \in \operatorname{bd}(K) \cap \mathrm{bd}(-K)$ and $x \in \operatorname{bd}(-K) \backslash K$ together imply $(\operatorname{bd}(-K) \cap \operatorname{int}(\operatorname{pos}(\{x, z\}))) \cap K=\emptyset$.

Since $p \in \operatorname{bd}(-K) \cap \operatorname{int}(K)$, we obtain $p, x, z \in \operatorname{bd}(-K)$ with $z \in \operatorname{pos}(\{p, x\})$, and, due to the convexity of $-K, z \in x+\operatorname{pos}\left(\left\{p-x, \frac{1}{\alpha} p-x\right\}\right)$. It follows that $\frac{1}{\alpha \xi} p \notin-K$ and, since $p \in \operatorname{bd}(-K)$, we have $\frac{1}{\alpha}>\xi$. Together with $\frac{1}{\alpha}(K \cap(-K)) \subset \operatorname{conv}(K \cup(-K))$, $z \in K \cap(-K)$, and $\xi z \in \operatorname{bd}(\operatorname{conv}(K \cup(-K))$, this implies the desired contradiction.

We present a family of sets, where the situation described in Lemma 3.3 (ii) happens.
Example 3.4. Let $S=\operatorname{conv}\left(\left\{p^{1}, p^{2}, p^{3}\right\}\right)$ be a regular Minkowski centered triangle with $R\left(S, \mathbb{B}_{2}\right)=1$ and $D:=\left\{\binom{\rho_{1}}{\rho_{2}}: 1 \leq \rho_{1} \leq 2, \frac{\rho_{1}^{2}-\rho_{1}+1}{\rho_{1}+1} \leq \rho_{2} \leq \frac{\rho_{1}}{2}\right\}$. We define

$$
K:=K_{\rho_{1}, \rho_{2}}:=\operatorname{conv}\left(\left((-S) \cap \rho_{1} S\right) \cup \rho_{2} S\right) \text { with }\binom{\rho_{1}}{\rho_{2}} \in D \text {. }
$$



Figure 4. Constructions used in Example 3.4: $K$ (yellow), $-K$ (green), $S /-S$ (gray), $\rho_{2} S$ (gray dotted), $\rho_{1} S$ (gray dashed).

Let further $z \in \operatorname{bd}(K) \cap \operatorname{bd}(-K) \cap \operatorname{pos}\left(\left\{p^{2},-p^{3}\right\}\right)$ with $\xi z \in \operatorname{bd}(\operatorname{conv}(K \cup(-K)))$ for some $\xi>1$. Let $\gamma_{1} \leq 1$ and $\gamma_{2} \geq 1$ be such that $\gamma_{1} z \in \operatorname{bd}(S) \cap \operatorname{bd}(-S)$ and $\gamma_{2} z \in$ $\operatorname{bd}(\operatorname{conv}(S \cup(-S)))$, respectively. Then, since $R\left(S, \mathbb{B}_{2}\right)=1$, we have $\left\|\gamma_{1} z\right\|=\frac{\sqrt{3}}{3}$ and $\left\|\gamma_{2} z\right\|=\frac{\sqrt{3}}{2}$. Choose $q$ to be the vertex of $K$, such that $q \in \operatorname{int}\left(\operatorname{pos}\left(\left\{p^{2},-p^{3}\right\}\right)\right)$.

Now, since $\frac{\left\|-p^{3}-q\right\|}{\left\|-p^{3}-\gamma_{1} z\right\|}=\frac{\left\|-p^{3}-\left(-\frac{\rho_{1}}{2} p^{3}\right)\right\|}{\left\|-p^{3}-\left(-\frac{1}{2} p^{3}\right)\right\|}$, we have

$$
\frac{\left\|-p^{3}-q\right\|}{\left\|-p^{3}-\gamma_{1} z\right\|}=\frac{1-\frac{\rho_{1}}{2}}{\frac{1}{2}}=2-\rho_{1} .
$$

Therefore,

$$
\frac{\left\|\gamma_{2} z-\gamma_{1} z\right\|}{\left\|\xi z-\gamma_{1} z\right\|}=1+\frac{\left\|-p^{3}-q\right\|}{\left\|q-\gamma_{1} z\right\|}=1+\frac{2-\rho_{1}}{\rho_{1}-1}=\frac{1}{\rho_{1}-1} .
$$

We have

$$
\|\xi z\|=\left\|\gamma_{1} z\right\|+\left\|\xi z-\gamma_{1} z\right\|=\frac{\sqrt{3}}{3}+\frac{\sqrt{3}}{6}\left(\rho_{1}-1\right)=\frac{\sqrt{3}}{6}\left(\rho_{1}+1\right) .
$$

Let $g$ be the orthogonal projection of $\rho_{2} p^{2}$ on $\operatorname{lin}(\{z\})$.
Since $\left\|-\frac{\rho_{1}}{2} p^{3}-q\right\|=\tan \left(\frac{\pi}{6}\right) \cdot\left\|-p^{3}-\left(-\frac{\rho_{1}}{2} p^{3}\right)\right\|=\frac{\sqrt{3}}{3}\left(1-\frac{\rho_{1}}{2}\right)$, we obtain from the Pythagorean theorem

$$
\|q\|=\sqrt{\left(\frac{\rho_{1}}{2}\right)^{2}+\left(\frac{\sqrt{3}}{3}\left(1-\frac{\rho_{1}}{2}\right)\right)^{2}}=\sqrt{\frac{\rho_{1}^{2}-\rho_{1}+1}{3}} .
$$

Now, we calculate

$$
\|q-\xi z\|=\sqrt{\|q\|^{2}-\|\xi z\|^{2}}=\sqrt{\frac{\rho_{1}^{2}-\rho_{1}+1}{3}-\left(\frac{\sqrt{3}}{6}\left(\rho_{1}+1\right)\right)^{2}}=\frac{\rho_{1}-1}{2} .
$$

Since $\|g\|=\frac{\sqrt{3}}{2} \rho_{2}$, we have

$$
\left\|g-\rho_{2} p^{2}\right\|=\sqrt{\left\|\rho_{2} p^{2}\right\|^{2}-\|g\|^{2}}=\sqrt{\rho_{2}^{2}-\frac{3}{4} \rho_{2}^{2}}=\frac{\rho_{2}}{2} .
$$

Since $q, z, \rho_{2} p^{2}$ are collinear, we have $\frac{\|g-z\|}{\|z-\xi z\|}=\frac{\left\|g-\rho_{2} p^{2}\right\|}{\|q-\xi z\|}$, and thus

$$
\frac{\|g-z\|}{\|z-\xi z\|}=\frac{\frac{\rho_{2}}{2}}{\frac{\rho_{1}-1}{2}}=\frac{\rho_{2}}{\rho_{1}-1} .
$$

Using this fact, we obtain

$$
\|\xi z\|=\|g\|+\|g-z\|+\|\xi z-z\|=\frac{\sqrt{3}}{2} \rho_{2}+\left(\frac{\rho_{2}}{\rho_{1}-1}+1\right)\|\xi z-z\| .
$$

Therefore, remembering that $\|g\|=\frac{\sqrt{3}}{2} \rho_{2}$,

$$
\|\xi z-z\|=\frac{\|\xi z\|-\|g\|}{\frac{\rho_{2}}{\rho_{1}-1}+1}=\frac{\|\xi z\|-\frac{\sqrt{3}}{2} \rho_{2}}{\frac{\rho_{2}}{\rho_{1}-1}+1}
$$

and

$$
\begin{aligned}
\frac{\|z\|}{\|\xi z\|} & =\frac{\|\xi z\|-\|\xi z-z\|}{\|\xi z\|}=1-\frac{1}{\frac{\rho_{2}}{\rho_{1}-1}+1}+\frac{\frac{\sqrt{3}}{2} \rho_{2}}{\left(\frac{\rho_{2}}{\rho_{1}-1}+1\right) \frac{\sqrt{3}}{6}\left(\rho_{1}+1\right)} \\
& =\frac{\rho_{2}\left(\rho_{1}-1\right)}{\rho_{1}+\rho_{2}-1}\left(\frac{1}{\rho_{1}-1}+\frac{3}{\rho_{1}+1}\right)=\frac{2 \rho_{2}\left(2 \rho_{1}-1\right)}{\left(\rho_{1}+\rho_{2}-1\right)\left(\rho_{1}+1\right)} .
\end{aligned}
$$

Since $\rho_{2} p^{2} \in \operatorname{bd}(K)$ is a vertex of $\rho_{2} S$ and $\frac{\rho_{1}}{2} p^{2} \in \operatorname{bd}\left(\rho_{1} S\right) \cap \operatorname{bd}(-K)$, we have $\frac{1}{\alpha(K)} \leq \frac{\rho_{1}}{2 \rho_{2}}$.
Thus, notice that

$$
\frac{1}{\alpha(K)}=\min \left\{\xi, \frac{\rho_{1}}{2 \rho_{2}}\right\}=\min \left\{\frac{\left(\rho_{1}+\rho_{2}-1\right)\left(\rho_{1}+1\right)}{2 \rho_{2}\left(2 \rho_{1}-1\right)}, \frac{\rho_{1}}{2 \rho_{2}}\right\} .
$$

Since

$$
\frac{\rho_{1}}{2 \rho_{2}} \leq \frac{\left(\rho_{1}+\rho_{2}-1\right)\left(\rho_{1}+1\right)}{2 \rho_{2}\left(2 \rho_{1}-1\right)}
$$

is equivalent to

$$
\begin{equation*}
\frac{\rho_{1}^{2}-\rho_{1}+1}{\rho_{1}+1} \leq \rho_{2}, \tag{3}
\end{equation*}
$$

we obtain $\alpha(K)=\frac{\rho_{1}}{2 \rho_{2}}$, whenever (3) is fulfilled. Since $\frac{\rho_{1}^{2}-\rho_{1}+1}{\rho_{1}+1} \leq \frac{\rho_{1}}{2}$, for any fixed $\rho_{1} \in[1,2]$ we can select $\rho_{2}$, such that $\frac{\rho_{1}^{2}-\rho_{1}+1}{\rho_{1}+1} \leq \rho_{2} \leq \frac{\rho_{1}}{2}$, and thus selecting any $\binom{\rho_{1}}{\rho_{2}} \in D$ would give us examples of bodies fulfilling the condition above.

## 4. The Proof of Theorem 1.1

Lemma 4.1. Let $K \in \mathcal{K}^{2}$ be Minkowski centered with $s(K)>\varphi$ and $p^{1}, p^{2}, p^{3}$ a triple of well-spread asymmetry points of $K$.
a) Then there exists a Minkowski centered $K^{\prime} \in \mathcal{K}^{2}$ with
(i) $\left.\operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)\right)=\operatorname{conv}\left(\left\{ \pm s p^{1}, \pm s p^{2}, \pm s p^{3}\right\}\right)$,
(ii) $\alpha\left(K^{\prime}\right) \geq \alpha(K)$,
(iii) $s\left(K^{\prime}\right)=s(K)$, and
(iv) $p \in \operatorname{bd}\left(K^{\prime} \cap\left(-K^{\prime}\right)\right) \cap \alpha\left(K^{\prime}\right)\left(\operatorname{bd}\left(\operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)\right)\right)$ implies $p \in \operatorname{bd}\left(K^{\prime}\right) \cap \mathrm{bd}\left(-K^{\prime}\right)$.
b) Taking $p$ as above and defining $d^{1}$ to be the intersection point of $\operatorname{aff}\left(\left\{-p, p^{3}\right\}\right)$ and $\operatorname{aff}\left(\left\{p, p^{2}\right\}\right)$, there exists $\gamma \leq 1$, such that the set

$$
\bar{K}:=\operatorname{conv}\left(\left\{ \pm p, p^{2}, p^{3}, \gamma s\left(K^{\prime}\right) d^{1},-s\left(K^{\prime}\right) p^{2},-s\left(K^{\prime}\right) p^{3}\right\}\right)
$$

fulfills
(i) $\alpha(\bar{K}) \geq \alpha\left(K^{\prime}\right)$,
(ii) $s(\bar{K})=s\left(K^{\prime}\right)$, and
(iii) $p \in \operatorname{bd}(\bar{K} \cap(-\bar{K})) \cap \alpha\left(K^{\prime}\right)(\operatorname{bd}(\operatorname{conv}(\bar{K} \cup(-\bar{K}))))$.

Proof. a) Let $s:=s(K)$. Since $s>\varphi$, there exists a triple of well-spread asymmetry points $p^{1}, p^{2}, p^{3}$ of $K$ by Corollary 2.2 and by Theorem 1.2 , we know that $\operatorname{bd}(K) \cap \operatorname{bd}(-K)$ consists of exactly 6 points. Moreover, by Lemma 3.1 there exist consecutive points $z^{i, 1}, z^{i, 2} \in \operatorname{bd}(K) \cap \operatorname{bd}(-K)$ with $-p^{i} \in \operatorname{pos}\left\{z^{i, 1}, z^{i, 2}\right\}, i=1,2,3$. Let the halfspaces $H_{a^{i, 1,}, \rho_{i, 1}}^{\leq}, H_{a^{i, 2}, \rho_{i, 2}}^{\leq}$be defined such that $z^{i, 1},-s p^{i} \in H_{a^{i, 1,}, \rho_{i, 1}}^{=}$and $z^{i, 2},-s p^{i} \in H_{a^{i, 2}, \rho_{i, 2}}^{=}$, $i=1, \ldots, 3$. We define

$$
\begin{equation*}
K^{\prime}:=K \cap \bigcap_{i=1, \ldots, 3}\left(H_{a^{i, 1}, \rho_{i, 1}}^{\leq} \cap H_{a^{i, 2}, \rho_{i, 2}}^{\leq}\right) . \tag{4}
\end{equation*}
$$

We now show the properties (i)-(iv) for the set $K^{\prime}$.
Obviously, $\pm s p^{i} \in \operatorname{bd}\left(\operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)\right), i=1,2,3$. Assume $z \in\left(\operatorname{bd}\left(K^{\prime}\right) \cup \mathrm{bd}\left(-K^{\prime}\right)\right) \backslash$ $\left(\left\{ \pm s p^{1}, \pm s p^{2}, \pm s p^{3}\right\} \cup \operatorname{bd}\left(K^{\prime} \cap\left(-K^{\prime}\right)\right)\right)$, w.l.o.g. $z \in \operatorname{bd}\left(K^{\prime}\right) \cap \operatorname{int}\left(\operatorname{pos}\left(\left\{-s p^{1}, z^{1,1}\right\}\right)\right)$. The way we constructed $K^{\prime}$, this implies $z \in\left[-s p^{1}, z^{1,1}\right]$. Since $-s p^{1} \in \operatorname{bd}\left(\operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)\right)$


Figure 5. Construction from Lemma 4.2: $K$ (black), $-K$ and $-\frac{1}{s(K)} K$ (gray), $K^{\prime}$ (yellow), segments $\left[-s p^{i}, z^{i, j}\right], i=1,2,3$ and $j=1,2$ (red).
and $z^{1,1} \in \operatorname{int}\left(\operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)\right)$, we obtain $z \in \operatorname{int}\left(\operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)\right)$, a contradiction. Thus, $\left.\operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)\right)=\operatorname{conv}\left(\left\{ \pm s p^{1}, \pm s p^{2}, \pm s p^{3}\right\}\right)$.

Moreover, we also have $K^{\prime} \cap\left(-K^{\prime}\right)=K \cap(-K)$, which together with $K^{\prime} \subset K$ implies $\alpha\left(K^{\prime}\right) \geq \alpha(K)$.

We now need to show that $s\left(K^{\prime}\right)=s(K)$. Since $p^{i},-s p^{i} \in K^{\prime}, i=1,2,3$, we only need to check the (non-obvious) fact that $-\frac{1}{s} K^{\prime} \subset K^{\prime}$.

Notice that for any $i=1,2,3$ we have

$$
\begin{aligned}
-\left(K^{\prime} \cap \operatorname{pos}\left(\left\{-z^{i, 1},-z^{i, 2}\right\}\right)\right) & =-K^{\prime} \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right)=-K \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right) \\
& =-\left(K \cap \operatorname{pos}\left(\left\{-z^{i, 1},-z^{i, 2}\right\}\right)\right) .
\end{aligned}
$$

On the one hand, since $K^{\prime} \subset K$, we have $-\frac{1}{s} K^{\prime} \subset-\frac{1}{s} K \subset K$, and therefore

$$
\left(-\frac{1}{s} K^{\prime}\right) \cap \operatorname{pos}\left(\left\{-z^{i, 1},-z^{i, 2}\right\}\right) \subset K \cap \operatorname{pos}\left(\left\{-z^{i, 1},-z^{i, 2}\right\}\right)=K^{\prime} \cap \operatorname{pos}\left(\left\{-z^{i, 1},-z^{i, 2}\right\}\right),
$$

for every $i=1,2,3$.
On the other hand, we need to show

$$
\left(-K^{\prime}\right) \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right) \subset K^{\prime} \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right), \quad i=1,2,3 .
$$

Clearly,
$\left(-K^{\prime}\right) \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right)=(-K) \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right) \subset K \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right), \quad i=1,2,3$.
To show the needed inclusion, we additionally prove

$$
\left(-K^{\prime}\right) \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right) \subset \bigcap_{j=1,2} H_{a^{i, j}, \rho_{j}^{i}}^{\leq}, \quad i=1,2,3 .
$$

Let $H_{b^{i}, \mu_{i, j}}^{\leq}$be a supporting halfspace of $-K$ in $z^{i, j}, i=1,2,3$ and $j=1,2$. By Part (i) of Lemma 3.1, we know that $-s p^{i} \in H_{b^{i j}, \mu_{i, j}}^{>}$. Thus,

$$
H_{a^{i, j}, \rho_{i, j}}^{>} \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right) \subset H_{b^{i j}, \mu_{i, j}}^{>} \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right) .
$$

We conclude

$$
\begin{aligned}
-K^{\prime} \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right) & =-K \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right) \subset \bigcap_{j=1,2} H_{b^{i, j}, \mu_{j}^{i}}^{\leq} \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right) \\
& \subset \bigcap_{j=1,2} H_{a^{i, j}, \rho_{j}^{i}}^{\leq} \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right)=K^{\prime} \cap \operatorname{pos}\left(\left\{z^{i, 1}, z^{i, 2}\right\}\right)
\end{aligned}
$$

Hence $-\frac{1}{s} K^{\prime} \cap \operatorname{pos}\left(\left\{z_{1}^{i}, z_{2}^{i}\right\}\right) \subset K^{\prime} \cap \operatorname{pos}\left(\left\{z_{1}^{i}, z_{2}^{i}\right\}\right), i=1,2,3$ and therefore $-\frac{1}{s} K^{\prime} \subset K^{\prime}$.
Since the points $p^{1}, p^{2}, p^{3}$ also build a triple of well-spread asymmetry points of $K^{\prime}$, we obtain $s\left(K^{\prime}\right)=s(K)$.

Now, let $p \in \operatorname{bd}\left(K^{\prime} \cap\left(-K^{\prime}\right)\right) \cap \alpha\left(K^{\prime}\right) \operatorname{bd}\left(\operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)\right)$. Within the next paragraph we show by contradiction that $p \in \mathrm{bd}\left(K^{\prime}\right) \cap \mathrm{bd}\left(-K^{\prime}\right)$. To do so, assume $p \notin \mathrm{bd}\left(K^{\prime}\right) \cap$ $\mathrm{bd}\left(-K^{\prime}\right)$. Then, by Lemma 3.3, we obtain $\frac{1}{\alpha\left(K^{\prime}\right)} p \notin \operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right) \backslash\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)$, and therefore that either $\frac{1}{\alpha\left(K^{\prime}\right)} p$ belongs to $\operatorname{bd}\left(K^{\prime}\right)$ or $\operatorname{bd}\left(-K^{\prime}\right)$. Thus, by our cutting-offs of $K$ and $-K$ above,

$$
\frac{1}{\alpha\left(K^{\prime}\right)} p \in \operatorname{bd}\left(\operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)\right) \cap\left(\operatorname{bd}\left(K^{\prime}\right) \cup \operatorname{bd}\left(-K^{\prime}\right)\right)=\left\{ \pm s p^{1}, \pm s p^{2}, \pm s p^{3}\right\}
$$

Since by (2) $\frac{1}{\alpha\left(K^{\prime}\right)}<s$, this implies that one of the points $\pm p^{1}, \pm p^{2}, \pm p^{3}$ is not in $K^{\prime} \cap\left(-K^{\prime}\right) \cap \alpha\left(K^{\prime}\right)\left(\operatorname{bd}\left(\operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)\right)\right)$, a contradiction. Thus, $p \in \operatorname{bd}\left(K^{\prime}\right) \cap \mathrm{bd}\left(-K^{\prime}\right)$, and hence we may assume w.l.o.g. in the following that $p:=z^{3,2}$ and $-p:=z^{2,1}$.
b) Notice that, because of $0 \in \operatorname{conv}\left(\left\{p^{1}, p^{2}, p^{3}\right\}\right)$ and the way we have chosen the points $-p, p$, we know that $p^{1}$ is located on the one side, while $p^{2}, p^{3}$ are on the other side of $\operatorname{aff}(\{-p, p\})$. Moreover, $p \in \operatorname{pos}\left\{p^{1}, p^{2}\right\}$ and $-p \in \operatorname{pos}\left\{p^{1}, p^{3}\right\}$ and again, by Lemma 3.3, there exists a pair of halfspaces $H_{ \pm u, \frac{1}{\alpha\left(K^{\prime}\right)} \rho}^{\leq}$supporting $\operatorname{conv}\left(K^{\prime} \cup\left(-K^{\prime}\right)\right)$ in $\pm \frac{1}{\alpha\left(K^{\prime}\right)} p$.

Hence, $-s p^{2},-s p^{3} \in H_{u, \frac{1}{\alpha\left(K^{\prime}\right)} \rho}^{\leq} \cap H_{-u, \frac{1}{\alpha\left(K^{\prime}\right)} \rho}^{\leq}$and, because $\frac{1}{\alpha\left(K^{\prime}\right)}<s$, this implies $p^{2}, p^{3} \in H_{-u, \rho}^{<} \cap H_{u, \rho}^{<}$. Together with $p \in H_{u, \rho}^{=}$, we obtain the existence of some $d^{1} \in \operatorname{aff}\left(\left\{-p, p^{3}\right\}\right) \cap \operatorname{aff}\left(\left\{p, p^{2}\right\}\right)$. Moreover, since $p^{1},-s p^{2},-s p^{3} \in \operatorname{bd}\left(K^{\prime}\right)$ with $p^{1} \in$ $\operatorname{pos}\left(\left\{-s p^{2},-s p^{3}\right\}\right)$, we have $p^{1} \notin \operatorname{int}\left(\operatorname{conv}\left(\left\{0,-s p^{2},-s p^{3}\right\}\right)\right)$.

Now, we show $-s p^{1} \in \operatorname{conv}\left(\left\{p^{2}, p^{3}, d^{1}\right\}\right) \backslash\left[p^{2}, p^{3}\right]$.
Since $0 \in \operatorname{conv}\left(\left\{p^{1}, p^{2}, p^{3}\right\}\right)$, we have $-s p^{1} \in \operatorname{pos}\left(\left\{p^{2}, p^{3}\right\}\right)$, and since all the points $-p, p, p^{2}, p^{3}$ belong to $\operatorname{bd}\left(K^{\prime}\right)$, with $p^{3} \in \operatorname{pos}\left(\left\{-p,-s p^{1}\right\}\right)$, and $p^{2} \in \operatorname{pos}\left(\left\{p,-s p^{1}\right\}\right)$, we obtain $-s p^{1} \in \operatorname{conv}\left(\left\{-p, p, d^{1}\right\}\right)$. Finally, $-s p^{1} \in \operatorname{bd}\left(K^{\prime}\right)$ and $s>1$ imply $-s p^{1} \notin$ $\operatorname{conv}\left(\left\{-p, p, p^{2}, p^{3}\right\}\right)$.

Thus, combining the results from above, we obtain

$$
\begin{equation*}
-s p^{1} \in \operatorname{conv}\left(\left\{p^{2}, p^{3}, d^{1}\right\}\right) \backslash\left[p^{2}, p^{3}\right] \quad \text { and } \quad p^{1} \notin \operatorname{int}\left(\operatorname{conv}\left(\left\{0,-s p^{2},-s p^{3}\right\}\right)\right) \tag{5}
\end{equation*}
$$

In the following, we say that a well-spread triple of asymmetry points $p^{1}, p^{2}, p^{3}$ presents a valid situation, if they satisfy (5).

Notice that since $K^{\prime}$ is of the form (4), we also have $\left[-s p^{2},-p\right],\left[p,-s p^{3}\right] \subset \operatorname{bd}\left(K^{\prime}\right)$.
The next part of the proof describes a three-step transformation of $K^{\prime}$ into $\bar{K}$, such that $s(\bar{K})=s, p \in \operatorname{bd}(\bar{K} \cap(-\bar{K})) \cap \alpha\left(K^{\prime}\right)\left(\operatorname{bd}(\operatorname{conv}(\bar{K} \cup(-\bar{K})))\right.$, and $\bar{p}^{1}, p^{2}, p^{3} \in$ $\operatorname{bd}(\bar{K}) \cap \operatorname{bd}\left(-\frac{1}{s} \bar{K}\right)$ is a well spread triple of asymmetry points that presents a valid situation.


Figure 6. Construction used in the proof of Lemma 4.1b). On the left: the construction before applying the three-step transformation and on the right the set after the transformation (yellow). In red: $K_{\text {min,s }}$ (see definition before Lemma 4.3).

Step 1 Replace $p^{1}$ by $\widetilde{p}^{1}:=\mu p^{1}$, for some $\mu \leq 1$, such that $\widetilde{p}^{1} \in\left[-s p^{2},-s p^{3}\right]$.
Obviously, $\widetilde{p}^{1} \notin \operatorname{int}\left(\operatorname{conv}\left(\left\{0,-s p^{2},-s p^{3}\right\}\right)\right)$, and since $\mu<1$ and $s>1$, we obtain directly from $-s p^{1} \in \operatorname{conv}\left(\left\{p^{2}, p^{3}, d^{1}\right\}\right)$ that also $-s \widetilde{p}^{1} \in \operatorname{conv}\left(\left\{p^{2}, p^{3}, d^{1}\right\}\right) \backslash$ [ $p^{2}, p^{3}$ ]. Hence, the points $\widetilde{p}^{1}, p^{2}, p^{3}$ stay to present a valid situation.
Step 2 Replace $\widetilde{p}^{1}$ by $\bar{p}^{1}:=-\gamma d^{1} \in\left[-s p^{2},-s p^{3}\right]$, for some $\gamma>0$.
Obviously again, $\bar{p}^{1} \notin \operatorname{int}\left(\operatorname{conv}\left(\left\{0,-s p^{2},-s p^{3}\right\}\right)\right)$. Moreover, since replacing $\widetilde{p}^{1}$ by $\bar{p}^{1}$ means moving $-s \widetilde{p}^{1}$ onto $-s \bar{p}^{1}$ parallel to $\left[p^{2}, p^{3}\right]$ such that it belongs to $\operatorname{lin}\left\{d^{1}\right\}$. Thus, $s \gamma d^{1}=-s \bar{p}^{1} \in \operatorname{conv}\left(\left\{d^{1}, p^{2}, p^{3}\right\}\right) \backslash\left[p^{2}, p^{3}\right]$, again. In particular, we obtain $s \gamma \leq 1$, which shows that the points $\bar{p}^{1}, p^{2}, p^{3}$ stay to present a valid situation.
Step 3 Replace $K^{\prime}$ by $\bar{K}:=\operatorname{conv}\left(\left\{ \pm p, p^{2}, p^{3},-s \bar{p}^{1},-s p^{2},-s p^{3}\right\}\right)$.
The points $\bar{p}^{1}, p^{2}, p^{3}$ still form a well-spread triple of asymmetry points of $\bar{K}$, which implies also $s(\bar{K})=s$. Moreover, we still have $p \in \operatorname{bd}(\bar{K} \cap(-\bar{K})) \cap$ $\alpha\left(K^{\prime}\right)(\operatorname{bd}(\operatorname{conv}(\bar{K} \cup(-\bar{K}))))$, which implies that $\alpha(\bar{K}) \geq \alpha\left(K^{\prime}\right)$.

Let us explicitely mention, that we do not show (since not needed and possibly false in some cases) that $\alpha(K)=\alpha(\bar{K})$ is always true.

Lemma 4.2. Let $K \in \mathcal{K}^{2}$ be Minkowski centered such that $s(K)>\varphi$. Then

$$
\begin{equation*}
\alpha(K) \leq \frac{s(K)}{s(K)^{2}-1} \tag{6}
\end{equation*}
$$

Proof. In order to show (6), we determine for any fixed $\alpha \in\left[\frac{2}{3}, 1\right]$ below the maximal $s=s(\alpha)$, such that there exists a Minkowski centered $K \in \mathcal{K}^{2}$ with $\alpha(K)=\alpha$ and $s(K)=s$. This way we show that $s \leq \frac{1}{2 \alpha}+\sqrt{1+\frac{1}{4 \alpha^{2}}}$, which is equivalent to $\alpha \leq \frac{s}{s^{2}-1}$.

Considering $K^{\prime}$ to be defined as in Lemma 4.1, we have $\alpha(K) \leq \alpha\left(K^{\prime}\right)$ and $s(K)=s\left(K^{\prime}\right)$. Hence, if $K^{\prime}$ fulfills (6), then

$$
\alpha(K) \leq \alpha\left(K^{\prime}\right) \leq \frac{s\left(K^{\prime}\right)}{s\left(K^{\prime}\right)^{2}-1}=\frac{s(K)}{s(K)^{2}-1}
$$

i.e., $K$ also fulfills (6). Thus, it suffices to show (6) for $K^{\prime}$.

In the following, instead of directly showing (6) for $K^{\prime}$, we simplify the task by considering $\bar{K}$ as given in Lemma 4.1. By Lemma 4.1 b$)$ we have $s\left(K^{\prime}\right)=s(\bar{K})$ and $p \in \operatorname{bd}(\bar{K} \cap$ $(-\bar{K})) \cap \alpha\left(K^{\prime}\right)(\operatorname{bd}(\operatorname{conv}(\bar{K} \cup(-\bar{K}))))$. Thus, we can study the maximal possible value for $s:=s(K)=s(\bar{K})$, while keeping $p \in \operatorname{bd}(\bar{K} \cap(-\bar{K})) \cap \alpha\left(K^{\prime}\right)(\operatorname{bd}(\operatorname{conv}(\bar{K} \cup(-\bar{K})))$.

Observe that from the convexity of $\bar{K}$ we directly obtain that $s \gamma \leq 1$. Thus, we want to characterize the situation, in which $s$ becomes maximal, under the condition $s \gamma \leq 1$. To do this, we compute the explicit value of $\gamma$ in dependence of $s$.

By Lemma 3.3, there exists a pair of halfspaces $H_{ \pm u, \frac{1}{\alpha} \rho}^{\leq}$supporting $\operatorname{conv}(\bar{K} \cup(-\bar{K}))$ in $\pm \frac{1}{\alpha} p$. In the following, we assume w.l.o.g. that $p=\binom{\alpha}{0}$ and, since we may choose the above hyperplanes to be orthogonal to $[-p, p], u=\binom{1}{0}$ and $\rho=\alpha$.

Remembering that we have $\operatorname{conv}(\bar{K} \cup(-\bar{K}))=\operatorname{conv}\left(\left\{ \pm s p^{1}, \pm s p^{2}, \pm s p^{3}\right\}\right)$ and that, following the notations from Lemma 4.1, we assumed $p=z^{3,2},-p=z^{2,1}$, we see that $\frac{1}{\alpha} p \in\left[s p^{2},-s p^{3}\right]$ and $-\frac{1}{\alpha} p \in\left[-s p^{2}, s p^{3}\right]$. Hence, $s p^{2} \in H_{\binom{1}{0}, 1}^{\leq}$and $s p^{3} \in H_{\binom{-1}{0}, 1}^{\leq}$and therefore the first coordinates of $p^{2}$ and $p^{3}$ are $\frac{1}{s}$ and $-\frac{1}{s}$, respectively. Knowing this fact and remembering that $p^{2}, p^{3}$ are located on the same side of aff $\{-p, p\}$, we may further assume that $p^{2}=\binom{1 / s}{-a}$ and $p^{3}=\binom{-1 / s}{-1}$ for some $a \in(0,1]$.

Let $d^{2}$ denote the intersection point of $H_{\binom{-1}{0}, 1}^{=}$and aff( $\left.\left\{-p, p^{3}\right\}\right)$. Hence, $d^{2}=-p+$ $\mu\left(-p+p^{3}\right)=\binom{-\alpha}{0}+\mu\binom{-\alpha+\frac{1}{s}}{1}$ for some $\mu>0$ and we directly see that $d_{2}^{2}=\mu$. Now, since we have $d_{1}^{2}=-1$ we obtain $d_{2}^{2}=\frac{s(1-\alpha)}{s \alpha-1}$. Altogether,

$$
d^{2}=\binom{-1}{\frac{s(1-\alpha)}{s \alpha-1}} .
$$

By definition, $d^{2}$ should be in $\left[-\frac{1}{\alpha} p,-s p^{2}\right]$, which implies, because of $-s p^{2}=(-1)$, that $\frac{s(1-\alpha)}{s \alpha-1} \leq s a$ or, equivalently, $a \geq \frac{1-\alpha}{s \alpha-1}$.

Now, we calculate the coordinates of $d^{1}$ as the intersection point of the lines aff $\left\{p, p^{2}\right\}$ and aff $\left\{-p, p^{3}\right\}$. We obtain that those coordinates satisfy the following system of equations:

$$
\begin{aligned}
d_{2}^{1} & =\frac{s a}{s \alpha-1} d_{1}^{1}-\frac{s a \alpha}{s \alpha-1} \\
d_{2}^{1} & =\frac{-s}{s \alpha-1} d_{1}^{1}-\frac{s \alpha}{s \alpha-1}
\end{aligned}
$$

Solving, gives us

$$
d^{1}=\binom{\frac{\alpha(a-1)}{a+1}}{\frac{-2 s a \alpha}{(s \alpha-1)(a+1)}} .
$$

Now, we compute $\gamma$ such that

$$
-\gamma d^{1} \in\left[-s p^{2},-s p^{3}\right]=\left[\binom{-1}{s a},\binom{1}{s}\right] .
$$

This means we are looking for some $\lambda \in[0,1]$, such that

$$
-\gamma\binom{\frac{\alpha(a-1)}{a+1}}{\frac{-2 s a \alpha}{(s \alpha-1)(a+1)}}=(1-\lambda)\binom{-1}{s a}+\lambda\binom{1}{s}=\binom{-1+2 \lambda}{s((1-\lambda) a+\lambda)},
$$

and it is easy to verify that this implies

$$
\gamma^{-1}=\frac{2 \alpha}{(a+1)^{2}}\left(\frac{2 a}{s \alpha-1}-\frac{(a-1)^{2}}{2}\right) .
$$

One may check that, since $a \geq \frac{1-\alpha}{s \alpha-1}$, we have $\gamma^{-1} \geq 0$.
Thus, finding the maximal $s$ with $s \gamma \leq 1$ may now be rewritten as

$$
\max s, \text { such that } s \leq \frac{-2 \alpha}{(a+1)^{2}}\left(\frac{2 a}{1-s \alpha}+\frac{(a-1)^{2}}{2}\right)
$$

which can be transformed into

$$
s^{2}+\left(\alpha\left(\frac{a-1}{a+1}\right)^{2}-\frac{1}{\alpha}\right) s-1 \leq 0
$$

We are interested in the maximal $s$, i.e., in the larger of the two roots of the quadratic on the left, which is (independently of $\alpha$ and $a$ )

$$
s=\frac{1}{2}\left(\frac{1}{\alpha}-\alpha\left(\frac{a-1}{a+1}\right)^{2}+\sqrt{4+\left(\alpha\left(\frac{a-1}{a+1}\right)^{2}-\frac{1}{\alpha}\right)^{2}}\right)=: s(a, \alpha) .
$$

Hence, we obtain the maximal $s$ (in dependence of $\alpha$ ) from maximizing $s(a, \alpha)$ over $a$, where $\frac{1-\alpha}{s \alpha-1} \leq a \leq 1$. It is straightforward to verify that $s(\cdot, \alpha)$ is increasing in $(0,1]$. We conclude

$$
\max s=s(1, \alpha)=\frac{1}{2 \alpha}+\sqrt{1+\frac{1}{4 \alpha^{2}}} .
$$

For any fixed $s \in(\varphi, 2]$ we define

$$
\begin{aligned}
& K_{\min , s}:=\operatorname{conv}\left(\left\{\binom{ \pm \frac{s}{s^{2}-1}}{0},\binom{0}{-s^{2}},\binom{ \pm 1}{s}\right\}\right) \text { and } \\
& K_{\text {max }, s}:=\operatorname{conv}\left(\left\{\binom{ \pm 1}{s\left(s^{2}-s-1\right)},\binom{0}{-s^{2}},\binom{ \pm 1}{s}\right\}\right) .
\end{aligned}
$$

The following lemma deals with the equality case of Lemma 4.2.
Lemma 4.3. Let $K \in \mathcal{K}^{2}$ be Minkowski centered such that $s(K)>\varphi$ and $\alpha(K)=\frac{s(K)}{s(K)^{2}-1}$. Then there exists a non-singular linear transformation $L$ such that

$$
K_{\min , s(K)} \subset L(K) \subset K_{\max , s(K)}
$$

Proof. We know from the proof of the previous lemma that $s:=s(K)>\varphi$ and $\alpha:=\alpha(K)=$ $\frac{s}{s^{2}-1}$ imply $\alpha \in\left[\frac{2}{3}, 1\right]$ and $s=\frac{1+\sqrt{1+4 \alpha^{2}}}{2 \alpha}$. Moreover, equality holds in the maximization process of Lemma 4.2 if and only if $a=1, \gamma=\frac{1}{s}$. If we use these values in the respective formulas above, we obtain for the set $\bar{K}$ from Lemma 4.1 that

$$
\bar{K}:=\operatorname{conv}\left(\left\{\binom{ \pm \alpha}{0},\binom{ \pm \frac{1}{s}}{-1},\binom{0}{-s^{2}},\binom{ \pm 1}{s}\right\}\right) .
$$

However, since $\binom{ \pm 1 / s}{-1}=\frac{1}{s^{2}}\binom{0}{-s^{2}}+\left(1-\frac{1}{s^{2}}\right)\binom{ \pm s /\left(s^{2}-1\right)}{0}$, we essentially have $\bar{K}=K_{m i n, s}$.
Thus, we have shown that the only Minkowski centered convex body with $s(K)>\varphi$ and $\alpha(K)=\frac{s(K)}{s(K)^{2}-1}$ of the form given in Lemma 4.1b) is $K_{\text {min,s }}$.

Next, we show that the only Minkowski centered convex body $K^{\prime}$ of the form (4) with $s\left(K^{\prime}\right)>\varphi$ and $\alpha\left(K^{\prime}\right)=\frac{s\left(K^{\prime}\right)}{s\left(K^{\prime}\right)^{2}-1}$ is still $K_{m i n, s}$. Notice that before Step 3 of Part (b) in Lemma 4.1, both segments, $\left[-s p^{2},-p\right]$ and $\left[-s p^{3}, p\right]$ already belong to $\mathrm{bd}\left(K^{\prime}\right)$ and that from the previous paragraph the lines $\operatorname{aff}\left(\left\{-s p^{1}, p\right\}\right)$, $\operatorname{aff}\left(\left\{-s p^{1},-p\right\}\right)$, $\operatorname{aff}\left(\left\{-s p^{2},-s p^{3}\right\}\right)$ support $K^{\prime}$. Thus, $K^{\prime}$ must equal $K_{m i n, s}$ also before Step 3. In Step 2, nothing can change (as otherwise $-s p^{1}$ would lie outside $K^{\prime}$ ) and the same holds true in Step 1 (as only for $\mu=1$ we have $\left.-s p^{1} \in K^{\prime}\right)$.

Finally, we investigate the freedom in the design of $K$ before one applies the transformation (4). Let $d^{2}=\binom{-1}{s\left(s^{2}-s-1\right)}$ denote the intersection point of $H_{\binom{-1}{0}, 1}$ and $\operatorname{aff}\left(\left\{-p, p^{3}\right\}\right)$, as in Lemma 4.2. Moreover, let $d^{3}$ be defined, s.t. $\left\{d^{3}\right\}=H \underset{\binom{1}{0}, 1}{=} \cap \operatorname{aff}\left(\left\{p, p^{2}\right\}\right)$. The only possible freedom we have in choosing the original set $K$ is to replace the linear boundaries $\left[p,-s p^{3}\right]$ and $\left[-p-s p^{2}\right]$, s.t. $\operatorname{bd}(K) \cap \operatorname{pos}\left(\left\{-s p^{3}, p\right\}\right) \subset \operatorname{conv}\left(\left\{-s p^{3}, p, d^{3}\right\}\right)$ and $\operatorname{bd}(K) \cap \operatorname{pos}\left(\left\{-s p^{2},-p\right\}\right) \subset \operatorname{conv}\left(\left\{-s p^{2},-p, d^{2}\right\}\right)$, respectively (c.f. Figure 7). However, since we need to ensure that $s(K)=s$, we also have to fulfill

$$
\begin{gathered}
\operatorname{bd}(K) \cap \operatorname{pos}\left(\left\{-s p^{3}, p\right\}\right) \not \subset \operatorname{int}\left(\operatorname{conv}\left(\left\{0,-s p^{3}, p\right\}\right)\right) \quad \text { and } \\
\operatorname{bd}(K) \cap \operatorname{pos}\left(\left\{-s p^{2},-p\right\}\right) \not \subset \operatorname{int}\left(\operatorname{conv}\left(\left\{0,-s p^{2},-p\right\}\right)\right) .
\end{gathered}
$$



Figure 7. Construction used in the proof of Lemma 4.3, $K_{\text {max,s }}$ (yellow).

Assuming now, there exists some $x \in \operatorname{bd}(K) \cap \operatorname{pos}\left(\left\{-s p^{3}, p\right\}\right) \backslash \operatorname{conv}\left(\left\{-s p^{3}, p, d^{3}\right\}\right)$, we would have that $\left[s p^{2}, x\right] \subset \operatorname{conv}(K \cup(-K))$. This would imply $x, \frac{1}{\alpha} p, s p^{2} \in \operatorname{bd}(\operatorname{conv}(K \cup$ $(-K))$ with $\frac{1}{\alpha} p \in \operatorname{pos}\left(\left\{s p^{2}, x\right\}\right)$ and therefore $p \in \operatorname{bd}(K)$ as well as $\frac{1}{\alpha} p \in \operatorname{int}\left(\operatorname{conv}\left(\left\{p, x, s p^{2}\right\}\right)\right) \subset$ $\operatorname{int}(\operatorname{conv}(K \cup(-K)))$ and, since $\pm \frac{1}{\alpha} p$ were the only points in $\frac{1}{\alpha} K \cap(-K) \cap \operatorname{conv}(K \cup(-K))$, this would imply $\alpha(K)<\alpha\left(K^{\prime}\right)=\alpha$ in contradiction to our assumption that $\alpha(K)=\alpha$. Thus, $\operatorname{bd}(K) \cap \operatorname{pos}\left(\left\{-s p^{3}, p\right\}\right) \subset \operatorname{conv}\left(\left\{-s p^{3}, p, d^{3}\right\}\right)$. Using a similar argument, it follows that $\operatorname{bd}(K) \cap \operatorname{pos}\left(\left\{-s p^{2},-p\right\}\right) \subset \operatorname{conv}\left(\left\{-s p^{2},-p, d^{2}\right\}\right)$.

On the other hand, observe that we may choose $K=\operatorname{conv}\left(\left\{-s p^{1}, d^{2},-s p^{2},-s p^{3}, d^{3}\right\}\right)$, which equals $K_{\max , s}$ up to a linear transformation (such that $K^{\prime}=K_{m i n, s}$ ). All in all, we have shown that there always exists some linear transformation $L$ such that $K_{\text {min,s }} \subset$ $L(K) \subset K_{\text {max,s }}$.

Finally, let us realize that for any $K$ with $s=s(K), s \in(\varphi, 2]$, such that $K_{\text {min,s }} \subset$ $K \subset K_{\text {max,s }}$ we have $\alpha(K)=\frac{s}{s^{2}-1}$. Notice that in the proof of [2, Theorem 1.7 a),(ii)] it is shown that $\alpha\left(K_{\max , s}\right)=\frac{s}{s^{2}-1}$. Since $K_{\min , s} \cap\left(-K_{\min , s}\right)=K_{\max , s} \cap\left(-K_{\max , s}\right)$ and $\left.\left.\operatorname{conv}\left(K_{\min , s} \cup\left(-K_{\min , s}\right)\right)\right)=\operatorname{conv}\left(K_{\max , s} \cup\left(-K_{\max , s}\right)\right)\right)$, we have $\alpha\left(K_{\min , s}\right)=\frac{s}{s^{2}-1}$, too. Thus, for any $K_{\min , s} \subset K \subset K_{\text {max,s }}$ holds $\alpha(K)=\frac{s}{s^{2}-1}$.

Now, we are ready to prove the main Theorem.

Proof of Theorem 1.1. In [2, Theorem 1.7] it is shown that $\frac{2}{s(K)+1} \leq \alpha(K) \leq 1$.

Combining this with Lemma 4.2, we obtain

$$
\frac{2}{s(K)+1} \leq \alpha(K) \leq \min \left\{1, \frac{s(K)}{s(K)^{2}-1}\right\} .
$$

Now, for any given $s \in[1,2]$ consider the set $K_{\max , s}$ and notice that $u^{1} \in \operatorname{bd}\left(K_{\max , s}\right) \cap$ $\mathrm{bd}\left(-K_{\max , s}\right) \cap \mathrm{bd}\left(\operatorname{conv}\left(K_{\max , s} \cup\left(-K_{\max , s}\right)\right)\right.$ if $s \leq \varphi$, which shows $\alpha\left(K_{\text {max,s }}\right)=1$. On the other hand, for $s>\varphi$, Lemma 4.2 shows that $\alpha\left(K_{\text {max,s }}\right)=\frac{s(K)}{s(K)^{2}-1}$.

We now show that for every $s \in[1,2]$ and $\alpha \in\left[\frac{2}{s+1}, \min \left\{1, \frac{s}{s^{2}-1}\right\}\right]$ there exists $K_{s, \alpha} \in \mathcal{K}^{2}$, such that $s\left(K_{s, \alpha}\right)=s$ and $\alpha\left(K_{s, \alpha}\right)=\alpha$. To do so, let $S=\operatorname{conv}\left(\left\{p^{1}, p^{2}, p^{3}\right\}\right)$ be a regular Minkowski centered triangle and $K_{s}=S \cap(-s S)$, $s \in[1,2]$. By [2, Remark 4.1] we have that $K_{s}$ is Minkowski centered with $s\left(K_{s}\right)=s$ and $\alpha\left(K_{s}\right)=\frac{2}{s+1}$. Moreover, defining $q^{i}$, $i=2,3$, to be the vertices of $K_{s}$, which are the intersection point of the edges with the normal vectors $\frac{s}{2} p^{i}$ and $-\frac{1}{2} p^{1}$, respectively, we see that $-\frac{1}{2} p^{1},-\frac{1}{s} q^{2},-\frac{1}{s} q^{3}$ is a well-spread triple of asymmetry points of $K_{s}$.

The idea is to define a continuous transformation $f:\left\{K_{s}: s \in[1,2]\right\} \times[0,1] \rightarrow \mathcal{K}^{2}$ with $s\left(f\left(K_{s}, t\right)\right)=s$ for all $t \in[0,1]$, while $f\left(K_{s}, 0\right)=K_{s}$ and $\alpha\left(f\left(K_{s}, 1\right)\right)=\min \left\{1, \frac{s(K)}{s(K)^{2}-1}\right\}$.


Figure 8. Transformation within the proof of Theorem 1.1: $-S \cap(s S)$ (gray), $K_{s}=S \cap(-s S)$ before the transformations (green), the transformed set after Step 1 (filled yellow), the transformed set after Step 2 (red), the asymmetry points $-\frac{1}{2} p^{1},-\frac{1}{s} q^{2},-\frac{1}{s} q^{3}$ (big black dots) of $f\left(K_{s}, t\right), t \in[0,1]$, and $S$ as well as $-S$ (dotted).

This is done in two steps:
Step 1 For $t \in\left[0, \frac{1}{2}\right]$, continuously rotate the lines containing the edges of $K_{s}$ supporting the point $\frac{s}{2} p^{2}$ around $q^{2}$ and $\frac{s}{2} p^{3}$ around $q^{3}$, respectively, such that at the end of the transformation, the new edges are both orthogonal to the edge containing $-\frac{1}{2} p^{1}$.
Step 2 For $t \in\left[\frac{1}{2}, 1\right]$, continuously rotate the lines containing the edges of $K_{s}$, which contain $-\frac{1}{s} q^{2}$ and $-\frac{1}{s} q^{3}$, respectively, around those points, s.t. at the end of the transformation, the new edges intersect in $\frac{s}{2} p^{1}$.

For every $u \in \operatorname{bd}\left(\mathbb{B}_{2}\right)$ let $\rho(u)>0$ be defined such that $\rho(u) u \in \operatorname{bd}\left(K_{s}\right)$. It is very simple to verify that $\rho(u) / \rho(-u) \in[1 / s, s]$ for all $u \in \operatorname{bd}\left(\mathbb{B}_{2}\right)$ after each step. Thus, $-\frac{1}{s} f\left(K_{s}, t\right) \subset$ $f\left(K_{s}, t\right), t \in[0,1]$. Moreover, these transformations are done in a way that the asymmetry points $-\frac{1}{2} p^{1},-\frac{1}{s} q^{2},-\frac{1}{s} q^{3} \in \operatorname{bd}\left(f\left(K_{s}, t\right)\right), t \in[0,1]$ are kept to be asymmetry points. Hence, by Proposition 2.1, $s\left(f\left(K_{s}, t\right)\right)=s$ for every $s \in[\varphi, 2]$. Recognize that $f\left(K_{s}, t\right)$ equals (up to a linear transformation) the corresponding $K_{\max , s}$. Since the transformation $f$ is continuous, $\alpha\left(f\left(K_{s}, 0\right)\right)=\alpha\left(K_{s}\right)=\frac{2}{s+1}$, and $\alpha\left(f\left(K_{s}, 1\right)\right)=\min \left\{1, \frac{s}{s^{2}+1}\right\}$, we conclude that $\left\{\alpha\left(f\left(K_{s}, t\right)\right): t \in[0,1]\right\}=\left[\frac{2}{s+1}, \min \left\{1, \frac{s}{s^{2}-1}\right\}\right]$, for every $s \in[1,2]$, as desired.

## 5. DiAmeter-width-Ratio for (pseudo-)complete sets

For $C_{1}, \ldots, C_{k} \in \mathcal{K}^{n}$ we say $C_{1} \subset \ldots \subset C_{k}$ is left-to-right optimal, if $C_{1} \subset^{o p t} C_{k}$.
We recall the characterization of pseudo-completeness from [4].
Proposition 5.1. Let $K, C \in \mathcal{K}^{n}$ with $s(C)=1$. Then the following are equivalent:
(i) $K$ is pseudo-complete w.r.t. $C$,
(ii) $(s(K)+1) r(K, C)=r(K, C)+R(K, C)=\frac{s(K)+1}{s(K)} R(K, C)=D(K, C)$, and
(iii) for every incenter $c$ of $K$ we have

$$
\frac{s(K)+1}{2 s(K)}(-(K-c)) \subset \frac{K-K}{2} \subset \frac{1}{2} D(K, C) C \subset \frac{s(K)+1}{2}(K-c)
$$

is left-to-right optimal, which implies that $c$ is also a circumcenter and a Minkowski center of $K$.

For $K \in \mathcal{K}^{n}$ a regular supporting slab of $K$ is a pair of opposing supporting hyperplanes of $K$, such that at least one of the two hyperplanes supports $K$ in a smooth boundary point. In case when $K$ is a polytope, the latter means that at least one of the hyperplanes supports $K$ in a whole facet.
$\operatorname{In}[9]$ a characterization of complete sets using the concept of regular supporting slabs is presented.

Proposition 5.2. Let $K, C \in \mathcal{K}^{n}$. Then the following are equivalent:
(i) $K$ is complete w.r.t. $C$,
(ii) $b_{s}(K, C)=D(K, C)$ for all $s$ such that $s$ is the normal vector of a regular supporting slab of $K$.

Now, we are ready to prove the general dimension bound on the diameter-width ratio for (pseudo-)complete sets.

Recall that $\tau(K)=R\left(K \cap(-K), \frac{K-K}{2}\right)=r\left(\frac{K-K}{2}, K \cap(-K)\right)^{-1}$.

Proof of Theorem 1.3. We assume w.l.o.g. that $K$ is Minkowski centered and $r(K, C)=1$. Abbreviating $s:=s(K)$ again, we obtain $D(K, C)=(s+1) r(K, C)=s+1$ and

$$
\frac{K-K}{2} \subset \frac{D(K, C)}{2} C=\frac{s+1}{2} C \subset \frac{s+1}{2} K \cap(-K)
$$

from Proposition 5.1. Thus, $C \subset K \cap(-K)$, which implies $w(K, C) \geq w(K, K \cap(-K))$ and since $w(K, K \cap(-K))=w\left(\frac{K-K}{2}, K \cap(-K)\right)=2 r\left(\frac{K-K}{2}, K \cap(-K)\right)$ (see [11] for basic properties of the width)

$$
\begin{equation*}
\frac{D(K, C)}{w(K, C)}=\frac{s+1}{w(K, C)} \leq \frac{s+1}{2 r\left(\frac{K-K}{2}, K \cap(-K)\right)}=\frac{s+1}{2} \tau(K) \leq \frac{s+1}{2} . \tag{7}
\end{equation*}
$$

Moreover, remember that $\alpha(K)=1$ if and only if $\tau(K)=1$ by Proposition 2.3 (ii).
Now, consider first the case $n$ odd. Let $S=\operatorname{conv}\left(\left\{p^{1}, \ldots, p^{n+1}\right\}\right)$ be a regular Minkowski centered simplex, and for any $s \in[1, n]$ we define the sets $K=S \cap(-s S)$ and $C=S \cap(-S)$. Then $s(K)=s, K \cap(-K)=S \cap(-S)=C$ (see [2, Remark 4.1]) and since $\frac{K-K}{2} \subset{ }^{\text {opt }}$ $\frac{s+1}{2}(K \cap(-K))$ (see [2, Theorem 1.3]), we have

$$
D(K, C)=2 R\left(\frac{K-K}{2}, C\right)=2 R\left(\frac{K-K}{2}, K \cap(-K)\right)=s+1 .
$$

Since all facets of $K$ are facets of $S$ or $-s S$, the normal vectors of the facets of $K$ and $C$ are exactly $\pm p^{i}, i \in\{1, \ldots, n+1\}$ and therefore all the regular supporting slabs of $K$ have those normal vectors. Now, since $\frac{s}{2} p^{i},-\frac{1}{2} p^{i} \in \operatorname{bd}(K)$, while $\pm \frac{1}{2} p^{i} \in \operatorname{bd}(C)$ it follows that $b_{p^{i}}(K, C)=s+1=D(K, C)$ for all $i \in\{1, \ldots, n\}$, and therefore the completeness of $K$ w.r.t. $C$ by Proposition 5.2.

Moreover, from [2], we know $S \cap(-S) \subset \frac{S-S}{2} \subset \operatorname{conv}(S \cup(-S))$ is left-to-right optimal for odd $n$. Using $K \cap(-K)=S \cap(-S)$ we obtain

$$
K \cap(-K) \subset^{o p t} \frac{S-S}{2} .
$$

and since $K \subset S$ implies $\frac{K-K}{2} \subset \frac{S-S}{2}$ we conclude that

$$
K \cap(-K) \subset^{o p t} \frac{K-K}{2},
$$

i.e., $\tau(K)=1$.

Hence, we see that, with this choice of $K$ and $C=K \cap(-K)$, we have equality all through the inequality chain (7) for all $s \in[1, n]$.

Finally, for even $n$, let $K^{\prime}:=K \times[-1,1]$ and $C^{\prime}:=C \times\left[-\frac{2}{s+1}, \frac{2}{s+1}\right]$ with $K, C \in \mathcal{K}^{n-1}$ as above. Then, $K^{\prime}, C^{\prime} \in \mathcal{K}^{n}$, and we easily see that $s\left(K^{\prime}\right) \leq n-1$.

By [2, Theorem 1.3],

$$
\frac{K-K}{2} \subset^{\text {opt }} \frac{s+1}{2} K \cap(-K)=\frac{s+1}{2} C .
$$

Moreover, $\pm u^{n} \in \operatorname{bd}\left(\frac{K^{\prime}-K^{\prime}}{2}\right) \cap \operatorname{bd}\left(\frac{s+1}{2} C^{\prime}\right)$. Hence, $\frac{K^{\prime}-K^{\prime}}{2} \subset^{o p t} \frac{s+1}{2} C^{\prime}$. Thus,

$$
\frac{D\left(K^{\prime}, C^{\prime}\right)}{2}=R\left(\frac{K^{\prime}-K^{\prime}}{2}, C^{\prime}\right)=\frac{s+1}{2} .
$$

Notice, that the set of all regular supporting slabs of $K^{\prime}$ consists of those of $K$ and the new additional one in the direction $u^{n}$. For all normal vectors $u$ of such regular supporting slabs of $K^{\prime}$ we have $b_{u}\left(K^{\prime}, C^{\prime}\right)=s+1=D\left(K^{\prime}, C^{\prime}\right)$. Hence, $K^{\prime}$ is complete w.r.t. $C^{\prime}$ by Proposition 5.2.

Next, we state the proof for the even tighter diameter-width ratio bound for pseudocomplete sets in the planar case.

Proof of Theorem 1.4. Again, we may assume w.l.o.g. that $K$ is Minkowski centered and use the abbreviation $s:=s(K)$. It is easy to see that $\operatorname{conv}(K \cup(-K)) \subset \frac{2 s}{s+1} \frac{K-K}{2}($ c.f. [2, Theorem 1]). Thus,

$$
K \cap(-K) \subset \alpha(K) \operatorname{conv}(K \cup(-K)) \subset \alpha(K) \frac{2 s}{s+1} \frac{K-K}{2},
$$

which implies $\tau(K) \leq \frac{2 s}{s+1} \alpha(K)$. Using the inequality chain (7), we obtain the tighter bound

$$
\frac{D(K, C)}{w(K, C)} \leq \frac{s+1}{2} \tau(K) \leq \frac{s+1}{2} \min \left\{1, \frac{2 s}{s+1} \frac{s}{s^{2}-1}\right\}=\min \left\{\frac{s+1}{2}, \frac{s^{2}}{s^{2}-1}\right\}
$$

Finally, let $\tilde{s}:=\max _{s \in[1,2]} \min \left\{\frac{s+1}{2}, \frac{s^{2}}{s^{2}-1}\right\}$. Since $\frac{s+1}{2}$ is increasing and $\frac{s^{2}}{s^{2}-1}$ decreasing in $s \in[1,2]$, we see that $\tilde{s}$ is the solution of the equation $\frac{s+1}{2}=\frac{s^{2}}{s^{2}-1}$ and has the value

$$
\tilde{s}=\frac{1}{3}(1+\sqrt[3]{19-3 \sqrt{33}}+\sqrt[3]{19+3 \sqrt{33}}) \approx 1.8393
$$

Thus, we obtain for all pseudo-complete $K$

$$
\frac{D(K, C)}{w(K, C)} \leq \frac{\tilde{s}+1}{2} \approx 1.42,
$$

independently of the asymmetry of $K$.
Remark 5.3. Of course, there exist Minkowski centered $K \in \mathcal{K}^{2}$ with $\alpha(K) \neq \tau(K)[2$, Example 4.3]. Observe, however, that for any $s \in[\varphi, 2]$ and $K$ such that $K_{m i n, s} \subset K \subset$ $K_{\text {max,s }}$ with $s(K)=s$, we have $\alpha(K)=\tau(K)$.

In the proof of Theorem 1.1 we have shown that $\alpha(K)=\frac{s}{s^{2}-1}$. Note that $K \cap(-K)$ is a hexagon, which we can denote by $\operatorname{conv}\left\{-p, p, q^{1}, q^{2}, q^{3}, q^{4}\right\}$, where $p$ is defined as in the proof of Theorem 1.1. Hence, the touching points of $K \cap(-K)$ and $\operatorname{bd}\left(\tau(K) \frac{K-K}{2}\right)$ must be vertices of $K \cap(-K)$. From the proof of [2, Theorem 1.7 a),(ii)] we also have $p \in \frac{s}{s^{2}-1} \operatorname{bd}\left(\frac{K-K}{2}\right)$ and $q^{i} \in \frac{s+1}{2} \operatorname{bd}\left(\frac{K-K}{2}\right), 1 \leq i \leq 4$. Since $s \geq \varphi$, this implies $\tau(K)=$ $\min \left\{\frac{s}{s^{2}-1}, \frac{2}{s+1}\right\}=\frac{s}{s^{2}-1}$.

Observe that if one could show

$$
\tau(K) \leq \min \left\{1, \frac{s(K)}{s(K)^{2}-1}\right\}
$$

the bound in Theorem 1.4 could be improved to

$$
\frac{D(K, C)}{w(K, C)} \leq \min \left\{\frac{s(K)+1}{2}, \frac{s(K)}{2(s(K)-1)}\right\} \leq \frac{D(\mathbb{G} \mathbb{H}, \mathbb{G} \mathbb{H} \cap(-\mathbb{G} \mathbb{H}))}{w(\mathbb{G H}, \mathbb{G H} \cap(-\mathbb{G H}))}=\frac{\varphi+1}{2} \approx 1.31 .
$$

Remark 5.4. We show that for every pair $(\rho, s)$, with $s \in[1,2]$ and $1 \leq \rho \leq \min \left\{\frac{s+1}{2}, \frac{s}{2(s-1)}\right\}$, there exists some Minkowski centered $K$, s.t. $s(K)=s$ and a set $C$, s.t. $K$ is pseudo-complete w.r.t. $C$ and $\frac{D(K, C)}{w(K, C)}=\rho$ (c.f. Figure 9).


Figure 9. Region of all possible values for the diameter-width ratio for pseudo complete sets $K$ in dependence of their Minkowski asymmetry $s(K)$ : $\frac{D(K, C)}{w(K, C)} \geq 1$ (blue); $\frac{D(K, C)}{w(K, C)} \leq \min \left\{\frac{s(K)+1}{2}, \frac{s(K)^{2}}{s(K)^{2}-1}\right\}$ (red). Construction from Remark 5.4: $\left\{\frac{D\left(K, C_{\lambda}\right)}{w\left(K, C_{\lambda}\right)}, 0 \leq \lambda \leq 1\right\}=\left[1, \min \left\{\frac{s(K)+1}{2}, \frac{s(K)}{2(s(K)-1)}\right\}\right]$ (yellow, with $\frac{s(K)}{2(s(K)-1)}$ in green).

To do so, let $K \in \mathcal{K}^{2}$ be Minkowski centered with $K:=K_{\text {max,s }}$ (where $K_{\text {max,s }}$ is defined as in Section 5) and $s:=s(K) \in[1,2]$. Then define $C_{\lambda}=(1-\lambda)\left(\frac{K-K}{2}\right)+\lambda \frac{s+1}{2}(K \cap(-K))$ with $\lambda \in[0,1]$. This way $C_{\lambda}$ is a convex combination of $\frac{K-K}{2}$ and $\frac{s+1}{2}(K \cap(-K))$, and therefore $K \in \mathcal{K}_{p s, C_{\lambda}}^{2}$ with $D\left(K, C_{\lambda}\right)=2$ by Proposition 5.1.

By Remark 5.3, we have $\tau(K)=\min \left\{1, \frac{s}{s^{2}-1}\right\}$ and

$$
\begin{aligned}
w\left(K, C_{1}\right) & =w\left(\frac{K-K}{2}, \frac{s+1}{2} K \cap(-K)\right)=\frac{2}{s+1} w\left(\frac{K-K}{2}, \frac{s+1}{2} K \cap(-K)\right) \\
& =\frac{4}{s+1} r\left(\frac{K-K}{2}, \frac{s+1}{2} K \cap(-K)\right)=\frac{4}{s+1} \frac{1}{\tau(K)} .
\end{aligned}
$$

Thus,

$$
\frac{D\left(K, C_{1}\right)}{w\left(K, C_{1}\right)}=\frac{s+1}{2} \tau(K) .
$$

Moreover, $\frac{D\left(K, C_{0}\right)}{w\left(K, C_{0}\right)}=1$. Hence,

$$
\left\{\frac{D\left(K, C_{\lambda}\right)}{w\left(K, C_{\lambda}\right)}, 0 \leq \lambda \leq 1\right\}=\left[1, \min \left\{\frac{s+1}{2}, \frac{s}{2(s-1)}\right\}\right]
$$

Note that $\frac{s+1}{2}$ is increasing, while $\frac{s}{2(s-1)}$ is decreasing on $s \in[1,2]$. Thus, $\min \left\{\frac{s+1}{2}, \frac{s}{2(s-1)}\right\}$ attains its maximum of $\frac{\varphi+1}{2} \approx 1.31$, when $s=\varphi$.

We conclude the paper with a consideration of the diameter-width ratio of pseudocomplete sets in the euclidean plane. We do this by first recalling the definition of the hood from [3] ( $\mathbb{H}_{\text {min }}$ there).

The hood may be defined by

$$
\mathbb{H}:=\operatorname{conv}\left(\left\{\binom{0}{1},\binom{r}{\sqrt{1-r^{2}}},\binom{-r}{\sqrt{1-r^{2}}}\right\} \cup\left(r \cdot \mathbb{B}_{2}\right)\right)
$$

where

$$
r=\frac{\sqrt{t}}{2}-1+\sqrt{\frac{16}{\sqrt{t}}-t}, \quad \text { and } \quad t=2\left(\frac{2}{3}\right)^{\frac{2}{3}}\left((9+\sqrt{69})^{\frac{1}{3}}+(9-\sqrt{69})^{\frac{1}{3}}\right)
$$



Figure 10. The hood $\mathbb{H}($ red $) ; r\left(\mathbb{H}, \mathbb{B}_{2}\right) \mathbb{B}_{2}$ and $R\left(\mathbb{H}, \mathbb{B}_{2}\right) \mathbb{B}_{2}$ (gray).

As shown in [3], the hood has the following properties. First of all,

$$
r\left(\mathbb{H}, \mathbb{B}_{2}\right) \mathbb{B}_{2} \subset \mathbb{H} \subset R\left(\mathbb{H}, \mathbb{B}_{2}\right) \mathbb{B}_{2}
$$

with $R\left(\mathbb{H}, \mathbb{B}_{2}\right)=1$ and $r\left(\mathbb{H}, \mathbb{B}_{2}\right)=r \approx 0.7935$.
The triangle conv $\left(\left\{\binom{0}{1},\binom{r}{\sqrt{1-r^{2}}},\binom{-r}{\sqrt{1-r^{2}}}\right\}\right\}$ is isosceles, with the long edges of length $D\left(\mathbb{H}, \mathbb{B}_{2}\right)=r+1$ and the short of length $w\left(\mathbb{H}, \mathbb{B}_{2}\right)=2 r$. Moreover, we have

$$
r\left(\mathbb{H}, \mathbb{B}_{2}\right)+R\left(\mathbb{H}, \mathbb{B}_{2}\right)=D\left(\mathbb{H}, \mathbb{B}_{2}\right)
$$

thus $\mathbb{H} \in \mathcal{K}_{p s, \mathbb{B}_{2}}^{2}$ by Proposition 5.1 and $s(\mathbb{H})=\frac{R\left(\mathbb{H}, \mathbb{B}_{2}\right)}{r\left(\mathbb{H}, \mathbb{B}_{2}\right)}=\frac{1}{r\left(\mathbb{H}, \mathbb{B}_{2}\right)} \approx 1.27$. Thus,

$$
\frac{D\left(\mathbb{H}, \mathbb{B}_{2}\right)}{w\left(\mathbb{H}, \mathbb{B}_{2}\right)}=\frac{r+1}{2 r}=\frac{\frac{1}{s(\mathbb{H})}+1}{2 \frac{1}{s(\mathbb{H})}}=\frac{s(\mathbb{H})+1}{2} \approx 1.135
$$

Proof of Theorem 1.5. Let $K \in \mathcal{K}_{p s, \mathbb{B}_{2}}^{2}$, i.e. $r\left(K, \mathbb{B}_{2}\right)=D\left(K, \mathbb{B}_{2}\right)-R\left(K, \mathbb{B}_{2}\right)$. W.l.o.g., we assume $R\left(K, \mathbb{B}_{2}\right)=1$.

Now, on the one hand, since $2 r\left(K, \mathbb{B}_{2}\right) \leq w\left(K, \mathbb{B}_{2}\right)$, it follows

$$
\frac{D\left(K, \mathbb{B}_{2}\right)}{w\left(K, \mathbb{B}_{2}\right)} \leq \frac{D\left(K, \mathbb{B}_{2}\right)}{2 r\left(K, \mathbb{B}_{2}\right)}=\frac{D\left(K, \mathbb{B}_{2}\right)}{2\left(D\left(K, \mathbb{B}_{2}\right)-R\left(K, \mathbb{B}_{2}\right)\right)}=\left(2\left(1-\frac{1}{D\left(K, \mathbb{B}_{2}\right)}\right)\right)^{-1}
$$

However, $2\left(1-\frac{1}{x}\right)$ is an increasing function for any positive values of $x$, and therefore

$$
\max _{D\left(K, \mathbb{B}_{2}\right) \in\left[D\left(\mathbb{H}, \mathbb{B}_{2}\right), 2\right]} \frac{D\left(K, \mathbb{B}_{2}\right)}{w\left(K, \mathbb{B}_{2}\right)} \leq\left(2\left(1-\frac{1}{D\left(\mathbb{H}, \mathbb{B}_{2}\right)}\right)\right)^{-1}=\frac{D\left(\mathbb{H}, \mathbb{B}_{2}\right)}{w\left(\mathbb{H}, \mathbb{B}_{2}\right)}
$$

On the other hand, since $r\left(K, \mathbb{B}_{2}\right)=D\left(K, \mathbb{B}_{2}\right)-1$, we obtain from [3, Theorem 3.2]

$$
\begin{aligned}
\frac{D\left(K, \mathbb{B}_{2}\right)}{w\left(K, \mathbb{B}_{2}\right)} & \leq\left(2 \sqrt { 1 - ( \frac { D ( K , \mathbb { B } _ { 2 } ) } { 2 R ( K , \mathbb { B } _ { 2 } ) } ) ^ { 2 } } \operatorname { c o s } \left[\arccos \left(\frac{D\left(K, \mathbb{B}_{2}\right)}{2\left(D\left(K, \mathbb{B}_{2}\right)-r\left(K, \mathbb{B}_{2}\right)\right)}\right)\right.\right. \\
& \left.\left.+\arccos \left(\frac{D\left(K, \mathbb{B}_{2}\right)}{2 R\left(K, \mathbb{B}_{2}\right)}\right)-\arcsin \left(\frac{r\left(K, \mathbb{B}_{2}\right)}{D\left(K, \mathbb{B}_{2}\right)-r\left(K, \mathbb{B}_{2}\right)}\right)\right]\right)^{-1} \\
& =\left(2 \sqrt{1-\left(\frac{D\left(K, \mathbb{B}_{2}\right)}{2}\right)^{2}} \cos \left(2 \arccos \left(\frac{D\left(K, \mathbb{B}_{2}\right)}{2}\right)-\arcsin \left(r\left(K, \mathbb{B}_{2}\right)\right)\right)\right)^{-1} \\
& =\left(\sqrt{4-D\left(K, \mathbb{B}_{2}\right)^{2}} \cos \left(2 \arccos \left(\frac{D\left(K, \mathbb{B}_{2}\right)}{2}\right)-\arcsin \left(D\left(K, \mathbb{B}_{2}\right)-1\right)\right)\right)^{-1}
\end{aligned}
$$

It is easy to verify that $\sqrt{4-x^{2}} \cos \left(2 \arccos \left(\frac{x}{2}\right)-\arcsin (x-1)\right)$ is decreasing for $x \geq \sqrt{3}$. Thus,

$$
\max _{D\left(K, \mathbb{B}_{2}\right) \in\left[\sqrt{3}, D\left(\mathbb{H}, \mathbb{B}_{2}\right)\right]} \frac{D\left(K, \mathbb{B}_{2}\right)}{w\left(K, \mathbb{B}_{2}\right)} \leq \frac{D\left(\mathbb{H}, \mathbb{B}_{2}\right)}{w\left(\mathbb{H}, \mathbb{B}_{2}\right)} .
$$

Since $[\sqrt{3}, 2]$ covers the full range of possible diameters for pseudo-complete sets with circumradius 1 [3] and because $\mathbb{H}$ attains equality in each of the two inequalities derived above, we conclude

$$
\frac{D\left(K, \mathbb{B}_{2}\right)}{w\left(K, \mathbb{B}_{2}\right)} \leq \frac{D\left(\mathbb{H}, \mathbb{B}_{2}\right)}{w\left(\mathbb{H}, \mathbb{B}_{2}\right)}=\frac{s(\mathbb{H})+1}{2} \approx 1.135
$$

for $K \in \mathcal{K}_{p s, \mathbb{B}_{2}}^{2}$.
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