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Abstract—Software-Defined Radio Access Networks (SD-
RANs) foster the concepts of programmability and flexibility,
which are vital for next generation cellular networks. However,
SD-RANs render network management and orchestration very
challenging. Indeed, related works indicate that when thousands
of connected devices are spread across the underlying network,
SD-RAN approaches with a single controller become deficient and
exhibit undesired behavior. Despite this, state-of-the-art research
papers lack concrete solutions and evaluations with respect to
throughput predictability, where the latter is jeopardized by
irregularities in the SD-RAN control plane, specifically in realistic
testbeds. In order to overcome the aforementioned issues, in
this work, we present Delphi: a novel platform that provides
both analytical and experimental methods to achieve our goal,
which is computing the maximum achievable throughput in SD-
RAN environments. Analyzing the results provided by Delphi,
we can capture the impact of the SD-RAN control plane on
throughput. Moreover, we can design important guidelines as
to which policy to choose given objectives such as throughput
maximization or robustness. Providing a platform for SD-RAN
evaluations based on open-source components, Delphi enables
new avenues for research in the mobile network community.
Focusing on FlexRAN SD-RAN controller for our initial results,
overall, our findings show that when the number of Base Stations
(BSs) and User Equipment (UEs) in the network increases
beyond 5000, due to non-timely received control packets for the
maximum Channel Quality Indicator (maxCQI) policy the overall
throughput decreases by more than 20%.

Index Terms—SD-RAN, RAN Virtualization, 5G, Resource
Management, SD-RAN Experimentation.

I. INTRODUCTION

Compared to previous generations of cellular networks, 5G
manifests the flexibility to support a wide range of heteroge-
neous applications, control and data plane separation as well as
the introduction of a service-oriented architecture [1]. To cater
for the aforementioned requirements, Software-Defined Net-
working (SDN) has become crucial in the core network [2]–
[4]. Similarly, for the Radio Access Network (RAN) coun-
terpart, softwarization [5], [6] and virtualization [7]–[9] are
envisioned as the main drivers to fulfill the anticipated 5G
design principles.

FlexRAN [5] and 5G-EmPOWER [10] are the first open-
source Software-Defined Radio Access Network (SD-RAN)
prototypes that provide a separation of the control and data
planes of traditional RANs, where the control can be shifted
from Base Stations (BSs) towards an entity referred to as the
SD-RAN controller.
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Fig. 1: SD-RAN controller overhead for control messages in
Mbps, given the number of UEs and BSs.

In such a setup, the SD-RAN controller maintains a broader
network view while updating its knowledge by receiving
control messages which contain BS and User Equipment
(UE) statistics. Based on these messages, controller decisions,
concerning for instance wireless resource distribution, can be
enforced at the BSs. Exploiting the wide network knowledge
leads to improved performance as it allows for optimal man-
agement decisions.

Yet, the utilization of only one SD-RAN controller can
become a single point of failure and a potential bottleneck.
This is certainly an issue when the number of RAN elements,
i.e., BSs and UEs, increases drastically. Such occurrences
result from the high number of control messages traversing
the network towards the controller and back to BSs, as shown
in Fig. 1 for measurements performed with the FlexRAN
controller. Fig. 1 shows the control overhead as a function
of the number of UEs and BSs, which increases faster than
linearly with the number of network elements. Consequently,
for a controller with limited capacity, this can lead to delays
in the transmission of the controller decisions toward BSs.

Recently, the trend of RAN softwarization has become
realistic as industries such as Rakuten [11], and ORAN [12]
are investing in open, intelligent, and programmable systems.
ORAN is aiming at standardizing the SD-RAN principle.
However, while ORAN paves the way towards a softwarization
era and constitutes the basis for ongoing research, it still lacks
guarantees when it comes to performance predictability in SD-
RAN.

When considering 5G networks with thousands of con-
nected devices [13], [14], there are two main problems that
arise. The first lies in the ability of single-controller solutions
to provide any performance prediction for networks of large
dimensions. The second is concerned with the development of
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architectures and methods that guarantee the predicted level
of service.

In order to be able to tackle these issues, initially we
need to gain a deeper understanding of the existing SD-RAN
solutions in the literature and provide insights on performance
predictability, which is a prerequisite to constructing new
models and architectures. Whereas works that evaluate state-
of-the-art solutions exist [15], still they mainly focus on the
control plane aspect of the SD-RAN systems. However, an
important part of the network, UEs, have not been considered
in depth so far. In that regard, the need for information with
respect to performance provisioning on the data plane, where
the UEs lie, becomes inevitable.

A serious challenge in maintaining the communication
quality in the cellular network stems from the sensitivity of
the SD-RAN controller decisions (regarding the allocation of
resources to BSs) on the network load increase, as shown in
Fig. 1. Indeed, as presented in [15], when the number of data
plane devices increases beyond 3000, the controller becomes
prone to undesired behavior due to its limited processing
capability. Consequently, the controller demonstrates a delay
in processing the control packets. The reasonable question
which then arises is how does this affect the UEs in the
data plane, and what happens with the overall throughput,
especially when the goal of the network operator is throughput
maximization? To the best of our knowledge, this question is
left unanswered in the literature so far from the analytical and
practical perspectives.

In order to fill this void in the state of the art, in this work
we shed light on computing the throughput on the data plane
depending on imperfections of the SD-RAN controller in the
control plane. To validate our results, we design Delphi, a
novel platform that is based on open-source code. Delphi
includes both theoretical models and measurement results
for throughput computation in SD-RAN environments, with
respect to maximum Channel Quality Indicator (maxCQI) and
Round-Robin (RR) resource allocation policies. Considering
the case when the goal of network operators is to provide
overall throughput maximization, the first policy is studied,
whereas the latter represents a static resource allocation solu-
tion, and serves as a comparison. Based on the outcomes of
this work, we are able to identify performance implications
of the SD-RAN controller and provide analytical tractability.
One of the main messages of this paper is that for a maxCQI
policy, the data plane throughput is not affected considerably
up to the point when the number of RAN elements in the data
plane increases beyond 5000. Additionally, we verify that the
RR policy is oblivious to control packet delays.

Our main contributions are summarized as follows:

• We design Delphi, a novel platform which enables
experimental evaluation and analytical tractability of
throughput in SD-RAN environments. Our approach
leverages available open-source code and further extends
and unifies separate components into a single system
(Section III).

• We provide a mathematical framework to compute the

throughput performance assuming control packet losses1

on the SD-RAN control plane for various resource allo-
cation policies (Section IV).

• Utilizing Delphi, we provide, to the best of our knowl-
edge, the first large-scale measurement campaign based
on OpenAirInterface and FlexRAN related to throughput
computation that takes into account SD-RAN control
plane imperfections (Section V).

II. RELATED WORK

RAN has always played a major role in all the generations
of cellular networks. Its importance is even more emphasized
in 5G, with its main task lying in the provisioning of hetero-
geneous services in terms of their requirements and the estab-
lishment of programmable and flexible solutions compared to
traditionally monolithic RAN infrastructures. All these strin-
gent requirements hinder efficiency and collaboration between
different RAN entities. A factor of paramount importance
towards this transformation is related to the concepts of SD-
RAN and RAN virtualization.

A. SD-RAN Solutions

SD-RAN has triggered vast ongoing research both from
theoretical and practical points of view. Conceptual works for
SD-RAN are mainly targeted in [16]–[20]. OpenRAN [16] and
SoftRAN [18] are among the first studies that envision the
introduction of a centralized controller for RAN that enables
efficient management. Yet, none of those approaches provides
a practical system implementation.

Alternatively, prototypes of SD-RAN are initiated with
FlexRAN [5] and 5G-EmPOWER [10], where both platforms
provide initial implementations of the SD-RAN concept with
a separation of the control plane from the data plane. Further,
Orion [21] is a platform similar to FlexRAN. Addition-
ally, [21] introduces new features in RAN, specifically with
respect to RAN slicing. Recently, FlexRIC [22], an SD-RAN
controller that follows the principles of 5G networks was
proposed that provides an ultra-lean design able to be tailored
to specific 5G use cases. In turn, the concept of SD-RAN has
received significant attention from industrial players, where
Rakuten [11] and ORAN [12] embrace softwarization as the
main tool. More specifically, ORAN provides two standardized
controllers, i.e., the RAN real-time RIC [23] and non-real-time
RIC [24]. Further, the E2 interface for communication with the
BS and real-time RIC is established [25].

However, while all the above-mentioned approaches provide
valuable tools and insights, they only present small-scale
measurements for up to 50 RAN elements. FlexRAN [5] also
provides initial throughput evaluation given delayed controller
decision reception from BSs, but only for 1 UE and 1 BS.
Differently from our work, the scenario where the SD-RAN
controller is overloaded is not studied. Moreover, there is
no theoretical model to capture the throughput degradation
analytically. Conversely, the work in [10] demonstrates the

1In reality, control packets are not lost but received at the BS with delay.
In our system, such packets are discarded and for the remainder of this paper
will be referred to as lost.
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CPU consumption of 5G-EmPOWER under a handover use-
case for more than 100 RAN emulated elements. Still, these
performance evaluations do not target the investigation of
imperfections in the deployment. Additionally, in our previous
work [15] large-scale measurements for the FlexRAN and 5G-
EmPOWER controllers are provided. Yet, only the control
plane aspect was in focus, and results for the UEs in the data
plane are not shown. Indeed, as most applications in RAN
target UE satisfaction, an evaluation of their performance as
a result of non-ideal behavior in the control plane becomes
more than necessary. An initial evaluation of UE satisfaction
in SD-RAN was provided in our previous work [26], however,
the solution focuses on simulation only, whereas in this work
we focus on the implementation-specific issues.

B. RAN Virtualization

In the context of RAN virtualization, OpenAirInterface [27]
and srsRAN [?] constitute the pillars of academic research.
They both provide a 3GPP-based softwarized platform for
4G/5G networks, where the core, RAN, and UE components
are running in pure software. Moreover, they allow for con-
nection to SD-RAN controllers, where srsRAN is compliant
with 5G-EmPOWER [10], whereas OpenAirInterface is com-
pliant with both FlexRAN [5] and FlexRIC [22]. However,
OpenAirInterface and srsRAN vanilla versions do not provide
means for large-scale measurements given SD-RAN controller
inconsistencies.

Due to the high traction received in the last years, wire-
less platform emulators have been developed to allow for
large-scale deployment of RAN environments [6], [28]–[31].
Arena [28], POWDER [30], and Colosseum [31] equip the
community with powerful wireless platform emulators, with
the latter being considered as the largest up-to-date. In turn,
Scope [6], which is based on Colosseum [31], provides a
framework for open and softwarized prototypes.

Moreover, recent works like CARES [32], vrAIn [33],
Concordia [7], and Nuberu [8] deal with resource allocation in
such virtualized environments, providing valuable insights on
the operation and management aspect. Yet, none of the above-
mentioned works consider the large-scale experimentation
with respect to SD-RAN environments, especially not with a
controller under high load. Furthermore, for the latter scenario
of SD-RAN environments under high load, to the best of our
knowledge, there exists no other platform that provides both
analytical evaluation and measurement tools for throughput
evaluation of UEs as a consequence of SD-RAN control plane
inconsistencies, which is the main objective of this paper.

III. DELPHI

To measure the throughput of individual UEs as well as
the total throughput (over all UEs) in SD-RAN environments,
we present a novel platform, which we name Delphi.2 Our
approach is specifically engineered for 4G/5G systems that
operate over virtualized RAN environments and are controlled

2The name is inspired by the Greek mythology, where Delphi was home
of Pythia, the oracle famous for predicting the future.

Core NetworkBase Stations

SD-RAN 
Controller

SD-RAN Traffic 
Emulator

CQI 
Reports

Controller 
Decision

Virtual 
BSs

Virtual 
UEs

System 
Initialization

Measurement 
Initialization

Result 
Collector 

and Analysis

UEn

Th
ro

u
gh

p
u

t 

Time

UE1

Iperf tests

System Orchestrator

Delphi

Setup 
Initialization 

Messages

Fig. 2: Overview of Delphi. The platform is composed
of the core network that assigns IPs to UEs, the SD-RAN
controller, and physical OpenAirInterface BSs. Additionally,
the SD-RAN traffic emulator generates virtual UEs and BSs.
The system orchestrator initializes the setup, initiates the
measurements, collects the results, and analyzes them.

by an SD-RAN controller with limited processing capacity.
Delphi aims at characterizing throughput performance both
mathematically and by measurements for the scenarios when
the SD-RAN controller is overloaded. This becomes particu-
larly important as these theoretical insights could be used to
avoid overloaded scenarios and would allow for maintaining
the desired level of service in the network.

Here, we elaborate on the main components of Delphi,
and on their mutual interaction. Then, we detail the resource
allocation policies utilized in our system and the UE Channel
Quality Indicator (CQI) patterns. Finally, we shed light on the
control packet losses and the simulation framework.

A. System Design

The high-level architecture of Delphi is presented in
Fig. 2. Delphi is based on open-source components and is in
line with the principles of programmability and softwarization
of 5G.

As can be observed from Fig. 2, our platform is composed
of 5 main components: the core network, the BS (which in 5G
is known as gNB) and UEs, the SD-RAN controller, the SD-
RAN traffic emulator, and the system orchestrator. A detailed
explanation of all the components is presented as follows.

1) Core Network: The core network is based on the 4G
3GPP standard compliant OpenAirInteface core [34] and it
mainly provides three functionalities: the Home Subscriber
Server (HSS), which stores the database of UEs that access the
network, the Mobility Management Entity (MME) that keeps
track of the UE mobility, and the Service/Packet Gateways
(S/P GWs) that are responsible for assigning IPs to UEs in
order to maintain a connection. The reason for choosing the
4G core version of OpenAirInterface is related to its stability
compared to the 5G counterpart.

Although alternative open source 5G core network com-
ponents, such as Open5GS [35], could have been used, we
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stress that the choice of the core network does not alter the
performance of resource allocation in RAN, which is within
the scope of this work. The main reasoning stems from the fact
that the messages of interest in our work concern only those
among the SD-RAN controller and BSs, which do not have
any core network impact. The core network is instead used in
our work to be able to obtain measurements with respect to
UE’s throughput.

2) SD-RAN Controller: The SD-RAN controller is based
on the FlexRAN principle [5] but utilizes the latest code from
Eurecom [36]. In our platform, the control of the network,
in particular with respect to wireless resource allocation,
involves the SD-RAN controller. Initially, the SD-RAN con-
troller distributes the wireless resources, referred to as Physical
Resource Blocks (PRBs), among the BSs in what is called
controller decision. This logic is aligned with the xApps
concept of ORAN [12] that can be used to provide decisions
such as radio resource allocation to BSs [37], [38]. In turn,
the BSs distribute the assigned PRBs from the SD-RAN
controller among the corresponding UEs using the traditional
MAC resource allocation. Delphi utilizes the FlexRAN
Application Programmable Interface (API) [39] and FlexRAN
protocol [5] for the communication with the BS. Every BS
has a unique connection to the FlexRAN controller via its own
link, and the correct delivery is ensured by means of Transport
Control Protocol (TCP).

The controller decision is sent from the SD-RAN controller
towards the BSs every 1 s, which we call control period
and is based on channel statistics containing information such
as the CQI of UEs within BSs.3 To enable this procedure,
Delphi extends the available FlexRAN code and implements
a set of controller resource allocation policies, as detailed in
Section III-C.

3) Base Station: The BS is the main component of any
RAN system. Within the BS, several UEs are assigned wireless
resources depending on their CQIs and the MAC resource
allocation at the BS. In this work, for the BS and UEs, we
utilize the emulation mode of OpenAirInterface based on the
mosaic5g-oai-sim branch [40]. The rationale for this
choice is twofold. Firstly, the mosaic5g-oai-sim provides
a realistic wireless channel model based on 3GPP standardiza-
tion. Secondly, it allows for a manual configuration and control
of CQI values for UEs. That leads to an easier deployment
and assessment of results utilizing realistic UE traces, but also
fosters reproducibility and analytical tractability.

4) SD-RAN Traffic Emulator: The SD-RAN traffic emu-
lator is based on [15]. This tool generates virtual BSs and
virtual UEs that follow the FlexRAN protocol. In our system,
we utilize the traffic emulator in order to generate background
traffic in the network and stress the SD-RAN controller to
its capacity limits in order to track its capabilities. Here
we emphasize that for the virtual BSs and UEs generated
from [15] we cannot measure their throughput due to the fact
that they do not connect to the core network. Hence, they do
not receive IPs. This is only available for the OpenAirInterface
BSs.

3The 1 s period is tied to the granularity of iperf measurements.
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Fig. 3: Overview of Delphi’s component interaction. The
first step comprises the initialization of the system. Following,
the measurement initialization enables sharing of OpenAir-
Interface and emulated UEs’ statistics towards the SD-RAN
controller. Once the controller provides the controller decision,
the third step enables the measurement of throughput.

5) System Orchestrator: The orchestrator block of Delphi
is based on scripts that are used to configure network compo-
nents, such as BSs, core network, and the SD-RAN controller.
Moreover, the orchestrator initiates various measurements and
finally collects and analyzes the results. In principle, we follow
the logic of Mosaic5G [41]. But, we adapt the respective
scripts to achieve the automation of: 1) initialization of all sys-
tem components, 2) adaptation of UE CQI patterns based on
a case study and realistic traces, 3) seamless communication
with the SD-RAN controller, and 4) throughput measurements,
result collection, and analysis.

B. Delphi Component Interaction

While the system design of Delphi was provided in
the previous subsection, here we elaborate further on the
interaction among all components of Delphi, as portrayed in
Fig. 3. In order to be able to obtain results for analysis with
the novel platform, the first step comprises the initialization
of the components such as the SD-RAN controller, BSs, core
network, and SD-RAN traffic emulator. This in turn consists
of the OpenAirInterface BSs’ connection to the core network,
as well as the connection of the traffic emulator towards the
SD-RAN controller.

Once all components have been initialized, the second step,
as shown in Fig. 3, consists of the measurement initialization.
At this moment, depending on the configuration of choice,
the OpenAirInteface UEs for which we want to measure their
throughput start to connect to the core network and OpenAir-
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Fig. 4: An overview of the possible system policies. The SD-
RAN controller applies the controller decision with respect
to BS resource allocation based on CQI statistics. The MAC
resource allocation at the BS is performed based on the PRB
allocation decided by the controller.

Interface BSs. Similarly, the emulated BSs and emulated UEs
are started at the traffic emulator. Once UEs have populated
the system, their statistics in terms of CQIs are shared with
the SD-RAN controller. The SD-RAN controller provides the
appropriate analysis and decides on the resource allocation
accordingly, which comprises the distribution of PRBs towards
the BSs. Once BSs receive the PRBs, they internally distribute
them to UEs. In that case, the third step of Fig. 3 can start,
which is the collection and analysis of the obtained results.

C. Controller and MAC Resource Allocation Policies

In Delphi, the wireless resource allocation is implemented
in two steps. Initially, it is performed at the SD-RAN controller
(i.e., controller policy) and then at the BS (i.e., MAC policy).
The SD-RAN controller updates the resource distribution to
BSs every 1 s through the controller decision. These updates
are based on CQI reports from the BSs with respect to their
UEs, as illustrated in Fig. 4. The goal of Delphi is to provide
throughput computation in overloaded SD-RAN environments
when the network operator’s goal is throughput maximization.

Different resource allocation policies running at the SD-
RAN controller and within the BS produce different results
in terms of throughput. For instance, if the RR policy is used
at the SD-RAN controller, then BSs within the controller’s
operational region share equally the wireless resources among
them. In turn, UEs within the BSs will have to share the
received wireless resources too. While this may result in a
fair distribution of resources among UEs, it will not yield the
highest achievable throughput.

On the other hand, if the maxCQI policy is used at the SD-
RAN controller, the BS whose UEs achieve the highest CQI
during the control period obtains all the resources. In turn, the
UEs of the BS with the highest CQI receive all the resources
of that BS given that UEs always have data to send.

Covering two very important aspects of a cellular network,
which are overall throughput maximization and providing

robust behavior under system imperfections is the reason for
choosing the two aforementioned policies (maxCQI and RR)
in this work. For the remainder of this paper, to follow the
two-step resource allocation logic we refer to these policies
as maxCQI-maxCQI and RR-RR, respectively. The first term
refers to the controller resource allocation policy, whereas the
second to the MAC resource allocation policy at a BS.

D. CQI Patterns

In a cellular system, the UE throughput is impacted by its
CQI value. This can be observed in Fig. 6, where the results
were obtained with Delphi. The x-axis represents the range
of UE CQI values, while the y-axis the achieved throughput
in the system when all 25 PRBs are assigned to that UE.
The minimum with all the resources assigned to the same UE
is achieved when CQI = 1, and is 0.62Mbps, whereas the
maximum is achieved for CQI = 15 - in total 18.3Mbps.

Given that CQI values have a direct impact on the achievable
UE throughput, in this subsection, we shed light on the
selection of the CQI values for our evaluations. To that end,
we consider two scenarios:

• A case study, where UEs have either the CQI of 15
(representing excellent channel conditions) or 7 (repre-
senting medium channel conditions). There is an equal
probability for a UE to have either one of these CQIs.

• Real traces for UEs, as depicted in Fig. 5, which are
obtained from [42] and [43], where for 3 BSs we depict
CQI patterns of various UEs, all with different Probability
Mass Functions (PMF).

E. Control Packet Losses

The first resource allocation step happens at the SD-RAN
controller every 1 s (control period), and the decision (with the
allocated resources) is sent to the BS. Once the BS receives
the decision with the respective PRB allocation, it updates
the previously stored one. However, when the load of the
SD-RAN controller increases, due to the limited processing
capacity of the controller, some of the controller decisions sent
to the BSs arrive with delay. As demonstrated in Fig. 1, when
the number of RAN elements reaches 10000, the aggregated
load at the controller reaches 250Mbps, overloading it and
making it prone to operating with flaws. We note that these
imperfections in controller behavior are not caused by the TCP,
since as portrayed in Fig. 1, for 1 BS towards the controller
even for 100 UEs the necessary connection capacity does
not surpass 5Mbps. In our system, we define two use cases.
Initially, we assume that when a control packet arrives at the
BS with delays, it is discarded and considered as lost. In that
case, the controller decision is not updated and the BS keeps
the previous one. This can lead to throughput degradation as
the channel conditions may have changed drastically from the
previous control period.

An example of this scenario is depicted in Fig. 7. Every
control period i.e., 1 s, the BS receives the controller deci-
sion, containing the new resource allocation from the SD-
RAN controller, and updates its last stored resource allocation
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Fig. 5: PMFs for 3 BSs and 3 UEs within each BS based on realistic UE traces from a 5G dataset [42].
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by Delphi.
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Fig. 7: Scenario of control packet
losses. MAC resource allocation is
updated every control period. Lost
packets are in dashed red, received
packets are shown in green.

scheme from the previous control period. When the packet
is received timely, then the control packet reaches the BS,
which is depicted in green. Otherwise, the control packet is
considered as lost (shown in the red dashed line in Fig. 7).

While the first scenario is easier in terms of analytical
tractability, in reality, the control packet is not lost, but it
reaches the BS with a delay. Therefore, in our second use case,
we drop this assumption and measure directly the effect of
the delayed control packet on the UE throughput with respect
to background traffic generated by virtual BSs and UEs, as
detailed in Section V.

F. Simulation Framework

In order to verify the measurements and the theoretical
model provided by Delphi, we also provide a simulation
framework that serves as our baseline. The simulation contains
the actual information with respect to UE CQI values in all
scenarios. The conversion of CQI to throughput is applied
according to the measurements provided by Delphi, as
shown in Fig. 6. For every UE in each BS, a list is created,
where each entry corresponds to a measurement point that
represents a control period. Each list entry contains a CQI
value following the distributions depicted in Fig. 5, or the case
study (CQIs of 7 and 15 with identical probabilities of 1/2).
Having the knowledge of all CQIs at each measurement point

(control period), an assessment occurs to compare the CQIs
among all UEs and BSs. Depending on the resource allocation
policy (see Fig. 4), the resources are distributed to BSs and
consequently to UEs. The achieved throughput then depends
on the CQI in the list entry and the policy.

Regarding the control packet losses, at each measurement
point, the control packet is either lost or received timely at
the BS (see Fig. 7). At the beginning of each simulation,
according to the assumed ratio of lost control packets, a list
with binary entries is generated, containing 0 if the control
packet is received timely and 1 if it is lost. This generation
occurs randomly. If the control packet is lost, then the PRB
allocation from the previous measurement point is applied,
otherwise, the exact resource allocation is carried out.

IV. THEORETICAL MODEL

Similar to 4G, the block resource allocation scheme is used
in 5G as well, with PRB being the allocation unit [44], but
allowing higher flexibility in choosing the subcarrier spacing,
and consecutively, the PRB bandwidth. This then conditions
the duration of the slot. Within a slot, different PRBs are
assigned to different UEs. In general, the assignment varies
across slots. Consequently, resource allocation is to be per-
formed across two dimensions, frequency and time. The total
number of PRBs in the system is K.

In general, UEs experience different channel conditions
in different PRBs even within the same slot, and therefore
a different per-block Signal-to-Interference-Plus-Noise-Ratio
(SINR). Because of UE mobility and time-varying channel
characteristics, per-PRB SINR changes from one slot to an-
other. This changing per-PRB SINR translates into a varying
per-PRB rate. The value of SINR in a slot determines the
CQI (a parameter sent by the UE to the BS), as shown in
Table I, which depending on the Modulation and Coding
Scheme (MCS) sets the per-PRB rate. There are 15 possible
values of CQI [45]. E.g., if at time t the per-PRB SINR lies in
the interval [γl, γl+1], with γl and γl+1 being the thresholds of
the CQI (l = 1, . . . , 15), the per-PRB rate would be rl(t) [46],
[47]. To maintain analytical tractability and compare the
results under the same conditions with OpenAirInterface, in
our model the BS splits the transmission power equally among
all the K PRBs, and the channel characteristics for a UE
remain unchanged across all PRBs (i.e., identical CQI over all
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TABLE I: SINR to CQI conversion
SINR threshold (dB) -6.5 -4 -2.6 -1 1 3 6.6 10 11.4 11.8 13 13.8 15.6 16.8 17.6

CQI value 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

PRBs), but they change randomly from one slot to another,
whereas different UEs experience distinct CQI distributions.
This reduces the resource allocation problem to the number
of allocated PRBs and not to which PRBs are assigned to a
given UE.

Having in mind the previous terms, it follows that in every
slot the per-PRB rate of UE j can be modeled as a discrete
random variable, Rj , with values in {r1, r2, . . . , r15}, such
that r1 < r2 < . . . < r15, with a PMF pRj

(x). The latter is a
function of UE’s j SINR over time.4

In this paper, we focus our attention on two resources
allocation policies - maxCQI, where the best UE or BS gets all
the PRBs5 and RR, where resources are split equally among
all the entities. Different resource allocation policies can be
implemented on the controller and on BSs. In the first case,
we present the result when the RR resource allocation is
implemented at both entities. Then, we focus on maxCQI.

A. Round-Robin Resource Allocation Policy

When using this resource allocation policy both at the
controller and at the BSs, we assume that the PRBs are shared
equally among all the BSs, and within the coverage area of a
given BS, the PRBs are shared among all its active UEs.

In the general case of M BSs, where the number of UEs
in each BS is denoted by ni,∀i ∈ {1, . . . ,M}, every BS
would receive K

M PRBs. The average throughput of UE j,
being served by BS i, is6

E[Thi,j ] =
K

Mni
E[Ri,j ]. (1)

The throughput in BS i is then

E[Thi] =

ni∑
j=1

E[Thi,j ]. (2)

Therefore, we have the following:

Result 1. The total throughput in the system is

E[Th]=
M∑
i=1

E[Thi]=

M∑
i

ni∑
j=1

E[Thi,j ] =
K

M

M∑
i=1

1

ni

ni∑
j=1

E[Ri,j ].

(3)

Note that the RR resource allocation policy is completely
insensitive to the loss of control packets; the assignment of
resources is fixed at all times.

B. maxCQI Resource Allocation Policy

To ease the presentation, in this section, we consider the
case with two BSs and with a single UE in each of them. Then,
we explain how the analysis can be extended to multiple UEs

4For notational simplicity, we omit the reference to time from now on.
5When two or more entities have identical (and the best) channel conditions

in the control period, the resources are split equally among them with the
maxCQI resource allocation policy.

6We use Ri,j to denote the per-PRB rate UE j receives from BS i.

per BS. Let R1 denote the per-PRB rate of the UE in BS1.
As already mentioned, it can take a value from the discrete
set {r1, . . . , r15}, depending on the value of CQI in a slot.
Similarly, R2 denotes the per-PRB rate of the UE in BS2.
We denote the PMF of R1 and R2 by pR1

(x) and pR2
(x),

respectively.
Let q denote the probability of the control packet loss. This

can arise as a consequence of a large number of UEs and BSs
sending their packets to the controller with finite processing
capacity. A packet not processed by the end of the control
period at the controller is considered lost at the BS and in
that case the resource allocation decisions from the previous
control period are enforced (see Fig. 7). First, we solve the
scenario when q = 0, i.e., in the case when the controller
processes and allocates the resources timely.

We also need this result for the case when there are packets
that are lost, too.

Conditioning upon the possible outcomes, we obtain the
average throughput for this case as

E[Thq=0] = P(R1 > R2)KE[R1|R1 > R2] +

P(R1 = R2)
K

2
E [R1 +R2|R1 = R2] +

P(R1 < R2)KE [R2|R1 < R2] . (4)

Namely, in a slot, either R1 and R2 are identical, or one of
them is higher than the other. For instance, when R1 > R2, the
average throughput in that slot is KE[R1|R1 > R2], because
the UE in BS1 gets all the resources. A similar allocation is
performed when the UE in BS2 has better channel conditions.
If both UEs have identical R, they receive the same amount
of PRBs, i.e., K

2 , as can be observed from Eq.(4).
We derive next all the terms from Eq.(4). The first proba-

bility term yields

P(R1 >R2)=

r15∑
x=r1

P(R1 > R2|R2 = x)pR2(x)=

r15∑
x=r1

F̄R1(x)pR2(x),

(5)
where F̄R1(x) = 1 − P(R1 ≤ x) is the Complementary
Cumulative Distribution Function (CCDF). Similarly, for the
other two probability terms, we have

P(R1 = R2) =

r15∑
x=r1

pR1
(x)pR2

(x), and (6)

P(R1 < R2) =

r15∑
x=r1

F̄R2
(x)pR1

(x). (7)

For the final result of the first expectation term in Eq.(4),
after some algebra, we obtain

E[R1|R1 > R2] =

∑r15
x=r1

∑x−ϵ
y=r1

x · pR1
(x)pR2

(y)∑r15
x=r1

F̄R1
(x)pR2

(x)
. (8)

Note that the denominator in Eq.(8) is simply P(R1 > R2)
(already derived in Eq.(5)). Also, observe that since R1 and R2

can take values from a finite discrete set, and the expectation
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in Eq.(8) is conditioned upon the strict inequality between R1

and R2, we use the variable ϵ > 0 to denote a very small
positive quantity near 0. This implies that for a given value of
R1, R2 has to be lower than that.

Similarly, for the third expectation term in Eq.(4) we get

E[R2|R1 < R2] =

∑r15
x=r1

∑x−ϵ
y=r1

x · pR2
(x)pR1

(y)∑r15
x=r1

F̄R2
(x)pR1

(x)
, (9)

whereas for the second expectation term in Eq.(4), we obtain

E[R1 +R2|R1 = R2] =

∑r15
x=r1

2 · x · pR1(x)pR2(x)∑r15
x=r1

pR1
(x)pR2

(x)
. (10)

1) Packet loss: In this case, control packets are received
at the BS with a delay, i.e., q > 0. Whenever a packet is
delayed, it is dropped and considered lost. In that case, PRBs
are allocated in the same way as in the previous control period.
We have the following:

Result 2. The average throughput when there are packets that
are lost is expressed as

E[Th] = (1− q)E[Thq=0] + qE[Thq>0]. (11)

The term E[Thq=0] in Eq.(11) corresponds to the instants
when the packet is received timely, which occurs with proba-
bility 1−q. Essentially, it is equal to Eq.(4). The second right-
hand side term, E[Thq>0], captures the throughput when the
packet is lost, which occurs with probability q. It is expressed
as

E[Thq>0] = P(R1 < R2)E[A|R1 < R2]+

P(R1 = R2)E[B|R1 = R2] + P(R1 > R2)E[C|R1 > R2].
(12)

It is worth mentioning that in Eq.(12) we condition the
expectation on three events in the last control period before
the packet was lost: whether the UE in BS1 had a better
channel, whether both UEs had identical channels, or whether
the channel of the UE in BS2 was better during the control
period prior to the control period the packet was lost.

The average system throughput when the UE in BS2 had
a better channel in the previous control period when the
packet was received timely, provided that in the current control
period, the packet is lost, E[A|R1 < R2], is given by

E[A|R1 < R2] = P(R1 < R2)E[KR2|R1 < R2]+

P(R1 = R2)E[KR2|R1 = R2] + P(R1 > R2)E[KR2|R1 > R2].
(13)

Let us look more closely at the individual terms of Eq.(13). If
in the current control period (when the packet is lost), R2 >
R1, the average throughput obtained is E[KR2|R1 < R2].
Namely, again the UE of BS2 receives all the resources as
it was the best UE in the previous control period. So, in this
case, the policy assigns the PRBs correctly despite the fact that
the packet was lost. On the other hand, if the UE channels
are identical or the UE of BS1 has a better channel in the
control period with a lost packet, still the UE of BS2 obtains all
the resources, i.e., E[KR2|R1 = R2] and E[KR2|R1 > R2],
respectively, in spite of not having the highest CQI anymore.

Following a similar reasoning, when both UEs had identical
channels in the previous control period, and in the current
control period the packet is lost, the average throughput is

E[B|R1 = R2] = P(R1 < R2)E
[
KR1

2
+

KR2

2
|R1 < R2

]
+

P(R1 = R2)E
[
KR1

2
+

KR2

2
|R1 = R2

]
+

P(R1 > R2)E
[
KR1

2
+

KR2

2
|R1 > R2

]
.

(14)

Finally, if the UE of BS1 had a better channel in the previous
control period, the corresponding average throughput is

E[C|R1 > R2] = P(R1 < R2)E[KR1|R1 < R2]+

P(R1 = R2)E[KR1|R1 = R2] + P(R1 > R2)E[KR1|R1 > R2],
(15)

meaning that the UE of BS1 will receive all the resources
when a packet is lost.

In Eqs.(12)-(15), the expressions for P(R1 < R2), P(R1 >
R2), and P(R1 = R2) were already derived in Eqs.(5)-(7).
Eqs.(8)-(10) can be used for some of the terms in Eqs.(12)-
(15). Finally, for the remaining terms, we have

E[R1|R1 = R2] = E[R2|R1 = R2] =

∑r15
x=r1

x · pR1(x)pR2(x)∑r15
x=r1

pR1(x)pR2(x)
.

(16)

We substitute Eqs.(5)-(10), (16) into Eqs.(13)-(15), and the
so obtained Eqs.(13)-(15) into Eq.(12). Then, we substitute
the latter together with Eq.(4) into Eq.(11) to obtain the total
system throughput.

In this section, we have shown the derivation of the overall
throughput. The procedure for obtaining the throughput of
individual UEs is straightforward. Let us consider the UE in
BS1. The differences are as follows. Eq.(4) contains only the
first two terms (no allocated resources to that UE when the
other BS has a better channel). For the same reason, Eq.(12)
contains only the second and third terms. The remainder of
the procedure (all the other expressions from Section IV-B,
including Eq.(11)) remains unchanged. A similar procedure is
followed for the UE of BS2.

C. Scenario: 3 BSs, no Packet Losses

Next, we consider the scenario with 3 BSs, and one UE in
each of them for the maxCQI policy. Only the analysis for
q = 0 is shown. Due to space limitations and because it is of
no further technical interest, we omit the analysis for q > 0.
Following a similar reasoning as with 2 BSs, we have:

Result 3. The average throughput with three BSs, wherein the
area of each one of them there is one UE with per-PRB rates
R1, R2, and R3 is
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E[Thq=0] = P(R1 > R2, R1 > R3)KE[R1|R1 > R2, R1 > R3]

+P(R1 = R2, R1 > R3)
K

2
E[R1 +R2|R1 = R2, R1 > R3]

+P(R1 = R3, R1 > R2)
K

2
E[R1 +R3|R1 = R3, R1 > R2]

+P(R1 = R2, R1 = R3)
K

3
E[R1 +R2 +R3|R1 = R2, R1 = R3]

+P(R2 > R1, R2 > R3)KE[R2|R2 > R1, R2 > R3]

+P(R2 = R3, R2 > R1)
K

2
E[R2 +R3|R2 = R3, R2 > R1]

+P(R3 > R1, R3 > R2)KE[R3|R3 > R1, R3 > R2].
(17)

Note that in Eq.(17), a single BS gets all the K PRBs when
its UE has the best channel. When two of the BSs UEs have
identical per-PRB rates in a control period and the third BS’s
UE worse channel, those two BSs split the available K PRBs
equally. Finally, if the three UEs have the same per-PRB rate
in the control period, each one of them will receive K

3 of the
PRBs in that control period.

For the probability terms in Eq.(17) we have as follows:

P(Ri > Rj , Ri > Rk) =

r15∑
x=r1

x−ϵ∑
y=r1

x−ϵ∑
z=r1

pRi
(x)pRj

(y)pRk
(z),

(18)

P(Ri = Rj , Ri > Rk) =

r15∑
x=r1

x−ϵ∑
z=r1

pRi
(x)pRj

(x)pRk
(z),

(19)
for i={1, 2, 3}, j={1, 2, 3}, k={1, 2, 3}, and i ̸=j ̸=k. Also,

P(R1 = R2, R1 = R3) =

r15∑
x=r1

pR1(x)pR2(x)pR3(x). (20)

For the expectation terms in Eq.(17), following the basic
rules from the theory of probability, we have:

E[Ri|Ri > Rj , Ri > Rk]=∑r15
x=r1

∑x−ϵ
y=r1

∑x−ϵ
z=r1

xpRi
(x)pRj

(y)pRk
(z)∑r15

x=r1

∑x−ϵ
y=r1

∑x−ϵ
z=r1

pRi
(x)pRj

(y)pRk
(z)

, (21)

E[Ri +Rj |Ri = Rj , Ri > Rk] =∑r15
x=r1

∑x−ϵ
z=r1

2xpRi
(x)pRj

(x)pRk
(z)∑r15

x=r1

∑x−ϵ
z=r1

pRi
(x)pRj

(x)pRk
(z)

, (22)

for i = {1, 2, 3}, j = {1, 2, 3}, k = {1, 2, 3}, and i ̸= j ̸= k.
Similarly,

E[R1 +R2 +R3|R1 = R2, R1 = R3] =∑r15
x=r1

3xpR1(x)pR2(x)pR3(x)∑r15
x=r1

pR1
(x)pR2

(x)pR3
(x)

. (23)

A similar procedure, only with more expectation and proba-
bility terms, is followed in the case with more than three BSs.
We do not show the derivation here, because it is of no further
technical interest.7

7The theoretical results can also be expressed in terms of the distributions
of the SINR as well. However, the obtained expressions would then become
more cumbersome, with no additional insights gained.

D. maxCQI-maxCQI: Multiple UEs per BS

While the previous analysis was concerned only with one
UE per BS, the generalization to any number of UEs where
maxCQI resource allocation policy is implemented on both the
BS level and UE level is almost straightforward. Namely, in
the analysis above, we only need to replace, e.g., R1, R2, and
R3 with maxR1, maxR2, and maxR3, respectively, where
maxRi, i = {1, 2, 3}, is the UE with the highest CQI within
BS i. Then, using some algebra, the final result follows easily.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our system
with respect to the effect of SD-RAN control plane imperfec-
tions in the data plane. We split our results in two parts. In
the first part, we assume a certain control packet loss ratio
in the control plane between the SD-RAN controller and the
BS regarding the controller decision. The second part drops
this assumption and evaluates the controller performance given
additional background traffic. This is achieved by increasing
the number of BSs and UEs that the controller has to manage.

Initially, we portray an example of the control packet loss
for 2 BSs considering a maxCQI-maxCQI policy. In that
regard, we investigate the drop in the sum throughput that
is accompanied by the time instance of packet loss. Further,
we demonstrate outcomes for two use cases, namely the case
study and the real traces (Section III-D). Results are shown
for 2 and 3 OpenAirInterface BSs for maxCQI-maxCQI and
RR-RR resource allocation policies. For 2 BSs, we verify
our measurements with simulations and theoretical results
for all the assumed control packet loss ratios. On the other
hand, for 3 BSs, due to space limitations, we only provide
the theoretical result for the case where no packets are lost.
Results are demonstrated in boxplots. For the measurements,
each configuration is repeated 10× for 270 s, by removing
the initial and last 15 s to eliminate the transient phase of the
measurements. In turn, the simulations are performed 100×.

When the packet loss assumption is dropped, the depicted
results for 2 and 3 BSs are generated with OpenAirinterface
(Section III-A3), while considering additional emulated UEs
and BSs (Section III-A4). Hence, we show how the network
load affects the throughput drop in % for maxCQI-maxCQI
and achieved throughput for the RR-RR resource allocation
policies, as the latter is insensitive to control packet losses.

A. Measurement Setup

The measurement setup follows the system design from
Fig. 2, where 1 Desktop PC is running the SD-RAN emu-
lator [15]. The PC is equipped with an Intel(R) Core(TM)
i5-3470 CPU, with 4 CPU cores @ 3.2 GHz and 8 GB RAM
running Ubuntu 18.04.2 LTS with 4.15.0-58-generic kernel.
For the FlexRAN SD-RAN controller, a server running an
Intel(R) Xeon(R) CPU E5-2650 v4 @ 2.20 GHz is set. The
FlexRAN server contains 12 physical CPU cores and 64 GB
of RAM operating under Ubuntu 18.04.3 LTS with 4.15.0-66-
generic kernel.

Further, OpenAirInterface BSs and the core network operate
in an Intel(R) Core(TM) i7-7700T CPU @ 2.9 GHz. Each
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Fig. 8: Measured system throughput for 2 BSs over time considering various control packet losses, using maxCQI-maxCQI
policy.

BS PC contains 4 physical CPU cores and 16 GB of RAM,
whereas the core network, since it is not that demanding, only
contains 1 CPU and 4 GB of RAM. The operating system is
Ubuntu 16.04.04 LTS with 4.4.0-116-generic kernel.

Unless stated otherwise, a resource allocation application
is running on the SD-RAN controller server, which collects
CQI values sent by the BSs every 1 s. This is a design choice,
which can be adjusted according to the channel characteristics
(i.e., CQI changes). The CQI values of the UEs within the BSs
also change every 1 s [42], [43] and their PMFs for 2 and 3
BSs are illustrated in Fig. 5.

B. Control Packet Loss Ratio Assumption

In this subsection, we assume that a certain amount of
packets in the control plane are lost. These messages contain
controller decisions with respect to the resource allocation sent
from the SD-RAN controller to the BSs. The goal is then to
identify what is the influence of these control packet losses on
the data plane, specifically the impact on the throughput.

1) Investigation of Sum Throughput Drop: First, we inves-
tigate the degradation in the sum throughput over all UEs for
the example of 2 BSs and 1 UE in each BS with respect
to the control packet loss ratio under the maxCQI-maxCQI
resource allocation policy. These results are shown in Fig. 8.
The distribution of UEs for the results obtained in Fig. 8
corresponds to the case study. Moreover, they are concerned
with only a single measurement with the goal to investigate
the sum throughput degradation as a result of control packet
loss.

The results for 0% control packet losses, shown in Fig. 8a,
reveal the ideal sum throughput given the CQI patterns since
there is no throughput deterioration. Alternatively, Fig. 8b
shows the results pertaining to the case where the number of
lost packets recorded is 30%. Hence, we can observe a slight
throughput decrease between 50 s and 60 s from 18.3Mbps to
11.3Mbps. A further decrease is also observed between 200 s
and 210 s to approximately 5.3Mbps. The rationale behind this
drop lies in the fact that when a control packet loss occurs,
the previous resource allocation policy is applied to each BS.
In that case, the BS whose UE has the lowest CQI gets all the

resources and consequently, a lower throughput compared to
the ideal case is observed.

The situation degrades even further when the packet losses
increase to 100%8, as demonstrated in Fig. 8c. In such a
scenario, the instances where the throughput drops increase
drastically. The worst experience is recorded from 230 s till the
end of the measurements, where there is a drop to 11.3Mbps
compared to the maximum sum throughput of 18.3Mbps,
which represents an overall decrease of 38%.

2) Throughput Evaluation: 2 BSs: So far, we have demon-
strated results of the throughput degradation with respect to the
% of control plane packet losses. Next, we show results for all
the considered patterns not only obtained via measurements,
but also analytically in line with the outcomes of Section IV,
and simulations (as explained in Section III-F). For all the
cases we consider both maxCQI-maxCQI and RR-RR resource
allocation policies. The results for 2 BSs up to 3 UEs each
for the case study as well as for real UE traces (see Fig. 5)
are shown in Fig. 9.

For the results of the maxCQI-maxCQI policy, depicted in
Fig. 9a for the CQI case study, the sum throughput for the
2 BSs decreases almost linearly with the increase in control
packet loss ratio. The simulation results, theoretical outcomes,
and measurements depict the same mean value. In that regard,
we can conclude on the accurate prediction feature of our
approach to capture correctly the effect on control packet
losses in the data plane.

The best-case throughput in Fig. 9a is recorded, as expected
when there are no losses in the control plane, and its value is
around 14.8Mbps. The obtained result is lower compared to
the best-case result obtained in Fig. 8, given the fact that in
this scenario the number of UEs per BS is 3 compared to 1
as in the setup of Fig. 8. Consequently, given the distribution
of a larger number of UEs as well as the competition for the
resources, lower throughput is recorded. When all the control
packets are lost, the throughput drops below 12Mbps. This
leads to almost 20% in throughput degradation.

8For a loss ratio of 100%, only the first controller packet is received
correctly from BSs and all the others are considered lost.
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Fig. 9: Throughput results for 2 BSs comparing theory, simulation outcomes, and measurements for maxCQI-maxCQI and
RR-RR resource allocation policies for the case study and real UE traces
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Fig. 10: Throughput results for 3 BSs comparing theory, simulation outcomes, and measurements for maxCQI-maxCQI and
RR-RR resource allocation policies for the case study and real UE traces.

Similarly, Fig. 9b shows the throughput achieved for 2 BSs
for maxCQI-maxCQI with real UE CQI traces. The maximum
throughput is recorded for 0 losses with around 15Mbps,
whereas in the worst case, its value is around 13.8Mbps
for 100% losses. Again, we stress that the results obtained
from the measurements match the theoretical results and
simulation outcomes, further demonstrating the correctness of
our methodology when using real UE CQI traces as well.

Considering the RR-RR policy, as observed in Fig. 9c, the
packet loss ratio does not have an impact on the overall
system throughput. This is explained by the fact that BSs
always receive an equal amount of resources and thus when
they do not get updates from the SD-RAN controller, they
resume using the previous controller decision. Since that
decision is nonetheless the same by design, no throughput
degradation occurs. As for both the case study and real traces
the RR policy records identical results, we show the results
only once. Compared to the maxCQI-maxCQI approach, the
achieved throughput is 19% lower, i.e., ≈ 12Mbps. Therefore,
depending on the network conditions, a trade-off between
robustness and optimality should be considered.

3) Throughput Evaluations: 3 BSs: Here, we portray results
for 3 BSs up to 3 UEs each for the case study as well as for
real UE traces for maxCQI-maxCQI and RR-RR policies.

Again, the results of the CQI case study (Fig. 10a) and
for real UE CQI traces (Fig. 10b) for the maxCQI-maxCQI
resource allocation policy exhibit an almost linear drop in
the throughput with the packet loss ratio increase, similar to
the 2 BS setup. Compared to the case with 2 BSs shown

in Fig. 9a, the overall achieved throughput is higher for any
configuration. The rationale behind this result lies in the higher
number of BSs, which increases the chance that at least one
of the BSs will experience higher throughput. In that case,
even if a packet is lost, the overall system throughput does
not decrease considerably. In both scenarios, the theoretical
results are presented only for a packet loss ratio of 0 due
to space limitations. Nonetheless, simulations are portrayed
for all configurations. In any case, theory, simulations, and
measurements demonstrate almost equal averages. In terms of
throughput degradation, in both scenarios for the case when
all the control packets are lost, the throughput drops below
12Mbps compared to 16Mbps recorded with no losses. That
leads to a throughput degradation of ≈ 29%, hardly acceptable
in 5G networks.

For the RR-RR policy depicted in Fig. 10c, the throughput
is robust to control packet losses and remains constant for
all configurations and among BS setups to approximately
12Mbps, demonstrating again the insensitivity of this policy
to control packet losses.

C. SD-RAN Emulated Traffic

While previously we assumed an arbitrary packet loss ratio
in the control plane to ease the theoretical evaluation, in this
subsection we drop this assumption in order to assess the
evaluation of the system. To that end, we generate background
traffic in the network with respect to BSs and UEs, using
the tool from [15]. For the remainder of this section, results
are demonstrated against multiple BSs and UEs, but we only
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Fig. 11: Throughput measurements for 2 BSs and 3 BSs while varying the number of emulated BSs and UEs for maxCQI-
maxCQI and RR-RR resource allocation policies.

measure the throughput for 2 and 3 BSs OpenAirInterface
containing up to 3 UEs each. The additional BSs and UEs
generated by the SD-RAN traffic emulator are considered only
as background traffic. E.g., if 50 BSs and 30 UEs in each
BS are shown, 47 or 48 of those BSs are generated with the
SD-RAN traffic emulator, and the additional 2 or 3 ones are
generated with OpenAirInterface.

The results for 2 and 3 BSs are presented only for the real
UE traces, due to space limitations, and are evaluated with
respect to background traffic generated by emulated BSs and
UEs. These results are depicted in Fig. 11a and Fig. 11b for
the throughput loss in % for the maxCQI-maxCQI resource
allocation policy for 2 and 3 BSs. In turn, Fig. 11c shows the
achieved throughput for the RR-RR allocation policy.

For both Fig. 11a and Fig.11b, the throughput loss in %
increases as the number of BSs and UEs in the network
increases. The figure has been split into three areas, namely
low load (less than 1000 data plane elements, such as BSs and
UEs), moderate load (maximum 3000 data plane elements),
and high load with more than 3000 data plane elements. In
the regime of low load, in both cases the throughput loss does
not exceed 2%, indicating a relatively good operational region.
Alternatively, in the moderate load regime, the degradation of
the throughput increases up to 7% for 2 BSs and 13% for 3
BSs. This is due to the fact that more losses can occur as the
number of BSs increases. Finally, the losses increase beyond
15% and reach almost 23% in the high load scenario for 2
and 3 BSs, accordingly. This indicates that the operation in
this region is not satisfying for the network.

On the other hand, as already mentioned, for the RR policy,
the throughput remains robust irrespective of the network load,
as shown in Fig. 11c.

D. Delphi under 5G core and RAN implementation

While the main results shown in this work are depicted
for a 4G core OpenAirInterface (OAI) implementation, in
the following we also demonstrate some initial results with
Delphi utilizing a 5G core implementation of Free5GC [48]
in combination with a 5G OAI RAN implementation [49]. In
order to test the difference between the 5G and 4G core we
have performed user throughput measurements using both core
implementations and varying specific RAN parameters which
can differ between a 4G and 5G implementation such as the
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Fig. 12: Comparison of user throughput with 4G and 5G core
implementations and various RAN scheduling configurations.

overall system bandwidth and the subcarrier spacing. For the
measurements provided with the Free5GC core [48] and the
5G OAI RAN [49], a 5G commercial device [50] as a user
has been utilized. In total 4 different implementation setups
have been used to perform measurements with respect to the
user throughput as described below:

• Setup 1: OAI 4G core with 5MHz system bandwidth and
15KHz subcarrier spacing, resulting in 25 PRBs.

• Setup 2: OAI 4G core with 10MHz system bandwidth
and 15KHz subcarrier spacing, resulting in 50 PRBs.

• Setup 3: Free5GC 5G core with 20MHz system band-
width and 30KHz subcarrier spacing, resulting in 51
PRBs.

• Setup 4: Free5GC 5G core with 40MHz system band-
width and 30KHz subcarrier spacing, resulting in 106
PRBs.

Fig. 12 demonstrates the overall user throughput in the
specific system. As can be observed while comparing the
measurements provided with the 4G core implementation of
OAI used in this work with the 5G core implementation
with a similar PRB count (i.e., Setup 1 with Setup 2) the
overall user throughput is almost identical, around 33Mbps.
This again confirms that for a similar RAN setup for the
throughput measurements the core network choice does not
impact the results in RAN. However, while taking advantage
of the 5G implementation, such as increasing the system
bandwidth (i.e., Setup 4) the throughput increases drastically,
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achieving approximately 120Mbps. Thus, highlighting the
benefit of utilizing 5G compared to 4G in terms of increasing
the possible achievable throughput in a system. Additionally,
the advantage of 5G over 4G is mainly observed in the
flexibility with respect to the subcarrier spacing choice which
can decrease significantly the transmission delay, however,
since in this work we only demonstrate results for throughput
this becomes obsolete.

VI. DISCUSSION & CONCLUSION

In this paper, we investigated the impact of the imper-
fections of the SD-RAN control plane on the data plane.
More specifically, we demonstrated the throughput degrada-
tion of UEs in the data plane as a function of a) assumed
control packet losses, and b) SD-RAN emulated traffic on
the controller. For the former, we provided mathematical
models for 2 and 3 BSs to predict the throughput. We ran
extensive simulations and measurements with input parameters
from real-life traces to verify our analytical models. While
considering two resource allocation policies, namely maxCQI-
maxCQI and RR-RR, we showed how much the control plane
packet losses influence the throughput of individual UEs, and
hence the system throughput.

By and large, the results from the proposed mathemati-
cal model match those from simulations and measurements,
proving the validity of our work. Moreover, the insights we
provide a hint that when a maxCQI-maxCQI allocation policy
is used, a high load on the network control significantly
deteriorates the throughput (by almost 20%). Contrary to that,
the RR-RR policy is robust to such effects. On the other
hand, the maxCQI-maxCQI policy achieves higher overall
throughput. Therefore, depending on the network conditions,
the appropriate resource allocation scheme should be used.

This work provides the first step towards performance
prediction in SD-RAN networks while demystifying important
aspects of the system with high load. Although the presented
results are based on research-related SD-RAN controllers that
are not built for high performance (in terms of the number of
UEs and BSs being capable to serve), we can use the equations
provided by Delphi for other controllers too. Moreover, we
want to stress that even though a higher performance controller
might be used, the main drawbacks of a single SD-RAN
controller do not simply occur due to the hardware/software
or controller implementation. Instead they are also exhibited
due to the additional tasks that an SD-RAN controller has
to process as well as the critical RAN scheduling procedure
that has to be performed in ms basis. The main benefit lies
in a mathematical method for throughput computation that
can identify the point of throughput degradation (i.e., the
number of UEs and BSs that cause control packet losses).
Consequently, a potential solution would be to introduce
admission control mechanisms or distributed control planes for
SD-RAN controllers. Finally, while our first analysis is based
on the maxCQI-maxCQI policy, as the policy that can achieve
the highest throughput in an SD-RAN environment, it does
not provide the best results in terms of user fairness because
it penalizes those users and BSs that do not experience high

CQIs. Therefore, investigating the performance of SD-RAN
with respect to alternative policies, for instance, proportional
fairness policy, becomes interesting and Delphi can be uti-
lized in that regard. In order to provide an initial performance
evaluation of the proportional fair theoretical analysis in SD-
RAN environments, we refer the interested reader to our
work [51], where we demonstrate the achieved throughput
among UEs in an SD-RAN environment compared to a
traditional non-SD-RAN setup. Compared to the results shown
in this work with respect to the maxCQI-maxCQI policy,
naturally, the proportional fair policy is expected to achieve
less overall throughput among UEs. However, it eliminates
the cases where some UEs may starve when no resources are
provided at all given their low CQIs. Yet, the concrete results
and comparison of different resource allocation policies apart
from those presented in this paper are left as future work as
this is beyond the scope of our work here.

An alternative avenue of research concerns the development
and evaluation of other resource allocation policies which may
as well be prone to sensitivity against packet losses using
Delphi. Given the high importance of energy efficiency
and low latency in 5G and emerging 6G networks, it is
of utmost importance that resource allocation policies that
cater for such objectives are further investigated. In order to
support future research in this direction, Delphi can help
in both analytical and measurement directions. In principle,
additional resource allocation policies require adaptation of
the theoretical model of Delphi. Consequently, an analysis
will have to be provided with respect to the policy of choice,
similar to the throughput maximization analysis provided in
this work. However, with respect to the measurement setup,
only the resource allocation policy will have to be installed
at the controller and BS without additional changes to the
system itself. That means that any state-of-the-art policy with
the objective of minimization of latency or maximization of
energy efficiency can be utilized and its performance can be
verified in a realistic setup with the help of Delphi.

Finally, while in this work we have identified the potential
bottleneck of SD-RAN environments with a single SD-RAN
controller, an alternative interesting research direction com-
prises the development of detection and recovery policies in
the control plane to achieve a minimum percentage of lost or
delayed control packets.

In general, with the current means, the SD-RAN controller
is not able to detect a control packet being lost or delayed
unless there is explicit signaling received by the BSs with
respect to the achieved UE throughput. In that case, the
SD-RAN controller can analyze the differences between the
achieved and estimated throughput for a certain control policy
and as such deduce that an issue might have occurred in the
control place. In that regard, there are several mechanisms that
a controller may use. For instance, the controller might decide
to lower the frequency of statistics updates that it receives from
the BSs with respect to UEs, or lower the frequency of control
decisions that it sends to the BSs. Furthermore, the controller
may decide that for some time it delegates the control towards
the BSs in order to reduce its load.

Additionally, the introduction of a distributed control plane
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with multiple SD-RAN controllers that share the load of the
underlying network can be a potential solution. However, there
is always a trade-off between optimality and complexity on the
control plane, which is out of the scope of this paper.
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