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Abstract

Image segmentation plays a significant role in many applications of computer vision, for
example, computer tomography in medicine or face recognition in video surveillance.
Image segmentation is a major ongoing problem in computer vision. It aims to classify
an image into parts to better analyze and understand it.
Recently, deep learning models achieved excellent results, but several other models
are also achieving good results, e.g., support vector machines, Auto-Encoder networks,
or Gaussian processes. Gaussian processes have several advantages over other state-
of-the-art models, e.g., incorporating prior information about the data and obtaining
uncertainty estimates. In this thesis, we use treed Gaussian processes with a convolu-
tional kernel to segment light microscopy images of Arbuscular Mycorrhiza Fungi. A
treed Gaussian process is a combination of decision trees and Gaussian processes. It
uses a decision tree to partition the input space and then employs one Gaussian process
for each data partition, i.e., leaf node of the decision tree. We first discuss the theoretical
properties of decision trees and Gaussian processes and how Gaussian processes with
a convolutional kernel are related to neural networks. Then, we introduce the concept
of treed Gaussian processes.
We demonstrate that treed Gaussian processes can achieve excellent results on the
extended MNIST data set with a mean F1-Score of 0.81 and a mean Jaccard index of
0.70. We also demonstrate that our model achieves a mean F1-Score of 0.55 and a
mean Jaccard index of 0.43 on the light microscopy images. We conclude that a treed
Gaussian process offers an accurate and scalable alternative to the traditional Gaussian
process.
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1. Introduction

Light microscopy is a fundamental part of biology research. It has a variety of dif-
ferent applications. Generally, we are interested in analyzing images generated by
the microscope. However, manually analyzing light microscopy images is often very
time-consuming and prone to human errors. Automated image segmentation can be
used to mitigate these issues in some situations and to highlight the essential regions
of the image. Image segmentation is a crucial task in image processing. It segments the
image into its main components so that it can be analyzed more deeply. Automating
this procedure can be challenging because of the image’s intrinsic complex structure
and the variability of biological samples.
In recent years deep learning methods, especially convolutional neural networks, have
been used to achieve state-of-the-art results. Recently, a direct connection between
convolutional neural networks and Gaussian processes with a convolutional kernel was
shown [8]. Therefore, using a convolutional Gaussian process should produce excellent
results as well. The major disadvantage of Gaussian processes is the cubic complexity
of training time in the number of data points, and thus, they are only feasible for a
small data set. Hence, we propose using treed Gaussian processes to deal with the
complexity issue.
The light microscopy images oriented on the Arbuscular Mycorrhiza Fungi were ren-
dered using Blender [37]. We start with the biological background of these Fungi.
Then, we give an overview of the current state-of-the-art image segmentation methods.
In chapter 2.3 and 2.4, we describe decision trees and Gaussian processes. Next, we
combine these two concepts and define and illustrate a treed Gaussian process. Then,
we reframe treed Gaussian processes in the context of image segmentation. The imple-
mentation of a treed Gaussian process is described in section 3.4. Here we go through
the data-processing, the model training, and the inference. At the end of the section, we
outline our implementation optimization and compare the CPU and GPU calculation
times using a benchmark. Lastly, we evaluate our model on an extended MNIST data
set and on the light microscopy images.
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2. Related Work

We use treed Gaussian processes with a convolutional kernel to accomplish semantic
segmentation on light microscopy images. Firstly, we explain the biological background
of Arbuscular Mycorrhiza Fungi, which is used in the provided light microscopy
images. Then, we give an overview of current state-of-the-art image segmentation.
Next, we explain the mathematical foundations of decision trees, Gaussian processes,
and convolutional kernels. Lastly, we introduce treed Gaussian processes.

2.1. Arbuscular Mycorrhiza Fungi

Arbuscular mycorrhiza fungi (AMF) is a soil microorganism that forms a mutualistic
symbiosis with the roots of most land plants. It colonizes root plants and forms tree-
shaped subcellular structures. These structures are called arbuscules and exchange
nutrients between the fungus and the symbiotic partners. AMF connects the symbionts
to a massive hyphal network (can excess 100 m hyphae per cm3 of soil). This network
transports essential nutrients (mainly phosphate), which are difficult for the plant
to obtain, and water from AMF to the plant. In exchange for that, AMF receives
carbohydrates from the plants. This symbiotic relationship is valuable for both the plant
and the fungus and is thought to have played an essential role in global phosphate, and
carbon cycling [30].

2.2. State-of-the-Art Image Segmentation

Image segmentation is the process of partitioning an image into different regions
(image segments), each representing a distinct object or part of the image. It aims to
reduce complexity and/or transform the image into something more meaningful and
understandable. Image segmentation can be categorized into semantic, instance, and
panoptic segmentation (see figure 2.1). The goal of semantic segmentation is to assign
each pixel to the belonging class. Instance segmentation identifies individual objects
and classifies those objects according to given classes. Panoptic segmentation combines
the concepts of semantic and instance segmentation. It assigns every object a class label
and a prediction of the object’s identity [25].
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2. Related Work

Figure 2.1.: Illustration of the three different segmentation methods. Taken from [20].

In the next section, we briefly explain some standard techniques for semantic image
segmentation.
Thresholding methods are usually used for gray-scale images. Therefore, it is widely
spread in medical applications. Common thresholding methods are Otsu, Histogram
Concavity Analysis, and Entropy-based methods [35]. Another technique is K-means
clustering. To initialize the algorithms, k centroids are randomly distributed in the
feature space. Then, with each iteration, the centroids are moved until a particular stop-
ping criterion is fulfilled [12]. Additionally, Support Vector Machines are frequently used
for image segmentation. They try to maximize the margin of the decision hyperplane
[3]. A Markov Random Field is a probabilistic undirected graphical model. It is a set of
random variables that has the Markov property. In the context of image segmentation,
it models the dependencies between pixels in the image [16]. These were all more
"traditional" methods. Nowadays, mostly Deep Learning models are used to achieve
state-of-the-art results [23].
The most prominent Deep Learning methods are Fully Convolutional Neural Networks.
However, neural networks using convolution and deconvolution also achieve excellent
results. Neural networks can be pooled with other models, e.g., Conditional Random
Fields. This is often used for the last layer of the network. Some other deep learning
models used for semantic image segmentation are Pyramid Methods [1], Deep Residual
Networks (ResNet) [13], Hypercolumns [11] and Auto-Encoder [2]. Research on semantic
image segmentation is an ongoing process, and more and more methods are being
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researched [23].
Another method for image segmentation, especially semantic segmentation, are Gaus-
sian processes which will be described in the following chapters.

2.3. Decision Trees

A decision tree is a classification and regression model which partitions the input
space into N different non-overlapping regions RN . These regions get a constant
or a simple model assigned. A decision tree is generally visualized as a tree (see
figure 2.2), where nodes correspond to a feature test, e.g., ”worst radius > 16.8”. To
illustrate this concept, we use the decision tree from figure 2.2. This feature test
splits the data into multiple regions. The branches connected to that node are the
different outcomes of the corresponding feature test, i.e., in our example, we split the
data in ”worst radius > 16.8” and ”worst radius ≤ 16.8”. Each leaf is equivalent to
the different partitioned regions of the input space. We can see that a decision tree
recursively partitions the input space. How to choose an appropriate feature test and
construct a decision tree is explained in the next section 2.3.1.

2.3.1. Construction

Constructing an optimal decision tree is NP-complete and thus not feasible with even
a moderate number of nodes [18]. Hence, greedy algorithms are used for building a
decision tree. The following is adapted from [27].
Generally, we first define a heuristic that chooses the best feature j∗ from all class labels
D and the best value t∗ from the corresponding class domain τi to split. This tuple
(j∗, t∗) is defined as follows

(j∗, t∗) = arg min
j∈{1,...,D}

min
t∈τj

cost({xi, yi : xij ≤ t}) + cost({xi, yi : xij > t}). (2.1)

We evaluate this function recursively on each subtree, starting with the root until
a particular stopping heuristic is fulfilled. Such a stopping criterion could be the
maximum depth, the cost reduction being too small, or the end distribution being
sufficiently small.
In a regression setting, the cost function is defined as

cost(D) = ∑
i∈D

(yi − ȳ)2, (2.2)

where ȳ is the mean of y.
For a classification setting, there are different heuristics for the cost function. In
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2. Related Work

Figure 2.2.: Illustration of a decision tree using the breast cancer data set [5] using [31].

classification problems with D different class labels, the cost function should measure
the impurity of the split. Here, impurity refers to the uncertainty of the resulting data
partition. We want to find the split, i.e., a feature test that minimizes the impurity of
the resulting two leaves. The distribution of the class labels, c ∈ D, can be estimated by

π̂c =
1
|D| ∑i∈D

I(yi = c). (2.3)

Now we can define according to [27] different impurity measures.

• Misclassification rate. We classify the data with the most probable class label
ŷc = arg max

c
π̂c. All other class labels are treated as errors whose rate is defined as

1
|D| ∑

i∈D
I(yi ̸= ŷ) = 1 − π̂ŷ. (2.4)

• Entropy. Entropy, in general, measures information. If we want to encode a
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probabilistic process, entropy measures the expected number of bits needed to
reconstruct the original process. For our purpose, we will define entropy as

H(π̂) = −
C

∑
c=1

π̂clogπ̂c. (2.5)

Higher entropy of an unknown distribution means that sample values from this
distribution are less predictable. Samples from an unknown distribution with
lower entropy are more predictable [10].

• Gini index.

C

∑
c=1

π̂c(1 − π̂c) (2.6)

π̂c is the probability of picking the element and (1 − π̂c) is the probability that
the element is misclassified. Consequently, the Gini index measures the expected
error rate.

The Gini index and the entropy are more favored as the cost function. We can see
in figure 2.3 that the Gini index and the entropy penalize impurity more than the
misclassification rate. Empirical studies have shown that it matters only in 2% of the
cases whether you choose the Gini index or entropy [34]. One advantage of the Gini
index is that it does not rely on the logarithm. Hence, it is cheaper to evaluate, which
can lead to a performance boost [27].

Figure 2.3.: Comparison of the misclassification rate, entropy, and the Gini index.
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2.3.2. Random Forests

Without proper pruning or defining a maximum depth, standard decision trees tend
to overfit [21]. Therefore, random forests are often used to tackle this issue. Random
forests are an ensemble of decision trees. We train M different decision trees each on a
bootstrap sample of size N. This is called bagging (bootstrap aggregating). That means
we sample M × N data points from our data with replacement and train M different
decision trees on the corresponding sample. For inference, we average over the M
decision trees

f (x) =
M

∑
m=1

1
M

fm(x). (2.7)

This leads to a significant variance reduction. In contrast to decision trees, random
forests regrettably lose their interpretability.

2.4. Gaussian Processes

In the book Gaussian Processes for Machine Learning [19], Rasmussen defines a Gaussian
process as a collection of random variables, any finite number of which have a joint
Gaussian distribution. The following sections about Gaussian processes are adapted
from Rasmussen’s book [19] and [27].
The univariate Gaussian distribution is defined as

N (x|µ, σ2) =
1

(2πσ2)1/2 exp
(
− 1

2σ2 (x − µ)2
)

(2.8)

where µ denotes the mean and σ2 the variance. The D-dimensional multivariate
Gaussian distribution is defined as

N (X|µ, Σ) =
1

(2π)D/2
1

det(Σ)1/2 exp
(
−1

2
(X − µ)TΣ−1(X − µ)

)
(2.9)

where µ ∈ RD is the mean vector and Σ ∈ RD×D is defined as the covariance matrix.

The Gaussian process can be interpreted as a Bayesian prior and posterior. For the prior
process, we need to define a mean function

m(x) = E[ f (x)] (2.10)

and a covariance function

k(x, x′) = E[( f (x)− m(x))( f (x′)− m(x′))]. (2.11)
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Figure 2.4.: Samples from the prior Gaussian process with a Gaussian kernel.

These two functions completely define the Gaussian process prior and can be expressed
as

f (x) ∼ GP(m(x), k(x, x′)). (2.12)

Note that this implies a distribution over functions. We can see this in figure 2.4. This
prior process does not depend on data but makes some prior assumptions about the
functions. The consistency property is beneficial and defined as[

y1

y2

]
∼ N

([
µ1

µ2

]
,
[

Σ11 Σ12

Σ21 Σ22

])
=⇒ y1 ∼ N (µ1, Σ11). (2.13)

Note that this concept also applies to cases where y1 is a vector of n random variables.
Then the applicable submatrix Σ11 has shape n × n and µ1 is a vector of length n. This
will be important later for inferring new data instances from our process.

2.4.1. Gaussian Process Regression

For simplicity reasons, we assume for now that our data is noise free. We can formulate
the joint distribution of our training data f and the test data f∗. According to our prior,
the joint distribution is[

f
f∗

]
∼ N

(
0,
[

K(X, X) K(X, X∗)

K(X∗, X) K(X∗, X∗)

])
. (2.14)

Assuming we have d features, n training points, and n∗ test points, then X ∈ Rn×d

represents the training data, and X∗ ∈ Rn∗×d is the test data. K(·, ·) is the covariance/
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kernel function that evaluates the covariance pairwise between the two input matrices,
K(·, ·), then results again in a matrix. In this case K(X, X∗) ∈ Rn×n∗ . As observed in
equation 2.13, we can divide the covariance matrix Σ into four submatrices because
of the consistency property. Now we need to restrict all functions generated by the
prior to functions that fit our data. We do that by conditioning the joint prior on the
observations, which leads to the posterior process

f∗|X∗, X, f ∼ N
(
µ̂, Σ̂

)
, (2.15)

µ̂ = K(X∗, X)K(X, X)−1f,

Σ̂ = K(X∗, X∗)− K(X∗, X)K(X, X)−1K(X, X∗).

The covariance matrix Σ̂ can be interpreted as an uncertainty estimate of the prediction
µ̂. In figure 2.5, we can see three sampled functions of the posterior Gaussian process.
We can observe that the posterior process is conditioned on the observations, i.e.,
every observation is contained by every sampled function. In a more realistic setting,

Figure 2.5.: Samples from the posterior Gaussian process with a Gaussian kernel and
f (x) = e−x + sin(x) as the generating process.

data comes with noise. This noise can result from, e.g., measurement errors, human
bias, or outliers. Therefore, we now assume noisy observations y = f (x) + ϵ where

ϵ
i.i.d.∼ N (0, σ2

n). Our prior with noise is defined as

C(y) = K(X, X) + σ2
n I. (2.16)

The joint prior then becomes[
y
f∗

]
∼ N

(
0,
[

K(X, X) + σ2
n I K(X, X∗)

K(X∗, X) K(X∗, X∗)

])
, (2.17)
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and the posterior distribution

f∗|X, y, X∗ ∼ N (f̄∗, C(f∗)), (2.18)

f̄∗ = E[f∗|X, y, X∗] = K∗[K + σ2
n I]−1y,

C(f∗) = K(X∗, X∗)− K∗[K + σ2
n I]−1K∗.

The notation K denotes K(X, X) and K∗ is defined as K(X∗, X). With this new con-
ditional distribution, we can compute the posterior Gaussian process with additive
Gaussian noise.
As we can observe in equation 2.15, the inversion of K(X, X) is required. Hence,
without the use of specialized algorithms, a Gaussian process has a time complexity of
O(n3) and a memory complexity of O(n2) for n data points.

2.4.2. Binary Gaussian Process Classification

As for the Gaussian process regression, we assume a Gaussian process prior over the
latent function f (·) with zero mean and the covariance matrix Σ. We are not interested
in the particular result of f (·) rather in the result of

π(x) = p(y = 1|x) = σ( f (x)). (2.19)

Note that because of the sigmoid function, π(x) is in the interval [0, 1]. To infer new
data points, we need to define the distribution of the latent function first. Given the
training data X, the corresponding binary labels y ∈ {−1,+1}, and the new data points
x∗ the distribution is defined as

p( f∗|X, y, x∗) =
∫

p( f∗|X, x∗, f)p(f|X, y)df. (2.20)

The posterior distribution of the latent variable f can be expressed as

p(f|X, y) =
p(y|f)p(f|X)

p(y|X)
. (2.21)

To predict a new class label y∗ given the training data, their corresponding class labels,
and the new data x∗ we need to compute the predictive posterior distribution

π(x∗) = p(y∗ = +1|X, y, x∗) =
∫

σ( f∗)p( f∗|X, y, x∗)d f∗. (2.22)

Now we do not have a Gaussian likelihood anymore. This leads to analytically
intractable integrals, one solution is to approximate the integral. This can be done, e.g.,
with the Laplace approximation method [38] or expectation propagation (EP) [26].
To extend this concept to a multiclass classifier, we could use a one-versus-rest or a
one-versus-one approach. Another more robust approach for multiclass classification
that can also handle noisy input data is proposed by Daniel Hernandez-Lobato [14].
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2.4.3. Convolutional Gaussian Processes

In his paper [8], Adrià Garriga-Alonso introduced a convolutional kernel. He has proven
that a Gaussian process with a convolutional kernel is equivalent to a convolutional
neural network with infinitely many convolutional kernels. This proof can be studied
in his paper [8].
Now, we derive the calculations of the convolutional kernel according to [8]. Given
an input image matrix X with height H(0), width D(0) and C(0) channel. The resulting
dimensions of X is then C(0) ×

(
H(0)D(0)

)
. Assuming a network with L hidden layers

and i ∈
{

1, . . . , C(1)
}

we can define the first linear activations A(1)(X) as

a(1)i (X) = b(1)i 1 +
C(0)

∑
j=1

W(1)
i,j xj, (2.23)

where W(1)
i,j is a pseudo-weight matrix of the first activations. To compute the other

hidden layers from 2 up to L + 1, we need to recursively calculate the activations. For
layer ℓ+ 1 we can calculate the activations by

a(ℓ+1)
i (X) = b(ℓ+1)

i 1 +
C(ℓ)

∑
j=1

W(ℓ+1)
i,j ϕ

(
a(ℓ)j (X)

)
. (2.24)

The rows of a(ℓ+1)
j consist of the flattened j-th channel of the image after applying

the convolutional filter ϕ
(

A(ℓ)(X)
)

. A(ℓ)(X) has shape C(ℓ) ×
(

H(ℓ)D(ℓ)
)

. The output

of the last activations A(L+1)(X) has shape H(L+1) = D(L+1) = 1, W(L+1)
i,j is then a

one-element vector. The pseudo-weight matrix W(ℓ+1)
i,j depends on the architecture, but

for a convolutional layer, it can be derived from the convolutional filter U(ℓ+1)
i,j . The µ-th

row of W(ℓ+1)
i,j corresponds to applying the filter U(ℓ+1)

i,j for the µ-th time to xj. Empty

positions of W(ℓ+1)
i,j are equal to zero because the filter is not applied there. This concept

is also illustrated in figure 2.6.
Using the example from figure 2.6 we can see how this filter U(0)

i,j is applied. We start
by applying the filter for the first time, so on the top left corner. That means, we apply
A on 1, B on 2, C on 4 and D on 5. That concludes the first column of the first row of
the pseudo-weight matrix corresponds to A because we applied the filter on the first
element of xj. The second column of the first row consists of B because B was applied
to the second element. The fourth element of xj was applied with C. Therefore, the
fourth column of the first row of the pseudo-weight matrix is C. To apply the filter a
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second time, which corresponds to the second row of W(0)
i,j , the filter is moved one to

the right. Now, the filter is applied to
(

2 3
5 6

)
. So, the second row (second application of

filter) of the second column of W(0)
i,j is A. The other entries can be derived equivalently.

Figure 2.6.: 2D convolution U(0)
i,j of xj. Taken from [8].

Now we can define the prior over the filters U(ℓ)
i,j and biases b(ℓ)i as follows

U(ℓ)
i,j,x,y ∼ N

(
0, σ2

w/C(ℓ)
)

, b(ℓ)i ∼ N
(
0, σ2

b
)

. (2.25)

As mentioned in chapter 2.4, a Gaussian process is completely defined by a mean
function and a covariance function. We can first reformulate the activations from 2.24,

A(ℓ+1)
i,µ (X) = b(ℓ+1)

i +
C(ℓ)

∑
j=1

H(ℓ)D(ℓ)

∑
ν=1

W(ℓ+1)
i,j,µ,ν ϕ

(
A(ℓ)

j,ν (X)
)

. (2.26)

ℓ and ℓ+ 1 denote the input and output layers, j and i ∈ {1, . . . , C(ℓ+1)} are the input
and output channel and ν and µ ∈ {1, . . . , H(ℓ+1)D(ℓ+1)} define the indexed position
within the feature maps. Now, we can compute the mean by

E
(

A(ℓ+1)
i,µ (X)

)
= E

(
b(ℓ+1)

i

)
+

C(ℓ)

∑
j=1

H(ℓ)D(ℓ)

∑
ν=1

E
(

W(ℓ+1)
i,j,µ,ν ϕ

(
A(ℓ)

j,ν (X)
))

= 0. (2.27)

This is derived by using the linearity of the mean and our prior (see 2.25). The prior
of b(ℓ+1)

i and W(ℓ+1)
i,j,µ,ν have zero mean and the weights W(ℓ+1)

i,j,µ,ν are independent of the
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previous layer. Hence the mean is zero.
The underlying covariance function

C
(

A(ℓ+1)
i,µ (X), A(ℓ+1)

i,µ (X’)
)
= V

(
b(ℓ)

i

)
+

C(ℓ)

∑
j=1

C(ℓ)

∑
j′=1

H(ℓ)D(ℓ)

∑
ν=1

H(ℓ)D(ℓ)

∑
ν′=1

C

(
W(ℓ+1)

i,j,µ,ν ϕ
(

A(ℓ)
j,ν (X)

)
, W(ℓ+1)

i,j′,µ,ν′ϕ
(

A(ℓ)
j′,ν′(X

′)
)) (2.28)

can be simplified by using the prior assumptions, namely, zero mean, the prior distri-
butions, and independence to

C
(

A(ℓ+1)
i,µ (X), A(ℓ+1)

i,µ (X’)
)
= σ2

b+

C(ℓ)

∑
j=1

C(ℓ)

∑
j′=1

H(ℓ)D(ℓ)

∑
ν=1

H(ℓ)D(ℓ)

∑
ν′=1

E
(

W(ℓ+1)
i,j,µ,ν W(ℓ+1)

i,j′,µ,ν′

)
E
(

ϕ
(

A(ℓ)
j,ν (X)

)
ϕ
(

A(ℓ)
j′,ν′(X

′)
))

.
(2.29)

For different channels two weights W(ℓ+1)
i,j and W(ℓ+1)

i,j′ where j ̸= j′ are independent,

so E
(

W(ℓ+1)
i,j,µ,ν W(ℓ+1)

i,j′,µ,ν′

)
= 0 for j ̸= j′. As we can see in figure 2.6 W(ℓ+1)

i,j only contains

independent variables or zeros. This concludes that E
(

W(ℓ+1)
i,j,µ,ν W(ℓ+1)

i,j′,µ, ν′

)
= 0 for ν ̸= ν′.

With this, we can re-express the equation by removing the sums over j′ and µ′:

C
(

A(ℓ+1)
i,µ (X), A(ℓ+1)

i,µ (X’)
)
= σ2

b+

C(ℓ)

∑
j=1

H(ℓ)D(ℓ)

∑
ν=1

E
(

W(ℓ+1)
i,j,µ,ν W(ℓ+1)

i,j,µ,ν

)
E
(

ϕ
(

A(ℓ)
j,ν (X)

)
ϕ
(

A(ℓ)
j,ν (X

′)
))

.
(2.30)

To simplify it even further, we can use the fact that the µ-th row of W(ℓ+1)
i,j,µ,ν must be zero

for indices ν which do not belong to the µ-th convolutional patch. Hence, the sum over
µ can be restricted to a non-zero interval. The covariance of the first layer is

K(1)
µ (X, X′) = C

(
A(1)

i,µ (X), A(1)
i,µ (X’)

)
= σ2

b +
σ2

w

C(0)

C(0)

∑
i=1

∑
ν∈µ-th patch

Xi,νX′
i,µ. (2.31)

For the other layers, we have

K(ℓ+1)
µ (X, X′) = C

(
A(ℓ+1)

i,µ (X), A(ℓ+1)
i,µ (X’)

)
= σ2

b + σ2
w ∑

ν∈µ-th patch
V(ℓ)

ν (X, X′), (2.32)

where
V(ℓ)

ν (X, X′) = E
(

ϕ
(

A(ℓ)
j,ν (X)

)
ϕ
(

A(ℓ)
j,ν (X

′)
))

. (2.33)
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This is the covariance of the activations. With this covariance, we can compute the
actual kernel in a closed form. First, we choose an activation function. Here, we pick
the ReLU function (ϕ(x) = max(0, x)). We can obtain a closed form for this by

V(ℓ)
ν (X, X′) =

√
K(ℓ)

ν (X, X)K(ℓ)
ν (X′, X′)

π

(
sin θ

(ℓ)
ν +

(
π − θ

(ℓ)
ν

)
cos θ

(ℓ)
ν

)
, (2.34)

where θ
(ℓ)
ν = cos−1

(
K(ℓ)

ν (X, X′)/
√

K(ℓ)
ν (X, X)K(ℓ)

ν (X′, X′)

)
.

With the mean function from equation 2.27 and the covariance function from equations
2.31/2.32, we completely defined a Gaussian process with a convolutional kernel.

2.4.4. Treed Gaussian Processes

The main disadvantage of Gaussian processes is the cubic complexity. Hence, for large
data sets, Gaussian processes become intractable on current hardware. That is why
there is much research in this area. Nowadays, there are many different approaches to
tackle this problem. A widespread practice are conditional independence assumptions
[33] on a predefined set of variables. Another method is partitioning the input space.
Then, only the kernel matrices on the corresponding subset of the whole data set must
be calculated. In his dissertation [9], Gramacy proposes using treed Gaussian processes
to tackle the complexity issue. A treed Gaussian process is a scalable alternative and
takes advantage of partitioning the input space. It uses a decision tree to split the
input space. Then, for each data partition (leaf node of the decision tree), we train one
Gaussian process on this specific data partition.
To construct a treed Gaussian process, we first start in the root node of the decision
tree containing the whole training data. Then we recursively build the decision tree
until a particular stopping criterion is fulfilled. In the end, each leaf contains one
data partition/cluster. After that, we train a Gaussian process for each leaf on the
corresponding data partition (see figure 2.7).
To predict a new data instance, we first traverse the decision tree to the corresponding
leaf node to find its Gaussian process. Then, we use this specific Gaussian process of
this particular leaf to compute the prediction. This whole process is illustrated in figure
2.7.
A treed Gaussian process has a tremendously improved complexity compared to the
normal Gaussian process. We define ℓ as the maximum number of data points per leaf
node across all leaves. Then, the complexity of training a treed Gaussian process is
O(n log n + nℓ2), and the complexity of predicting a new data instance is O(log n + ℓ).
To take advantage of this improved complexity, the decision tree must be homogeneous,
i.e., the number of data points in each leaf should be roughly the same [7].
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Figure 2.7.: The decision tree recursively partitions the feature space. The data points
outside the gray-shaded area are the current data points which will be
further divided. In the end, there are four data partitions. For each of these
partitions, one Gaussian process is trained.

Fröhlich et al. [6, 7] proposed using random forests instead of decision trees to avoid
overfitting. Here, multiple trees are trained simultaneously on a bootstrap sample (see
chapter 2.3). To predict a new data instance for a random forest Gaussian process, we
sum up the result of all trees. Then we follow the standard one-vs-rest classifier setting
and predict the class with the maximum value. That leads to a training complexity of
O(Tn log n + Tnℓ3) and a prediction complexity of O(T log n + Tℓ) for T trees [6].
In conclusion, treed Gaussian processes offer a robust and scalable alternative to the
traditional Gaussian process.
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3. Image Segmentation using treed
Gaussian Processes

In this chapter, we explain the algorithm of treed Gaussian processes in the context
of image segmentation and its implementation. Then, we evaluate this approach on a
customized and extended MNIST data set and on the light microscopy image data set.

3.1. Light Microscopy Data Set

We use artificially rendered light microscopy images of Arbuscular Mycorrhiza Fungi
(see chapter 2.1) from Jan Watter’s master’s thesis [37]. We do not use real light
microscopy images because it is tough to obtain a high number of images to train a
machine learning model sufficiently. Through a Blender file, as many images as desired
can be rendered. Every image is of size 736 × 973 pixels. In figure 3.1, we can see an
example from this data set. We have four different classes: background (white), hyphae
(green), arbuscules (orange), and vesicles (blue).

a) training image b) fully segmented image

Figure 3.1.: Example from the light microscopy image data set from [37].
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3. Image Segmentation using treed Gaussian Processes

3.2. Treed Gaussian Processes for Image Segmentation

Now, we apply the concept of treed Gaussian processes from chapter 2.4.4 to semantic
image segmentation. The data consists of N images of shape (H, W, C), where H is the
height, W is the width, and C is the number of channels of the image. We treat every
pixel in every channel of the image as one feature. Hence, we have H · D ·C features per
image. Furthermore, we could also use further feature extraction for images, e.g., edge
detection or different filters. Now, these feature vectors are used to train a decision tree.
The decision tree uses the individual pixel of a specific channel of the images for the
feature tests. As explained in chapter 2.4.4, the decision tree partitions the input space.
In the context of images, the decision tree clusters similar images in the leaf nodes (see
figure 2.7). One Gaussian process is trained for every leaf node (cluster). We use the
convolutional kernel presented in chapter 2.4.3 to calculate the kernel matrices. Using
a convolutional kernel allows us to capture the neighboring pixels’ dependencies. To
segment a new image instance, the image traverses the decision tree to determine the

Figure 3.2.: Treed Gaussian process with exemplary data, feature tests, and clusters.
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3. Image Segmentation using treed Gaussian Processes

corresponding leaf node. We calculate the kernel matrix K(X∗, X) for the corresponding
Gaussian process. Then we calculate the segmented image by K(X∗, X)K(X, X)−1f (see
equation 2.17).

3.3. Performance metrics

By evaluating the performance of a classification model, we compare the model’s output
with the groundtruth. In the context of image segmentation, the comparison is usually
made pixel-wise. In this section, we present several performance metrics, which we
will later use to determine our model’s performance.

Predicted Class
positive negative

Actual
Class

positive
TP FN

(True positive) (False negative)

negative
FP TN

(False positive) (True negative)

Figure 3.3.: Confusion matrix for binary classification [17]
.

Precision defines the proportion of true positive predictions out of all positive predic-
tions made by the model

Precision =
TP

TP + FP
. (3.1)

High precision means that the model is not classifying many false positives or is quite
confident when making positive predictions
Recall is the fraction of true positives out of all actual positive instances

Recall =
TP

TP + FN
. (3.2)

A high recall indicates that the model properly identifies the majority of the positive
observations correctly
Both precision and recall are usually part of measuring the performance of a classification model.
The trade-off between them is often essential, as a highly precise model could miss a
lot of relevant results (low recall). In contrast, a model with high recall might return
many false results (low precision).
The F1-Score tries to measure a good balance between precision and recall. It is defined
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3. Image Segmentation using treed Gaussian Processes

as the harmonic mean of precision and recall

F1 =
2TP

2TP + FP + FN
. (3.3)

The Jaccard Index [22, 29] (also known as Intersection over Union) defines, in general,
the similarity of two sets A and B. In the context of image segmentation, the Jaccard
Index can be interpreted as the area of overlapping regions. Let A be the groundtruth
and B the model’s output image. Then the Jaccard Index is defined as

J(A, B) =
|A ∩ B|
|A ∪ B| =

TP
TP + FP + FN

. (3.4)

Equations 3.1, 3.2, 3.3 are taken from [17].

3.4. Implementation

In this section, we describe how the treed Gaussian process for image segmentation is
implemented. First, we start with the data-preprocessing. Then we explain how the
training and the image segmentation (prediction) are implemented.

3.4.1. Data-Prepocessing

We start with a training set. The training data has shape (N, H, W, C), where N is the
number of samples, H and W describe the height and width of the image, and C is
the number of channels. First, we use a one-hot encoding to handle multiple classes.
That means the groundtruth of the training data has shape (N, H, W, C, y) where y is
the number of different class labels. One-hot encoding is a preprocessing technique
to convert categorical values to numerical values. This is done by representing the
categorical values by a binary vector, where each category represents one entry in
the binary vector. The position of the "1" indicates the class. For example, we have a
categorical variable destination ∈ {Berlin, Munich, Hamburg}. Then, the value "Berlin"
is represented by (1, 0, 0), "Munich" by (0, 1, 0), and "Hamburg" by (0, 0, 1).
The complete images are not used directly. The images are being upsampled. We use
a window of size (Hp, Wp) pixels and move this window by s (stride) pixels in x and
y direction. That results in Np ≫ N overlapping images of size (Hp, Wp) (see figure
3.4). We call these smaller images patches. This brings the advantage that the Gaussian
process only sees little context. This leads to better generalization, consequently, to
better results. Many image patches are mostly background. Therefore, we subsample
the patches such that images with mainly background are ignored except for one.
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3. Image Segmentation using treed Gaussian Processes

Figure 3.4.: Illustration of the patching process.

3.4.2. Model Training

First, a decision tree is trained using the image patches. We use an optimized CART
decision tree from scikit-learn [32]. As the cost function, we apply the Gini index.
For each data partition (leaf), we train one Gaussian process on this particular data
partition. The implementation from Adrià Garriga-Alonso [8] is used to calculate the
convolutional kernel function. This library transforms a neural network architecture
into a kernel function. This kernel calculates the covariance matrices K(X, X) and
K(X∗, X). We can speed up the calculations of the kernel matrices by using the
symmetric property of kernels. From the definition of a kernel

k(x, x′) = ⟨ϕ(x), ϕ(x′)⟩, (3.5)

we can see that a kernel is a symmetric function [3]. We can exploit this by only
calculating the upper triangular matrix. Then we can mirror the upper matrix to get
the lower triangular matrix, i.e., K(X, X)(1,2) = K(X, X)(2,1). This roughly halves the
computation time of the kernel matrix. The kernel matrix is calculated in batches
step by step and not directly on the whole data. This is done to deal with the high
dimensionality of the data. The kernel matrix can be computed on the GPU to speed
up the computation time further.
Both the decision tree and the kernel matrices K(X, X) are stored in files and can be
loaded such that the tree structure and the kernel matrices do not need to be calculated
again.
Several different hyperparameters need to be optimized. In table 3.1, we summarize all
important hyperparameters. All these hyperparameters can be determined for each
data set using, e.g., cross-validation.
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3. Image Segmentation using treed Gaussian Processes

Table 3.1.: Hyperparameters of a treed Gaussian process with a convolutional kernel.
Neural Network Architecture Decision Tree Preprocessing

number of layers maximum depth patch size
activation functions cost function stride

kernel size for each layer
variance bias

variance weight

3.4.3. Inference

To apply the segmentation on a new image, the whole input image is divided into
patches, as described in chapter 3.4.1. Segmenting a new image is done by first
traversing the decision tree to find the predicted leaf node, thus, the corresponding
Gaussian process. Using this Gaussian process, we segment the image patch. As we
can observe in equation 2.17, we must invert the kernel matrix K(X, X), but we do not
want to explicitly invert the kernel matrix. Instead, we rewrite the mean of the posterior
process as

µ̂ = K(X∗, X)c,

where c = K(X, X)−1f.
(3.6)

Now, we solve the linear system K(X, X)c = f to obtain c. We use a trick to improve

Figure 3.5.: Reconstruction of the whole image using patches. The light gray shaded
regions are added together by two patches. Whereas the dark gray areas
are added up by all four patches.
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the computation time and numerical accuracy [15]. We apply least squares to solve the
system of linear equations. The calculations are done by the library SciPy [36] and CuPy
[28], depending on if it is calculated on the CPU or the GPU. Then we compute the
matrix multiplication f∗ = K(X∗, X)c. That result is then squashed through a sigmoid
function. This process is done with every patch of the image. After that, we combine
all patches by adding up the individual one-hot vectors of the corresponding pixel.
Note that the offset for each image patch will be considered in this sum (see figure 3.5).
Finally, we take the arg max over every pixel’s one-hot vector to predict the pixel’s class
label. This whole process is visualized in figure 3.6.

Figure 3.6.: Flow diagram of the segmentation of a new image. First, we divide the
image into patches. Then the image traverses the decision tree to find the
corresponding Gaussian process. Using the calculations from equation 3.6
we obtain the segmented patch. Then all patches are added up, and the arg
max is taken to get the final segmentation.

3.4.4. GPU optimizations

The most expensive operations can be calculated on the GPU. We use the library
CuPy [28] to calculate the operations on the GPU. The most expensive operations are:
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3. Image Segmentation using treed Gaussian Processes

Figure 3.7.: Comparison of calculating the treed Gaussian process on the CPU and the
GPU. Used 80/20 training-test split, with the extended MNIST data set and
the hyperparameters from table 3.2. The time to train (fit) the model and
the time to predict the test data set are benchmarked.
Hardware: Ryzen 7 1700 @ 3.00 GHz, 16GB Ram, GTX 1080, WSL2.

calculating the kernel matrix, solving the least-squares problem from equation 3.6,
and the matrix multiplication. We trained multiple treed Gaussian processes on the
extended MNIST data set (see section 3.5) with an 80/20 training-test split, i.e., 20% of
the images are in the test set. Moreover, we used the same hyperparameters from table
3.2. We benchmarked the time to fit the model and predict the test images using the
first time the GPU and the second time using only the CPU. In figure 3.7, we can see
that the computation time is tremendously faster using the GPU. The more images are
used, the more significant the difference between the CPU and the GPU. The reason for
the smaller difference when using fewer images is the overhead generated by the GPU.
The image patches must be transferred from the CPU to the GPU. If only a few images
are transferred, the actual computation time on the GPU is negligible compared to the
transfer time. So, the more images used, the smaller the relative difference between the
transfer and the computation time. For ten images, the CPU is much faster. This could
be due to some uncontrollable external factors.

3.5. Evaluation on the extended MNIST Data Set

First, we evaluate the performance of our model using simpler images. We use the
extended MNIST data set from [24]. In figure 3.8, we can see that this data set combines
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different images of the original MNIST data set in a new image. The original MNIST
data set [4] consists of images with single handwritten digits ranging from 0 to 9. All
images have shape 60 × 60 pixels. In our case, we only use digits from 0 to 4 to reduce
complexity. Overall, we have 6 classes, 5 for the digits and one for the background. The
classes are one-hot encoded. We used the standard implementation as described in

a) training images b) fully segmented images

Figure 3.8.: Example images from the extended MNIST data set from [24].

Table 3.2.: Hyperparameters for the extended MNIST experiment.
Preprocessing

patch size 20 × 20
stride 5

Decision Tree
maximum depth 3

cost function Gini index
Neural Network

number of layers 4
activation functions ReLU

kernel sizes [15,3,3,20]
variance bias 7.86

variance weight 136.71

section 3.4. The treed Gaussian process is trained using 200 images. The performance
is evaluated using 100 images. The hyperparameters used for the model can be found
in table 3.2. As we can see in table 3.3, our model achieved great results on this data
set. In figure 3.9, we can visually compare the results of the model. In appendix 1, we
can find further comparisons.
We can see in figure 3.9 that our model has excellent shape recognition and very good
class predictions. Some parts of the digits get misclassified. This is due to the intrinsic
model’s inaccuracy. Another reason for this could be the image patches. The stride and
the patch size are chosen so the Gaussian process can see the whole digits at least once.
However, the Gaussian process only sees parts of the whole image. The model sees a
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Table 3.3.: Evaluation of the treed Gaussian process. It was trained using 200 images
and evaluated on 100 images. The model used the hyperparameters from
table 3.2. All numbers are rounded to 2 decimals.

Background Class 0 Class 1 Class 2 Class 3 Class 4
Precision 0.98 0.80 0.87 0.84 0.85 0.90

Recall 1.00 0.82 0.81 0.61 0.74 0.62
F1-Score 0.99 0.81 0.84 0.70 0.80 0.74

Jaccard Index 0.98 0.68 0.72 0.55 0.66 0.58
Mean F1-Score 0.81

Figure 3.9.: Comparison of the output of the treed Gaussian process trained on the
extended MNIST data set. Top: groundtruth, middle: original, bottom:
model output.

part of the digit and is more confident about its prediction than seeing the whole digit.
For example, we can take a look at the leftmost images. The arc of the lower two gets
misclassified. It looks like a zero cut in half vertically. Now, there is likely an image
patch that only contains the arc of the zero. Consequently, the model predicts this as a
zero with high confidence.

3.6. Evaluation of the light microscopy images

Now, we evaluate the performance of the treed Gaussian process on the light microscopy
data set from section 3.1. We have several new challenges with this data set. Firstly,
the images are more complex than the extended MNIST data set. The images are
much finer and more sparse than the previous data set. Secondly, in contrast to the
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extended MNIST data set, we have colored images now. The most significant change is
the image resolution. The images are of size 736 × 973 pixels. That results in 716.128
features, nearly 200× more features than the MNIST data set (3600 features). Assuming
we use patches of size 256 × 256 pixel, we need to construct a decision tree with
over 65.000 features. Constructing a decision tree with these many features is very
expensive/infeasible. One way to solve this problem is using smaller patch sizes, which
is not really applicable in this case because the Gaussian process must see more context
for good predictions. Another reason is if we are using image patches with smaller
sizes, the number of image patches increases. Consequently, the kernel matrices become
bigger, which leads to more computational costs. So, we need to tackle this problem in
another way.
We propose to use principal component analysis (PCA) [3] to reduce the dimensionality
of the data when constructing the decision tree. That means that we project the image
patches into a lower dimensional space using PCA. Then, we use this lower dimensional
data to build the decision tree. After that, we use the original (high dimensional) data
to train the corresponding Gaussian processes in each leaf. To segment a new image,
we first use the already trained PCA to project the new image patches into the lower
dimensional space. This lower dimensional patch traverses the decision tree to find the
corresponding Gaussian process. Then, we use the original image patch and calculate
the segmentation using the specific Gaussian process. We follow this for all obtained
image patches.
Using three principal components, we retain 99.9% of the original variance. In appendix
2, we can see that using the low dimensional data obtained by PCA to train the decision
tree instead of the original data does not make a significant difference.
We used 20 images (2340 image patches of size 256 × 256 pixels) to train our model
with the parameters from table 3.4.

Table 3.4.: Hyperparameters for the light microscopy images experiment.
Preprocessing

patch size 256 × 256 pixel
stride 64

Decision Tree
maximum depth 3

cost function Gini index
Neural Network

number of layers 4
activation functions ReLU

kernel sizes [30,3,3,256]
variance bias 7.86

variance weight 136.71
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We obtained acceptable results. In table 3.5, we can see that our model achieved
excellent results for the background and acceptable results for the other three classes.
Furthermore, in figure 3.10, we can visually compare the original images with the
groundtruth and the segmentation of our model. In appendix 3, we can find further
segmentation examples of our model.

Table 3.5.: Evaluation of the treed Gaussian process. It was trained using ten images
and evaluated on four images. The model used the hyperparameters from
table 3.4. All numbers are rounded to 2 decimals.

Background Hyphae Arbuscules Vesicles
Precision 0.96 0.53 0.69 0.75

Recall 0.99 0.30 0.42 0.23
F1-Score 0.97 0.39 0.52 0.36

Jaccard Index 0.95 0.23 0.35 0.22
Mean F1-Score 0.56

Figure 3.10.: Comparison of the output of the treed Gaussian process trained on the
light microscopy image data set. Top: groundtruth, middle: original,
bottom: model output.
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We can see in figure 3.10 that our model recognizes the general structure of the image
well. Unfortunately, the predictions are scattered and very noisy. Furthermore, we can
observe that the recall of especially vesicles (blue) is poor. One reason for the prediction
quality might be the image’s contrast. The contrast of the images is not very high
regarding the different class labels, especially for the hyphae.
We can observe an outstanding result in the middle column of figure 3.10. In contrast, to
the other predictions, it is not scattered, and almost every pixel is segmented correctly.
This might be because the image patches almost exactly matched the training images.
As mentioned earlier, the images have been rendered using Blender. Hence, there can
be a very high similarity between the images.
The main reason for this big performance difference between the extended MNIST data
set and this one is the underlying image structure. The microscopy images are far more
complex. The distinct classes are much finer and sparse.
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4. Conclusion

This thesis contains a description of treed Gaussian processes for light microscopy
image segmentation. In the beginning, we introduced the concept of treed Gaussian
processes. We explained the foundations of decision trees and Gaussian processes.
We analyzed the connection between Gaussian processes and convolutional neural
networks. We have seen that treed Gaussian processes offer a scalable alternative to
the traditional Gaussian processes. Next, we evaluated our model on the extended
MNIST data set. We achieved great results on that data set. We benchmarked our
model’s performance on the light microscopy images. At this point, we encountered
various challenges. We obtained acceptable results on the light microscopy images.
Unfortunately, the segmentations were scattered. The main reason for the segmentation
quality was the intrinsic complex structure of the images, even though the model
approximated the general pattern well.
The treed Gaussian process analyzed in this thesis can be used to segment microscopy
images of medium size with 16-32GB RAM (depending on the tree structure and patch
sizes), a Ryzen 7 1700, and a GTX 1080. Semantic image segmentation can be done very
efficiently using our model with a training data size of 20 images. We can apply our
model to other images as well as it is not limited to light microscopy images.
For future work, we developed some ideas to improve the model. We used the Gini
index as the cost function for the decision tree. The Gini index only uses one feature.
Instead of the Gini index, we could use a convolutional cost function, i.e., a heuristic
that uses not only one pixel but also considers the neighboring pixel. That may lead to
better clustering. Another idea is to use an utterly different clustering/data partitioning
method instead of the decision tree, e.g., t-SNE. Furthermore, we have seen that the
Gaussian process provides an uncertainty estimate for predictions. We can extend
our model to incorporate these uncertainty estimates, potentially leading to better
segmentations. We obtained scattered predictions for the light microscopy images.
Therefore, we propose using a convolutional layer as the last step after the Gaussian
process to solve this issue. That should produce smoother and less noisy predictions.
Overall, we have seen that a treed Gaussian is an accurate and scalable model for image
segmentation tasks.
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C. J. Carey, İ. Polat, Y. Feng, E. W. Moore, J. VanderPlas, D. Laxalde, J. Perktold,
R. Cimrman, I. Henriksen, E. A. Quintero, C. R. Harris, A. M. Archibald, A. H.
Ribeiro, F. Pedregosa, P. van Mulbregt, and SciPy 1.0 Contributors. “SciPy 1.0:
Fundamental Algorithms for Scientific Computing in Python.” In: Nature Methods
17 (2020), pp. 261–272. doi: 10.1038/s41592-019-0686-2.

[37] J. Watter. “Light Microscopy Image Analysis using Neural Networks.” Master’s
Thesis. Technical University of Munich, Apr. 2021.

[38] C. Williams and D. Barber. “Bayesian classification with Gaussian processes.”
In: IEEE Transactions on Pattern Analysis and Machine Intelligence 20.12 (1998),
pp. 1342–1351. doi: 10.1109/34.735807.

32

https://doi.org/10.1038/nrmicro1987
https://doi.org/10.1038/s41592-019-0686-2
https://doi.org/10.1109/34.735807


A. Appendix

A.1. Further visual comparisons of the extended MNIST data
set

Figure A.1.: Comparison of the output of the treed Gaussian process trained on the
extended MNIST dataset. Top: groundtruth, middle: original, bottom:
model output.
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A. Appendix

A.2. Discussion using PCA for the decision tree

We trained a treed Gaussian process on the extended MNIST dataset. We used an 80/20
training-test split. In the figures A.2 and A.3, we can see that for more images used to
train/validate the model, the more insignificant the difference. The difference slightly
oscillates at the zero line. After 70 images, the difference is neglectable.

Figure A.2.: Difference of PCA and no PCA using the mean F1-Score.

Figure A.3.: Difference of PCA and no PCA using the mean Jaccard-Index.
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A.3. Further visual comparisons of the light microscopy images

Figure A.4.: Comparison of the output of the treed Gaussian process trained on the light
microscopy image dataset. Top: groundtruth, middle: original, bottom:
model output.
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