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Abstract

The search for dark matter is one of the biggest challenges of modern-day physics.
Convincing evidence for the existence of this non-luminescent matter has been found
on various scales of the Universe over the course of the last century. However, despite
many experimental efforts, the nature of dark matter has still to be unveiled.

The CRESST-III (Cryogenic Rare Event Search with Superconducting Thermometers)
experiments main goal is the direct detection of dark matter particles via their scattering
off target nuclei in cryogenic detectors. The detectors are equipped with transition edge
sensors (TES), operated at around 15 mK. These sensors reach sensitivities down to very
low energy depositions (≤ 100 eV), allowing for the search of dark matter particles with
sub-GeV masses. This makes CRESST one of the world-leading experiments in low-mass
dark matter search. Since the expected rate of a dark matter signal is extremely low, a low-
background environment is necessary. The CRESST experiment is therefore located in
an underground facility and is protected against environmental radioactivity by several
shielding layers. The background is further reduced by using particle discrimination on
an event-by-event basis, which is possible by simultaneously measuring every event’s
heat and light signal.

As CRESST started to explore the energy regions below a few hundred eV, an unex-
pected rise in the number of events was observed. The origin of this Low Energy Excess
(LEE) is not yet understood. A dark matter explanation of these events is disfavoured,
making this excess the main limitation for further improving the sensitivity of CRESST.
It is therefore a crucial factor for the experiment to understand the origin of the LEE.

This thesis consists of two main parts: The first part will focus on the analysis of two
sapphire (Al2O3) modules. This analysis includes two novel ways for energy calibration.
Furthermore, the LEE is investigated, focusing on the rate and spectral shape’s time,
energy and temperature dependencies, in order to narrow down the list of possible
origins of the LEE. The dark matter analysis of the data of one of the detectors allows a
new leading exclusion limit for spin-independent dark matter interactions.

The second part will focus on sensitivity studies for future experiments using cryo-
genic detectors for direct detection. Once these experiments reach the necessary expos-
ures to become sensitive to coherent elastic neutrino-nucleus scattering (CEνNS) with
solar neutrinos, it will become crucial to have a good description of the correspond-
ing expected backgrounds. Understanding the solar neutrino signal allows for having
sensitivity to a potential dark matter signal even below the neutrino floor. Furthermore,
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Abstract

being sensitive to solar neutrinos is an opportunity to study the solar model and some
aspects of neutrino physics. This thesis gives an overview of the exposures, thresholds
and background levels necessary to measure the coherent scattering of solar neutrinos
with nuclei in cryogenic detectors.
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Zusammenfassung

Die Suche nach Dunkler Materie ist eine der größten Herausforderungen der modernen
Physik. Im Laufe des letzten Jahrhunderts wurden überzeugende Hinweise auf die
Existenz dieser nicht leuchtenden Materie auf verschiedenen Größenskalen des Uni-
versums gefunden. Dennoch konnte trotz der vielen experimentellen Bemühungen die
tatsächliche Natur der Dunklen Materie noch nicht enthüllt werden.

Das Hauptziel des CRESST-III Experiments ist der direkte Nachweis Dunkler Materie-
Teilchen über deren Streuung an Atomkernen in kryogenen Detektoren. Die Detektoren
sind mit einem Übergangskantensensor (TES) ausgestattet, welcher bei einer Temper-
atur von ungefähr 15 mK betrieben wird. Diese Sensoren erreichen Sensitivitäten zu
sehr niedrigen Energiedepositionen (≤ 100 eV), was die Suche nach Dunklen Materie
Teilchen mit Massen von weniger als einem GeV ermöglicht. Dies macht CRESST zu
einem der weltweit führenden Experimente in der Suche nach leichter Dunkler Ma-
terie. Da die erwartete Rate eines Dunkle Materie Signals extrem niedrig ist, ist eine
Umgebung mit niedrigem Untergrund notwendig. Deshalb befindet sich das CRESST
Experiment in einem Untergrundlabor und ist durch mehrere Schichten Abschirmung
vor Radioaktivität aus der Umgebung geschützt. Durch die gleichzeitige Messung des
Wärme- und Licht-Signals eines jeden Ereignisses ist eine Unterscheidung verschiedener
Teilchenarten und dadurch eine weitere Untergrundunterdrückung möglich.

Als CRESST begann die Energiebereiche unterhalb einiger hundert eV zu erforschen,
wurde ein unerwarteter Anstieg in der Anzahl an gemessenen Ereignissen beobachtet
(LEE). Der Ursprung des LEE bei niedrigen Energien ist noch nicht verstanden. Eine
Dunkle Materie Erklärung dieser Ereignisse ist jedoch unwahrscheinlich, wodurch der
LEE zum hauptsächlich limitierenden Faktor für die Sensitivität von CRESST wird. Es ist
daher von großer Wichtigkeit für das Experiment, den Ursprung des LEE bei niedrigen
Energien zu verstehen.

Diese Arbeit besteht aus zwei Teilen: Der erste Teil beschäftigt sich mit der Analyse
von zwei Saphir (Al2O3) Modulen. Diese Analyse umfasst unter anderem zwei neue
Methoden der Energiekalibration. Darüber hinaus wird der LEE bei niedrigen Energien
untersucht. Der Fokus liegt dabei auf den Abängigkeiten der Rate und der spektralen
Form von Zeit, Energie und Temperatur, um die Liste an möglichen Ursprüngen des
LEEs einzuschränken. Die Analyse der Daten von einem der Detektoren führt zu einer
neuen führenden Ausschlussgrenze für spin-unabhängige Wechselwirkungen zwischen
Dunkler Materie und Atomkernen.
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Zusammenfassung

Der zweite Teil beschäftigt sich mit Sensitivitätsstudien für zukünftige Experimente,
welche kryogene Detektoren für einen direkten Nachweis von Dunkler Materie ver-
wenden. Mit einer ausreichend großen Kombination aus Detektormasse und Messzeit
werden diese empfindlich für kohärente elastische Streuung zwischen solaren Neutrinos
und Atomkernen. Sobald diese Sensitivitäten erreicht werden, ist es unumgänglich
eine gute Beschreibung des damit verbundenen erwarteten Untergrunds zu haben. Ein
Verständnis des Signals das von solaren Neutrinos erzeugt wird ermöglicht es auch
in Präsenz dieses Neutrino Untergrunds sensitiv auf potentielle Dunkle Materie Sig-
nale zu sein. Des Weiteren bietet sich dadurch die Möglichkeit sowohl das Modell
unserer Sonne als auch einige Aspekte der Neutrino Physik zu untersuchen. In dieser
Arbeit wird ein Überblick über die Bedingungen gegeben, die ein Experiment erfüllen
muss, um kohärente Streuung von solaren Neutrinos an den Atomkernen in kryogenen
Detektoren messen zu können. Diese umfassen eine Kombination aus benötigter Detek-
tormasse und Messzeit, den notwendigen Energieschwellen und den maximal erlaubten
Untergrundraten.
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Chapter 1

Introduction

The idea of the existence of some non-luminous matter started to come up already at the
beginning of the 20th century when physicists and astronomers studied stellar velocities.
In 1922, in an attempt to provide a theory that could explain the observed motions of
stars, J.C. Kapteyn used the term dark matter to describe an invisible matter whose effect
could only be seen gravitationally [1]. More attempts to estimate the amount of dark
matter by studying stellar motions in our galaxy were done by J.H. Jeans in 1922 [2] and
J.H. Oort in 1927 [3] and 1932 [4]. In 1933, F. Zwicky was the first to find evidence for the
existence of dark matter on larger scales by looking at the velocities of galaxies inside
the COMA cluster [5]. The individual galaxies were moving too fast to be gravitationally
bound to the cluster, at least unless the total mass of the cluster would be much higher
than the mass that could be attributed to the observable luminous matter. Decades
later, further strong evidence came from measurements of the rotation curves of stars
in galaxies. The work of V. Rubin, W. K. Ford and N. Thonnard in the 1960s and 70s
showed that dark matter is needed to explain the velocity curve of spiral galaxies [6, 7].

At present, the need to include dark matter in our description of the universe is
widely accepted. The ΛCDM (Lambda Cold Dark Matter) model is currently used as
the standard model of Big Bang cosmology. It parameterizes the contribution of single
components to the total energy density of our universe. Based on the results of the
Planck collaboration and using this model, about 68.9% of the universes content consists
of so-called dark energy while the contribution of matter is about 31.1%, which can be
divided into the contribution of baryonic matter (4.9%) and dark matter (26%) [8]. This
shows that dark matter is a major building block of our universe, which naturally raises
the question about its nature.

In the last decades the field of dark matter physics kept growing as an increasing
number of observations pointed towards its existence. At the same time, theorists came
up with a large variety of possible dark matter candidates. Many, but not all of them,
suggest that dark matter consists of at least one new particle not included in the standard
model of particle physics. Today, despite the immense efforts from both, experiments
and theory, the mystery about the origin of dark matter could still not be solved.

In Chapter 2 the dark matter problem will be described in more detail. Starting with
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Chapter 1 Introduction

the cosmological framework, followed by the evidences we have for the existence of dark
matter and a list of the most important particle candidates, as well as some alternative
ideas.

Chapter 3 will give an overview of the different experimental techniques in the search
for dark matter. The focus here will be on direct detection experiments. After an
introduction to the general theoretical foundations, the different approaches that are
commonly used will be covered. This chapter will also give an introduction on coherent
elastic neutrino-nucleus scattering (CEνNS), which poses a major challenge for the future
of direct detection experiments.

One of the still unknown properties of dark matter include its mass. With direct
detection experiments it is possible to cover a wide range of dark matter particle masses
(O(keV) - O(TeV)). Here one has to distinguish between experiments looking for a
signature of dark matter scattering on electrons (O(keV) - O(MeV)) and experiments
looking for a scattering on nuclei (O(MeV) - O(TeV)). The CRESST (Cryogenic Rare
Event Search with Superconducting Thermometers) experiment belongs to the second
type. Over the years the experiment has been optimized to become especially sensitive to
very small energy depositions, which helped to establish its position as one of the world
leading experiments in the sub-GeV dark matter mass regime. The CRESST detector
modules consist of single crystals used as cryogenic calorimeters. These are equipped
with a Tungsten Transition Edge Sensor (W-TES) that is operated at temperatures of
O(15 mK). These sensors are sensitive to O(µK) changes of temperature, induced by the
scattering of an incoming particle on a single nucleus. For simple kinematic reasons,
given a fixed target mass, the lighter the mass of an incoming dark matter particle is, the
smaller the energy will be. Herein lies one of the big challenges for the experiments. The
dark matter mass range CRESST has specialized on (O(MeV) - O(GeV)) typically leads
to recoil energies of onlyO(eV) -O(keV). Sensitivity to these low energies is achieved by
continuous improvement and optimization of the sensor and detector designs, read-out
methods and analysis tools. Another big challenge are the very low expected signal rates.
This is a common problem for all rare event searches and, like most other experiments
of this kind, in order to reduce the backgrounds as much as possible, CRESST is located
in an underground laboratory, where the flux of cosmic radiation, muons in particular,
are reduced by several orders of magnitude. Additionally, CRESST is surrounded by
several layers of shielding and an active muon veto system.

A more detailed introduction to the CRESST-III experiment is given in chapter 4. After
a short illustration of the experimental setup, an in-depth description of the working
principle of the detectors as well as the data acquisition systems will be presented.

The following chapter will cover the basics of data analysis in CRESST. Going from
the raw data processing to the creation of the final energy spectra and eventually the
calculation of either dark matter exclusion limits or, in case of a signal, a fit of the dark
matter parameters. During the first step most of the relevant parameters of single events
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are calculated. Based on these parameters the selection criteria are defined and applied
to the data. The data set is then calibrated using a combination of a radioactive source
and artificially injected events of known energy. Finally the energy dependent survival
probability of the events is determined, which is needed for the comparison of spectra
between different detectors and for the computation of exclusion limits or of a possible
dark matter signal fit.

With the detector module design of the third phase of CRESST (CRESST-III) it became
possible to probe the energy regions below a few hundred eV nuclear recoil energies,
which allowed CRESST to become sensitive to sub-GeV dark matter masses and set
the aforementioned world leading exclusion limits. At the same time a sharp rise of
the event rate at low energies that exceeded the expections of the known backgrounds
was observed. This excess of events turned out to be present in all detectors that had
sufficiently low thresholds in the same measurement phase, as well as the following
measurement campaigns of CRESST-III. Since the presence of these events severly affects
the further improvement of the CRESST sensitivity, it became the top priority to study
the origin of this Low Energy Excess (LEE). The ultimate goal is to either be able to
remove the excess events completely or to understand their underlying nature well
enough to include them in an accurate description of the background. For this reason
a number of modifications has been applied to the standard detector module design
in the recent measurements. Each of these modifications was done to test a specific
hypothesis about the origin of the LEE. Chapter 6 will be fully dedicated to the LEE
in the CRESST-III measurements. First, all the modifications that were applied to the
modules are listed, then the observations are presented. One important characteristic of
the LEE that was observed is the exponential decrease of the rate over time. Another
interesting obervation is an increased rate after a warm-up of the cryostat to certain
temperatures, which is followed by a relatively fast exponential decrease of the rate.
Finally the conclusions that can be drawn from the current data are given.

Chapter 7 will focus on the analysis of two sapphire detector modules. In the begin-
ning some studies of the noise distribution of these modules is presented. Afterwards
the data obtained during a neutron calibration is studied. The energy spectrum of the
neutron calibration contains a small peak at 1.1 keV, which might originate from nuclear
recoils that occur due to the emission of single gammas after a preceding capture of
a thermal neutron in 27Al. This peak could be used for low energy calibration, which
would remove the need to put other radioactive sources in the vicinity of the detectors.
Before moving to the final energy spectra, a special focus is made on the light detector of
one of the sapphire modules. This detector could be calibrated via the detection of single
luminescence photons, which were observed in CRESST for the first time. Afterwards,
the final energy spectra are shown and compared with each other. In one of the modules
an unexpected peak-like feature in the energy spectrum was observed at about 190
eV. Despite thorough investigations, the origin of this peak could not be determined
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with certainty. Furthermore some detailed studies of the LEE in the sapphire detectors
were done. Especially the time dependence of the rate and the parameters empirically
describing the excess is investigated. At last, the dark matter results obtained from the
sapphire modules are shown, including a new, world-leading limit at low dark matter
masses.

The last part of this thesis concentrates on sensitivity studies regarding the influence
of CEνNS on future direct detection experiments. CRESST is currently planning and
preparing for a major upgrade of the experimental setup, which will increase the ex-
posures significantly. Once the excess is understood and the exposures are increased,
CRESST will eventually start to approach the neutrino floor. This makes it important to
study the expected signals and the influence they have on the search for dark matter.
In the energy range that is most interesting for CRESST, solar neutrinos are by far the
most dominant component of neutrino backgrounds. In the beginning of chapter 8 the
solar neutrino model is introduced. In the first part of this chapter neutrinos are treated
as a background for dark matter searches. After the definition and calculation of the
solar neutrino floor, the sensitivities to dark matter signals in presence of this neutrino
background are calculated. The second part of chapter 8 treats solar neutrinos as the
main signal. CEνNS from the Sun hold a lot of potential for interesting research in non
dark matter related fields of physics. Therefore the experimental conditions needed to
have sensitivity to solar neutrinos are explored for two different experimental settings.

Finally the last chapter will give a summary of the results of this thesis and an outlook.
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Chapter 2

Dark Matter

This chapter is giving a brief overview of dark matter. The cosmological framework is
presented in sec. 2.1, followed by a list of important observations that are interpreted
as evidences for the existence of dark matter in sec. 2.2. A short introduction to some
important dark matter particle candidates is given in sec. 2.3. At last, sec. 2.4 shows
some alternative, ’non-particle’-solutions to the dark matter problem.

2.1 Cosmological Framework

In the framework of general relativity, the universe is described by Einstein’s field
equation:

Gµν + Λgµν =
8πG

c4 Tµν (2.1)

which relates the geometry of space-time, described by the Einstein tensor Gµν, with
the flux and density of energy in space and time, described by the stress-energy tensor
Tµν. G is the Newton gravitational constant, gµν is the metric tensor and Λ is the
cosmological constant.

Expansion of the Universe: In 1929, E. Hubble published his observations on the
measurements of the redshift of spectral lines of galaxies at various distances [9]. Induced
by the Doppler effect, the measured wavelength of the emitted light is shifted to shorter
(longer) wavelenghts, if the observed galaxy is approaching (moving away) from us.
Hubble found, that (with the exception of a few very close ones) all galaxies are moving
away from our Milky Way. Moreover, he found that the redshift depends on the relative
distance of the observed galaxy. The relation between this distance, d, and the galaxies
velocity1, v, is described by the Hubble’s law:

v = H0d (2.2)

1The velocity of a galaxy can be inferred from its redshift.
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Chapter 2 Dark Matter

with H0 being the Hubble constant at present time. Knowing about the observations
of an expanding Universe, in 19272, G. Lemaître provided a theoretical explanation by
introducing a time-dependent scale factor a(t) to describe the expansion of the Universe
[10]:

v =
ȧ(t)
a(t)

d (2.3)

which is equal to the Hubble’s law, if the expansion rate of the Universe is defined as:
H(t) = ȧ(t)

a(t) .

Solution to Einstein’s field equation: Using the cosmological principle, which states
that the Universe is isotropic and homogeneous on very large scales, the distance
between two points can be described by the Friedmann-Lemaître-Robertson-Walker
(FLRW) metric:

ds2 = c2dt2 − a2(t)
[

dr2

1− kr2 + r2 (dθ2 + sin2θdφ2)] (2.4)

in the comoving coordinates (r, θ, φ), with a(t) being the scale factor, introduced in
eq. 2.3, and k (k = 0,±1) describing the curvature of the Universe. Inserting this into
Einstein’s field equation leads to the Friedmann equation:

H2(t) =
(

ȧ(t)
a(t)

)2

=
8πGρ

3
− kc2

a2(t)
+

c2Λ
3

(2.5)

With the definition of the critical density, ρc, as:

ρc =
3H2

0
8πG

(2.6)

the present day densities can be expressed as the fraction of the critical density, called
the density parameter:

Ωi =
ρi

ρc
(2.7)

The Friedmann equation (eq. 2.5) can be written in terms of the density parameters as:

Ω = ΩR + ΩM + ΩΛ −Ωk = 1 (2.8)

with the total density Ω being a sum of the individual contributions from radiation,
ΩR, matter, ΩM and the cosmological constant, ΩΛ

3. The term Ωk corresponds to the
curvature, k, of space-time. The case k = −1 corresponds to a hyperbolic (or open)
Universe, while a k = +1 corresponds to a spherical (or closed) Universe.

2The observations of the expansion were already available at this time.
3This contribution is typically assigned to the so-called dark energy.
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Measurements of the Planck collaboration [8] and the WMAP collaboration [11] show
that the curvature of the Universe is nearly flat (k = 0) and thus, the term Ωk vanishes. In
the ΛCDM model, the largest contributions to the total energy density of the universe are
ΩΛ and ΩM, with the latter being further subdivided into the contribution of baryonic
matter, ΩB, neutrinos, Ων and dark matter, Ωχ, etc.:

ΩM = ΩB + Ων + Ωχ + ... (2.9)

The largest contribution to ΩM comes from dark matter, which is roughly five times
larger than the contribution of baryonic matter.

2.2 Evidence for Dark Matter

In this section, some of the main observations indicating the existence of dark matter
are discussed. Interestingly, evidence for the existance of dark matter is found on all
different astronomical scales.

2.2.1 Cosmic Microwave Background (CMB)

In the early Universe, electrically charged matter was strongly coupled with electromag-
netic radiation, so the production and disintegration of hydrogen were in equilibrium:

p + e− ↔ H + γ (2.10)

With the expansion of the Universe also its temperature decreased until eventually,
380.000 years after the Big Bang, the mean energy of photons became too low4 to break
up the neutral hydrogen atoms into protons and electrons. Since then, photons can
travel freely through matter and thus, the Universe is said to have become transparent.

The Cosmic Microwave Background (CMB) that we observe today consists of these
photons (produced during the last recombinations). After the discovery of the CMB in
1964 by A. Penzias and R. Wilson [12], this was immediately interpreted as an echo of
the Big Bang by R. H. Dicke [13]. Measurements of the CMB reveal an almost perfect
black body spectrum with a temperature of T = (2.7260 ± 0.0013) K [14]. With increasing
precision measurements of the CMB, small anisotropies of O(10−5K) became apparent.
A temperature map of the CMB, measured by the Planck collaboration, is shown in fig.
2.1 [15].

These anisotropies in the temperature of the CMB are a reflection of the distribution
of the baryonic matter at the time of the decoupling of the CMB photons. A photon
produced in a dense region of the Universe looses energy while escaping the gravitational
potential, which leads to a stronger redshift compared to an average CMB photon. Vice

4At this time, the temperature of the Universe was roughly 0.3eV/kB.
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Figure 2.1: Temperature map of the CMB. The colors refer to the deviation from the mean
temperature. The grey contour marks the region of the galactic foreground substraction.
Image taken from [15].

versa, photons emitted in a low-density area of the Universe appear blueshifted. This
effect is known as the Sachs-Wolfe-Effect [16].

The fact that the baryonic matter was not perfectly homogeneous at the time of the
decoupling is already a strong hint for the existence of dark matter. The dominant
electromagnetic radiation would have immediately washed out any random fluctu-
ations, leading to a perfect black body spectrum. The appearance of anisotropies can be
explained, if an additional massive component, which is not or at least not significantly
affected by the radiation, is added to the picture. The gravitational potential of this dark
matter affects the baryonic matter distribution, forming the structures we see today.

The spherical distribution of the CMB can be expressed in terms of spherical harmonics,
with the angular parameter l (index of the multipole expansion), shown in fig. 2.2 [8].

The intensity of the three prominent peaks in fig. 2.2 are connected to the Baryonic
Acoustic Oscillations (BAOs) and are particularly sensitive to the dark matter content
of the Universe. As already mentioned in the introduction, a fit of the ΛCDM model to
the latest Planck data leads to a contribution of only 4.9% of the baryonic matter to the
total energy density of the Universe, while the dark matter contribution is about 5 times
larger (26%) [8].

2.2.2 Big Bang Nucleosynthesis (BBN)

Minutes after the Big Bang, the production of light elements started, beginning with the
production of deuterium:

p + n→ d + γ (2.11)
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2.2 Evidence for Dark Matter

Figure 2.2: Temperature power spectrum of the CMB as a function of the angular para-
meter l. Smaller values of l correspond to larger angular scales, larger values of l
correspond to smaller anglular scales in the CMB. Image taken from [8].

Additional reactions formed elements up to 7Li. This is known as Big Bang Nucle-
osynthesis (BBN). As the Universe was cooling down, the amount of deuterium (and
heavier elements) was increasing as their disintegration became inefficient, since the
photons did not have enough energy to overcome the binding energy of the nuclei
anymore. The formation of light elements stopped when the Universe cooled down to a
temperature at which the Coulomb barrier could no longer be overcome.

The rates of the formation reactions, and with that also the primordial abundances of
light elements, depends on the density of the baryons, which is typically expressed in
terms of the baryon-to-photon density ratio:

η10 = 1010 · nb

nγ
(2.12)

which is related to the baryonic density parameter, ΩB, by [17]:

η10 = 1010 · ρc

〈m〉n0
γ

ΩB (2.13)

with 〈m〉 being the mean mass per baryon (roughly the proton mass), ρc the critical
density from eq. 2.6 and n0

γ the present day photon number density [17].
The light-element abundances can be explained with η10 = 6.143± 0.190 [18]. Together

with nγ (given by the CMB temperature), this leads to ΩB ' (0.02244 ± 0.00069) ·
(H0/100 km s−1Mpc−1)−2 [18], which is roughly equal to a value of ΩB ' 4.13 %. The
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important point is that the baryon density, inferred from BBN, can only explain less than
5% of the total energy density of the universe. Combined with the value of ΩM, this is
leaving the need to include an additional component, such as dark matter.

2.2.3 Bullet Cluster

As already mentioned in the introduction, the first evidence for the existence of dark
matter came from observations of the velocities of galaxies in the COMA cluster in
1933 [5]. Since this time, the observation of many different galaxy clusters supports the
hypothesis of dark matter. One of the most known evidences comes from the galaxy
cluster 1E 0657-56, also known as the bullet cluster. The bullet cluster actually shows
the collision of two galaxy clusters [19]. Figure 2.3 shows an overlayed image of the
bullet cluster. Shown in white and yellow are the galaxies within the clusters (optical
image of the visible spectrum). The intergalactic gas is shown in magenta (X-ray image)
and the mass distribution in blue (as measured via gravitational lensing).

Figure 2.3: Image of the bullet cluster. The optical image shows galaxies in yellow and
white. The hot interstellar gas is shown in magenta. Indicated in blue are the regions
containing the majority of the mass of the cluster, as measured by gravitational lensing.
Image taken from [20]. Credit: X-ray: NASA/CXC/CfA/M.Markevitch et al.; Optical:
NASA/STScI; Magellan/U.Arizona/D.Clowe et al.; Lensing Map: NASA/STScI; ESO
WFI; Magellan/U.Arizona/D.Clowe et al.

The density of galaxies within the cluster is too low to create a significant number of
collisions between them. The majority of the visible mass of galaxy clusters is in the
form of intergalactic gas. The particular shape of the gas in fig. 2.3 is caused by the
electromagnetic interaction, causing a ’friction’ between the gas of the two colliding
galaxies. As can be seen, the centers of the gas distribution do not match with the centers
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of the mass distribution of the galaxy clusters. This can be explained if the galaxies
contain a large amount of dark matter. While the gas is slowed down due to the friction,
dark matter passed through each other with very little to no interaction.

2.2.4 Galactic Rotation Curves

Another type of evidence for dark matter on a smaller scale, as was already mentioned
in the introduction, comes from the rotation curves of individual galaxies. A rotation
curve describes the velocity of stars in a galaxy as a function of their distance to the
galactic center. Classically, the velocity v of a star with mass m on a stable circular orbit
of radius r around the galactic center should be described by:

v =

√
G

M(r)
r

(2.14)

with:

M(r) = 4π

r∫
0

ρ(r′)r′2dr′ (2.15)

For galaxies with a bulge in the center5, containing the majority of the mass, the
velocity should decrease with v ∝ 1/

√
r for radii far outside of the bulge, r � rbulge,

where the mass of the galaxy in eq. 2.15 can be approximated as Mbulge = Mtotal . Figure
2.4 shows the measured rotation curve of the galaxy M33 [21]. The dashed line depicts
the expected rotation curve following the classic approach shown above, only including
the visible matter. There is a strong discrepancy of this dashed line to the data. The
addition of a spherical dark matter halo to the calculation leads to the solid line, which
perfectly matches the measured data.

A large number of galactic rotation curves has been measured, which are consistent
with a dark matter halo hypothesis, more details can be found for example in [23].

2.3 Dark Matter Particle Candidates

As was shown in the previous section, there are various different observations providing
convincing evidence for the existence of non-baryonic matter, which makes up most of
the matter content in our Universe. To this day, the nature of this dark matter is still an
open question. In the last decades, a large number of possible dark matter candidates has
been proposed. This section focuses on some of the most important particle candidates.

5Like for example our Milky Way
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Figure 2.4: Rotation curve of the galaxy M33. The dashed line shows the prediction of
the velocity of starts as a function of distance to the galactic center, if only the visible
mass is included. The yellow and blue points show the measured data and the solid line
shows the model predictions including a dark matter halo. Image taken from [22], data
and model taken from [21]. Credit: Mario De Leo.

2.3.1 Requirements

Assuming that dark matter consists of at least one new particle, there is a list of require-
ments these particles have to fulfill to be considered a dark matter candidate:

Lifetime: From BBN and the CMB we know that dark matter already existed in the
early Universe. Furthermore dark matter plays an essential role in the formation of
structures in the late Universe, and we also know that it is still present today. Therefore,
dark matter particles are generally considered to be either stable or have a lifetime in the
order of the age of the Universe6.

Content in our Universe: The contribution of dark matter to the total energy density
of the Universe is given by the ΛCDM model. Thus, any particle candidate must be
present in the correct abundance, which can be used to rule out several candidates as an
explanation for 100% of dark matter7.

Cold (non-relativistic): The structures we observe today in the Universe cannot be
explained by relativistic (hot) dark matter particles, as they would effectively wash

6This requirement is relaxed in models including an efficient production mechanism for dark matter,
allowing for decaying dark matter.

7There is still the possibility that dark matter consists of different types of particles, with each type only
contributing a fraction to the total content of dark matter in our Universe
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out small scale structures. Simulations of structure formation of both, hot dark matter
models and cold dark matter models confirm that the structures we observe today can
only be formed in the case of cold (non-relativistic) dark matter.

Interactions: Dark matter interacts gravitationally, as most of the evidence for the
existence of dark matter we have today comes from gravitational observations. Various
observations, like the bullet cluster or searches for dark matter annihilation signals
from regions of high dark matter densities set strong limits on the self-interactions or
interactions with baryonic matter. From all available observations it can be concluded
that the coupling of dark matter to the strong or weak nuclear force, as well as to the
electromagnetic force must be very weak or zero. Any possible new interaction should
be on some sub-weak scale.

2.3.2 Axions and ALPs

Axions are particles that were originally introduced by R.D. Peccei and H.R. Quinn [24]
to solve the strong CP-problem: In contrast to the weak interaction, CP symmetry is
not violated in QCD, even though this violation is explicitly allowed. The strongest
experimental bounds come from measurements of the electric dipole moment of the
neutron, which point towards a vanishing CP violating term in the QCD lagrangian [25].
This causes tensions regarding the naturalness of QCD, which states that the parameters
of a fundamental physical theory should not have to be fine-tuned8. The Peccei-Quinn
mechanism introduces a new global symmetry, which is spontaneously broken. As
independently shown by F. Wilczek [26] and S. Weinberg [27], this leads to a new
particle: the axion, which provided a solution that avoided any fine-tuning of the theory.

This idea was generalized beyond the QCD-axion9 to include so-called Axion-Like-
Particles (ALPs)10 [28].

Axions or ALPs fulfill the necessary requirements to explain a large fraction of dark
matter content in our Universe [29], which makes them very interesting particle can-
didates. Experimentally, the searches for axions and ALPs can be divided into two
main categories: helioscopes and haloscopes. While helioscopes are searching for axions
emitted by the Sun, haloscopes are searching for relic axions of the galactic halo. Despite
huge experimental efforts, no observation of axions could be achieved so far.

2.3.3 Sterile neutrinos

Neutrinos are the only standard model particles that fulfill most of the requirements
listed in sec. 2.3.1, as they don’t couple to the strong nuclear force and are electrically

8Parameters of a fundamental physical theory should be of O(1).
9The QCD-axion is the axion that arises from the Peccei-Quinn mechanism.

10ALPs are generally very light, very weakly interacting pseudo-scalar particles.
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neutral. However, due to their light mass, neutrinos would be considered hot dark
matter and therefore cannot constitude all the dark matter. Moreover, their energy
density is constrained to Ων = ρ0

ν

ρ0
c
= ∑ mν

93.14eV · (H0/100 km s−1Mpc−1)−2 [18]. Considering
the light masses of neutrinos, this leads to a too small energy density to explain all dark
matter.

Sterile neutrinos on the other hand are a natural extension of the standard model.
Analogous to the right-handed charged leptons, sterile neutrinos would be the right-
handed versions of the three known neutrinos. The weak interaction does not couple to
right-handed fermions. Other than the charged leptons, neutrinos do not interact via
electromagnetic or strong interactions and thus, right-handed neutrinos do not couple
to any of the known standard model interactions other than gravity.

Depending on the particular model, sterile neutrinos in the mass range of O(keV)
pose a viable dark matter candidate. Such models typically assume a mixing with the
three active neutrinos as otherwise their detection would be impossible. The parameter
space for sterile neutrino dark matter in the keV mass range is already very constrained,
for more details see [30].

2.3.4 WIMPs

WIMPs (Weakly Interacting Massive Particles) are a general class of new particles
without any strict definition, other than that they have to be massive, stable (on cosmo-
logical timescales) and are interacting on the weak scale or below. Generally, WIMPs are
assumed to have been created in the early Universe, in which they were in thermal
equilibrium with other particles:

χχ̄↔ f f̄ (2.16)

As the Universe cooled down, the production (’←’) was no longer possible and the
number of WIMPs decreased due to annihilation (’→’). At some point, caused by the
expansion of the Universe, the number density of WIMPs becomes so diluted that the
annihilation processes stop at the abundance of WIMPs we see today. This is generally
known as freeze-out mechanism and is depicted in fig. 2.5 [31].

The expected annihilation cross section 〈σAv〉 can be calculated from the abundance
we observe today. If a dark matter particle mass that is typical for the weak scale is
assumed (O(10 GeV/c2)), this results in a typical weak scale cross section. This apparent
coincidence is commonly known as the WIMP miracle. In the case of thermal WIMPs,
the electroweak mass scale can be seen as being the most natural, and was therefore
mostly studied in the last decades. Though in general no strict lower limit on the thermal
WIMP mass exists, other than from the requirement of being CDM.

Currently, much of the parameter space of the "classical" WIMP11 has already been

11Referring to the WIMP miracle, covering a mass range from a few GeV/c2 up to the TeV/c2 scale.
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Figure 2.5: Comoving number density of the WIMP as a function of the mass over
temperature, depicting the thermal freeze-out of the WIMP. Figure taken from [31].

experimentally excluded. Nevertheless, there is still large unexplored regions of the
parameter space that are theoretically motivated.

2.3.5 Asymmetric Dark Matter Models and the Dark Sector

A well-motivated alternative to WIMPs are models of Asymmetric Dark Matter (ADM).
The main motivation for these models comes from the observation that the energy
densities of dark matter and baryons just differ by a small factor of about 5: Ωχ ' 5 ·ΩB.
While this similarity is neglected in most standard WIMP scenarios12, ADM models
take this into account by assuming a common origin in the evolution of baryonic and
dark matter. The asymmetry between matter and anti-matter in the present Universe is
parametrized as [32]:

ηB =
nB − nB̄

s
' 10−10 (2.17)

with n being the number densities of baryons (B) and anti-baryons (B̄) and s being
the entropy density. After all baryons annihilated with anti-baryons, this tiny excess

12The similarity is just accepted as a coincidence.
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of baryons over anti-baryons leads to the abundance of baryons in the Universe today.
ADM models assume that a similar asymmetry exists between dark matter and anti
dark matter and that this asymmetry is connected to the one we observe in the baryonic
sector. This often involves more than just a single particle, but instead a multitude of
particles following physical laws similar to the one of the baryonic sector13. For a more
detailed review see e.g. [32] or [33].

While most ADM models predict dark matter masses in the few GeV regime, they are
not explicitly limited by any boundary and also allow for sub-GeV masses [33].

2.4 Alternative theories

For this thesis, only particle solutions to the dark matter problem are relevant. Nev-
ertheless, for the sake of completeness, a few alternative theories are listed in this section.

One of the earliest suggested ideas was the existence of so-called MACHOs (Massive
Astrophysical Compact Halo Objects) consisting of e.g. neutron stars, black holes or
brown dwarfs. One particularly interesting solution that is still relevant today are the
existence of Primordeal Black Holes (PBHs). Current results14 point out that PBHs and
other MACHOs of planetary to multi-Solar masses cannot be the dominant form of dark
matter [34, 35]. The asteroid mass region (1017g − 1022g) is not constrained and PBHs
of this mass could make up 100% of dark matter [35]. The existence of MACHOs and
particle candidates are not mutually exclusive and it is possible that the dark matter
content of the Universe consists of both types.

An alternative approach attempts to modify our theory of gravity in order
to explain the observed phenomena without the necessity to add any type of
new particle (or MACHOs). One of the most known theories of this kind is
MOdified-Newtonian-Dynamics (MOND) [36]. A general problem of these types of
theories is that they often only succeed in the explanation of some observations, but
cannot be applied to, or fail to explain, other observations on different scales. In the case
of MOND for example, the theory offers an alternative explanation for the observed
galactic rotation curves, but not for the dark matter signatures seen in e.g. the CMB
power spectrum.

13These types of models (containing multiple particles) are generally called the dark sector or hidden
sector.

14Mostly obtained via gravitational lensing and gravitational wave measurements.
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The Search for Dark Matter

The experimental search for dark matter can be divided into three categories, namely
collider searches, indirect searches and direct searches. A common assumption in
all of them is that dark matter particles couple to standard model particles via some
interaction other than gravity. Without specifying the type of interaction, the search
for dark matter can then be approached from three different angles, represented by the
schematic diagram in fig. 3.1.

Figure 3.1: Schematic representation of the different dark matter detection channels.

This thesis will focus on direct detection techniques. Therefore the production at
colliders and indirect detection will only be introduced very briefly.

Production at colliders: Collider experiments aim to produce dark matter via the
collision of standard model particles. The extremely high energies that can be reached in
colliders (up to O(TeV)) create an environment similar to the early, hot Universe and
thus allow for the creation of particles that otherwise could not be created under the
conditions of the present Universe. Since any possible dark matter candidate has to
fulfill the requirements mentioned in sec. 2.3.1, the created dark matter particle would
not interact with the surrounding detectors and therefore escape detection. Its presence
could be only inferred by its missing energy in the products of the collision. Since these
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particles are produced by the collisions of particles in an accelerator, no statement can be
made if such particles are indeed the same particles making up the dark matter content
of our Universe. Nevertheless, a dark matter signature in a collider experiment would
be a striking complementary result to other types of dark matter searches. A review of
dark matter searches at colliders can be found in [37].

Indirect detection: Indirect detection experiments aim to detect signals from the
annihilation or decay of dark matter particles into standard model particles in cosmic
rays. Such signals would be expected from regions with a high gravitational potential
and thus, a high density of dark matter particles. Depending on the type of cosmic ray,
different signatures are expected. Generally the main signatures that are expected are
γ’s, charged particles/antiparticles or neutrinos. A review on indirect searches for dark
matter can be found in [38].

The focus in this chapter will be on direct detection techniques. The theoretically
expected signature of dark matter in a detector is discussed in sec. 3.1, followed by an
overview of the important backgrounds in direct detection in sec. 3.2. A short list of
experimental approaches is given in sec. 3.3. Lastly, sec. 3.4 introduces Coherent Elastic
Neutrino-Nucleus Scattering (CEνNS), which is an irreducible background for direct
detection experiments.

3.1 Direct Detection

The goal of direct detection experiments is to measure the interaction of a dark matter
particle with an Earth-bound detector. In general, direct detection experiments are
looking for both, interactions with electrons as well as with nuclei. In this work, only
the interaction on nuclei is discussed. This interaction is typically thought of as a dark
matter particle scattering on a nucleus (fig. 3.2), leading to a recoil of the nucleus that
can be measured.

This section presents the expected recoil spectrum (sec. 3.1.5) in a detector for the
basic scenario of an elastic, coherent and spin independent scattering process. This also
involves some assumptions on astrophysical quantities (sec. 3.1.4) and nuclear physics
(sec. 3.1.3).
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Figure 3.2: Schematic drawing of an elastic, coherent scattering of a dark matter (DM)
particle on a nucleus.

3.1.1 Elastic Scattering

The coherent scattering of a dark matter particle, in the following denoted with χ, and a
target nucleus, N, is a two body problem. The energy of the recoiling nucleus, ER, can
be written as (see app. A.1):

ER =
q2

2mN
=

µ2
Nv2

mN
· (1− cosθ) (3.1)

with q being the momentum transferred to the nucleus, mN the mass of the nucleus, v
the relative velocity of the incident particle, θ the scattering angle in the center-of-mass
frame and µN the reduced mass of the system of the nucleus and the dark matter particle
with mass mχ:

µN =
mN ·mχ

mN + mχ
(3.2)

It can be seen that, depending on the scattering angle θ ∈ [0, π], the energy of the
recoiling nucleus is between zero and ER,max:

0 ≤ ER ≤ ER,max =
2µ2

Nv2

mN
(3.3)

3.1.2 Interaction Cross Section

The spin-independent differential cross section of dark matter interacting with the
nucleus is given by [39]:

dσ

dER
=

mN · σ0

2µ2
Nv2

· F2(ER) =
σ0

ER,max
· F2(ER) (3.4)

The first term ( σ0
ER,max

) is the differential cross section of dark matter scattering on a
nucleus in the approximation of a point-like nucleus, with σ0 being the cross section at
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zero-momentum transfer. To take the structure of the nucleus into account, this point-like
cross section is multiplied with the nuclear form factor F2(ER) (see sec. 3.1.3).

The zero-momentum transfer cross section on a point-like nucleus has the form [39]:

σ0 =
µ2

N
π

A2 f 2
n (3.5)

with fn being the coupling strength of the dark matter particle to single nucleons
(protons and neutrons). These couplings are usually considered to fulfill the isosinglet
condition ( fp = fn), which leads to the above equation, showing the A2 dependence of
the cross section. Since the cross section increases quadratically with the mass number of
the target material, heavier elements are generally preferred as a detector material. On
the other hand, for very light dark matter (mχ � mN), the recoil energy in eq. 3.1 scales
as 1/mN and thus, lighter elements have a higher chance of reaching recoil energies
above the energy threshold of a real detector.

Conventionally, the cross section is transformed into the material independent cross
section with a single nucleon, σn [39]:

σ0 = σn · A2 · µ2
N

µ2
n

(3.6)

This allows for a comparison between different target materials used by different
experiments. The differential cross section of dark matter with the nucleus can now be
written as:

dσ

dER
=

mN

2µ2
nv2 · A

2 · σn · F2(ER) (3.7)

For more details, see app. A.2.

3.1.3 Nuclear Form Factor

At low momentum transfers, q =
√

2mNER, the nucleus can be approximated as being
point-like. For higher q’s, the wavelength (∝ 1/q) becomes smaller than the size of the
nucleus and the nuclear structure has to be taken into account. This is typically done via
the so-called form factor, which depends on the momentum transfer F(ER)→ F(q). In
the Born approximation, the form factor is given as the Fourier transform of the density
distribution of ’scattering centers’ of the nucleons, ρ(r) [40]:

F(q) =
∫

ρ(r)eiqrd3r (3.8)

In the context of dark matter scattering on the nucleus, the assumption is made that
the dark matter ’scattering centers’ follow the same distribution as the one of the charge
distribution [41].
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3.1 Direct Detection

The charge density parameterization proposed by Helm considers the nucleus as a
solid sphere with constant density and a nuclear radius of R0 and a smoothly decreasing
density over the ’thickness’ of the nuclear surface of width s. This has the advantage of
leading to an analytic expression of the form factor [40]:

F(q) = 3
j1(qR0)

qR0
· e− 1

2 (qs)2

= 3
sin(qR0)− qR0 · cos(qR0)

(qR0)3 · e− 1
2 (qs)2

(3.9)

with j1(qR0) being the first spherical Bessel function. A useful approximation for both
of the parameters (R0 and s) is given in [41]:

R0 =

√
c2 +

7
3

π2a2 − 5s2 (3.10)

with:

c = (1.23 · A1/3 − 0.6) f m

a = 0.52 f m

s = 0.9 f m

(3.11)

with A being the mass number of the target nucleus. In the context of this thesis, the
approximation R0 ' (1.14 · A1/3) f m [41] is sufficient. The squared form factor F2(q) in
eq. 3.9 as a function of the recoil energy is shown for different target materials in fig. 3.3.

Figure 3.3: The squared nuclear form factor as a function of the recoil energy for different
target materials.
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While the form factor is mostly negligible for light elements and at low recoil energies,
it has a considerable impact on heavy elements, such as tungsten (W) and therefore
needs to be included in the calculation of the expected dark matter interaction rate in
materials like CaWO4.

3.1.4 Dark Matter Halo Model

Before moving to the expected dark matter interaction rate in an Earth-bound detector,
some assumptions on astrophysical parameters have to be made. This includes the local
density of dark matter and the velocity distribution of dark matter particles at the local
position in the Milky Way. Dark matter is considered as a spherical halo around the
center of our galaxy. The local dark matter density, ρχ, is typically set to 0.3 GeV/cm3

[41]. Since dark matter particles are assumed to be thermalized, their velocity is expected
to follow a Maxwell-Boltzmann distribution. Considering a cut-off at an escape velocity1

vesc, the velocity distribution in the galactic restframe (isothermal sphere) is described
by [42]:

f (v) = N
(

3
2πw2

)3/2

exp
(
− 3v2

2w2

)
(3.12)

with the normalization factor:

N =

[
er f (z)− 2√

π
· z · exp(−z2)

]−1

(3.13)

with z =
√

3
2

vesc
w and w being the root mean square velocity, which is given by:

w =
√

3
2 vs, where vs is the rotational velocity of the local system (our solar system).

Finally this is transformed into the rest frame of the Earth moving through the galaxy
with vo. The values used in this thesis are: vesc = 544 km/s [43], vs = 220 km/s and
vo = 232 km/s [42].

3.1.5 Recoil Spectrum

The previous sections present all the necessary elements to construct the expected rate
of dark matter interactions:

R = NT ·
ρχ

mχ
· 〈v〉 · σ(v) (3.14)

with NT being the number of target nuclei per target mass and 〈v〉 being the average

1At higher velocities, objects are not gravitationally bound to the galaxy anymore.
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indident velocity of dark matter particles. This is obtained by an integral over the
velocity distribution given in eq. 3.12:

〈v〉 =
vesc∫

vmin(ER)

v · f (v)d3v (3.15)

where vmin(ER) =
√

mN ER
2µ2

N
corresponds to the minimal velocity a dark matter particle

needs to create a recoil of energy ER in the target.
Accordingly, the differential recoil rate is expressed as:

dR
dER

= NT ·
ρχ

mχ
·

vesc∫
vmin(ER)

v · f (v) · dσ(v)
dER

d3v (3.16)

Inserting eq. 3.7 for the differential cross section leads to:

dR
dER

= NT ·
ρχ

mχ
· mN

2µ2
n
· A2 · σn · F2(q) ·

vesc∫
vmin(ER)

f (v)
v

d3v

= NT ·
ρχ

mχ
· mN

2µ2
n
· A2 · σn · F2(q) · I(vmin)

(3.17)

The integral over the velocity distribution is defined as I(vmin). An analytic ex-
pression for I(vmin) for a non-rotating maxwellian model is given in [42] and in app. A.3.

Figure 3.4 shows the expected differential recoil spectrum in a CaWO4 detector. In
fig. 3.4a, the contribution of the individual target nuclei to a spectrum of a 1 GeV/c2

dark matter particle is highlighted. It can be seen how the heavy element W reaches
much higher count rates than the lighter elements, due to the A2 dependence of the cross
section. At the same time, the end point of the W spectrum is at much lower energies
compared to the lighter elements, due to the ∼ 1/mN dependence of the recoil energy
for light dark matter (mχ � mN). In fig. 3.4b, the recoil spectra in a CaWO4 detector are
shown for different dark matter particle masses. While the interaction cross section, σn,
is just a linear scaling parameter in eq. 3.17, the dark matter particle mass parameter,
mχ, heavily influences the endpoint and shape of the spectrum.

In a real experiment, these spectra cannot be measured down to arbitrarily low
energies. The lower boundary is given by the energy threshold of the detector, Ethr. The
expected total count rate of dark matter events is then given by an integral of the recoil
rate over the energy range above the threshold:

R(Ethr) =

∞∫
Ethr

dR
dER

dER (3.18)

The expected total rate of events above the threshold as a function of the threshold is
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(a) Contribution of the individual target nuc-
lei to the recoil spectrum of a 1 GeV/c2 dark
matter particle in a CaWO4 detector.

(b) Expected recoil spectra in CaWO4 for dif-
ferent dark matter particle masses.

Figure 3.4: Expected differential recoil spectrum in a CaWO4 detector a) for a 1 GeV/c2

dark matter particle and b) for different dark matter particle masses.

shown in fig. 3.5a for a fixed dark matter particle mass of mχ = 1 GeV/c2 in a CaWO4

detector. In fig. 3.5b, the total number of events is instead given as a function of the dark
matter particle mass for a fixed threshold of 10 eV.

(a) Expected total number of events as a func-
tion of the energy threshold for a 1 GeV/c2

dark matter particle.

(b) Expected total number of events as a func-
tion of the dark matter particle mass for a 10
eV energy threshold.

Figure 3.5: Expected total number of events in a CaWO4 detector a) as a function of
the threshold for a fixed dark matter particle mass and b) as a function of the dark
matter particle mass for a fixed energy threshold. Both plots show the contribution of
the individual target nuclei to the total rate.

In fig. 3.5a it can be seen that, for low thresholds, the total count rate is dominated by
recoils on W. With an energy threshold above about 40 eV, dark matter (mχ = 1 GeV/c2)
scatterings on W do not transfer enough energy anymore to the recoiling nuclei to be
seen and the rate is dominated by scatterings on the lighter elements (Ca and O). This is
also reflected in fig. 3.5b: Below a dark matter mass of about 0.4 GeV/c2, recoils of W do
not have energies above the energy threshold of 10 eV anymore. Recoils of the lighter
elements (Ca and O) still lead to events above the energy threshold. Generally, a detector
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material with a mixture of heavy and light elements, like it is used in CRESST, is very
advantageous. The A2 dependence of the cross section leads to a high interaction rate
on the heavy elements. In the low mass regime, in which recoils of the heavy element
are no longer energetic enough to be measured, the recoils of lighter elements extend
the sensitivity of the experiment towards smaller dark matter masses.

Lastly, fig. 3.6 shows the total number of expected events in a CaWO4 detector as a
function of the dark matter particle mass for several fixed energy thresholds. At dark
matter particle masses aboveO(10 GeV/c2), the total number of events starts to decrease.
This can be explained by the fixed value of the dark matter density (ρχ = 0.3 GeV/cm3).
With an increasing mass of the dark matter particles, the number density of dark matter
particles, and thus also the number of interactions in the detector, has to decrease.

Figure 3.6: Expected total number of events in a CaWO4 detector as a function of the
dark matter mass for different energy thresholds, indicated in the legend.

Figure 3.6 also shows the crucial role of the threshold in the low dark matter mass
regime. As an example, for a dark matter particle with a mass of mχ = 100 MeV/c2,
the expected total number of events is more than an order of magnitude higher with
a threshold of 0.1 eV, compared to a threshold of 1 eV. For thresholds above 10 eV, no
more events are expected for dark matter particles lighter than about 100 MeV/c2 (this
consideration does not include the effect of a finite energy resolution of the detectors).

3.2 Backgrounds in direct detection

Since the expected rate of dark matter interactions is extremely low, it is of great import-
ance to operate direct detection experiments in a low background environment. This
section is giving a general overview over the backgrounds that are of relevance for direct
detection experiments.
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Cosmic radiation: When cosmic rays hit the Earth’s atmosphere, they produce showers
of secondary particles. The most dangerous component of these showers are muons,
which are able to reach the Earth’s surface with a high flux. In order to reduce this type
of background, most direct detection experiments choose deep underground facilities as
their experimental site, where the muon flux is highly suppressed. Figure 3.7 shows the
muon flux for different underground laboratories around the world [44].

Figure 3.7: Muon flux as a function of depth in kilometers water equivalent for different
underground laboratories. Figure taken from [44].

Many experiments additionally make use of veto systems to identify events induced
by remaining muons in the experimental setup.

Environmental radioactivity: While the rock overburden effectively reduces the back-
ground signals originating from cosmic radiation, it is also a source of environmental
radioactivity. Radioactive isotopes are naturally present in the rock surrounding the
underground laboratory and in the materials used for constructing the experiment. The
latter is usually kept under control by purification processes of the materials. The exper-
iments can be protected against natural radioactivity (typically isotopes belonging to the
decay chains of 238U, 232Th or 40K) by additional layers of shielding. Typical choices are
Pb and Cu. Due to its high atomic number and density, Pb has a high stopping power
for γ radiation. A disadvantage of Pb is the existence of the radioactive isotope 210Pb.
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Copper, which is available with high radiopurity, is therefore often used as an additional
inner shielding.

Neutrons and neutrinos: Neutrons and neutrinos are an especially dangerous back-
ground for direct detection experiments. Elastic scattering on a nucleus of these elec-
trically neutral particles can easily mimick a dark matter interaction. Neutrinos cannot
be shielded at all and therefore form an irreducible background. This background is
one of the main subjects of the studies in this thesis and is therefore covered in more
detail in sec. 3.4 and in chapter 8. Neutrons cannot be shielded in the same way as β

and γ radiation. Instead, the neutrons are moderated to lower energies, at which they
can no longer be detected. Hydrogen rich materials (or generally light elements) are
very effective in moderating neutrons. Therefore, most experiments choose water or
polyethylene as a shielding material against neutrons.

Active background rejection: Most experiments have developed additional strategies
of background rejection that are typically very specific for each experiment. Generally
this involves fiducialization of the active detector volume and/or active rejection of
signals in the analysis, mostly based on the expected signal shape or the tagging of
secondary, coincident signals in the detector.

3.3 Experimental approaches

Since the first proposal by M. W. Goodman and E. Witten for a direct detection experi-
ment in 1985 [45], the field of direct detection has grown strongly. In this section, a very
short summary of some commonly used techniques is given.

Most of the recoil energy in a direct scattering of dark matter in the target material is
transferred into atomic motion (heat). In a solid material, this leads to phonons. Only
a small fraction of the energy deposited in a scattering process can be transferred into
electronic excitations (charge) or scintillation signals, which is known as quenching. Due
to the different mechanism for energy loss in nuclear vs. electron recoils, the charge
or scintillation signals of nuclear recoils are quenched more strongly compared to the
same energy deposition in an electron scattering. Many experiments make use of this
by exploiting a combination of two detection channels in order to discriminate against
background signals, which are dominantly interacting with the electrons of the detector
material.

3.3.1 Sodium iodide (NaI) scintillating detectors

Sodium iodide (NaI) is a scintillating material that can be operated at room temper-
ature. The scintillation light produced by the particle interactions is measured with
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photomultiplier tubes (PMTs). Experiments using NaI crystals are looking for an annual
modulation signal: Due to Earth’s annual rotation around the Sun, the relative velocity
of the Earth with respect to the galactic halo varies periodically over time, which leads
to a modulating rate of dark matter interactions (in a time range of a year). Experiments
that fall into this category are e.g. DAMA [46], ANAIS [47], COSINE [48] and SABRE
[49].

3.3.2 Single-phase liquid noble gas detectors

These detectors are spherical or cylindrical vessels filled with a liquid noble gas. The
particle interactions inside the detector cause the production of scintillation light in-
side the target material, which is measured with surrounding PMTs. The DEAP-3600
experiment uses liquid Ar detectors [50]. Different incident particles create different
signatures in Ar, which can be distinguished by the arrival time distribution of the
measured scintillation light of an event. Therefore background events can be identified
via a pulse shape discrimination. Another example is the XMASS experiment, using
liquid Xe [51]. Background rejection via pulse shape discrimination is not possible in
liquid Xe, therefore XMASS is looking for an annual modulation signal.

3.3.3 Dual-phase Time Projection Chambers (TPCs)

Experiments using dual-phase TPCs are mostly using liquid noble gases (typically Xe
or Ar) as a target material. Particle interactions in the liquid produce scintillation light,
which is measured with PMTs on the top and bottom of the cylindrical TPC, allowing
for a reconstruction of the radial position of the interaction inside the detector. Dual-
phase TPCs have an additional layer of gas at the top of the TPC. Electrons created by
the interaction are drifted along the z-axis of the TPC by an electric field. Once they
reache the interface between the two phases, a strong electric field accelerates them in
the gas, leading to another scintillation signal. The time difference between these two
scintillation signals can be used to extract the z-coordinate of the interaction. Therefore
a full 3D reconstruction of the position of the interaction inside the detector is possible.
This allows the experiments to fiducialize their detector, which means that events close to
the surface of the TPC are rejected, and only events originating from an ’inner’ (fiducial)
volume of the detector are used in the analysis. The advantage of this experimental
approach comes from the fact that the majority of background events are close to the
surface of these chambers, which can then be discarded. Lastly, as mentioned before, the
ratio between the two scintillation signals allows for a discrimination between electron
recoils (causing a higher charge production and thus, a higher second scintillation signal)
and nuclear recoils.

These types of experiments have the largest exposures and are therefore leading to
strong exclusion limits in the classical WIMP mass range. Examples for experiments
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using dual phase TPCs to read out ionization and scintillation are XENON1T [52], LUX
[53], PandaX [54], LZ [55] and DarkSide [56].

3.3.4 Spherical proportional counters (SPCs)

These detectors are spherical vessels, filled with a gas. Ionizations, created by dark
matter interactions in the gas, are drifted along the radial electrical field, created by a
high voltage at the vessels center. Electrons are accelerated towards the center. With
increasing energy they can create secondary electron-ion pairs. The ions are collected in
the grounded outer vessel. The current that is generated by the collection of the ions
is then integrated and converted into a voltage. A big advantage of these detectors is
the versatility of the gas mixtures they can use. By using light elements like H, He and
Ne very low energy thresholds for nuclear recoils can be achieved O(100 eV), which
makes them excellent for light dark matter searches. Surface related backgrounds can be
discriminated via their pulse shape. Since most backgrounds are related to the surface,
SPC experiments typically also use a fiducialization of their detectors. For a more
in-depth review see [57]. An example of an experiment using SPCs is NEWS-G [58].

3.3.5 Bubble chambers

Bubble chambers fall under the category of so-called superheated detectors. The exper-
imental chamber is filled with a liquid (CF3I or C3F8 in PICO [59]) that is heated to a
temperature above its boiling point, bringing it into a superheated, metastable phase.
Particle interactions that release energy above a certain threshold within a given radius
can nucleate macroscopic bubbles that are recorded with cameras. Electron and gamma
events have a too low differential energy loss in the liquid ( dE

dx ) to create bubbles, which
already largely reduces the backgrounds. The recording of the bubbles with cameras
allows for a fiducialization of the detector volume, leading to an additional degree of
background rejection. Dangerous backgrounds from α-particles can be discriminated via
their acoustic signal [60]. Lastly, a big advantage of using e.g. CF3I or C3F8 is the nuclear
spin of 19F of 1/2, which allows the experiments to be also sensitive to spin-dependent
dark matter interactions. Examples for such experiments are PICO-60 and PICO-40L
[59].

3.3.6 Cryogenic experiments

As already mentioned before, the majority of the transferred energy of a dark matter
interaction is converted into heat in the target material. While in the detectors listed
above this information is lost, the big advantage of cryogenic solid state detectors is
that the energy released by the dark matter interaction is measured in an unquenched
channel (phonons). The basic idea is that an interaction in the target leads to a small
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temperature rise O(µK). Due to a coupling to a thermal bath, the detector is cooled back
to its original temperature after the interaction. These thermal pulses are then read out
by ultra sensitive thermometers.

Semiconductors: Cryogenic experiments using semiconductors as targets are addi-
tionally reading out a charge signal by applying an electric field to the detector. The
electron-hole pairs formed in the particle interaction are then drifted towards electrodes,
in which they are collected (ionization signal). Experiments reading out charge and heat
are e.g. EDELWEISS [61] and SuperCDMS [62].

Scintillating materials: Cryogenic experiments using scintillating materials as targets
are additionally measuring the light signal produced by particle interactions. Experi-
ments belonging to this category are e.g. CRESST [63], which will be discussed in more
detail in chapter 4, and COSINUS [64].

As in the other experimental techniques, the dominant backgrounds are β and γ

particles, which interact with the electrons of the target material. Since the charge/scin-
tillation signal is different for electron interactions and nuclear recoils, the ratio between
the measured heat signal and the measured charge/scintillation signal is used to dis-
criminate against this background.

3.3.7 Charge-coupled devices (CCDs)

Charge-coupled devices contain an array of capacitors (pixels), that are electrically
coupled to each other. Similar to the semiconductor detectors, particle interactions
inside the CCD generate charge carriers proportional to the energy deposition. These
are drifted in an electric field and read out by electrodes at the edges of the CCD array,
allowing for spatial reconstruction of an event inside the detector. Different types of
events lead to different patterns of charge-clusters in the pixels, high-energetic charged
particles like e.g. muons or electrons lead to tracks in the detector, while nuclear recoils
have a point-like signature. Thus, CCDs allow for a good background discrimination.

The energy needed to create charge-carriers in the CCD is of the order of the bandgap
of the used material (usually Si). This, together with the low level of electronic noise2,
allows CCDs to achieve very low energy thresholds for electron recoils. Therefore, ex-
periments using CCDs are looking for dark matter particles interacting with electrons
(instead of nuclear recoils), making them excellent detectors for a low-mass dark matter
search. Modern experiments are using so-called skipper CCDs, which can make mul-
tiple non-destructive charge measurements. This allows for the reach of single-charge
resolutions and sub-electron noise thresholds [65].

2The noise in CCDs is mostly dominated by the read-out.
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Examples for experiments using CCDs are DAMIC [65] and SENSEI [66]. Even
though this section is focusing on experiments looking for nuclear recoils, these two
experiments are mentioned here as they currently experience the same challenge as
many other low-threshold solid state detector experiments: An unexplained background
at the lowest energies, which will be covered in chapter 6 and sec. 7.5.2.

3.3.8 Current landscape of direct detection experiments

In absence of a statistically significant dark matter signal, experiments typically calculate
dark matter exclusion limits on the material independent dark matter interaction cross
section per nucleon (see sec. 3.1.2) as a function of the dark matter particle mass.
Figure 3.8 shows the current3 status of direct detection experiments searching for spin-
independent elastic dark matter nucleus scatterings [67]. The green shaded area is the
excluded parameter space under standard assumptions.

Figure 3.8: Current status of direct detection experiments. The neutrino floor is calcu-
lated for a Ge target (for details see sec. 8.2). The results shown are from CDEX [68],
CDMSlite [69], COSINE-100 [70], CRESST [63, 71], DAMA/LIBRA [72] (contours from
[73]), DAMIC [74], DarkSide-50 [75, 76], DEAP-3600 [77], EDELWEISS [78, 79], LUX
[53, 80], NEWS-G [58], PandaX-II [81], SuperCDMS [82], XENON100 [83] and XENON1T
[52, 84, 85, 86]. Figure taken from [67].

3Current at the time of the publication of the "Direct detection of dark matter APPEC committee report
2022".
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3.4 Coherent elastic neutrino-nucleus scattering (CEνNS)

The coherent elastic neutrino-nucleus scattering (CEνNS) is a neutral current pro-
cess, predicted by D. Freedmann in 1974 [87], in which a neutrino να of any flavor
(να ∈ {νe, νµ, ντ, νe, νµ, ντ}) scatters off a nucleus via the exchange of a virtual Z0 bo-
son. Analogous to the dark matter discussion above, at low momentum transfers
q =
√

2mNER, the wavelength of the Z0 boson is larger (or in the order of) the size of
the nucleus and the scattering is a coherent process. This is depicted in the Feynmann
diagram in fig. 3.9.

Figure 3.9: Tree-level Feynman diagram of a CEνNS process. Figure taken from [88].

The first observation of this process was only as recent as in 2017 by the COHERENT
collaboration [89]. Since nuclear recoil signals induced by CEνNS cannot be distin-
guished from a dark matter recoil signal, there is a high interest of the direct detection
community in understanding this process.

3.4.1 Cross section

The elastic scattering process of a neutrino with energy Eν off a nucleus with mass mN is
(analogous to the dark matter scattering) a two body problem. The recoil energy of the
nucleus, ER, is described by:

ER =
q2

2mN
=

E2
ν

mN
(1− cos θ) (3.19)

with θ being the scattering angle in the center-of-mass frame. Considering that
mN ' O(GeV/c2), neutrinos with energies Eν ' O(MeV) lead to recoil energies of
ER ' O(keV). Thus, the momentum transfer q ' O(MeV/c) is small compared to the
size of the nucleus (ER � q � mN), i.e. neutrinos of O(MeV) energies dominantly
scatter coherently.

The (simplified) differential CEνNS cross section is given by [88]:

dσ

dcosθ
=

G2
F

2π
· E2

ν(1 + cosθ) · |〈g.s.| |M̂| |g.s.〉|2 (3.20)
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with GF being the Fermi constant and 〈g.s.| |M̂| |g.s.〉 being the matrix element for
ground state to ground state transitions (valid for small momentum transfers). Using eq.
3.19, this expression can be transformed into:

dσ

dER
=

G2
F

π
·mN

(
1− ER

ER,max

)
· |〈g.s.| |M̂| |g.s.〉|2 (3.21)

with ER,max = 2Eν
mN

. Using the definition of the weak nuclear charge in [88] (see app.
A.4):

QW '
1
2
[
(4sin2θW − 1)Z + N

]
(3.22)

with θW being the Weinberg angle and Z and N being the number of protons and
neutrons, respectively, this can be written as:

dσ

dER
=

G2
F

2π
·Q2

W ·mN ·
(

2− ERmN

E2
ν

)
|F(q)|2 (3.23)

Under the assumption that the weak charge distribution of the nucleus follows the
same distribution of the charge density, the form factor F(q) can be described with the
parameterization presented in 3.1.3. Since sin2θW ' 0.23142 [90], it can be seen that
Q2

W ' N2 and thus, the CEνNS cross section scales roughly with the number of neutrons
squared.

3.4.2 Possible sources

There are several possible sources of neutrinos:

• Atmospheric neutrinos

• Solar neutrinos

• Diffuse supernova neutrinos

• Terrestrial (geo) neutrinos and anthropogenic radioactivity (reactor neutrinos)

Reactor neutrinos are not of concern for dark matter direct detection, since the experi-
mental sites are chosen to be in a low-radioactivity environment. Experiments actively
looking for CEνNS on the other hand often choose nuclear reactors as a neutrino source.
Figure 3.10 shows the fluxes on Earth of several natural neutrino sources [91].

The cosmic neutrino background (CνB) is too low energetic to be measured with
todays technologies. Neutrinos from active galactic nuclei (AGN), gamma ray bursts
(GRB) and cosmogenic neutrinos (GZK) have extremely low fluxes and are therefore also
not considered a serious background for direct detection experiments. The remaining
neutrino sources (atmospheric, solar, (diffuse) supernova and terrestrial) are typically
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Figure 3.10: Fluxes of natural neutrino sources. Figure taken from [91].

considered as potential backgrounds in direct detection. Chapter 8 contains a detailed
investigation of the expected signals of solar neutrinos, which is the most intense source,
in direct detection experiments.
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The CRESST-III experiment

The CRESST (Cryogenic Rare Event Search with Superconducting Thermometers) ex-
periment is a long established and well known dark matter direct detection experiment,
located in the Laboratori Nazionali del Gran Sasso (LNGS) underground laboratory in
Italy. First measurements started shortly after its construction in the 1990’s. Since the
last 10 years it has been one of the world leading experiments in the field of dark matter
direct detection. This chapter is giving an overview of the experimental setup (sec. 4.1),
the working principle (sec. 4.2) and the data aquisition (sec. 4.3).

4.1 Experimental Setup

A schematic drawing of the cross section of the experimental setup of CRESST is shown
in fig. 4.1, illustrating the various layers of shielding and the veto systems as well as
the structure of the cryostat and the centrally located carousel, holding the detector
modules.

4.1.1 Minimizing Backgrounds

The relevant backgrounds for direct detection experiments have already been discussed
in sec. 3.2. This section gives a brief overview of the methods of background reduction
specific to the CRESST experiment.

Muons: The LNGS laboratory has a rock overburden of 1400 m (corresponding to 3800
m.w.e.), reducing the flux of cosmic muons to (3.41 ± 0.01) · 10−4 m−2s−1 [93]. While
the remaining muons are not directly a background for CRESST, they can interact with
the surrounding materials of the detectors, causing the creation of secondary particles.
Therefore the setup is surrounded by a muon veto system, consisting of 20 plastic
scintillator panels equipped with photomultipliers. Particle events in the detectors that
are in coincidence with an event in the muon veto panels can be rejected in the analysis.
The overall geometrical coverage of the muon veto panels is 98.7 % [94].
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Figure 4.1: Schematic drawing of the cross section of the CRESST setup, showing the
structure of the cryostat and the various layers of shielding. The detector modules are
located in the center, held by the so-called carousel. Figure taken from [92].
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Radon-222: A specific background not mentioned in sec. 3.2 is coming from 222Rn,
a gaseous radioactive isotope that belongs to the 238U decay chain. It has a half-life
of 3.82 days, which is long enough to escape from the surrounding rocks into the
experimental halls, where it can bypass the shieldings by diffusion and contaminate
exposed surfaces. The subsequent decays in the 222Rn chain occur relatively fast, until
the long-lived isotope 210Pb (22 years) is reached. The 210Pb decays via β-decay to 210Bi,
which subsequently β-decays to 210Po with a half-life of 5 days, before reaching the stable
isotope 206Pb via an α-decay (138 days). This makes 222Rn a dangerous background. The
level of 222Rn in the air of the experimental halls at LNGS is measured to be about 20
Bq m−3 [95]. To prevent the contamination with 222Rn, the experimental setup inside
the muon veto system is enclosed in the so-called radon box, which is an air-tight box,
continuosly flushed with nitrogen and kept in overpressure. To additionally prevent any
radon contamination of materials facing the detectors, all detector parts are etched and
stored under a nitrogen atmosphere before being installed in the experimental setup.

Gammas and electrons: To shield the experimental volume against radioactive back-
grounds, CRESST is using 20 cm of radiopure1 lead with a total of 24 t of weight. Just
below the mixing chamber (central part in fig. 4.1), there is a layer of very low back-
ground lead in order to protect the detectors from the radioactivity of the commercial
cryostat. To shield against remaining intrinsic radioactivity of the lead, an additional
layer of 14 cm of copper is used inside of the lead shield (with a total weight of 10 t). A
big advantage of copper is the high level of radiopurity that can be achieved. Therefore
it is also used for all support structures in the direct vicinity of the detectors.

Neutrons: To moderate neutrons, the outermost layer of the CRESST setup is made of
Polyethylene with a thickness of 40 cm and a total weight of 10 t. Neutrons might also
be produced inside the lead and copper shieldings, e.g. by muons. If the muon is missed
by the veto, these neutron events are not tagged as muon induced events. Therefore an
additional layer of 3.5 cm of Polyethylene is installed close to the detectors (see fig. 4.1)

Particle discrimination: The CRESST detector module design allows for an additional
active background discrimination in the analysis: The production of scintillation light in
the detectors is a keypoint in distinguishing potential signal events from background.
Details about the detector design are given in sec. 4.2.

4.1.2 Cryostat

The extremely low temperatures that are required to operate the CRESST detectors
(O(mK)) are achieved by the use of a commercial dilution refrigerator. The thermal

1Even in the low-background lead used for the shielding, there is always some residual radioactivity
present.
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coupling between the cryostat and the carousel, holding the detectors, is provided by
the so-called cold finger. For the operation of the wet cryostat it is necessary to regularly
refill cryogenic liquids2. During these refills the operating conditions of the detectors
are not stable and thus data taking has to be interrupted for a few hours (usually about
3 hours per refill).

4.2 Detector Modules

This section focuses on the working principle and the standard detector design of the
CRESST-III experiment. The goal is to directly measure dark matter particle interactions
via elastic scattering in a scintillating crystal (which in the standard design is made
of CaWO4), operated as a cryogenic calorimeter. The energy deposition is precisely
measured as a temperature rise (phonon signal) with a transition edge sensor (TES),
which is an ultra sensitive thermometer. The scintillation light produced in the crystals
is measured with a second detector. This second detector is also a phonon detector,
the energy depositions of the scintillation light are detected following the exact same
working principle as the main absorber. The amount of scintillation light is indicative for
the type of interaction and is therefore used for an active discrimination of background
events.

4.2.1 Cryogenic Calorimeter

In the most basic picture, a cryogenic calorimeter consists of an absorber that is
equipped with a thermometer and is linked to a heat bath. An energy deposition of ∆E
leads to a temperature rise ∆T of the absorber according to:

∆T ∝
∆E
C

(4.1)

where C is the heat capacity of the absorber material. The deposited energy is fully
transferred into the temperature change, hence the name cryogenic calorimeter. To maxim-
ize the temperature change ∆T for a fixed energy deposition ∆E, the heat capacity C has
to be as small as possible.

Heat capacities of different parts of detectors play a fundamental role because they
define the achievable temperature rise for a defined energy deposition. In general,
the heat capacity decreases with decreasing temperature. Therefore, the operating
temperature should be very low (O(mK)).

2In the current data taking campaign, the refills are done three times per week.

38



4.2 Detector Modules

4.2.2 Transition Edge Sensors (TES)

In order to measure the energy deposition ∆E, the absorber is equipped with a TES,
which acts as an ultra sensitive thermometer. The TES main component is a thin W
film, deposited on the crystal surface. It is operated in the transition between the
superconducting and normal conducting state, which is at a temperature of about ∼
15 mK. Small temperature changes of ∆T = O(µK) lead to a measurable change of
resistance in the TES of O(mΩ). Figure 4.2 shows an example of two transition curves at
temperatures of about 22 mK and 24 mK.

Figure 4.2: Example of TES transition curves of a CRESST detector module. The TES
is operated in between the superconducting and the normal conducting state. Due to
the steep rise of the transition curve, small temperature changes lead to a measurable
change in the resistance of the sensor.

4.2.3 Pulse formation in the target

The theoretical description of the temperature rise as a function of the deposited energy
in eq. 4.1 is a simplification. In 1995, F. Pröbst et al. worked out a theoretical model
for the expected signal shape, involving thermal couplings and the heat capacity of the
thermometer [96]. This section gives a short summary, for more details see [96]. Figure
4.3 shows a schematic drawing of the thermal system of the absorber, thermometer and
the heat bath.

The initial particle interaction in the absorber leads to the creation of high-frequency
optical phonons. These phonons decay rapidly (O(ns)) into acoustical phonons with a
frequency of about half of the Debye frequency (∼ νD

2 ). The Debye frequency is related
to the Debye temperature by: νD = kBΘD

h̄ , with kB being the Boltzmann constant and h̄
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Figure 4.3: Thermal model of the detector. Tb is the temperature of the heat bath, Te and
Ta are the temperatures of the electron system in the thermometer and of the phonon
system in the absorber, respectively, Ce and Ca are their heat capacities and Pe and Pa are
the energy flows from non-thermal phonons into them. Gab, Geb and Gea are the thermal
conductances. Figure and caption taken from [96].

the Planck constant. The acoustic phonons are down converted into phonons of O(100
GHz) via the decay into two phonons with a decay rate strongly proportional to the
frequency: Γd ∝ ν5. After a few surface reflections, a crystal with dimensions of O(cm)
(with a typical sound velocity of ∼ 103 m

s ) is uniformly filled with non-thermal phonons.
This happens on time scales too short for the phonons to thermalize in the absorber. The
high-frequency phonons that enter the thermometer are efficiently absorbed by the free
electrons of the metal film. They are quickly thermalized, leading to a heating of the
electron-system in the thermometer, which determines the time dependent power input
Pe(t) (see fig. 4.3). The temperature rise in the absorber (Ta) is mainly given by the initial
phonons that did not enter the thermometer, but instead thermalize in the crystal.

The final signal is the temperature Te of the electrons in the thermometer. The signal
component induced by the thermalization in the TES is indicated as fast component of
the signal, while the component due to the absorber temperature rise is indicated as the
slow signal component. For thermal phonons at low temperatures the coupling of the
absorber to the electron system of the thermometer is weak: Gep ∝ T5. The transmission
of thermal phonons between the interface of the thermometer and the absorber is
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defined by the Kapitza thermal conductance: GK ∝ T3. The effective coupling Gea

between absorber and TES is given by:

Gea =

(
1

Gep
+

1
GK

)−1

(4.2)

The thermal coupling of the thermometer to the heat bath, Geb, is given by the heat
conductance along the film and an Au structure (and wire) with GAu ∝ T (thermal link
to the bath). The coupling Geb defines the time constant of the detector, τin (see eq. 4.3
and explanations below).

While Pe(t) describes the power input in the thermometer, Pa(t) describes the power
input into the absorber, given by the thermalization of high-frequency phonons. The
calculation of the thermometer response ∆Te(t) = Te(t)− Tb is based on the solution of
the differential equations for the power inputs Pe(t) and Pa(t) (see [96]):

∆Te(t) = Θ(t− t0)

[
An

(
e−

t−t0
τn − e−

t−t0
τin

)
+ At

(
e−

t−t0
τt − e−

t−t0
τn

)]
(4.3)

The physical interpretation of the parameters is given in the following:

• An: Amplitude of the non-thermal (fast) component

• At: Amplitude of the thermal (slow) component

• τn: Time constant for the thermalization of non-thermal phonons in the film and
the crystal

• τin: Intrinsic time constant of the thermometer (thermal relaxation time of the film).

• τt: Thermal relaxation time of the absorber

The amplitude of the non-thermal component, An, is especially interesting as it holds
most of the information of the initial energy deposition. Depending on the exact values
of the time constants, CRESST can be operated in two different modes:

Bolometric mode: If τin � τn, the intrinsic thermal relaxation time in the film is
much faster than the time constant for the thermalization of the non-thermal phonons.
Therefore the flux of the non-thermal component is measured and the amplitude is given
by:

An '
P0

Gea + Geb
(4.4)

with P0 being the initial power input into the thermometer, given by:

P0 =
ε∆E
τn

(4.5)
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with ε being the fraction of phonons thermalized in the thermometer3.

Calorimetric mode: If instead τin � τn, the intrinsic thermal relaxation time of the
thermometer film is much slower than the time constant for the thermalization of the
non-thermal phonons and the thermometer basically integrates Pe(t), leading to the
amplitude:

An ' −ε
∆E
Ce

(4.6)

The CRESST-III experiment detectors are designed to operate in the calorimetric mode.

SQUID readout and final signal: The TES is connected in a parallel circuit to a coil
with two resistors, each with 1

2 Rshunt, with Rshunt being a reference resistance. A bias
current of O(µA) is applied to the circuit. Figure 4.4 shows a drawing of this circuit.

Figure 4.4: Readout of the TES signal with a SQUID. Figure taken from [97].

A small resistance change of the TES is changing the branching of Ibias and therefore
the magnetic field of the coil. Superconducting QUantum Interference Devices (SQUIDs)
are used to precisely convert small magnetic field changes into a voltage signal. This
voltage signal is then read out and saved by the data aquisition system (see sec. 4.3).
Figure 4.5 shows an example of such a pulse in units of Volt. As long as the energy
deposition in the absorber leads to a temperature rise that is within the linear regime of
the transition curve, the amplitude of the pulses (in V) are linearly proportional to the
deposited energy in the crystal.

4.2.4 Standard design and event discrimination

The standard design of a CRESST-III detector module can be seen in fig. 4.6. The central
piece is the block-shaped main absorber crystal (24 g of scintillating CaWO4 crystal),
equipped with a W-TES. The scintillation light produced by the particle interactions in
the main absorber is detected by the light detector, which is a thin wafer made of Silicon-
on-Sapphire (SOS), likewise equipped with a W-TES. The housing of the detector module

3Accordingly, (1-ε) is the fraction of phonons thermalized in the absorber
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Figure 4.5: Left: A particle interaction causes the temperature in the sensor to rise (black
arrow). Due to the coupling to a heat bath, the sensor is cooling down to its operating
temperature after the interaction (green arrow). Right: The resistance change in the
TES, caused by this temperature change, is readout with a SQUID and converted into a
voltage signal (The scaling of the arrows is just for illustration and does not reflect an
actual correspondance between the change in resistance and the converted voltage).

is covered with reflecting and scintillating foil. This maximizes the light collection in the
light detector and helps tagging surface related backgrounds. Furthermore, the modules
can contain an instrumented holding system: The main absorber can be held by CaWO4

sticks, equipped with a W-TES, thus they are also called iSticks (instrumented sticks).
Their purpose is to investigate/veto holder-induced backgrounds.

(a) Schematic drawing of a detector module.

(b) Picture of an open detector module.

Figure 4.6: Standard design of a CRESST-III detector module. a) Schematic drawing and
b) Picture of an open module.

The detection of the scintillation light allows for a background discrimination on an
event-by-event base. β and γ radiation dominantly interact via electron scatterings,
which produce more scintillation light than nuclear recoils. The light yield of an event is
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defined as the ratio of the energy El , measured in the light channel and the energy Ep,
measured in the phonon channel:

LY =
El

Ep
(4.7)

Since only a very small fraction of the deposited energy is emitted as scintillation
light, the energy measured in the phonon channel, Ep, is used as an estimator of the total
deposited energy. The measured scintillation light, El , is calibrated to a value of one for
β and γ events. The scintillation light produced by nuclear recoils is strongly quenched,
compared to electron interactions, which makes a discrimination possible. A schematic
depiction of the LY versus energy plot is shown in fig. 4.7.

Figure 4.7: Schematic drawing of the light yield plot. Figure taken from [98].

4.3 Data Acquisition

There are two different methods of data acquisition (DAQ) in CRESST-III: The Hardware
trigger (HW) and the Continuous DAQ (CDAQ). The voltage signal output of the
detector is digitized and then, depending on the method, partially or fully written to
disk. The sampling rate of the digitizer for the data presented in this thesis was set to 25
kHz, which corresponds to 1 sample every 40 µs.

Hardware trigger: In the first stages of the CRESST experiment (previous to CRESST-
III), the hardware trigger was the only form of data acquisition. There the SQUID output
signal is split: One part is send to a transient digitizer with a ring buffer, constantly
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recording the samples of the voltage output4. The other part is send to the trigger
electronics, which include additional filters, an amplifier and a comparator unit. The
comparator checks if a recorded sample exceeds the trigger threshold, which causes
the DAQ to trigger. In that case the DAQ waits for the so-called post-trigger time to
read out the transient digitizer, including a set of pre-trigger samples. This method has
some disadvantages: The trigger is not active during the read out and is only activated
after another set of samples, corresponding to the pre-trigger range, is recorded in the
digitizer again, causing a certain amount of dead-time of the DAQ. The trigger threshold
has to be chosen really carefully at the beginning of the data taking. Since data that has
not been triggered is lost after the ring buffer is overwritten, the threshold should be set
as low as possible. At the same time it is important to avoid random noise triggers, as
they introduce unnecessary amounts of dead-time.

Since in CRESST-III also the CDAQ data is available, the hardware trigger threshold
is not crucial anymore. The HW data is mostly used for a first iteration of the analysis,
which is then refined by using the CDAQ data (see sec. 5.1).

Continuous DAQ: In the continuous acquisition the full, dead-time free output of the
detector is recorded and saved to disk. This is achieved by using two digitizers running
in parallel in switching mode. Details of the principles and the implementation of the
CDAQ in CRESST can be found in [98]. The big advantage of this type of DAQ is that no
data is lost. The triggering of the data is done offline with a software using an optimum
filter (see sec. 5.1.3) and can be iteratively repeated as the analysis is getting more refined.
Furthermore, the full stream of data of a detector is available and can be used to perform
simulations, which are necessary in order to estimate the survival probability of events
(see sec. 5.2.4).

4Once the buffer is full, it starts overwritting the oldest samples, thus the name ring buffer.
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Data Analysis

This chapter gives a detailed overview of all relevant steps of the standard data analysis
in CRESST1, which can be divided into three main parts. The first part is the raw data
processing, in which most parameters that are used for further analysis are extracted.
The second part, in the following called low level analysis, consists of several individual
steps, which lead to the production of the final energy spectra. The data selection criteria
are defined and applied. Then the reconstructed amplitudes of the surviving events
are calibrated. In the end, the energy dependent survival probabilities of events are
determined. The last part, called high level analysis, involves the physics interpretations
of the final energy spectra. In general, the data can be used to search for any kind
of signal, as long as it is physically motivated and has a non vanishing theoretical
expectation. In the CRESST standard analysis the energy spectra are used to look for
the signal of elastic coherent spin-independent scattering of dark matter off nuclei, as
described in sec. 3.1.5. In the case of no statistically significant dark matter signal, mass
dependent exlusion limits on the interaction cross section are calculated. In the case
of a statistically significant signal, the data can be used to constrain or estimate the
parameters of the dark matter model considered.

5.1 Raw data processing

As mentioned in 4.3, there are two types of data acquisition: the hardware triggered
(HW) data and the continuous stream (CDAQ) data. Usually, an analysis of a CRESST
detector module starts using the HW data, as these already contain triggered pulses that
can be used for a first study. The HW data are used to create the first iteration of an
optimum filter and to determine the trigger threshold for the CDAQ data (see secs. 5.1.3
and 5.1.4). After the CDAQ data has been filtered and triggered, the subsequent steps
of the raw data processing are the same for both types of data (HW and CDAQ). These
steps, which will be explained in sec. 5.1.2, include the calculation of the parameters of
each event, required for the low level analysis.

1Unless specified otherwise, all example plots shown in this chapter contain data of the Sapp2 detector
module.
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5.1.1 Terminology

Before going into the initial steps of the raw data processing, I will define some terms
commonly used in the CRESST analysis.

Run: A full CRESST measurement campaign done in one cooldown is called a run.
A typical run takes anything between several months up to a few years of measuring
time and can be split into several datasets: The three important ones are the gamma
calibration, the neutron calibration and the background data taking, the latter one is
used for the dark matter analysis.

Run segment: The data taking is interrupted in regular intervals for cryogenic main-
tenance. This leads to the data being split into smaller segments that are saved into
individual files. Each of these segments contains on average about 45 h to 55 h of
measuring time.

Read-out channel: Most detector modules in CRESST have more than one channel. In
the standard case these are the phonon and the light channel (see sec. 4.2). Each of these
channels can be triggered individually.

Record window: The record window is defined as the interval of data samples that
are considered whenever the trigger is fired2. The sample that caused the triggering
by exceeding the threshold is always positioned at exactly one quarter of the record
window and splits it into two sections: The pre-trigger range and the post-trigger range
(see fig. 5.1). The default size of a record window in CRESST-III has 16384 samples,
which correspond to a time of 655.36 ms. An example of a recorded pulse is shown in
fig. 5.1.

Event: Whenever at least one of the read-out channels of a module triggers, the other
channels are read out simultaneously. The combination of the records of all channels of
a single module at the same time form an event.

Heater pulses: These artificial pulses are periodically injected into the detectors via an
electric heater. They can be categorized into Test Pulses (TP) and Control Pulses (CP),
that serve different purposes. Test pulses are sent at different energies that should cover
the whole dynamic range of the detector (see sec. 4.2.2). Their main purpose is to track
the time dependent response of the detectors, which is then used for the calibration.
Control pulses are sent at a constant high energy that should lead to pulses going into
saturation. The pulse height of these pulses is sensitive to the position of the operating

2This is the case for both, HW and CDAQ data.
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Figure 5.1: Record window of a pulse. The sample that fired the trigger is placed at one
quarter of the window, splitting it into the pre-trigger and post-trigger range.

point in the transition curve (see sec. 4.2.2). Due to this, control pulses can be used to
monitor the position of the operating point and to actively stabilize it during the data
taking.

Particle events: These are the events of main interest. Any particle interaction in the
detector falls into this category. These events are used to create the final energy spectra.

Empty baselines: Record windows that are randomly extracted from the data without
any channel exceeding the threshold are called empty baselines (EBLs). Given the low
event rate of the experiment, they should contain only samples of noise and no pulses.
EBLs are used for creating noise power spectra (NPS) and to determine the trigger
threshold of the CDAQ data. They are also used for simulations, as explained below.

Simulated events: To create simulated events, a signal of the desired pulse shape can
be superimposed onto the data stream (mostly EBLs). These simulated events are used
to determine the efficiency of the analysis chain and to estimate the survival probabilites
of real events.

5.1.2 Parameter calculation

This stage of the analysis requires the existence of an already triggered dataset. In the
first iteration of the analysis this is only the case for the HW data. After the creation of
an optimum filter and the determination of a threshold (see secs. 5.1.3 and 5.1.4), also
the CDAQ data can be triggered, and then processed as explained below.
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Event Building: In the very first step, called the event building, the trigger timestamps
of single read-out channels are grouped into their respective detector modules to form
the events, which are saved into data files together with some basic parameters like
e.g. their timestamps, the run segment name and their read-out channel numbers for
identification. In this step the events are also categorized into different event types.
Every time a heater pulse is injected, its timestamp and its amplitude parameter, called
the test pulse amplitude (TPA), are saved by the DAQ. By comparing the trigger
timestamps with the known timestamps of heater pulses, test pulses and control pulses
can be identified and separated from particle events. Particle events are assigned a TPA
of zero. In the case of a particle event and a test pulse being in the same record window,
the test pulse is prioritized by the event builder, tagging it with its corresponding
non-zero TPA value.

Differences between HW and CDAQ data: For the HW data the event building is
already done by the DAQ for every run segment. For the CDAQ data this has to be done
manually after creating the files containing the trigger timestamps. While doing this, the
analyst has the option to decide on some parameters like the exact size of the record
window, the pre-trigger range and the percentage of random triggers (EBLs) that should
be extracted from the continuous stream. Another difference between the HW and the
CDAQ data is the optimum filter amplitude parameter. Since during the filtering of the
continuous stream the amplitudes of pulses are already reconstructed by the filter, this
parameter is saved together with the trigger timestamps. In contrast to this, the raw HW
data files do not contain any parameter estimating the amplitudes of particle pulses.

Calculation of Main Parameters: In the subsequent step all pulse shape related para-
meters are calculated. This is also called Calculation of Main Parameters (CMP). For
each pulse, first the baseline parameters are calculated by applying a linear fit to the
pre-trigger range. These parameters contain:

• Baseline offset: Due to the SQUID electronics the voltage output of an empty
baseline (before the pulse) can be shifted by a quantized value between -10 and
10 V (e.g. see fig. 5.2a with a baseline offset of -1.75V).

• Baseline slope: A small drift of the operating point within the time of a record-
window can lead to a slight tilt of the baseline.

• Baseline RMS: Root Mean Square deviation of the data from the linear fit.

The first two parameters form the baseline model, which is subtracted from the pulse
record window before the other parameters are calculated. Fig. 5.2 shows an example
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of a raw pulse before and after the correction with the baseline model. Most other
parameters are based on a moving average of the samples of the corrected pulse. The
number of averaged samples can be chosen freely, a typical choice is 50 samples. In fig.
5.2 the averaged pulses are plotted on top of the original pulses.

(a) Raw pulse. (b) Corrected pulse.

Figure 5.2: Example of a pulse (blue) and the moving average (orange). a) The raw pulse
and the linear fit of the baseline model (red), the solid part of the line represents the
range used for the fit. b) The same pulse corrected by the baseline model.

In the following, the most important CMP parameters (in addition to the baseline
parameters listed above), that are most commonly used in the low level analysis of
CRESST will be briefly explained:

• Baseline difference: Difference between the average of the last 50 samples of the
record window and the average of the first 50 samples.

• Pulse height: Maximum of the averaged pulse.

• Peak position: Position of the maximum in the record window in ms.

• Onset: Position of the start of the pulse in ms. Per default, this is defined as the last
sample in the rising pulse at which the pulse is still below a height corresponding
to three times the Baseline RMS.

• Rise time and decay time: The rise time is defined as the time it takes the pulse to
rise from 10% to 90% of its pulse height. Respectively, the decay time is defined as
the time it takes the pulse to decay from 90% to 10% of its pulse height.

• Minimum and Maximum derivatives: Respectively the minimum and the max-
imum value of the derivative of the raw pulse. These parameters give the steepest
rise and decrease in between two samples within the record window. Additionally,
also their positions in the record window are saved.

Calculation of coincidence and stability parameters: The last two steps of the para-
meter calculation are both related to the timestamps of the events. These are the cal-
culation of the muon coincidence parameters and the stability parameter. The moun
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coincidence parameters contain the time difference of each event to the closest muon
event detected in the muon veto in ms, the number of muon veto panels that got
triggered by the same muon event and the summed pulse height of all muon panels.
The stability is defined via the control pulses. As mentioned earlier, the pulse height
of control pulses can be used as a proxy for the position of the operating point of the
detectors on their transition curve. The time window between two consecutive control
pulses is considered unstable if at least one of the two pulses has a pulse height outside
of a predefined interval. This pulse height interval is individually defined for each
read-out channel. During the stability calculation, the time windows between all control
pulses are labeled as either unstable or stable. Then the timestamps of all triggered
pulses are compared with these time windows and each pulse is assigned a parameter,
marking it as either stable or unstable. The calculation of this parameter is mentioned
here for completeness and will be explained in more detail in sec. 5.2.1.3.

5.1.3 Optimum Filter

The optimum filter (OF), based on the work of E. Gatti and P.F. Manfredi [99], is a widely
used technique to maximize the signal-to-noise ratio (SNR) of a data record. The two
main advantages gained by applying an OF to the CRESST data are the possiblity to
significantly lower the energy threshold compared to the HW triggered data and to get
the best energy resolution from the reconstructed amplitude of the pulses. An additional
advantage is the fact that the same amplitude estimator is used for both, the threshold
evaluation and the energy reconstruction, allowing a precise estimation of the threshold
in energy units.

Every recorded event is represented by a time series s(t), which can be described as
a superposition of the noise n(t) and a signal of known pulse shape s0(t) scaled with
amplitude A:

s(t) = A · s0(t) + n(t) (5.1)

It can be demonstrated that there is a unique transfer function maximizing the SNR
at the time τM (corresponding to the position of the pulse maximum) [98]. This can be
written in the frequency domain as:

H(ω) = K
ŝ0
∗(ω)

N(ω)
e−iωτM (5.2)

with N(ω) being the noise power spectrum and ŝ0
∗(ω) the complex conjugate of the

fourier transformed pulse template. The normalization constant K is chosen such that the
amplitude of the filtered pulse is preserved. This transfer function of the optimum filter,
H(ω), is built using the noise power spectrum, N(ω), and the pulse shape function, s0(t)
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5.1 Raw data processing

(pulse template). In simpler terms, the role of this transfer function is to filter frequencies
that are dominantly present in the noise, adapting the filter to a specific measurement.

The noise power spectrum (NPS) is created from a large set of samples of empty
baselines. Empty in this context means the absence of any pulse shaped signal. To
achieve this, the list of randomly triggerd EBLs has to be cleaned from any remaining
pulses. Each of the empty baselines ni(t) is discretely fourier transformed into n̂i(ωk).
The NPS N(ωk) is the ensemble average 〈n̂i(ωk)n̂i

∗(ωk)〉i of all empty baselines.

The pulse template is a template of the known pulse shape of the signal of interest,
which in this case is the pulse shape of particle events, that is the same for both, nuclear
recoils and e−/γ events. The template is created by averaging a set of pulses that are
in the linear regime of the transition curve of the TES. The averaging helps to surpress
the noise. Choosing pulses from the linear regime ensures that only pulses with the
same pulse shape are used. To completely remove any noise in the template pulse, the
parametric model introduced in sec. 4.2.3 can be used to fit the averaged pulse. An
example of such a pulse template can be seen in fig. 5.3a.

The measured event s(t) is Fourier transformed into the frequency domain ŝ(ω),
where it is weighted with the transfer function. Then, after a back-transformation into
time space, the filtered signal output is:

sF(t) =
1√
2π

∞∫
−∞

H(ω)ŝ(ω)eiωt dω (5.3)

The filtered output of the template pulse is shown in fig. 5.3b. The noise power
spectrum and the fourier transformed template that are used for the creation of the
optimum filter, as well as the resulting transfer function are shown in fig. 5.4.
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(a) Pulse template of a nuclear recoil event.
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(b) Filtered template pulse.

Figure 5.3: Example of a template pulse, normalized to an amplitude of 1, before and
after filtering.
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(b) Transfer function of the optimum filter.

Figure 5.4: Example of a) the noise and template power spectra and b) the resulting
transfer function of an optimum filter.

Figure 5.5 shows an example of a 60 eV event before and after filtering. The red line
symbolizes a trigger threshold, which is set to an arbitrary low value in this example
to better illustrate the point. While the threshold is well above the noise in the filtered
data, setting it to the same value in the unfiltered data would lead to a high number of
unwanted noise triggers.
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(a) Unfiltered Pulse.
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(b) Filtered Pulse.

Figure 5.5: 60 eV pulse before and after filtering with an OF. The red line indicates a
trigger threshold.

There is one important caveat to mention at this point. As sketched out in this section,
the concept of the optimum filter is based on the assumption that the sought for signal is
a superposition of a constant pulse shape and the noise (see eq. 5.1). The transfer function
is created using a template pulse from the linear regime of the TES. Consequently, the
optimum filter is optimized for pulses with this exact pulse shape only and cannot be
used to reconstruct the amplitudes of pulses in the non-linear and saturated range of the
TES.

54



5.1 Raw data processing

5.1.4 Threshold determination

Once the OF for a detector has been created, the following step is to determine the
threshold at which the filtered stream of data should be triggered. This follows the
method presented in [100]. Ideally, the threshold should be as low as possible to increase
the sensitivity to lower energies. At the same time the threshold needs to be high
enough to prevent triggering in the noise. In order to have a compromise between these
conflicting requirements, the threshold is defined by choosing a maximal number of
noise triggers that should be accepted. In CRESST, the typical choice is to accept one
noise trigger per kg day of exposure.

For the estimation of the number of noise triggers as a function of the threshold, a
large set of empty baselines (EBLs) is needed. Typically, the same set that was used for
creating the NPS is also used to determine the threshold. Each EBL is filtered with the
OF that was created beforehand. Afterwards, a maximum search is performed on the
samples of every filtered EBL. The maxima are then saved into a histogram as shown in
fig. 5.6b.

Analytically, the probability of one sample being equal to xmax and all other samples
of the same filtered EBL being smaller, can be described by a binomial distribution:

Pd(xmax) =
d!

1!(d− 1)!
· (P(xmax)) ·

 xmax∫
−∞

P(x)dx

d−1

(5.4)

with d being the number of statistically independent samples and P(x) the distribution
of all noise samples within the filtered EBL. If the samples follow a Gaussian distribution
centered around zero, P(x) can simply be written as:

P(x) =
1√
2πσ

· e−
(

x√
2σ

)2

(5.5)

Inserting this into eq. 5.4 leads to the analytical description of the distribution of
maxima:

Pd(xmax) =
d√
2πσ

·
(

e−
(

xmax√
2σ

)2
)
·

1
2
+

er f
(

xmax√
2σ

)
2

d−1

(5.6)

Figure 5.6a shows a histogram of all samples of a large set of filtered EBLs, demon-
strating that the assumption of P(x) following a Gaussian distribution is correct, so the
function in eq. 5.6 can be used to fit the histogram of the maxima of the individual EBLs,
as shown in fig. 5.6b.

Using the parameters obtained from the fit, the noise trigger rate as a function of the
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(a) Distribution of samples of filtered EBLs.
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Figure 5.6: Example for a) the Gaussian noise distribution and b) the distribution of
maxima of filtered EBLs.

threshold, NTR(xthr), can be easily calculated by integrating over the distribution of
maxima:

NTR(xthr) =
1

twin ·mdet
·

∞∫
xthr

Pd(xmax)dx (5.7)

By scaling this function with the detector mass mdet and the time of measurement
twin, the threshold for one noise trigger per kg day of exposure can then be extracted,
as depicted in fig. 5.7. The measurement time twin is calculated from the sum of all
individual EBLs used for the threshold estimation.

5.2 Low level analysis

At the end of the raw data processing, a set of files containing all necessary information
and parameters is available for further analysis. All steps from this point until the final
energy spectra is called low level analysis. This can be separated into three main parts:
The cleaning of the data (see 5.2.1), the calibration of the cleaned data (see 5.2.3) and the
correction of the spectra with the detector response (see 5.2.4).

5.2.1 Data selection criteria

The data selection criteria are designed to keep only pulses whose amplitude can be
properly reconstructed. While this cleaning process is done for all the different datasets,
the focus in this section will be on the background dataset. Since the energy spectra
created from the background data are used for the dark matter analysis, some degree
of data blinding needs to be applied to avoid a biased choice of the selection criteria.
For this reason the background data are divided into a training set and a blind set. The
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5.2 Low level analysis

Figure 5.7: Noise trigger rate as a function of trigger threshold. The black line shows
the threshold leading to one noise trigger per kg day of exposure, which in this case is
19.40 mV.

training set is created by selecting individual files, evenly distributed over the length of
the background dataset until a percentage of roughly 20% of the entire dataset is reached.
All data selection criteria are defined on this training set. Afterwards, these are applied
to the remaining blind set without changes. Obviously, the calibration datasets (gamma
and neutron calibrations) do not need such a blinding scheme. In the following some
important selection criteria are discussed.

5.2.1.1 Preselection of files

Some run segments are completely removed from the analysis before the background
data is divided into the training set and the blind set. Typical reasons for files being
sorted out during the preselection are mostly related to severe electronic disturbances,
strong disturbances in the magnetic fields or problems with the DAQ. Also information
about earthquakes or nearby construction work can lead to the rejection of files. At last,
also segments with a total measuring time of less than a few hours are usually rejected.
During these very short files problems with the monitoring of the detector response can
occur if not enough test pulses are available.

5.2.1.2 Rate cut

The rate cut is typically applied as one of the first cuts. The goal is to remove time periods
with an unusually high trigger rate. The known backgrounds as well as a potential dark
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matter signal are not expected to produce short ’bursts’ of events, but rather a constant
count rate in the detectors. The number of triggered events is binned in time. If the
number of triggers in a bin is significantly higher than the average count rate, these time
bins and the two adjacent ones are removed. These short bursts of increased rate are
mostly due to electrical or mechanical disturbances. In the case of the data analyzed in
this thesis, the stability cut (explained below) was sufficient to remove time periods with
unusually high rates and therefore the rate cut was not used and is listed here solely for
completeness.

5.2.1.3 Stability cut

The stability cut is performed to remove time periods in which the temperature of the
detectors has moved too far away from their operating points. In sec. 5.1.2 it has already
been explained how the stability parameter is calculated for each triggered event. This
cut simply removes all events that have been marked as unstable3. In the following the
definition of the pulse height interval used for the stability calculation and the effect of
the cut is explained in more detail. Figure 5.8a shows the distribution of pulse heights of
all control pulses, which follows a Gaussian distribution. As long as the pulse height of
control pulses does not deviate too far from the center of this (a typical choice is 3σ), it is
considered to be in stable operation conditions. All control pulses outside of this interval
are labeled as unstable. In fig. 5.8b the pulse heights of control pulses are plotted against
their timestamps. The timestamps of all other triggered events are always in a time
window between two consecutive control pulses. If any of the control pulses defining
this time window is labeled as unstable, all events inside this time window are marked
as unstable and are removed by the stability cut.

5.2.1.4 Data quality cuts

While all previously discussed selection criteria are performed to remove entire time
periods from the data, the quality cuts are designed to remove single pulses. Since the
final energy spectra are based on the amplitudes of pulses, all "non-standard" pulse
shapes need to be removed. All pulses whose amplitude cannot be reliably reconstructed
should not survive these cuts. In the following, the most important quality cuts will be
discussed.

Baseline difference cut: This is one of the most effective cuts. It removes several
different types of invalid events. In some cases the feedback control of the SQUID
electronics, operating in flux locked mode, cannot follow the fast rise of pulses. This

3A high event rate in a cryogenic detector typically causes instability of the operating point. Therefore the
rate cut discussed before and the stability cut can be somewhat redundant, as in the case of the data
analyzed in this thesis, where the stability cut was sufficient to remove periods with unusually high
rate.
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(a) Gaussian distribution of pulse heights of
control pulses. The red lines are set at the 3σ
levels around the center and define the interval
of pulse heights that are considered to be in
stable operation.

(b) Pulse heights of all control pulses over time.
Any event in between 2 red points (within 3σ)
is marked as stable. If at least one of the control
pulses adjacent to an event is outside of the 3σ
range (black points), the event is marked as
unstable.

Figure 5.8: Definition and application of the stability cut. The gaps visible in b) are due
to files discarded during the preselection.

can cause an offset in the readout voltage (i.e. flux quantum loss), originating from
the periodicity of the flux-voltage characteristics of the SQUID, and lead to a different
baseline of the SQUID after the event. In other cases, the SQUID can reset from the
lowest readout voltage to a higher level (i.e. SQUID reset). Examples for these can
be seen in fig. 5.9b and 5.9c. Another type of event removed by this cut are decaying
baselines, shown in fig. 5.9d. These events typically occur after a large energy deposition
in the detector. In these cases the initial large pulse is triggered a second time if the
pulse has not fully decayed back to the baseline and the decaying samples are still
above threshold after the post-trigger range of the initial pulse. A typical distribution of
baseline differences and the interval outside of which pulses are removed is shown in
fig. 5.9a.

Baseline RMS cut: As described in 5.1.2, the first step of the CMP involves a linear fit
to the pre-trigger range. One of the parameters of this fit is the baseline RMS. Cutting
on this value removes pulses with irregularities in the pre-trigger range. Often, these
consist of strong deviations from the linear model or smaller pulses. If several pulses
are triggered close to each other, the OF trigger algorithm places the largest pulse at
the right position in the record window. This can lead to smaller pulses being pushed
into the pre-trigger range when followed by a larger event. The cut value for one of the
detectors analyzed in this thesis and an example of a pulse containing a pile-up with a
smaller event in the pre-trigger region is shown in fig. 5.10.

Delta voltage cut: The delta voltage is defined as the ratio of the minimum derivative
(see sec. 5.1.2) and the baseline RMS. With this cut, very fast changes between consecut-
ive samples that go beyond the normal level of the noise can be identified. In principle
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(c) Example of a SQUID reset. (d) Example of a decaying baseline.

Figure 5.9: Distribution of baseline differences and some examples of events getting
removed by the cut. Events outside of the interval described by the red lines in a) are
removed by the baseline difference cut.
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(b) Example of a pulse removed by the baseline
RMS cut.

Figure 5.10: Distribution of baseline RMS and an example of a pulse above the cut value.

also the maximum derivative can be used for this parameter. By using the minimum
derivative instead, the risk of accidentally discarding valid pulses with fast rise times is
removed. The distribution of the delta voltage parameter and an example of such an
event can be seen in fig. 5.11. These voltage spikes are presumably not related to any
actual physical process in the detector, but rather connected to electronic disturbances.

All of the cuts mentioned above are typically performed on all read-out channels
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Figure 5.11: Distribution of the delta voltage parameter and an example of a delta spike.

of a module to ensure that pulses on both, phonon and light channel, can be properly
reconstructed.

Trigger cut: This cut is relevant if all read-out channels of a module are actively
triggered. As described earlier in the definition of an event, whenever any of the
read-out channels of a module triggers, all other channels are read out simultaneously.
In the standard case of a phonon and a light detector this means that the phonon
channel is also recorded and labeled as a pulse, even if only the light channel causes the
trigger to be fired. Since the purpose of the light channel is mainly the discrimination
of different event types and the energy reconstruction is based on the phonon channel,
these so-called ’light-only’ events need to be discarded. During the OF triggering of
the CDAQ data, every event is assigned an OF amplitude parameter. While triggered
pulses are assigned their corresponding OF amplitude, pulses in read-out channels that
did not fire the trigger are assigned an OF amplitude of -10. This way, light-only events
can be easily removed by cutting all events with a negative OF amplitude in the phonon
channel. An example of such an event can be seen in fig. 5.12.

At this point, all events that survived the selection criteria are filtered a second time
with the same OF that was used for triggering. By applying the OF to individual record
windows instead of the continuous stream, several parameters are produced in addition
to the OF amplitude parameter that was already produced during triggering. These
parameters include:

• OF RMS: Describes the difference of the filtered pulse to the corresponding filtered
template pulse (e.g. in fig. 5.3b), scaled to the same amplitude.

• Peak RMS: Created in the same way, but using only a region close to the maximum
of the pulse.

61



Chapter 5 Data Analysis

Figure 5.12: Example of an event that was triggered by a pulse in the light channel, but
contains no pulse in the phonon channel.

• OF maximum position: Position of the maximum (OF amplitude) within the
recordwindow.

The trigger algorithm places the triggered pulses at exactly one quarter of the record
window. Generally, there can be a shift between different read-out channels in the trigger
timestamps of an event. In these cases, the phonon channel is prioritized. This means
that the pulse in the phonon channel will be placed correctly in the record window,
while the pulse in the light channel can have a shift relativ to the position of the phonon
channel (Negative shift: the light channel triggered earlier. Positive shift: the light
channel triggered later). This shift can be caused by a difference in the pulse shape. If the
pulses in one channel have a faster rise time than pulses in the other channel, they can
be triggered earlier even if both pulses are in coincidence with each other. By running
the filter a second time, this systematic shift between channels can be extracted with
the OF maximum position parameter. The shift is important in order to evalute the
filter amplitude of pulses that did not fire the trigger, but are in coincidence with the
phonon channel of the same module, at the correct position in the record window (i.e.
at the correct shift in samples with respect to the phonon channel). This is normally
done by filtering a third time, but with a fixed position for the amplitude evaluation.
Furthermore, the information about the shift needs to be incorporated into the simulation
(see sec. 5.2.4).
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Linearity cut: Before any OF related parameters can be used to define data selection
criteria, the spectrum of amplitudes has to be truncated at the value at which the pulses
are no longer in the linear regime. Pulses that start to go into saturation have a different
pulse shape and will therefore lead to higher OF RMS values by definition.

OF RMS cut: After the linearity cut, the OF RMS should not show any dependence
on the amplitudes of pulses. This is indeed the case, as can be seen in fig. 5.13. In
this regime a higher RMS typically means other deviations from the standard pulse
shape or pile-up of pulses. These need to be removed, as their amplitudes can not be
reconstructed reliably. Examples of a record window with pile-up of several pulses and
a pulse with deviations from the standard pulse shape are shown in fig. 5.14. Just as
before, this cut is done for all read-out channels of a module.

OF Amplitude (V)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

O
F
 
R
M
S

0.001

0.0015

0.002

0.0025

0.003

0.0035

0.004

0.0045

Figure 5.13: OF RMS plotted against the OF amplitude. All events above the red line are
removed.

5.2.1.5 Coincidence cuts

After the quality cuts, all surviving events should contain only valid pulses. However,
some of these surviving events can be excluded to originate from a dark matter inter-
action due to either a coincidence with one of the muon veto panels, or coincidences
between different detectors. During the raw data processing, the time differences of
each triggered event to the closest event that triggered in one of the muon veto panels
is saved as a parameter. The muon coincidence cut is based on this parameter. Figure
5.15a shows the distribution of the time differences of each event to the muon events.
A positive value means the muon veto triggered before the detector. As expected from
random coincidences, the time differences are distributed exponentially on both sides
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(a) A pile-up of pulses leads to an increased
value of the OF RMS.

(b) Example of a pulse with a different pulse
shape than the standard shape expected from
nuclear recoils.

Figure 5.14: Examples of pulses that are removed by the OF RMS cut.

(positive and negative values). Since the muon flux in the underground laboratory is
extremely low, most events triggering the muon veto panels are due to environmental
or internal radioactivity. This means that cutting events in coincidence with an event
in the muon panels also removes some events that are not actually caused by a muon.
Moreover, in the case of a muon induced neutron signal, the muon trigger should al-
ways trigger before the detectors. Despite this, the cut is chosen rather conservatively,
removing all events within a window of 5 ms before or after a trigger in the muon panels.
This window is illustrated in fig. 5.15b.
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in the detector with triggers in the muon veto
panels.
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(b) Events within 5 ms before or after a muon
event are removed from the data.

Figure 5.15: The muon coincidence cut is based on the time difference of a triggered
event to the closest muon event.

Since the expected interaction cross section of dark matter particles with ordinary
matter is extremely low, the probability of a dark matter particle scattering multiple
times within the detectors is negligibly small. Therefore, events in coincidence between
two or more detectors in a window of a few ms can be discarded. These coincidences
are very rare. Thus, this cut removes only a tiny fraction of events and is negligible in
most cases.
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5.2.2 Amplitude reconstruction

The amplitude of a pulse carries the information of the deposited energy in the detector
and is therefore one of the most important parameters of the pulses. For this reason
it is crucial to have an accurate method of reconstructing their amplitudes. The main
approaches of doing this are listed in this section. The first two options have already
been explained above and are just listed here for completeness.

Pulse Height: The raw pulse height is one of the CMP parameters. The pulse height
parameter is the maximum of the moving average of the pulse, after correcting the pulse
for a linear baseline model (see sec. 5.1.2).

Optimum Filter Amplitude: The OF Amplitude is the main way of reconstructing the
amplitude of pulses since it has the best energy resolution of all available methods. A
detailed description of the OF is given in sec. 5.1.3.

Template fit: The classic way of reconstructing amplitudes in CRESST is the template
fit, also called standard event (SEV) fit. The template, as already explained in sec. 5.1.3,
contains the pulse shape of the signal. It is created by averaging real pulses from the
linear regime of the detector to surpress noise. A parametric model can be fit to the
averaged pulses to remove the noise entirely from the template. This template, together
with a polynomial model to describe the baseline, can be used to fit pulses. A typical
choice for the baseline model is a third degree polynomial. The parameters describing
the pulse are a shift in time to match the onset of the pulse in the record window and
the scaling of the template to match the amplitude of the pulse. Additionally, a fit RMS
parameter holds information of the compatibility of the template with the given pulse.
An example of such a fit and its residuals is shown in fig. 5.16.

Truncated template fit: All methods mentioned above are bound to the linear regime
of the detector. There are cases in which it is necessary to also reconstruct the amplitudes
of saturated pulses. This is especially important if the events of a calibration source fall
into this regime, since otherwise an energy calibration of the spectrum would not be
possible. Furthermore, being able to reconstruct saturated pulses increases the energy
range of the spectrum that can be used for a dark matter analysis. A method to overcome
the issue of saturated pulses is the truncated template fit. The truncation limit is given
by the point in the transition curve of the TES at which non-linearity sets in. This is
usually determined by an untruncated fit of the pulses. Within the linear regime, the
RMS of the fit should stay constant independently of the amplitude of the pulses. When
the pulses start to saturate, the pulse shape changes and the RMS of the template fit rises
accordingly. An example of a highly saturated pulse is shown in fig. 5.17. The truncation
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Figure 5.16: Top: The template fit. The template in green, which contains a fixed pulse
shape, is shifted onto the right position in the record window and scaled to match the
amplitude of the real pulse in black. The baseline is fitted with a third degree polynomial.
Bottom: The residuals show a good agreement between the template and the real pulse.

limit in this example is at 1V. Below this limit the pulse behaves like it is expected from
the linear regime. Using only samples of the pulse below this limit, it is possible to fit it
with the template. The amplitude of the template pulse is then used as the reconstructed
amplitude of the pulse.

Figure 5.17: Example of a truncated template fit. The samples of the real pulse are shown
in black. For the fit, only the samples below the truncation limit, shown in blue, are used.
The amplitude of the scaled template pulse in green is then used as the reconstructed
amplitude of the saturated pulse.

Parametric fit: The parametric model of the pulses, introduced in sec. 4.2.3, can of
course also be used to directly fit pulses. Since the pulse shape of pulses of the same
type is expected to be constant within the linear regime of the detector, the template
fit with only two parameters for the pulse (time shift and scaling of amplitude) is the
preferred option compared to the six parameters of the analytical model. In the scope
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of this thesis, the parametric model is only used to fit the averaged template pulses
to create completely noise free standard events. It is listed here as an option for the
amplitude reconstruction for the sole purpose of completeness.

5.2.3 Calibration

After all selection criteria have been applied, the spectrum of reconstructed amplitudes
needs to be calibrated. There are two types of calibrations in CRESST: The gamma calib-
ration, translating the reconstructed amplitudes from volts into energies in electronvolts,
and the neutron calibration, used to determine the light yield of different event types.

5.2.3.1 Gamma calibration

The gamma calibration is converting the reconstructed amplitudes of pulses from a
voltage to energy units. This involves an intermediate step of correcting the reconstruc-
ted amplitudes for their time dependent behaviour, which is monitored with the test
pulses. This corrected amplitude is then calibrated using the response to a radioactive
source of known energy. Traditionally, a CRESST run contains a separate dataset for the
gamma calibration, in which a 57Co source is placed in close vicinity to the experimental
setup. This source is removed after the calibration dataset. In the data analyzed in this
thesis, an 55Fe source was placed directly inside the detector modules in addition. This
source could not be removed and remained present for the entire run. The reasons for
this will be given in section 6.1.

The test pulse response: As already mentioned in 5.1.1, test pulses are heater pulses
that are periodically injected into the detector with various pulse heights. To reconstruct
the amplitude of test pulses in the data they are filtered with an OF created from a
test pulse template and the same NPS that is used for the creation of the particle OF.
The fixed values at which these pulses are injected is called Test Pulse Amplitude
(TPA), as already defined earlier. The initial voltage of the pulser is passed to a square-
rooter, ensuring a direct proportionality of this voltage to the electric power injected
into the heater. The mean value of the amplitudes at which pulses of a certain TPA
are reconstructed by the OF depends on the exact settings at which the detector is
operated. However, within the linear regime of the detectors the conversion factor from
TPA (injected voltage) to reconstructed voltage should be a constant (due to the square-
rooter of the injected voltage output). Figure 5.18 shows the spectrum of the injected
amplitudes (TPA) and the spectrum of reconstructed amplitudes (TP OF amplitudes).
The reconstructed amplitude of the higher test pulses are not equally spaced because
these pulses are high enough to start saturating and thus have a different detector
response then the one in the linear regime.
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(a) Spectrum of voltages injected by the heater.
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(b) Spectrum of voltages reconstructed by an
OF created for test pulses.

Figure 5.18: Comparison between injected and reconstructed voltages of test pulses.

Furthermore, the reconstructed amplitudes are subject to the energy resolution of the
detector and therefore show a smearing around their mean value. Another effect that
causes a smearing of reconstructed amplitudes is the time dependence of the detector
response. The stability cut removes time periods in which the detectors moved too
far from their operating points. Still, as explained in 5.2.1.3, drifts of the operating
point over time (within 3σ of the control pulse heights) can occur. This leads to a drift
in the reconstructed amplitudes of all pulses. The time dependent variation of the
reconstructed test pulse amplitudes within the background dataset can be seen in fig.
5.19. This behaviour is monitored with the Test Pulse Response (TPR), which is created
via Gaussian kernel smoothing of each separate amplitude. The kernel size for the
smoothing is variable, a typical choice is 0.5 h. An example for the TPR of a single file is
shown in fig 5.20.

Figure 5.19: Reconstructed test pulse amplitudes over time (in seconds). The red box
includes the lowest three test pulses of a single file. A close-up of this area can be seen
in 5.20.

Under the assumption that the reconstruction of amplitudes have the same time
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Figure 5.20: The reconstructed amplitudes of the lowest three test pulses over the meas-
uring time of a single file (black). The blue lines show the test pulse response (TPR),
which is created via Gaussian smoothing of each separate amplitude. At the 20 h mark
is an example of a particle event with a reconstructed amplitude of 0.6 V.

dependence for test pulses and particle pulses, the TPR can be used to correct the
drift of the amplitudes of particle events over time. This is done via an amplitude
transfer function, which is created in several steps, explained in the following example.
In fig. 5.20 an example of a particle event, reconstructed at an amplitude of 0.6 V, is
given. The TPR is evaluated at the exact timestamp of the particle event, depicted
by the red line in fig. 5.20. An amplitude transfer function is then created by using
a cubic spline interpolation between the crossing points of the red line and the TPR
(blue lines). An example of this is shown in fig. 5.21. The amplitude transfer function
basically maps the reconstructed amplitudes of the test pulses to their corresponding
TPAs (injected voltage). Accordingly, the reconstructed amplitude of a particle event
can be mapped onto a so-called Test Pulse Equivalent (TPE) amplitude, describing the
equivalent amplitude that would have to be injected via the heater to create a pulse
of the reconstructed amplitude at this particular timestamp. In other words: Pulses
of a given constant energy can have a time dependent change in their reconstructed
amplitude. The conversion from reconstructed voltages to a TPE amplitude corrects this
time dependend behaviour.

Energy calibration: This correction for the time dependent detector response is done
for every particle event. Afterwards, the spectrum of TPE amplitudes can be calibrated
using a radioactive source of known energy. The constant conversion factor translating
the corrected amplitudes in units of injected voltage to units of energy is called Convert
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Figure 5.21: Amplitude transfer function at the timestamp corresponding to the 20 h
mark in fig. 5.20. The reconstructed amplitude of the particle event of 0.6 V is mapped
onto the corresponding TPE amplitude.

Pulse height to Energy (CPE) factor. For the energy calibration of the data presented in
this thesis, an 55Fe source is used, which decays via an electron capture to its daughter
nucleus 55Mn. The vacancy in the K shell of 55Mn, left by the captured electron, is
then filled by an electron from a higher shell. The Kα and Kβ lines of the daughter
nucleus 55Mn are at 5.89 keV and 6.49 keV, respectively [101]. The spectrum of the
reconstructed amplitudes of the 55Fe events as well as the spectrum of the amplitudes
after the correction for the time dependence can be seen in fig. 5.22. The corrected
spectrum of TPE amplitudes is used for the energy calibration. In the detector used for
this example plot, the CPE factor extracted from the fit of the iron lines is 2.78 keV/V.
The pulses induced by the 55Fe events are already approaching the upper edge of the
transition curve of the TES and consequently suffer from some slight deviations from the
nominal pulse shape from the linear regime. This affects the amplitude reconstruction
of these pulses with the OF, which in turn leads to the data being not perfectly described
by a model of two Gaussian distributions, as can be seen in 5.22b. Assuming that the test
pulses with amplitudes close to the 55Fe lines are affected in the same way, the mapping
of amplitudes is still valid and can be used for the calibration. Looking at the transfer
function in fig. 5.21, it can be seen that at the amplitudes at which the calibration lines
are reconstructed (around 1.44 V and 1.54 V), the conversion between reconstructed
and injected voltage is just at the transition between a linear and non linear behaviour.
Therefore the calibration can still be considered valid.

In fig. 5.23, the spectrum used for calibration and a spectrum after all selection criteria
have been applied can be seen. The energy calibration is done before a conservative
linearity cut is perfomed, since it removes the iron lines from the spectrum.

In general, the light detector of a module is not calibrated with direct hits of the 55Fe
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(a) Spectrum of reconstructed amplitudes of
particle events from the 55Fe source.
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(b) Spectrum of TPE amplitudes of the 55Fe
events with a fit describing the Kα and Kβ lines
of the decay.

Figure 5.22: Reconstructed and corrected amplitudes of particle events from an 55Fe
source. The Kα and Kβ lines at 5.89 keV and 6.49 keV are used for the energy calibration
of the TPE spectrum. The resulting CPE factor of this calibration is 2.78 keV/V. The
slightly poor description of the data with two Gaussian distributions is due to the pulses
of these events being in the transition between the linear and the saturated regime of the
TES.
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(a) Calibrated energy spectrum before the con-
servative linearity cut.
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(b) Calibrated energy spectrum after all cuts.

Figure 5.23: Calibrated energy spectrum. a) Full spectrum, including the 55Fe lines. b)
Calibrated spectrum after all data selection criteria have been applied.

source, but using the scintillation light emitted by 55Fe events in the main absorber
(phonon detector). For that reason, the light detector is calibrated in terms of electron
equivalent energy units (keVee). The energy spectrum of the light detector is used for
the creation of the light yield plot as explained in the next section. The amount of energy
that is measured as scintillation light is typically only of O(1%) of the deposited energy
in the main absorber.

5.2.3.2 Neutron calibration

The main purpose of the neutron calibration is the estimation of the quenching factors
of the nuclear recoil bands (see 4.2.4). The light yield (LY) is defined as the ratio of the
energy deposited in the light channel in units of keVee, divided by the total amount of
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deposited energy in the phonon channel. By this definition, the events of the gamma
source used for the energy calibration in the section above have a light yield value of 1.
The incoming particles of the gamma source, as well as most radioactive backgrounds,
interact with the electrons in the main absorber, leading to a higher output of scintillation
light compared to nuclear recoils (quenching). CRESST is looking for interactions
between dark matter particles and nuclei, which makes it important to calibrate the
quenching factors of the detectors. Neutrons scatter on the nuclei in the main absorber
and are therefore suitable to calibrate the light output of nuclear scatterings. For this
purpose an AmBe source is used in CRESST.

The data of a CaWO4 detector is used4 to illustrate the neutron calibration. CaWO4 is
used in CRESST because of its good scintillating properties, allowing for a discrimination
of background events and potential dark matter events down to relatively low energies.

Figure 5.24 shows the data taken during a neutron calibration (taken from [63]). An
analytical description of the recoil bands can be found in [102] and [97]. The current
implementation in the CRESST analysis tools is described in [103]. The data obtained
during the neutron calibration populate the nuclear recoil bands with a high number of
events. This makes it possible to fit the analytical model of the bands to the data. The
fixed bands can then either be used to define a region of interest (ROI) for accepting
events of the background dataset, or the parameters of this fit can be used in a likelihood
framework; both will be described in 5.3.

Figure 5.24: Neutron calibration data and band fits for a CaWO4 detector. The 90%
boundaries for the e−/γ band are depicted in blue, the nuclear recoils off oxygen
(tungsten) is depicted in red (green). Picture taken from [63].

4The main absorbers of the modules analyzed in the scope of this thesis, whose results will be shown in
chapter 7 and which were used for the illustration of all analysis steps so far, are made of sapphire. This
material is a very weak scintillator and the light output during the data taking was too low to perform a
proper calibration. The overlap in light yield bands of e− recoils and nuclear recoils is too large to make
them distinguishable, so the step described in this section was omitted for these detectors.
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5.2.4 Efficiency

The estimation of the probability of particle events to end up in the final spectrum is
the last step of the low level analysis. In order to calculate dark matter exclusion limits
or extract dark matter signal parameters, the effect of the experimental response has to
be taken into account correctly. After doing so, the expected spectrum (see sec. 3.1.5)
and the experimentally measured spectrum, like the one shown in fig. 5.23b, can be
compared to each other. The experimental response describes the influence of the trigger
threshold and the selection criteria on the spectrum. Since these are individual for each
detector, it is also necessary to incorporate this correction in a comparison of the spectra
of different detectors with each other.

Basic approach: On a technical level, the survival probability of the particle events can
be obtained by performing a simulation. This is done by superimposing artificial events
onto the continuous stream of data. These are uniformly distributed over the analyzed
energy range and randomly distributed in time. The simulated data are then processed
by the same analysis chain as the real data. Since the amplitudes and timestamps of the
simulated events are known, the surviving fraction of events after triggering and after
applying the selection criteria can be extracted as a function of their energy. This energy
dependent surviving fraction of events can then be used as an estimator for the survivial
probability of real particle events.

Creation of events: The artificial events are created by superimposing a scaled pulse
template onto a random position in the data stream. The same pulse template that was
used for creating the OF should also be used for the simulation. An example for this is
shown in fig. 5.25, in which the pulse template is scaled to an amplitude of 0.25 V before
being superimposed to an EBL.

+ =

Figure 5.25: A random part of the stream (mostly EBLs) is superimposed with a scaled
template pulse (in this case the amplitude of the simulated pulse is 0.25 V) to create a
simulated event.

Due to the randomly distributed positions of the simulated pulses, not all of them are
superimposed to a clean EBL like in this example. Some of them are superimposed on
a real particle or a heater event, creating pile-up. Others are superimposed on parts of
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the stream that suffer from electronic or mechanical disturbances, or in unstable time
periods. With this approach all kind of artifacts are artificially created in a proportion
that is representative of the real data.

Correlated simulation: For a module with several channels, typically a correlated
simulation needs to be performed. The shift between pulses of the same event in different
channels has been determined by running the OF over triggered pulses as explained
in 5.2.1.4. This information can be used in the correlated simulation. If a pulse with
energy ES is simulated at a particular timestamp TS in the phonon channel, a pulse with
a quenched energy Q · ES (corresponding to the light output of a nuclear recoil) will be
superimposed on the light channel with a shift in time TS + tshi f t, corresponding to the
shift in samples determined by filtering the real events. Moreover, the timestamps can
be randomly drawn from an interval with a width that describes the spread of samples
around the mean tshi f t of the shift between channels.

Energy range and conversion to simulated amplitudes: Obviously, the simulation is
limited to energies within the linear regime of TES. Above this energy, real pulses have a
different pulse shape than the superimposed pulses. Since the selection criteria contain
a linearity cut, this is not a problem.

The choice of the energy range that should be simulated is done in units of the true
energy of incoming particles, from here also called simulated energy. The simulation of
a single event then follows several steps, which are the exact reverse order in which the
energy of a real reconstructed event is determined: The energy of the event is randomly
drawn from a uniform distribution between zero and the upper boundary of the energy
range. Afterwards the timestamp is randomly selected from the entire length of the
dataset. At this point of the simulation, the information of the TPR created beforehand
is needed. The simulated energy is divided by the CPE factor to create a simulated TPE
amplitude. This value is then mapped to a simulated amplitude via the inverse of an
amplitude transfer function, which is obtained by evaluating the TPR at the timestamp
of the simulated event, as explained above. The value of the simulated amplitude is now
used to scale the template pulse before actually superimposing it to the data. If the OF
is applied to the simulated event, the reconstructed amplitude should be equal to the
simulated amplitude within statistical fluctuations. Furthermore, if this reconstructed
amplitude is converted into units of energy via the calibration process described above,
the resulting value should be equal to the simulated energy within the resolution of the
detector.

Choice on the number of events: The total number of simulated events should be large
enough to have a sufficiently high number of events at every energy in the simulated
range to reduce the influence of statistical fluctuations. On the other hand, if the number
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of simulated events gets too large, they spoil the simulation by piling up on each other.
If a higher number of simulated events in a certain energy region are needed, a separate
simulation can be performed to avoid pile-up. A typical choice for the generation of
simulated events is a frequency of 0.2 Hz.5

Estimation of trigger and cut survival probabilities: The simulated dataset is then
processed following the same steps as described above for the real dataset, starting
with the raw data processing. Before the data selection criteria are applied, a set of
reference events is defined. The surviving fraction of events is calculated with respect
to this reference dataset. This set excludes all pile-up of simulated events with each
other, since in these cases it is not possible to extract an unambiguous energy dependent
survival probability (both events generally have different energies). All other pile-up of
simulated events with real particle events or with heater pulses remain in the reference
dataset. All events that did not trigger during the raw data processing are still included
in the dataset, but marked as not triggered. This is obviously necessary to calculate the
trigger efficiency. Moreover, in the real data, during the event building every event
is checked for coincidences with heater pulses. If there is a heater pulse timestamp
anywhere within the record window around the triggered sample, the pulse always gets
tagged as a heater event. This means in the real data there can be heater pulses that have
a pile-up with a particle pulse, but never vice versa. This needs to be considered when
calculating the trigger efficiency. This is done by checking every event in the reference
dataset for both attributes:
1) The event has been triggered, and
2) The event is not coincident with a heater pulse.
Only then is the simulated event tagged as a triggered particle event. The list of triggered
events is then subjected to all other selection criteria. The energy dependent survival
probability of events after triggering and after the selection criteria have been applied
can be seen in fig. 5.26.

The trigger efficiency as a function of energy can be analytically expressed as a
convolution of a step function (constant value of the trigger threshold in units of voltage)
with a Gaussian distribution describing the energy resolution of the detector, resulting
in the following equation:

f (E) =
1− p1

2
·
(

1 + er f
(

E− Ethr√
2σthr

))
+ p2 (5.8)

The parameters of this function are the trigger threshold in units of energy, Ethr, the
energy resolution at the threshold, σthr, the constant fraction of sub-threshold pulses that
survives the trigger due to pile-up, p2 and the deviation from a 100% trigger efficiency,

5As an example, with a total measuring time of 3773 h, this leads to a total number of a little more than 2.7
million simulated events. With a linear regime from 0 to 1.2 keV, this results in an average of about 2264
simulated events per eV, which is an adequate number.
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Figure 5.26: Energy dependent surviving fraction of simulated events after triggering
(black) and after the selection criteria (red).

p1. The latter is caused by the dead time of the trigger, mostly due to heater pulses. A fit
of this function to the trigger efficiency is shown in fig. 5.27, the fit parameters are listed
in the first column of tab. 5.1.

Table 5.1: Parameters of the trigger efficiency fit with and without including a cut
removing inaccurately reconstructed events (Risetime (RS) cut), see fig. 5.29.

Parameters Fit values Fit values after RS cut

Ethr (eV) 52.2 52.3
σthr (eV) 7.4 7.5
p1 (%) 23.10 22.65
p2 (%) 0.2072 0.0023

Corrections: As described above, the reconstructed amplitude of simulated pulses
should be equal to the simulated amplitude at which the pulse was superimposed, at
least within the resolution of the filter. In some rare cases it can happen that a simulated
event with a small energy is superimposed on a larger real particle event. If the difference
in amplitudes between simulated and real event is large enough, the presence of the
small pulse is not identified and the event is not removed by the selection criteria in the
same way as other pile-up events get removed. In principle this also happens in the real
data. The problem that these events cause for the simulation arises in their reconstructed
energy. The small pulse will be considered as triggered, even if its simulated amplitude is
way below the threshold, distorting the fit by artificially rising the flat pedestal described
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Figure 5.27: Fit of the trigger efficiency (eq. 5.8) to the surviving fraction of pulses after
triggering.

by parameter p2 in eq. 5.8. To mitigate this effect, an additional cut can be performed
when creating the list of triggered events. This cut is based on the difference between
the known timestamp of a simulated event and the actual timestamp at which the event
was triggered. If the timestamps differ by more than two times the risetime (RS) of a
pulse, it can be assumed that the pulse that fired the trigger was not the simulated event
and is therefore removed. This affects only a very small number of events, as illustrated
in fig. 5.28.

Figure 5.28: The reconstructed amplitudes of simulated events plotted against their
simulated amplitude follows the identity function. The width of the band reflects the
filter resolution. The events in black are wrongly reconstructed due to a coincidence
with a real particle event. They are removed by a cut on the trigger timestamp.
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The effect of removing these outliers is mostly important for a small number of events
below the threshold. The difference this creates for the fit of the trigger efficiency is
shown in fig. 5.29. The results of the fit are included in tab. 5.1.
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Figure 5.29: Fit of the trigger efficiency (blue) to the fraction of triggered events (black)
and a fit of the trigger efficiency (yellow) to the fraction of triggered events after removing
wrongly reconstructed events (red). This cut mostly affects the fraction of sub-threshold
events surviving the trigger and has only minor influence on the other parameters of the
trigger efficiency fit.

A comparison of the surviving fraction of events after all selection criteria with and
without the removal of the wrongly reconstructed events is shown in fig. 5.30.

The effect of this cut is even smaller for the total surviving fraction of events after both
triggering and the selection criteria. Since it mostly affects events below the threshold,
which are not considered for the calculation of exclusion limits or for a dark matter
signal claim it has only a minor impact on the results of a dark matter analysis.

A remark on how the survival probability is applied:
The estimation of the survival probability is necessary to compare the energy spectra of
different detectors with each other. The most accurate method to correct the measured
spectra with their respective survival probabilities would be a deconvolution of the
spectrum with an analytical description of the final survival probability. Since there is no
generally valid analytical description of the final survival probability (in contrast to the
trigger efficiency, which is described by eq. 5.8), this is not possible. Instead, each bin of
the energy spectrum is divided by the value of the corresponding bin of the histogram
of the surviving fraction of events after all cuts.

For the calculation of exclusion limits or the extraction of dark matter signal para-
meters the correction is instead applied to the expected theoretical differential energy
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Figure 5.30: The fraction of events surviving all selection criteria (black) and the surviving
fraction of events after removing the wrongly reconstructed events (red). The effect of
this cut is mostly negligible.

spectrum. The most accurate way of doing this would be to perform a separate
simulation for each dark matter mass individually and use the surviving spectrum of
events as the experimental expectation. A faster alternative is to simulate a single box
spectrum, as it was described in this section, which is then scaled according to each
dark matter mass by weighting it with the corresponding dark matter spectrum. For
the calculation of competitive exclusion limits or a dark matter signal claim, the more
resource intensive method of performing individual simulations for each dark matter
mass should be considered, but in most cases the method of re-weighting a simulated
box spectrum is sufficient and more sustainable.

A technical remark:
The simulated events are not actually physically added to the real data. The CDAQ
data of a normal measuring campaign in CRESST takes several O(10 TB) of disk space.
Instead of creating a copy of the CDAQ data containing the simulated events, all relevant
parameters of the simulation are saved in a single file, including the timestamps and
the simulated energies and simulated amplitudes. These are then superimposed on the
CDAQ data on-the-spot only during the processing of the data. This is an efficient way
that allows for the creation of several independent simulations without the need for an
enormous amount of disk space.
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5.3 High level analysis

With the final energy spectra and the survival probabilities it is possible to search for
potential dark matter signals in the data. In the case of no statistically significant signal
present in the data, an exclusion limit on the cross section is calculated for the range
of dark matter masses the experiment is sensitive to (see sec. 5.3.1). In the case of the
presence of a signal, a positive analysis can be performed to extract the parameters of
interest and check the statistical significance of the signal (see sec. 5.3.2) by fitting the
expected dark matter spectrum to the data. The free parameters of interest in this case
are the dark matter mass and the interaction cross section of dark matter with ordinary
matter.

5.3.1 Limit Calculation

For the limit calculation there are two different statistical approaches that are commonly
used: The Yellin method and the Likelihood method. Both methods will be explained in
the following sections, along with their advantages and disadvantages.

The range of dark matter masses in which the exclusion limit should be calculated has
to be predefined in both cases. The lower boundary of this range is given by the detector
threshold. The endpoint of the dark matter recoil spectrum is decreasing as a function
of the dark matter mass (see sec. 3.1.5). Consequently, the expected number of events
above the fixed energy threshold of a dataset decreases by reducing the dark matter
mass. Eventually, at a certain mass Mmin the expectation goes to zero, setting a natural
limit to the mass range the experiment is sensitive to. The upper boundary is mainly set
by the maximum of the energy that can be reconstructed. In section 3.1.5 it can be seen
that for a given energy range the total number of events has a turning point at a certain
mass after which it decreases with an increasing dark matter mass. This is due to the
fixed value of the dark matter density in our galaxy. By increasing the dark matter mass,
the number of particles in a defined volume has to decrease to keep the dark matter
density at the correct value. As a consequence also the number of interactions has to
decrease. Therefore, the expectated number of events in the energy interval given by
the final energy spectrum (created in the low level analysis) drops for increasing dark
matter masses, reducing the sensitivity to these masses. Since the CRESST-III detectors
are optimized for a low mass range, the exclusion limits are not competitive with other
experiments at high masses and are therefore typically stopped at O(1 GeV - 100 GeV).
The limits calculated in the scope of this thesis are calculated for masses up to 10 GeV.

In all methods explained in the following, the upper limit on the cross section has to
be calculated separately for each mass in the given range of masses defined before. The
mass range is therefore divided into sufficiently small steps. The limit is then drawn as
an interpolation between the defined mass points.
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5.3.1.1 Yellin method

This method is based on the work of S. Yellin [104], in which he describes a way to
calculate upper limits in the presence of unknown backgrounds. This already points
out the big advantage of this method: There is no need for an understanding of the
background. Instead, all events are treated as a potential signal event, which in general
leads to more conservative limits than likelihood methods. At the same time this is
also a disadvantage of this method. In case there is partial or full knowlegde about
the background, it can not be included in the calculation. The Yellin method is also
constrained to the calculation of limits and no positive analysis can be performed in this
framework.

Region of interest (ROI): Since most detectors have the possibility to discriminate
e−/γ events from nuclear recoils, based on the light yield explained in 5.2.3.2, the
definition of a ROI can be used to exclude events from the e−/γ bands from the yellin
limit calculation beforehand. To reduce the overlap of the bands at low energies, usually
parts of the nuclear recoil bands are cut as well. Of course this needs to be taken into
account in the calculation of the expected energy spectra. As an example for a CaWO4

detector, the ROI is chosen from the mean of the oxygen band down to the 99.5% lower
boundary of the tungsten band [63]. This can be seen in fig. 5.31.

Figure 5.31: Example for the region of interest of a CaWO4 detector. Only the events
below the mean of the oxygen band (red dashed line) and the 99.5% lower boundary of
the tungsten band are accepted (yellow region). Picture taken from [63].
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The Yellin maximum gap method: The basic idea is to find the biggest gap xmax in the
data. A gap xi is herewith defined as the integral of the expected energy spectrum (for a
given dark matter mass) in the energy range between two consecutive events at energies
Ei and Ei+1:

xi(σDM, mDM) ≡
Ei+1∫
Ei

dR(σDM, mDM, E)
dE

dE (5.9)

With the fixed dark matter mass mDM and the interaction cross section σDM. An
illustration of this is given in fig. 5.32.

Figure 5.32: Illustraton of the Yellin maximum gap method. A gap is the integral of the
expected spectrum inbetween to consecutive events. Plot taken from [104].

The value of xi thus describes the discrepancy between the expected number of events
in the energy range [Ei,Ei+1] and zero observed events. Once the maximum gap xmax,obs

is found, a limit on the cross section can be calculated. For a given mass, the cross section
σDM in eq. 5.9 can be pulled out of the recoil rate dR

dE and the integral as a linear scaling
factor. It is shown in [104], that the probability of observing an xmax < xmax,obs for a given
σDM,C.L. can be calculated fully analytically. This probability defines the confidence level
at which the cross section should be excluded. A typical choice is to set the confidence
level to 90%. This means that, assuming dark matter exists with the given mass mDM

and cross section σDM,C.L. = σDM,90%, identical experiments would find a value smaller
than xmax,obs in 90% of the cases. Consequently, the interaction cross section σDM,90% sets
the upper limit for the given dark matter mass mDM.
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The Yellin optimum interval method: For the actual limit calculation, an extention
of the maximum gap method is often used. While the maximum gap method looks
for energy intervals with zero events, the optimum interval method looks for energy
intervals including exactly n events. The number of events in the interval can be any
number between zero (maximum gap) and the total number of observed events N. Then,
following the same idea as before, it is possible to calculate the cross section at which
the discrepancy between the observed number of events n and the expected number of
events can be excluded with a certain confidence level.

The optimum interval method includes a numerical evaluation to obtain the number
for n that leads to the strongest exclusion limit at the desired confidence level6. The
optimal number n can generally be different for different confidence levels. After the
desired confidence level (typically 90%) has been chosen, the numerical algorithm finds
the best choice of n, which leads to the strongest upper limit and calculates the cross
section σDM,90% based on this choice of n.

5.3.1.2 Likelihood method

An alternative way for the determination of exclusion limits is the use of a maximum
likelihood fit. The choice of a ROI is not required in a likelihood framework, since
all backgrounds are described by a parametrized model. The possibility to inlcude
the knowledge about the background usually leads to more stringent limits, which in
general is the preferable option. The main difficulty in applying a likelihood method is
that a valid model of the background needs to exist, which is not always the case. If such
a model exists and is described by the parameters Θb, then the events of the measured
energy spectrum of a detector should follow a probability density function (pdf), ρ,
that can be described as the sum of the dark matter signal, ρDM, and the background
contribution, ρb:

ρ(E, LY|mDM, σDM, Θb) = ρDM(E, LY|mDM, σDM) + ρb(E, LY|Θb) (5.10)

This function depends on the dark matter parameters (mass mDM and cross section
σDM), the energy E, and the light yield LY and the background parameters Θb. Since
the limit calculation is performed stepwise for each mass of the predefined mass range,
the dark matter mass parameter mDM can be dropped in the following. This two
dimensional pdf is used when both channels (phonon and light) are available. In the
cases in which no information of a light channel is available the same concept applies,
just without the LY parameter. For simplicity the light yield will be left out in this

6As an example: Assume 10 events with an equal distance of 10 eV to each other in an energy range from
50 eV to 150 eV. Given a particular model describing an expected distribution of events, the exclusion
limit calculated from an interval containing 0 events (maximum gap, n = 0) might be weaker than an
exclusion limit calculated from a comparison of the total number of expected events in this energy range
with the observed number of events (optimum interval with n = 10).
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section. A detailed description of the two dimensional pdf and its implementation can
be found in [97].

The likelihood function L(σDM, Θb) is now defined as the probability of observing the
measured distribution of events in energy E (and LY in the 2D case), given a certain set of
parameters σDM,Θb. Maximizing this likelihood therefore provides the set of parameters
that most likely leads to the observed energy spectrum.

In both cases, the positive analysis (discovery case) and the negative analysis (limit
calculation), the first step is to determine the set of parameters describing the data the
best, denoted σ̂DM and Θ̂b.

A technical note: Instead of maximizing the likelihood function L(σDM, Θb),
it is common practice to minimize the negative logarithm of the likelihood
−ln(L(σDM, Θb)) ≡ nLL(σDM, Θb). The main reason for using the logarithm is to
turn the product of small numbers that appears within the likelihood function into a
sum and thereby avoiding numerical precision problems. The maximization is then
turned into a minimization simply because of the broad availability of minimization
algorithms.

To calculate exclusion limits, a so-called likelihood ratio test is carried out:

λ(σDM) =
L(σDM = fixed, ˆ̂Θb)

L(σ̂DM, Θ̂b)
(5.11)

The denominator here is the aforementioned result of the best fit of the maximum
likelihood with σ̂DM and Θ̂b being the best estimators for the free parameters. This is
put in relation with the conditional maximum likelihood, in which only the background
parameters, also called nuisance parameters, are left free (denoted as ˆ̂Θb) and the dark
matter cross section has a fixed value (σDM = fixed). All combinations of parameters
always lead to a likelihood value smaller than (or equal to) the maximum likelihood
of the best fit, so the likelihood ratio is always 0 ≤ λ(σDM) ≤ 1. This value can be
translated into a statistical significance via a test statistic qσDM :

qσDM =

−2 · ln(λ(σDM)) , σ̂DM > σDM, f ixed

0 , σ̂DM < σDM, f ixed

(5.12)

The value of qσDM is quantifying the agreement of the model of the best fit (with σ̂DM)
and the model with σDM = f ixed. The probability of receiving a qσDM equal or larger
than the observed one qσDM ,obs, under the assumption that σDM = f ixed is the true value,
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is given by the p-value, which is defined as the integral over the probability distribution
function of qσDM ( f (qσDM | σDM)):

pσDM =

∞∫
qσDM ,obs

f (qσDM | σDM)dqσDM (5.13)

The smaller the value for pσDM , the less likely the true model is described by
σDM = f ixed. The statistical significance Z in units of standard deviations of a Gaus-
sian distributed variable can be written in dependence of the p-value, using the probit
function:

Z = Φ−1(1− pσDM) =
√

2 er f−1(1− 2pσDM) (5.14)

A higher Z in this context means an increased statistical significance of the best fit
result for σ̂DM in comparison to the fixed value. Wilk’s theorem [105] postulates that
f (qσDM | σDM) follows a half χ2-distribution. Using this theorem, it is shown in [106]
that the statistical significance Z can simply be written as (see also app. A.5):

Z =
√

qσDM (5.15)

With eq. 5.14 the significance Z can be calculated for the desired confidence level.
Typically 90% is used, corresponding to a p-value of pσDM = 0.1(= 1− 0.9). To find the
fixed cross section σDM,90% that is excluded with the significance Z90%, the following
relation needs to be fulfilled (using eq. 5.11 and 5.12 in 5.15):

Z90% =

√√√√−2 · ln
(
L(σDM,90%, ˆ̂Θb)

L(σ̂DM, Θ̂b)

)
(5.16)

Once Z90% and the maximum likelihood of the best fit L(σ̂DM, Θ̂b) are determined,
this effectively turns into a root search. Written in terms of the negative logarithmic
likelihood:

nLL(σ̂DM, Θ̂b)−
Z2

90%
2

= nLL(σDM,90%, ˆ̂Θb) (5.17)

The left side is now a known constant number. The σDM,90% that fulfills this equation
sets the upper exclusion limit on the interaction cross section for a single dark matter
mass. This has to be repeated for all masses in the predefined mass ranged.

5.3.2 Positive analysis

If the data seem to contain a dark matter signal, there are two important questions to be
answered:
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1) What are the dark matter parameters that describe the data at hand the best?

2) How statistically significant is this result compared to the null hypothesis (no dark
matter signal present in the data)?

Both of these questions can not be answered with the Yellin method. Therefore a
positive analysis can only be done in a likelihood framework.

The approach is the same as in 5.3.1.2, apart from one difference: In the limit case
the numerator of the likelihood ratio test is given by the likelihood value of a fit with a
fixed non-zero cross section. The objective is to find the fixed cross section that excludes
the cross section obtained from the best fit with a pre-chosen statistical significance. In
the positive analysis, the numerator in the likelihood test is instead given by the null
hypothesis, in which the fixed cross section is set to zero. Thus, the result of the best fit
is compared to a model containing no dark matter signal, but only background. The
objective is to calculate the statistical significance of the best fit compared to the null
hypothesis. Equations 5.11, 5.12 and 5.15 are changed accordingly to:

λ(0) =
L(σDM = 0, ˆ̂Θb)

L(σ̂DM, Θ̂b)
(5.18)

q0 =

−2 · ln(λ(0)) , σ̂DM > 0

0 , σ̂DM < 0
(5.19)

Z =
√

q0 (5.20)

This way, the statistical significance Z of the signal can be extracted. In particle physics,
a significance of Z ≥ 3 is called evidence. For a discovery claim, a significance of Z ≥ 5
is required.
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Chapter 6

Observations of the Low Energy Excess

The content of this chapter was published as a collaborative effort in the proceedings of the 14th
International Workshop on the Identification of Dark Matter 2022 (IDM2022) (see [107]), of
which I was one of the corresponding authors. My original contribution to this work is the idea
to study and compare the time dependencies of the low energy excess rate with each other and
with detectors of the previous measurements. I had a major contribution to the developement of
the analysis tools used to create the results shown in this chapter.

The module design of the CRESST-III phase, described in 4.2, allowed to reach un-
precedented low energy thresholds of less than 100 eV. During the first data taking
campaign of CRESST-III an excess of events was observed that exceeded the expected
flat background, first described in [63] and shown in fig. 6.1.

Figure 6.1: First observation of the low energy excess in CRESST in the first measurement
campaign of CRESST-III. Picture taken from [63].

Similar excesses were observed in all detector modules in the same measurement, as
well as the subsequent measurement campaign. Moreover, many other low-threshold
experiments observed steep rises of the event rate at energies below 1 keV as well.
These include experiments making use of phonon signal collection (EDELWEISS [78, 61],
NUCLEUS [108, 109], SuperCDMS-HVeV [110, 62], SuperCDMS-CPD [111]) or charge
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readout with CCD-sensors (DAMIC [74], SENSEI [66]). An extensive summary can
be found in the report of the first EXCESS Workshop [112]. The presence of this Low
Energy Excess (LEE) is the main limitation for further improvements of the dark matter
sensitivity at low masses. It is therefore of great importance to identify the origin of
these events and minimize their presence. For this reason, CRESST applied a number
of modifications to the detector modules, each of which was implemented to test a
specific hypothesis about the possible origin of the LEE events, described in 6.1. The
observations acquired with these modified modules are presented in 6.2, including a
comparison of the energy spectra of several modules. Furthermore the time dependence
of the LEE rate is compared between different modules. The conclusions that can be
drawn from these obervations are given in 6.3.

This chapter is summarizing the status of the LEE investigations in CRESST as presen-
ted in [107], including data from November 2020 until July 2022. The focus lies on the
comparison of different detector modules. A more in-depth analysis of the LEE in one of
the detectors will be covered in 7.5.2, additionally including data taken after July 2022.

6.1 Modifications of modules

There are various hypotheses on possible sources of the excess events. Many of them
could be tested by applying specific changes to the standard module design of the
CRESST-III detectors. To test dependencies relating to the target material, several
different crystals materials were used. In addition to CaWO4, also Al2O3 (Sapphire),
LiAlO2 and Si were used for the bulk detectors (main absorbers). The light detectors
consisted mostly of Silicon on Sapphire (SOS) or pure Si. To study effects coming from
the holding structure of the detectors, some of the CaWO4 sticks were replaced by Cu
sticks. Moreover, in some modules the sticks were completely removed and replaced by
bronze clamps to examine effects coming from the point-like connection of the sticks in
comparsion to the broader contact area of the clamps. The scintillating foil inside the Cu
housing was removed in some detectors in order to study if events originating in the foil,
which are not seen by the light detector, could be present. In addition to exchanging the
scintillating holding sticks and removing the foil, one fully non-scintillating module was
constructed by using Si for both, the bulk and the light detector. Since silicon is a non-
scintillating material, the light detector in this module was obviously not operated to
detect scintillation light of events in the main absorber, but to check for coincident events
between the two detectors. After the appearance of the LEE in the first measurement
campaign, a low-activity 55Fe was integrated directly into the detector modules. This
allowed for a fast and accurate calibration at low energies. The drawback of placing
a radioactive source in the detector modules is an elevated background level, which
was an acceptable compromise since the main focus of these measurements was to
investigate the origin of the LEE rather than obtaining competitive dark matter limits.
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An overview of all modules that are compared in this chapter is shown in tab 6.1 [107].
Some example pictures of the modified modules are shown in fig. 6.2.

Table 6.1: Overview of the modified modules that are compared in this chapter. Table
taken from [107].

Module Material Holding Foil Mass (g) Threshold
(eV)

Si2 Si Cu No 0.35 10
Sapp1 Al2O3 Cu No 16 157
Sapp2 Al2O3 Cu No 16 52

Li1 LiAlO2 Cu Yes 11 84

TUM93A CaWO4
2 Cu

Yes 24 54
+ 1 CaWO4

Comm2 CaWO4 Bronze
Clamps

No 24 29

(a) Sapphire crystal with
Cu sticks.

(b) Fully non-scintillating Si
module with Cu sticks.

(c) CaWO4 crystal with bronze
clamps.

Figure 6.2: Some examples of the modified modules in which the scintillating foil was
removed.

6.2 Observations

As described in 5.1.1, a typical CRESST data taking run contains different datasets, most
importantly the gamma calibration, the background dataset and the neutron calibration.
In the case of the run presented in this chapter, there are additional background-like
datasets to test certain effects on the LEE rate.
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The following sections follow a naming convention defined by the days after the first
cool down of the cryostat:

• BCK: dataset between gamma and neutron calibration (day 90 - 380)

• PostCal: dataset after the neutron calibration (day 410 - 430)

• AWU: dataset after a warm up of the cryostat to 60 K (day 495 - 670)

6.2.1 Energy Spectra

Two of the detectors had a change in their operating point after the first weeks of the
measurement. Therefore, for the comparison of the measured energy spectra, a subset of
the BCK dataset of 105.4 days is used. The resulting energy spectra can be seen in fig.
6.3.
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Figure 6.3: Comparison of the energy spectra of the detector modules listed in tab.
6.1. All spectra are corrected with their corresponding survival probabilities (see 5.2.4).
Figure taken from [107].

Independently of the crystal materials or the holding structures, the LEE is present
in all detectors. On top of that, the sapphire detector Sapp2 shows a bump-like feature
at about 180 - 190 eV, which will be discussed in more detail in 7.5.3. Comparing the
spectra in a common energy range of 60 to 120 eV (avoiding the bump in Sapp2), the
rate differs by up to one order of magnitude between the detectors. The difference goes
up to two orders of magnitude, when the spectra are scaled with the detector mass,
suggesting that the rate does not scale with the mass of the detectors. The Si2 detector
has the highest specific rate (scaled by measuring time and mass), even though it has by
far the lowest mass.

Based on these observations, a common single particle origin like dark matter or
external radiation is disfavoured.
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6.2.2 Pulse shapes

Previous works on the data analysis of the first CRESST-III run could not find any
significant deviation of the pulse shape of the LEE events to the pulse shape of particle
interactions in the detectors ([113], [114]). Additionally, the definition of the trigger
threshold (see 5.1.4) does not allow for high numbers of noise triggers. Nevertheless,
to exclude noise triggers or electronic artifacts as an origin of the excess events, pulse
templates of the LEE events of the detectors shown in this chapter were created and
compared to the analysis templates containing the expected pulse shapes from particle
interactions. The creation of the analysis pulse templates was already explained in
5.1.3. Similarly, the LEE templates are created by averaging pulses of the energy range
starting from the threshold up to two times the energy resolution of the detector above
the threshold. For the comparison, only the averaged LEE templates are used instead
of additionally performing a fit of the analytical pulse model, as it is done for the
analysis templates. Figure 6.4 shows the comparison of the averaged LEE templates of
all detectors with the analysis template for regular particle interactions.

(a) TUM93A. Shown in [107]. (b) Comm2. (c) Si.

(d) Sapp1. (e) Sapp2. (f) Li1.

Figure 6.4: Comparison of averaged LEE pulses with analysis pulse shape templates for
particle interactions, showing that the excess consists of valid pulses in all detectors.

The comparison shows that the averaged pulses of the low energy events in all
detectors follow the same shape of particle events. This implies that the majority of these
pulses can not be electronic artifacts or noise triggers.
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6.2.3 Time dependence

Already during the first two measurement campaigns of CRESST-III, a time dependent
decrease of the rate of the low energy excess could be observed (see fig. 6.5).

(a) CaWO4 detector from first CRESST-III run. (b) Sapphire detector from second CRESST-III
run.

Figure 6.5: A decaying rate over time of the LEE could be observed already during the
first two measurement campaigns of CRESST-III. Plots as presented in [115].

For the current run, a more systematic study of this effect was performed. A decreasing
rate of the LEE over time could be observed again in all detectors. For the comparison
of several detectors a common energy range of 60 to 120 eV is chosen. This choice
of the lower boundary was imposed by the detector with the highest threshold, the
upper boundary was chosen in order to exclude the bump in the Sapp2 module. Due
to their higher thresholds, the detectors Sapp1 and Li1 are therefore not included in
this comparison. The data are binned in time intervals of one week, corresponding
to a measuring time of about 150 h. Each data point shows the number of measured
events in the defined energy range, corrected by the measuring time and the detector
dependent signal survival probability.

The decrease of the rate can be described with an exponential decay and a flat com-
ponent R(t) = A · exp(− t

τ ) + C, which is used as a fit function to extract the decay times
of the individual detectors. The data points and the fit functions are shown in fig. 6.6a,
the resulting decay times τ of each of the detectors can be seen in 6.6b. The decay times
agree with each other within their uncertainties (standard error) and result in a mean
decay time of τBCK = (149 ± 40) days.

Figure 6.5b already indicates that the decay of the LEE rate seems not to be influenced
by the neutron calibration that was performed during the data taking of the second
CRESST-III run. To confirm this observation, the PostCal dataset was taken after the
neutron calibration of the current run, which is shown in fig. 6.7. No visible influence
on the rate could be observed in any of the detectors.

The EDELWEISS collaboration reported an observation of an increase in the rate of
heat-only events above 5 keV after an increase of the cryostat temperature during the
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Sapp2 TUM93A Comm2 Si2
Detector

0

50

100

150

200

250

De
ca

y 
tim

e 
(d

ay
s)

BCK

(b) Resulting decay times in the dif-
ferent detectors.

Figure 6.6: Decreasing rate over time in the BCK dataset and the corresponding decay
times with a mean of (149 ± 40) days [107].
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Figure 6.7: The neutron calibration has no visible influence on the rate in all detectors
[107].

measurement [116]. Despite the different energy range of this observation, CRESST
started to perform a systematic study of this effect. In a first test, the cryostat was warmed
up to a temperature of 60 K. After being cooled down back to operation temperature, the
data taking was resumed. A strong rise in the event rate of the LEE could be observed in
all detectors, which again could be described by an exponential decay over time and a
constant flat component. Two additional warm up tests to lower temperatures of 600
mK and 200 mK had no influence on the rate. This choice of temperatures was based on
the transition temperatures of different materials connected to the detector and sensors.
The AWU data and fit function can be seen in fig. 6.8a and the resulting decay times in
fig. 6.8b.

The decay times of the rate in different detectors do not fully agree with each other
within their uncertainies, but follow the common trend of decaying much faster com-
pared to the BCK dataset, with a mean decay time of τAWU = (18 ± 7) days. An increased
rate after a consecutive warm up and cool down of the cryostat is a strong argument
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Figure 6.8: Decreasing rate over time in the AWU dataset and the corresponding decay
times with a mean of (18 ± 7) days [107].

against a radioactive origin of the low energy events in general (external and intrinsic
radioactivity). In addition to that, dark matter interactions can also be excluded by the
same argument.

Additional warm up tests to different temperatures were conducted after July 2022.
The results of these tests is not included in this chapter, but will be discussed in 7.5.2,
focusing on the excess in a single detector.

6.3 Conclusions on the LEE

To summarize the observations presented in this chapter:

• The LEE is present in all detectors and none of the detector modifications has a
significant impact on its presence.

• The rate does not scale with the mass of the detector.

• The pulse shape of events contained in the excess is the same as for particle events.

• An exponential decay of the rate over time can be observed in all detectors.

• The rate is significantly increased after warming the cryostat up to 60 K, which is
decaying much faster than before the warm up.

• Warm up tests to 600 mK and 200 mK did not have a visible effect on the rate.

Based on these observations, some hypotheses on major contributions to the LEE can
be excluded: dark matter interactions and external radioactivity is disfavoured by the
varying absolute rate in different detectors and due to the increase of the rate after a
warm up of the cryostat. The warm up effect additionally excludes intrinsic radioactivity.
The averaged pulse shapes of the LEE events rule out noise triggers or electronic artifacts
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as a main component. Scintillation light can be excluded as a source, since the excess is
also present in the fully non-scintillating modules.

There is still a variety of possible options that are under further investigation. Some
crystal intrinsic effects related to the material can not be excluded. Sensor related
effects, such as stress created by the TES film deposition are another possibility. Despite
the LEE being present independently of the holding structure, holding induced stress
could still account for the excess, which is supported by recent observations by the
SPICE/HeRALD Collaboration, in which the excess rate was increased by artificially
increasing the holding related stress on the detectors [117].

The current R & D in CRESST is focused on preparing detector modules for the next
measurement campaign that can adress these specific open possibilities.

The following chapter will include more details about the time dependence of the LEE
rate and time dependent changes in the energy spectrum describing the excess in the
Sapp2 module specifically, including also the effects of warm up tests to 3.5 K and 30 K.
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Sapphire analysis

Sapphire (α-Al2O3) is used as a target material in CRESST already since the first phase
of the experiment [118]. The choice for this material is based on the good cryogenic and
phonon transport properties. On top of that, the presence of nuclear spin 5/2 in 27Al
nuclei allows for a spin-dependent dark matter interaction search [119].

CRESST already achieved very low background levels in the first phase. In order to
further reduce the backgrounds, there was the need to be able to discriminate between
nuclear and electron recoils. This could be done by simultaneously measuring the
scintillation light of interactions in the crystal. Therefore in the second stage CRESST-
II, the detector material was replaced by CaWO4 [120] due to its good scintillation
properties1. From a variety of different scintillating crystals, CaWO4 showed a high
light yield at low temperatures and no observable reduction of the light yield for events
near the crystal surface [121]. Another reason for this choice for the target material was
that the A2 dependency of the cross section (see sec. 3.1.2) could be exploited by using a
heavy element like tungsten, making CaWO4 an excellent material for CRESST-II.

At very low recoil energies, which can be probed in the third stage CRESST-III,
the discrimination power between electron and nuclear recoils starts to break down.
Furthermore, when looking for light dark matter masses, target nuclei with smaller
masses are favourable due to the kinematics of the scattering. Therefore, the use of
sapphire crystals becomes an interesting alternative to CaWO4 again. On top of that,
after the LEE was observed during the first CRESST-III measurements in detector
modules with sufficiently low thresholds (all CaWO4 crystals), sapphire and several
other materials were chosen to test for any material dependencies of the LEE.

The second CRESST-III run included two 15.9 g sapphire modules in a Cu housing,
covered with scintillating foil and held by CaWO4 sticks. For the third run, whose
analysis is presented in this work, the same two sapphire modules were measured again,
but the foil was removed and the CaWO4 sticks were replaced with Cu sticks to create a
fully non-scintillating housing.

This chapter will present the results of the analysis of the sapphire modules of the
third CRESST-III run, in the following called Sapp1 and Sapp2. The first section (sec. 7.1)

1Al2O3 also has scintillating properties, although much weaker than CaWO4.
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will show some particularities of the noise distribution of the sapphire modules and
discuss the influence it has on the calculation of the trigger threshold. This is followed
by a short section containing all relevant numbers and plots concerning the analysis of
the sapphire modules (sec. 7.2). The next section (sec. 7.3) will present the results of
the neutron calibration. Since pure sapphire crystals are only very weakly scintillating,
the electron and nuclear recoil bands are not well distinguishable. Nonetheless the
neutron calibration contains interesting results regarding a possible new method of
energy calibration. The energy calibration of the light detector of Sapp2 for an individual
dark matter analysis is presented in sec. 7.4. Afterwards, sec. 7.5 discusses the calibrated
energy spectra, starting with a comparison of the spectra between different runs. After
this, the focus lies on the Sapp2 module, which has the better performance. The spectrum
of this module shows a peak at an energy of about 190 eV. Possible origins of this peak
are discussed in 7.5.3. Finally, a detailed study of the LEE in this module is presented in
7.5.2. The last section of this chapter will show the results of a dark matter analysis (sec.
7.6).

7.1 Noise distribution

As explained in detail in sec. 5.1.4, the calculation of the trigger threshold is based
on the choice of an accepted number of noise triggers. The number of noise triggers
as a function of the threshold can be described analytically following the general eq.
5.4. Assuming that the samples of filtered noise traces follow a Gaussian distribution,
this can be written as eq. 5.6, which is typically used for calculating the threshold. A
clear deviation from a purely Gaussian distribution is apparent from the distribution of
samples of filtered EBLs in the two channels (phonon and light) of both modules (Sapp1
(fig. 7.1) and Sapp2 (fig. 7.2)).
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(a) Phonon channel of Sapp1 with a Gaussian
fit.
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(b) Light channel of Sapp1.

Figure 7.1: The distribution of samples of filtered noise shows deviations from a Gaussian
distribution in both channels of the Sapp1 module.
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(a) Phonon channel of Sapp2 with a Gaussian
fit.
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(b) Light channel of Sapp2.

Figure 7.2: The distribution of samples of filtered noise shows deviations from a Gaus-
sian distribution in both channels of the Sapp2 module. The deviation is much less
pronounced compared to the Sapp1 module.

This deviation from Gaussianity poses a problem for the standard way of calculating
the trigger threshold. The first point to adress is the question whether this deviation is
caused by pulses that survived the cleaning process of the EBLs or if this is caused by
actual noise samples. This has an influence on how to treat this effect.

Hypothesis 1: There are very small pulses hidden in the noise that cannot be removed
from the list of EBLs by cleaning the data. In this case the noise can still be considered to
follow a Gaussian distribution P(x) (as in sec. 5.5). Additionally a pollution distribution
F(x) is introduced. Assuming now that in a single filtered EBL d− n samples follow
P(x) and n samples follow F(x), the orignal equation for Pd(xmax) (eq. 5.4) has to be
modified accordingly:

Pd(xmax) =
(d− n)!

1!(d− n− 1)!
· P(xmax) ·

 xmax∫
−∞

F(x)dx

n

·

 xmax∫
−∞

P(x)dx

d−n−1

+
n!

1!(n− 1)!
· F(xmax) ·

 xmax∫
−∞

F(x)dx

n−1

·

 xmax∫
−∞

P(x)dx

d−n
(7.1)

Hypothesis 2: There are different sources of noise, following different distributions.
In this case the equation for the distribution of the noise can be modified: P(x) =

G(x) + F(x) (two sources). It is again assumed that at least one of them follows a
Gaussian distribution (G(x)) and one of them is considered to be a pollution distribution
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(F(x)). If this is inserted into eq. 5.4, the distribution of maxima of the filtered EBLs can
be written as:

Pd(xmax) =
d!

1!(d− 1)!
· (G(xmax) + F(xmax)) ·

 xmax∫
−∞

(G(x) + F(x))dx

d−1

(7.2)

In the first case, there is a clear separation of the contributions the different distri-
butions have on the distribution of the maxima, Pd(xmax). Therefore the threshold can
be chosen individually following either of these contributions. This is important for
modules that turn out to actually contain small pulses in the noise. In these modules
the choice of the threshold is based only on the contribution coming from the Gaussian
noise P(x), as will be shown later for the light channel of the Sapp2 module.

In the second case, the separation is only possible on the level of the distribution of
filtered noise samples. After applying eq. 7.2 the contribution of different sources of
noise can not be distinguished anymore and the calculation of the threshold is based on
the combination of these contributions. Taking a closer look at the EBLs of the phonon
channels in the sapphire modules, no hints on the presence of small pulses can be found.
Instead, the EBLs of Sapp1 contain a big amount of spikes, as shown in fig. 7.3 as an
example, while the EBLs of Sapp2 generally show some unsteady behaviour. An example
of this can be seen in fig. 7.4.

Figure 7.3: Sharp upward spikes are present in the noise of the Sapp1 phonon channel.

At the time of this study, only a limited subset of the trainig set was available (figures
7.1 and 7.2). Repeating the same steps with the exposure of the full training set reveals
that only a small fraction of EBLs caused deviations from the Gaussian behaviour in the
phonon channel of Sapp2. Therefore the standard way of calculating the threshold could
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7.1 Noise distribution

Figure 7.4: The noise in the Sapp2 phonon channel shows a fluctuating and generally
unsteady behaviour.

be used. The outcome can be seen in the figures used in section 5.1.4, which are showing
the data of the Sapp2 module.

For the Sapp1 module, since the deviations from a Gaussian distribution seem to be
caused by the spikes shown in 7.3 rather than from small pulses, the model P(x) in eq.
7.2 is used to calculate the threshold. Therefore the spikes are considered as part of the
noise, and thus are included in the noise trigger rate considered for the definition of the
threshold.

A combination of two Gaussian distributions is chosen as a function describing the
distribution of filtered noise samples. The first Gaussian distribution should be centered
around zero with a standard deviation σ1, describing the "standard" noise. The first
distribution is not perfectly centered around zero, but has a slight negative shift. This is
likely caused by spikes being present in the pretrigger range influencing the linear fit
that is used to correct the offset of pulses (baseline offset). Therefore the mean of the first
Gaussian distribution is left as a free parameter, µ1. The second Gaussian distribution
is centered around a positive mean, µ2, describing the upward spikes with standard
deviation σ2 and an amplitude described as a fraction of the first Gaussian distribution,
f :

P(x) =
1√

2πσ1
· e
−
(

x−µ1√
2σ1

)2

+
f√

2πσ2
· e
−
(

x−µ2√
2σ2

)2

(7.3)

As can be seen in fig. 7.5, this function describes the distribution of the samples
reasonably well.
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Figure 7.5: The distribution of filtered noise samples in the phonon channel of Sapp1 can
be described with two overlapping Gaussian distributions.

Inserting this into eq. 7.2 leads to:

Pd(xmax) =
d · Ad
√

2π
·

 1
σ1
· e
−
(

xmax−µ1√
2σ1

)2

+
f

σ2
· e
−
(

xmax−µ2√
2σ2

)2


·

1 + f
2

+
er f
(

xmax−µ1√
2σ1

)
2

+ f ·
er f
(

xmax−µ2√
2σ2

)
2

d−1 (7.4)

Figure 7.6 shows the distribution of maxima of a large set of filtered EBLs of the phonon
channel of the Sapp1 module. The distribution is fit with both analytical functions,
the standard one based on a simple Gaussian noise (see eq. 5.6) and the modified
function based on the noise sample distribution following a combination of two Gaussian
distributions (eq. 7.4).

The fits perform comparably well. A threshold calculation is done based on both of
them and compared in the following. For this, the integral over each of the distributions
is calculated and scaled with the exposure corresponding to the number of EBLs used
for the creation of the histograms shown in fig. 7.6, as shown in eq. 5.7. For this integral,
the amplitude distribution of eq. 7.4 is corrected for the center of the first Gaussian
distribution being slightly off zero (correction for µ1). The resulting curves describing
the noise trigger rate as a function of the threshold and the thresholds for one noise
trigger per one kg day can be seen in fig. 7.7.

In the case of this dataset, taking the deviation of the noise sample distribution
from standard assumptions into account only has a minor effect on the threshold. The
increase from 9.56 mV to 9.61 mV is less than 0.6%. In terms of energy this translates to
a change from 186.7 eV to 187.6 eV, which is a negligible difference. There is a difference
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(a) Standard analytical distribution of the noise
samples following a simple Gaussian distribu-
tion (eq. 5.6).
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tions (eq. 7.4).

Figure 7.6: Maxima distribution of filtered EBLs of the Sapp1 module with different
analytical fits performing equally well.

(a) Threshold calculation based on the stand-
ard method, assuming a Gaussian distribution
of filtered noise samples.

(b) Threshold calculation taking deviations
from a single Gaussian distribution of the
filtered noise samples into account.

Figure 7.7: Threshold calculation for Sapp1 based on a) the standard noise distribution
(single Gaussian distribution) and b) a modified noise distribution (two Gaussian distri-
butions). The threshold based on the modified noise distribution is less than 0.6% higher
than the threshold based on the standard method.

between this value and the one shown in chapter 6 and in [107], in which 157 eV is used
as a threshold. The lower number is based on an older analysis, which has since then
been re-evaluated and cross checked, which led to the higher value that is used in this
chapter.

Sapp2 light detector: An independent full dark matter analysis is also done for the
light channel of Sapp2. For this reason also the distribution of samples of filtered EBLs of
this detector (fig. 7.2b) is investigated in detail. In this case the right tail of the sample
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distribution clearly shows an exponential behaviour. Therefore the pollution distribution
is described as:

F(x) = A · e
−

x
λ (7.5)

with x ∈ [0, ∞). Inspecting the EBLs describing this exponential tail, a lot of very
small pulses can be seen in the noise. An example of an EBL containing small pulses is
shown in fig. 7.8.

Figure 7.8: The noise in the Sapp2 light detector contains a high number of very small
pulses. This example contains three pulses, as indicated by the arrows.

These events could not be removed by cuts on the data. Therefore, the threshold
is calculated based on eq. 7.1, which can be used to disentangle the contribution of
the Gaussian noise P(x) to the distribution of amplitudes of the filtered EBLs from
the exponential pollution F(x). Substituting eq. 7.5 into eq. 7.1 leads to the following
expression:

Pd(xmax) =
(d− n)√

2πσ
· e−

(
xmax√

2σ

)2

·

1
2
+

er f
(

xmax√
2σ

)
2

d−n−1

·
(

Aλ ·
(

1− e−
xmax

λ

))n

+ nA · e−
xmax

λ ·

1
2
+

er f
(

xmax√
2σ

)
2

d−n

·
(

Aλ ·
(

1− e−
xmax

λ

))n−1

(7.6)

Figure 7.9 shows the distribution of maxima of the filtered EBLs. This distribution can
not be fitted under the standard assumption used in eq. 5.6. Instead, a fit with eq. 7.6
describes the data rather well.
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(a) A fit with the standard analytical distribu-
tion based on the noise samples following a
simple Gaussian distribution (eq. 5.6).
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(b) Analytical description based on the noise
following a Gaussian distribution including
an exponential component as pollution distri-
bution (eq. 7.6).

Figure 7.9: Distribution of maxima of filtered EBLs of the Sapp2 light channel with
different analytical fits. a) The fit under standard assumptions performs poorly. b)
Including an exponential pollution term significantly improves the fit.

The first term of eq. 7.6 describes the case in which the maximum of the filtered EBL
belongs to the Gaussian noise and therefore represents the actual distribution of noise
amplitudes from which the noise trigger rate can be calculated, while the second term
describes the case in which the maximum of a filtered EBL belongs to the exponential
pollution distribution and is therefore caused by a small pulse. The contribution of the
Gaussian noise to the fit shown in fig. 7.9b can be seen in fig. 7.10a. The noise trigger
rate as a function of the trigger threshold is shown in fig. 7.10b. If the threshold is
determined for one noise trigger per one kg day of data, based on the fit containing
both, the Gaussian noise and the exponential pollution, a value of 66.12 mV is found.
Considering that the exponential pollution is formed by small pulses, the actual noise
trigger rate needs to be determined considering only the contribution of the Gaussian
noise to the fit. By doing this, a much lower threshold of only 27.50 mV is found. In
terms of energy this corresponds to a threshold as low as 6.2 eV.

7.2 Analysis details

The standard analysis of Sapp2 is already shown in great detail in chapter 5. The analysis
of the Sapp1 module follows the same steps. This section gives a short overview over
the analysis steps of Sapp1 and compares them to Sapp2. Furthermore some plots not
shown in the general analysis chapter are included in this section. The analysis of the
light channel of Sapp2 as an individual detector will be covered in a separate section.

Templates: Figure 7.11 shows all templates used in the analysis of the detectors presen-
ted in this work. A general trend that can be seen is that pulses in the phonon (PH)
channel are slower than pulses in the light (L) channel. The shape of the heater pulses
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(a) Contributions of the Gaussian component
in orange and the exponential pollution
(small pulses) in blue to the fit of the maxima
distribution of filtered EBLs in black.

(b) Threshold determination considering the
total maxima distribution in black, leading to
the trigger threshold shown in red. If only trig-
gers from the Gaussian noise are considered,
the noise trigger rate follows the orange line.
The trigger threshold in this case is shown in
green.

Figure 7.10: The determination of the trigger threshold corresponding to one noise trigger
per one kg day of data of the Sapp2 light detector is based on the Gaussian contribution
to the maxima distribution of filtered EBLs. a) The contributions of Gaussian noise and
the exponential pollution to the maxima distribution fit. b) The threshold determined
only from the Gaussian distribution and from the total of both contributions.

are designed to match the pulse shape of the particle events, which is needed for the ana-
lysis since the correction for the time dependence of the reconstruction of amplitudes of
pulses is based on the assumption that particle and test pulses behave similarly. Indeed
it can be seen that the differences in the pulse shape of particle and test pulse events are
not very large for a given channel. Lastly, the templates for the light channel of Sapp1
were not fit with the analytical model. The pulses in this channel show an extremely
fast behaviour, which makes it more difficult to find good starting parameters for the fit.
Since the performance of the Sapp1 module was overall inferior to the other detectors
(high threshold and resolution) it was decided to just use the averaged pulse templates.

Noise power spectra: Figure 7.12 shows the NPS for both channels of the sapphire
modules. In Sapp1, the phonon channel shows strong fluctuations at frequencies higher
than 100 Hz, which could be caused by the fast spikes. Otherwise the noise behaves
quite similar in both channels. In Sapp2, the light channel shows a much higher level
of noise than the phonon channel at higher frequencies, which is likely caused by the
presence of the small pulses described in sec. 7.1.

Optimum filters: The OF for particle and test pulses for both channels of the sapphire
modules are shown in fig. 7.13. In Sapp1, the fluctuations of the NPS of the phonon
channel are also reflected in the filter kernel. The filters of the light channel of Sapp1
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(a) Sapp1 particle templates for both channels.
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(b) Sapp2 particle templates for both channels.
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(c) Sapp1 test pulse templates for both chan-
nels.
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(d) Sapp2 test pulse templates for both chan-
nels.

Figure 7.11: Particle and test pulse templates for phonon and light channels of the Sapp1
and Sapp2 modules.
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(a) Sapp1 NPS for both channels.
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(b) Sapp2 NPS for both channels.

Figure 7.12: Noise power spectra for both channels of the Sapp1 and Sapp2 modules.

have a rather flat behaviour, caused by the similarity in frequency space between the
fast pulses and the noise. Effectively this means the filter is not very efficient, and the
signal-to-noise ratio is only minimally improved by using the filter in this channel.
Nevertheless it can be used for the amplitude reconstruction of pulses. In Sapp2, the
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higher level of noise in the light channel leads to a stronger surpression of higher
frequencies compared to the phonon channel.

101 102 103

Frequency (Hz)

10 10

10 9

10 8

10 7

10 6

10 5

10 4

Po
w

er

Particle PH
Particle L

(a) Sapp1 particle filters for both channels.
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(b) Sapp2 particle filters for both channels.
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(c) Sapp1 test pulse filters for both channels.
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(d) Sapp2 test pulse filters for both channels.

Figure 7.13: Particle and test pulse filters for phonon and light channels of the Sapp1 and
Sapp2 modules.

The threshold calculation was covered in the previous section. Table 7.1 contains the
resulting values for the trigger thresholds in units of reconstructed voltage and energy.
Also listed are the energy resolutions at threshold and the CPE factors of both modules.
The values listed for the Sapp2 light channel (Sapp2-L) are the ones used in the analysis
of this channel as an individual detector, discussed in sec. 7.4.

Table 7.1: Thresholds, energy resolutions and energy conversion factors of the relevant
channels of the sapphire modules in the background (BCK) dataset.

Module Threshold
(mV)

Threshold (eV) Resolution
(eV)

CPE
(keV/VTPE)

Sapp1 9.6 187.6 28.3 2.00
Sapp2 19.4 52.2 7.4 2.786

Sapp2-L 27.5 6.2 1.0 0.0113
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The following list contains the cuts and selection criteria used in the analysis of the
sapphire modules, most of which are explained in detail in 5.2.1:

• Preselection of files

• Stability cut

• Muon coincidence cut

• Baseline difference cut

• Baseline RMS cut

• Delta voltage cut

• Trigger cut

• Only in Sapp1: OF maximum position cut
After leaving the maximum search of the optimum filter free, a cut on the position
of the OF amplitude in the record window helps to remove some of the spike
events mentioned in sec. 7.1 that survived the trigger.

• Cut on resolvable energy range:
Before creating the TPR, a cut on the range of test pulse amplitudes that should
be included is performed. This range is defined by the TPA up to which an
unambigous mapping between TPA and reconstructed amplitude of test pulses is
possible. The OF returns the same value for the reconstructed amplitude of test
pulses above the saturation limit, rendering a mapping to specific TPA impossible.
Analogous to this, the list of particle events is cut at the TPE value corresponding
to that TPA. This value should be above the calibration lines, since otherwise the
standard way of performing an energy calibration would not be possible.

• Linearity cut

• OF RMS cut

Analogous to what is shown for the Sapp2 module in sec. 5.2.3, the calibration lines
and the final cleaned spectrum of Sapp1 can be seen in fig. 7.14.

The resolution in the Sapp1 module is not good enough to resolve the two calibration
lines of the 55Fe source.

Finally, the curve describing the surviving fraction of events after triggering and after
applying the selection criteria in Sapp1 can be seen in fig. 7.15. The fit describes the
trigger efficiency (eq. 5.8), as explained in 5.2.4. The fit values are listed in tab. 7.1.
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(a) Calibrated energy spectrum. The lines of
the 55Fe source can not be distinguished.

Energy (keV)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2

E
n
t
r
i
e
s

0

5

10

15

20

25

30

35

40

45

(b) Calibrated and cleaned energy spectrum.

Figure 7.14: Calibrated energy spectrum of Sapp1. a) Full spectrum, including the 55Fe
lines, which are not well resolved in this module. b) Calibrated spectrum after all data
selection criteria have been applied.

Simulated Energy (keV)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

S
u
r
v
i
v
i
n
g
 
F
r
a
c
t
i
o
n

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

(a) Survival probability of events after trigger-
ing (black) and after applying all selection cri-
teria (red).

Simulated Energy (keV)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

S
u
r
v
i
v
i
n
g
 
F
r
a
c
t
i
o
n

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

(b) Fit of the trigger survival curve.

Figure 7.15: Surviving fraction of events in Sapp1 a) after triggering and after all selection
criteria have been applied and b) a fit of the trigger efficiency to the surviving fraction of
pulses after triggering.

7.3 Neutron calibration peak

Sapphire crystals are weak scintillators. This can be seen in fig. 7.16, showing the light
yield plot of the bck dataset of Sapp2.

The light signal produced by events in the main absorber is very low and the recon-
struction in the light channel of these events has a poor energy resolution. This leads
to a strong smearing of the light yield of these events. The nuclear and electron recoil
bands mentioned in 5.2.3.2 are strongly overlapping, making it impossible to distinguish
between them. Therefore, there is no light yield information included in the dark matter
analysis of the sapphire modules.

Unfortunately, there is limited useable data from the neutron calibration of the Sapp1
module, due to strong instabilities that could not be mitigated during the data taking.
Thus, the focus of this section will be only on the Sapp2 module. Even though no useful
information could be extracted by performing a band fit, the neutron calibration data
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Figure 7.16: Light yield plot of the bck dataset of Sapp2. Interactions in the main absorber
(phonon channel) of the 55Fe source at around 5.9 keV and 6.5 keV produce only very
little to no light signal in the light detector. In this way, the calibration of the light output
in units of keVee has a very poor energy resolution. This leads to the light yield being
smeared from zero up to a value of 5 and no clear centering around a light yield of 1
is identifiable, making a distinction of nuclear and electron recoils at lower energies
practically impossible.

contain a very interesting feature, shown in fig. 7.17 that could potentially be used for
an improved low energy calibration.
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(a) Light yield plot of the neutron calibration
dataset of Sapp2.
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(b) Energy spectrum of the neutron calibration
dataset of Sapp2.

Figure 7.17: Light yield plot and energy spectrum of the neutron calibration dataset
of Sapp2. As explained above, the light output of events is too small to extract useful
information from a band fit. The accumulation of events visible at around 1.1 keV might
be explained by nuclear recoils resulting from a γ emission that follows the capture of a
thermal neutron on 27Al.

The peak at around 1.1 keV in fig. 7.17 could be explained by nuclear recoils induced
by a γ emission, which follows after the capture of a thermal neutron on 27Al. The CRAB
Collaboration proposed to use this technique on CaWO4 for an accurate calibration of
nuclear recoils at the energy scale of O(100 eV) in [122]. A more detailed description of
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the process can be found in [123]. The basic principle is the capture of a thermal neutron
in the nucleus, which creates a compound nucleus in an excited state. The de-excitation
of this nucleus typically happens via the emission of γ-rays and conversion electrons,
mostly in the form of cascades. In some cases, this de-excitation can also happen directly
to the ground state by emitting only a single γ that carries the entire energy of this
process. Depending on the target nucleus, these energies are usually in the order of
O(MeV). These de-exitations under emission of a single γ with energy Eγ lead to a

monoenergetic peak in the nuclear recoil spectrum with a kinetic energy of ER =
E2

γ

2·MNc2 ,
where MN is the mass of the compound nucleus. These energies of the recoiling nuclei
ER are typically in the order of O(100eV).

The target nuclei need to fulfill certain criteria to make this technique useful for a low
energy calibration:

• A high natural abundance of the isotope in question, Yab

• A high cross section for the capture of thermal neutrons, σn,γ

• A high branching ratio for single-γ transitions, Is
γ

In [122] and [123], detector crystals containing different suitable isotopes of W and
Ge are considered. Simulations on these materials show that clear peaks in the nuclear
recoil spectrum should be measurable. First experimental proof on a CaWO4 crystal
was published by the CRAB and NUCLEUS collaborations in [124] and by the CRESST
collaboration in [125]. The aluminum isotope 27Al in sapphire (Al2O3) crystals also has
appropriate properties for this technique. The key parameters are listed in tab. 7.2 below.

Table 7.2: Properties of 27Al. A high natural abundance, high thermal neutron capture
cross section and a high branching ratio for single-γ de-excitation make it a suitable
isotope to observe the effect explained above. All numbers are taken from [126, 127, 128]
except for ER, which is calculated from the Q-value.

Isotope Yab σn,γ Is
γ Q-value ER

27Al 100% 0.23 barn 26.81% 7724 keV 1144 eV

A simplified simulation, assuming an energy dependent resolution and a 100% branch-
ing ratio for single-γ de-excitations Is

γ, provided by the CRESST simulation group shows
a clearly visible peak in a sapphire crystal, see fig. 7.18 [129]. The energy resolution
at the position of the peak is 12.7 eV. The simulation was performed with the Geant4
based simulation software ImpCRESST [130]. It should be noted that the position of the
neutron source in this simulation is closer to the detectors than for the real data shown
in this chapter.
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Figure 7.18: Simulated spectrum of a neutron calibration of a sapphire crystal. Simulation
of 5 · 108 neutrons, assuming a branching ratio for single-γ de-excitations of Is

γ= 100%
and an energy resolution of 12.7 eV at the position of the peak [129].

For a more realistic simulation this peak would have to be rescaled with the true
branching ratio of 26.8%. The other 73.2% of events would produce a spectrum below
the peak describing the γ-cascades, which are not considered here. Moreover, the true
energy resolution of the sapphire detector shows a strong dependence on the energy, as
can be seen in the following. This means that the real data, in which the peak is expected
to have a lower intensity and a worse resolution, are not expected to reproduce the ideal
simulated spectrum shown in fig. 7.18.

The measured spectrum of the neutron calibration is scaled by the corresponding
exposure and binned in 2 eV bins. Each bin is then corrected by the survival probability
of events in this energy bin, determined by a simulation following the steps explained
in sec. 5.2.4. The resulting histogram can be seen in fig. 7.19. To fit the spectrum a choice
has to be made on the empirical fit function. For simplicity, a single function can be
chosen to describe the LEE in this case. The bump of unknown origin at around 190
eV, as well as the peak at around 1.1 keV are fit with a Gaussian distribution. The full
function is given by:

R(E) =

(
A · e−E/λ + B · E−k + C + ∑

i=B,P

Di√
2πσi

· e−
1
2

(
E−µi

σi

)2
)
·Θ(E− Ethr) (7.7)

For the fits shown in this section, either the exponential or the power law term is used.
The flat component of the spectrum is described by the parameter C. The two Gaussian
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distributions describe the bump (B) and the peak (P). Each fit is performed once with
and once without a Gaussian component describing the peak P. The improvement of
adding a peak to the fit can be seen in the corresponding reduced χ2. All fits are shown
in fig. 7.19 and the resulting parameters are listed in tab. 7.3.

(a) Power law and two Gaussian distributions
(χ2

red = 1.17).
(b) Power law and one Gaussian distribution
(χ2

red = 1.26).

(c) Exponential and two Gaussian distribu-
tions (χ2

red = 1.30).
(d) Exponential and one Gaussian distribution
(χ2

red = 1.35).

Figure 7.19: Different fit models for the spectrum are used. All fits contain a Gaussian
component to account for the unknown bump at around 190 eV and a flat component.
The LEE is either fit with a power law (top) or with an exponential (bottom). An
additional Gaussian distribution describing the potential neutron peak is once included
in the fit model (left) and once not included in the fit model (right).

The fit generally performs better if the LEE is described by a power law. Independ-
ently of the description of the LEE, the fit improves by adding a peak describing the
neutron capture induced nuclear recoils. Both fits (power law and exponential) return
the same results for the position and width of the neutron peak within the uncertainties.
An independent analysis was performed within the CRESST analysis group using
an unbinned likelihood framework. For the likelihood analysis, the energy range
was reduced to exclude part of the LEE below the peak at around 190 eV and the
LEE was described by an exponential term. This analysis led to the same results for
position and width of the neutron calibration peak. A likelihood ratio test resulted in a
significance of 6.0 σ for this peak. This high significance justifies using this peak for calib-
rating the spectrum at low energies. This is the first time this effect is measured on Al2O3.
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Table 7.3: Fit parameters of the neutron calibration spectrum. All fits contain a flat
component describing the flat background and a Gaussian component to describe the
peak of unknown origin ("bump", B). The LEE is described either as a power law or an
exponential. In both cases the fit improves when a Gaussian distribution describing the
neutron calibration peak (P) is added to the fit.

Parameter
Power law Power law Exponential Exponential
with Peak no Peak with Peak no Peak

A (1/(keV kg d)) - - 80792 ± 3309 82703 ± 3522
λ (keV) - - 0.108 ± 0.005 0.105 ± 0.005

B (1/(keV1−k kg d)) 2247 ± 296 1816 ± 239 - -
k 1.17 ± 0.05 1.24 ± 0.05 - -

C (1/(keV kg d)) 1469 ± 464 2364 ± 374 4610 ± 207 4814 ± 192
DB (1/(keV kg d)) 865 ± 63 906 ± 65 727 ± 69 751 ± 71

µB (eV) 192 ± 1 192 ± 1 193 ± 1 193 ± 1
σB (eV) 18.9 ± 1.4 19.5 ± 1.4 17.0 ± 1.6 17.4 ± 1.6

DP (1/(keV kg d)) 300 ± 76 - 138 ± 58 -
µP (eV) 1125 ± 8 - 1125 ± 8 -
σP (eV) 32.4 ± 8.5 - 18.7 ± 8.6 -

χ2
red 1.168 1.255 1.296 1.352

The extracted position of the peak at (1125± 8) eV, though close to the predicted value
of 1144 eV (see tab. 7.2), does not match it within the uncertainty. This shows that the
accuracy of the calibration with the 55Fe lines might be slighty off at low energies in
this detector. Therefore, this peak is a suitable method to fine-tune the calibration of the
detector at energies around O(100 eV).

7.4 Calibration of the Sapp2 light channel: a new method

The light channel of the Sapp2 module can be used for an independent dark matter
analysis. For this analysis, the detector needs to be calibrated to direct hits of the
calibration source. Since these events lead to highly saturated pulses in this detector, the
calibration requires some additional steps compared to the standard energy calibration.

Dynamic range and calibration events: The amplitudes of the test pulses cover a range
from the threshold up to 0.5 V, shown in fig. 7.20a. This is still in the linear regime of
the detector. The direct hits of the 55Fe source are far above this value and lead to fully
saturated pulses. An example of such a pulse can be seen in fig. 5.17. The amplitude
of these pulses can only be reconstructed properly with a truncated template fit, as
explained in sec. 5.2.2. The spectrum of reconstructed amplitudes is shown in fig. 7.20b.
As can be seen, the amplitudes of the 55Fe events are reconstructed at very high values
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(above 20 V). As the range of test pulses ends at 0.5 V, a correction for the time dependent
behaviour of the detector response cannot be performed. In this case, the calibration
factor is directly applied to the reconstructed amplitudes of the template fit, omitting the
step of creating the time corrected TPE amplitudes (see sec. 5.2.3). A fit of the 55Fe-lines
leads to a calibration factor of 0.2726 keV/Vrec.
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(a) The test pulses cover a range from the
threshold up to about 0.5 V.
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(b) Spectrum of the template fit amplitudes.
The red line shows a fit of the 55Fe-lines to
obtain the calibration factor.

Figure 7.20: The amplitudes of the calibration events lie far above the range covered by
the test pulses. This makes a correction for the time dependent behaviour of the detector
response not possible at high energies.

Comparison of OF and fit amplitudes: The optimum filter has a better resolution for
the determination of pulse amplitudes, which makes it the preferred method for creating
the spectrum of amplitudes. A direct calibration of the OF amplitudes is not possible,
due to the 55Fe pulses being fully saturated. The calibration factor can only be obtained
based on the spectrum of the (truncated) fit amplitudes, shown in fig. 7.20b. If the energy
range of the spectrum is limited to a region in which both, the OF and the template fit
give identical results for the amplitudes of pulses, the calibration factor obtained from
the template fit can be applied to the OF amplitudes. In fig. 7.21 it can be seen that this
is the case below reconstructed amplitudes of 0.5 V. Thus, a cut is performed, limiting
the spectrum to values below a pulse amplitude of 0.5 V.

7.4.1 Vacuum ultra violet intrinsic luminescence of sapphire

A characteristic feature that can be seen in the LY plot of fig. 7.16 and in fig. 7.17a in
sec. 7.3 is the inverse proportionality of positive LY values to the energy in the phonon
channel (for LY > 0: LY ∝ 1/Ephonon). Figure 7.22 highlights some populations of events
following this behaviour.

This points towards an effect that leads to a constant energy of the light signals that
are formed in the main absorber, independently of the energy deposited in the phonon
channel. Figure 7.23 shows events that lead to a coincident signal in both channels,
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(a) OF amplitudes plottet against the template
fit amplitudes in an energy range including
the calibration lines.

(b) Zoomed in region of the amplitude com-
parison. Below 0.5 V, both methods return the
same amplitudes for the pulses. The events
deviating from the linear behaviour (below
the red line) are wrongly reconstructed due
to a different pulse shape. These events are
removed by the quality cuts later on.

Figure 7.21: A cut on the energy range, in which OF and fit amplitudes give identical
results, makes it possible to apply the calibration factor obtained from the fit to the
spectrum of the OF amplitudes, which has a better energy resolution.
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Figure 7.22: The light yield shows some populations of events (red and green) following
an inverse proportionality to the energy deposited in the phonon channel.

calibrated with the absolute deposited energies in both channels (in contrast to the
electron equivalent energy used for the LY). Indeed, it can be seen that events in the
main aborber lead to light signals with a constant energy, as indicated by the red box in
7.23a. Most of these events are in coincidence with 55Fe events in the phonon channel. A
zoomed in plot of this energy region, shown in 7.23b, reveals several substructures with
discrete energies in the light channel for both 55Fe lines, at 5.9 keV and 6.5 keV.

Due to the excellent energy resolution that can be achieved with the OF, three distinct

117



Chapter 7 Sapphire analysis

(a) At low energies, a constant amount of en-
ergy is seen in the light channel (red box), inde-
pendent of the energy deposited in the phonon
channel.

(b) A close-up of the 55Fe events in the phonon
channel reveals several substructures in the
energy distribution in the light channel.

Figure 7.23: Absolute energies of events in the phonon and light channel. Since the light
channel is considered as the detector of interest in this section, its energy is shown on
the x-axis, while the energy in the phonon channel is shown on the y-axis.

peaks can be seen in the spectrum. Their positions can be extracted by a fit with a sum
of three independent Gaussian distributions:

R(E) = ∑
i=1,2,3

Ai√
2πσi

· e−
1
2

(
E−µi

σi

)2

(7.8)

The fit of the spectrum is shown in fig. 7.24. Because the trigger efficiency affects the
shape of the distribution at the lowest energy, the left tail is not included in the fit. The
fit parameters are listed in tab. 7.4.
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Figure 7.24: Fit of eq. 7.8 to the peaks seen in the light channel in coincidence with events
of the 55Fe source in the main aborber.

The absence of an energy dependent scintillation light, preventing the separation
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Table 7.4: Fit parameters of eq. 7.8 from a fit to the histogram shown in fig. 7.24.

Parameter Peak 1 Peak 2 Peak 3

Amplitude Ai (a.u.) 1.879 ± 0.184 1.161 ± 0.191 0.554 ± 0.151
Position µi (eV) 9.73 ± 0.15 17.86 ± 0.23 25.77 ± 0.47

Resolution σi (eV) 2.65 ± 0.27 2.75 ± 0.42 2.86 ± 0.75

of the nuclear recoil bands from the e−/γ band, as explained earlier, is a sign of the
high purity of the crystals at hand. There is very little to no impurity-induced extrinsic
luminescence observed. On the other hand, it has been shown already in 1968 by
W.A. Runciman, that an intrinsic luminescence at about 165 nm is emitted by pure
sapphire crystals under irradiation with X-rays at low temperatures [131]. In this paper,
the comparison among different crystals shows that a higher level of purity leads to
higher intensities of this luminescence due to a strong absorption at this wavelength by
impurities. This was the first example of solid state luminescence in the vacuum ultra
violet (VUV)2. Since then, the intrinsic luminescence of pure and doped sapphire crystals
has been investigated in great detail. An extensive study of different luminescence
bands in sapphire in [132] interprets the origin of the 7.6 eV emission as the radiative
decay of self-shrunk excitons. It is shown that the emission spectrum of a highly pure
sapphire crystal is dominated by this 7.6 eV luminescence when it is excited with 6 keV
electrons at 8 K. Furthermore, it is shown that this luminescence can also be effectively
excited by synchrotron radiation with photon energies of 8.8 - 9.3 eV, just below the
energy gap of sapphire at Eg = 9.4 eV [132]. Another sharp increase of the intensity
is then seen at photon energies higher than 25 eV. This value describes the energy
threshold necessary to create an electron-hole pair in which the energy of the electron
is sufficient to form secondary excitations, known as the multiplication of electronic
excitations (MEE) [132]. These results are confirmed in numerous other publications, see
for example [133] and [134].

At the relatively high energies of the exciting photons of the 55Fe source, it can be
assumed that multiple emission photons are created by the MEE. If several of the
emitted photons (each with an energy of 7.6 eV) hit the light detector with a time
difference much smaller than the risetime of a pulse, their energies add up and are
seen in the detector as a single event with an energy equal to a multiple of the energy
of a single luminesence photon. Since the decaytime of this VUV emission is in the
order of O(ns) [132, 133, 134], while the risetime of pulses in the Sapp2 light channel
is between about 300 - 1000 µs, all luminescence photons can be considered as being
simultaneously emitted. The probability of a single photon to deposit energy in the

2Photons with wavelengths below the ultra violet range are called vacuum ultra violet, since they are
absorbed by oxygen in the air and hence need a vacuum to spread.
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light detector depends on several factors, one being the absorption probability in the
main crystal (phonon channel), which is small for pure crystals but might still have
an effect, especially for events emitted on the opposite side of the crystal (the side
not facing the light detector). Another factor is the solid angle of the light detector
with respect to the position of the emission in the main crystal. The probability of
measuring n ∈ {0, 1, 2, 3, 4, ...} photons in the detector simultaneously is then described
by a binomial distribution. The equally spaced peaks with decreasing amplitudes seen
in the spectrum in fig. 7.24 are therefore interpreted as the energy depositions of single
photons of 7.6 eV (first peak) and multiples of such (following peaks). The energy
calibration of this detector is based on the truncated template fit of the highly saturated
events of the 55Fe source in the detector, so small deviations of the fit values of the
position of the peaks given in tab. 7.4 are expected. Still, the distance of the peaks to
each other matches the expectation. On top of that, the overall energy scale is very close
to the expected values, confirming the validity of the standard calibration method.

Nevertheless, the presence of these peaks is an excellent opportunity to perform a fine-
tuning of the calibration at these low energies. Moreover this energy range is covered by
the test pulses, so the reconstructed amplitudes can be corrected for the time dependent
response, creating the TPE amplitudes in units of "injected" voltage (Vinj), which are
then calibrated with the peaks of the luminescence energy (see sec. 5.2.3). For the fit of
the calibration lines, four Gaussian distributions with equal distances, µ, between their
maxima and a constant energy resolution, σ, in this low energy regime are assumed:

R(E) = ∑
i=1,2,3,4

Ai√
2πσ

· e−
1
2

(
E−i·µ

σ

)2

(7.9)

The resulting fit is shown in fig. 7.25, the fit parameters can be seen in tab. 7.5.

Table 7.5: Fit parameters of the fit of eq. 7.9 to the histogram shown in fig. 7.25.

Parameter Fit value

Position µ (Vinj) 0.671 ± 0.04
Resolution σ (Vinj) 0.234 ± 0.04

Amplitude single γ A1 (a.u.) 97.99 ± 2.19
Amplitude two γ’s A2 (a.u.) 55.02 ± 1.29

Amplitude three γ’s A3 (a.u.) 24.68 ± 0.91
Amplitude four γ’s A4 (a.u.) 6.94 ± 0.55

The CPE factor obtained from this calibration is 0.0113 keV/Vinj. Multiplying the peak
position of the first peak with this factor gives E1γ = (7.58 ± 0.45) eV with a resolution of
σ = (2.64 ± 0.45) eV.
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Figure 7.25: Fit of eq. 7.9 to the peaks seen in the light channel formed by the intrinsic
luminescence of pure sapphire crystals in units of the time corrected TPE amplitude.

7.4.2 Final spectrum and efficiency

The same cuts are applied to clean the data as for the phonon channels of the sapphire
modules (listed in sec. 7.2). Since for this analysis only the light channel was triggered, a
trigger cut is not necessary. The cut on the energy range in which the OF and template
fit amplitudes give identical results is analogous to the linearity cut.

Figure 7.26 shows the calibrated energy spectrum after all selection criteria have been
applied.
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Figure 7.26: Calibrated and cleaned energy spectrum of the Sapp2 light channel.
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The survival probabilities of pulses after triggering and after applying the selection
criteria can be seen in fig. 7.27. The shoulder in the efficiency curves shown in fig. 7.27a
at around 0.1 keV emerges from a filter effect. The filtered output of a pulse contains
small side maxima, symmetrically distributed around the pulse, as can be seen in the
example of a filtered template pulse in fig. 5.3b (in sec. 5.1.3). The height of these maxima
is dependent on the amplitude of the filtered pulse. The amplitude of the side maxima
of control pulses corresponds to an energy of about 0.1 keV in this detector. After the
filter process, particle events with energies below this value that appear close enough
to a control pulse in time (before or after) can be hidden by one of these side maxima.
Effectively this reduces the trigger probability for particle events with energies below
0.1 keV, leading to the shoulder in the efficiency curve. The fit in fig. 7.27b describes the
trigger efficiency (eq. 5.8), as explained in sec. 5.2.4. The fit reveals a threshold of only
6.20 eV, and a resolution at the threshold of 1.03 eV (values also shown in tab. 7.1).
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(a) Survival probability of events after trigger-
ing (black) and after applying all selection cri-
teria (red). The shoulder at about 0.1 keV is
caused by a filter effect.
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(b) Fit of the trigger survival curve.

Figure 7.27: Surviving fraction of events in the Sapp2 light channel a) after triggering
and after all selection criteria have been applied and b) a fit of the trigger efficiency to
the surviving fraction of pulses after triggering.

7.5 Energy spectra

This section concentrates on the energy spectra measured in the detectors. First, the
spectra of different sapphire crystals are compared with each other, as well as the spectra
of the same crystals in different measurement campaigns. Afterwards, the focus moves
to the energy spectrum of the Sapp2 phonon channel. Especially the behaviour of the
Low Energy Excess and the peak at about 190 eV is studied in detail.

7.5.1 Comparison of spectra

As mentioned earlier in the introduction of this chapter, the same sapphire crystals were
used in two different runs in CRESST-III, in the following called Run35 and Run36. In
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Run35 the crystals were kept in a Cu housing, covered in scintillating foil and held by
CaWO4 sticks. In Run36 the foil was removed and the holding sticks replaced with Cu
sticks. The comparison of all spectra is shown in fig. 7.28. Included are the spectra of the
phonon channels of the sapphire crystals in both runs and the light channel of the Sapp2
module in the current run (Run36).

Figure 7.28: Comparison of different sapphire crystals in two different runs. Sapp1 (red)
and Sapp2 (black) were measured with identical designs in Run35. Both modules had
identical changes to their designs and were used again in Run36: Sapp1 (magenta) and
Sapp2 (green). The light channel of Sapp2 (blue) is analyzed as an individual detector
in Run36. The binning of the histograms is chosen to match the energy resolution at
threshold of each detector. All spectra are scaled by the respective measuring times
and detector masses. Additionally they are corrected by their individual signal survival
probabilities.

Comparison within Run35: Both modules have an identical design. A remarkable
difference in the rate can be seen in Run35, in which Sapp1 shows a much higher rate in
the LEE than Sapp2.

Comparison within Run36: The modules have again an identical design within Run36.
The phonon channels of Sapp1 and Sapp2 have very closely matching spectra in their
common energy range (defined by the higher threshold of Sapp1). The shape of the
Sapp1 spectrum seems to follow very well the shape of the peak in Sapp2 at about 190 eV.
The energy spectrum of the light channel of Sapp2 only has an overlap with the phonon
channel of Sapp2 in the range between about 52 eV to 130 eV. The light channel shows a
much higher rate than the phonon channel, when they are scaled with the mass of the
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(a) Comparison of all phonon channels. (b) Comparison of all spectra analyzed in
Run36 (this work), scaled only by the meas-
uring time.

Figure 7.29: Comparisons of the rates of a) only the phonon channels between Run35 and
Run36 and b) of the rates of all sapphire detectors analyzed in Run36 scaled only by the
measuring time. All spectra are corrected by their corresponding survival probabilities.

crystals and the measuring time, but a lower rate when only scaled by the measuring
time, shown in fig. 7.29b.

Comparison between Run35 and Run36: The comparison of the phonon channels
between the two different runs is shown in fig. 7.29a. Comparing the behaviour of a
crystal in two subsequent runs, Sapp1 has a much higher threshold in Run36. The rate in
the energy range above this threshold decreased by removing the scintillating foil and
CaWO4 holding sticks. On the other hand, Sapp2 has a lower threshold in Run36 and a
slightly increased rate compared to Run35.

Conclusions: The removal of the scintillating foil and the change from CaWO4 to Cu
of the holding sticks of the crystals had completely opposite effects on the rate in the
two compared crystals. Moreover, the LEE is still present in both detectors after this
change. This motivates that neither the foil, nor the scintillating holding sticks can be a
major source of the excess events. The spectra of the phonon channels match each other
in Run36. This could potentially mean that the differences between the two crystals in
Run35 were caused by the scintillating surroundings (foil and sticks).

7.5.2 LEE in sapphire

The following sections will concentrate on the spectrum of the Sapp2 phonon channel
in particular, starting with a detailed investigation of the time, temperature and energy
dependencies of the LEE in Run36. The data is divided into four datasets, the first
three following the same definition and naming convention as defined in sec. 6.2 (BCK,
PostCal, AWU). The definition of the AWU dataset is extended from days 495-670 after
the first cool down of the cryostat up to 686 days, including now also a warm up to a
temperature of 3K. Additionally, a warm up test to 30K was performed. The dataset
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following this test are called AWU2, including days 732-782 after the first cool down.
Figure 7.30 shows the summed spectrum of all four datasets, corrected by the survival
probability and scaled by detector mass and total measuring time. In addition to the
peak seen at about 190 eV, a second bump at about 400 eV can be seen. Both of these
features will be discussed in more detail in sec. 7.5.3.

Figure 7.30: Summed spectrum of all datasets (BCK, PostCal, AWU, AWU2) with 7 eV
bins, scaled by the total measuring time and detector mass and corrected by the signal
survival probability. The event rate in the energy range from 65 to 130 eV, marked by
the red lines, is studied in more detail in sec. 7.5.2.1.

7.5.2.1 Time dependence of the rate

The energy range considered for this analysis from 65eV to 130eV is marked by the red
dashed lines in fig. 7.30. The rate of events in this range over the time of all four datasets
defined above is shown in fig. 7.31.

The decay of the rate over time during the BCK, PostCal and AWU datasets was
already covered in sec. 6.2.3. The additional data include a warm up of the cryostat to
3K. Like the other tests with lower temperatures before (600mK and 200mK), this warm
up had no effect on the rate and is therefore included in the AWU dataset. Afterwards
the cryostat was warmed up to a temperature of 30K, which led to an increase in the rate
and a subsequent fast decay (AWU2), similar to the observation after the warm up to 60K.
The time period covering all warm up tests is shown in fig. 7.32, where fits of the two
datasets with an exponential function and a flat component R(t) = C + A · exp(−t/τ)

are overlayed to the data points. The extracted fit parameters are shown in tab. 7.6.
The decay time of the rate during the AWU dataset of about 18 days is compatible

with the mean decay time that was found in sec. 6.2.3. After the 30K warm up the
increased rate decays even faster, with a decay time of only 7 days. Considering only
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Figure 7.31: Rate of events between 65eV and 130eV over time since the first cool down
of the cryostat (day 0). Each datapoint shows the number of events in a single file (∼
50h), corrected by the signal survival probability and measuring time. The datasets BCK,
PostCal, AWU and AWU2 are marked in blue, the periods of warm up tests are marked
in red and labeled with the corresponding temperatures the cryostat was warmed up
to. The data of the gamma and neutron calibration datasets (CAL and NCAL) are not
included.

Table 7.6: Fit parameters of the fits of the decaying rates during the AWU and AWU2
datasets shown in fig. 7.32.

Parameter AWU AWU2

Constant C (d−1) 10.00 ± 0.90 13.57 ± 1.72
Amplitude A (d−1) 94.36 ± 4.75 55.05 ± 4.72

Decay time τ (d) 18.22 ± 1.38 7.01 ± 1.38

the warm up test to 60K and 30K, the amplitudes of the increased rate seem to scale
with the temperature of the warm up. No effect can be seen after the warm up tests to
temperatures below 3K. This could have different interpretations:

• The effect only appears above a threshold temperature that lies somewhere
between 3K and 30K

• The scaling of the increased rate with the temperature of the warm up is not linear

• The rate could be scaling with the amount of time spend above a certain threshold
temperature during the warming up and subsequent cooling down of the cryostat
rather than the maximum temperature the cryostat reached during the process

• The observed scaling shown above might be coincidental
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Figure 7.32: Rate of events between 65eV and 130eV over time for all warm up tests.
Each datapoint shows the number of events in a single file (∼ 50h), corrected by the
signal survival probability and measuring time. Only the data of AWU (blue) and
AWU2 (orange) are included. A fit of an exponential function and a flat component are
shown for the AWU data (green) and AWU2 data (red) separately. The fit parameters
are summarized in tab. 7.6.

To get a more clear picture, more tests are being performed. To disentangle the
hypotheses listed above two kinds of tests are needed: 1) Warm up tests to different
temperatures and 2) Warm up tests to the same temperature but with different time
periods of keeping the cryostat warm.

The flat component in both fits is comparable. Furthermore it matches the level of
the rate during the PostCal dataset. This raises the question if the LEE could consist of
different components. One long living component, describing the slow decay of the rate
over the course of the BCK and PostCal datasets and a second component with a much
faster decay time, sitting on top of the slow component, which becomes visible after
warming up the cryostat. It is possible that a fast decay of the LEE rate also happened at
the very beginning of the run, directly after the first cool down of the cryostat. Since this
phase corresponds to the commissioning of detectors, this information is not available.

To investigate the hypothesis of the excess being composed of one long living com-
ponent and two short living components after the warm up tests, the data shown in fig.
7.31 are fit with a combination of three exponentials, one covering the entire length of
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the datasets, while the other two have an onset, t1 and t2, directly after the warm up
tests to 60K and 30K respectively:

A(t) = C + A0 · e
−t
τ0 + A1 · e

−(t−t1)
τ1 ·Θ(t− t1) + A2 · e

−(t−t2)
τ2 ·Θ(t− t2) (7.10)

This fit is performed with and without a flat component, C. The resulting fits are
shown in fig. 7.33, the extracted fit parameters are summarized in tab. 7.7.

(a) Fit including a flat component (χ2
red=1.65). (b) Fit without a flat component (χ2

red= 2.00).

Figure 7.33: Fit of the decaying rate of the LEE with eq. 7.10 in a) with a flat component,
C, and b) without a flat component. The fit parameters can be seen in tab. 7.7.

Table 7.7: Fit parameters from the fit of eq. 7.10 to the decaying rate during all datasets,
shown in fig. 7.33.

Parameter with flat component without flat component

Amplitude A0 (d−1) 39.73 ± 5.64 29.08 ± 1.41
Decay time τ0 (d) 122.6 ± 18.2 473.1 ± 41.4

A1 (d−1) 94.45 ± 3.83 92.03 ± 3.99
τ1 (d) 17.79 ± 1.02 19.12 ± 1.18

A2 (d−1) 55.51 ± 3.75 54.78 ± 3.61
τ2 (d) 9.31 ± 1.15 13.52 ± 1.51

Constant C (d−1) 9.95 ± 0.72 -
χ2

red 1.654 2.001

Including a flat component has a marginal influence on the parameters of the amp-
litudes of the two exponentials describing the increased rate in the AWU and AWU2
datasets. The amplitudes are compatible with the fit results of the individual fits shown
above in tab. 7.6. The decaytime of the rate during the AWU dataset matches the one
of the individual fit within the uncertainties, while the decaytime during the AWU2
dataset is slightly increased. The fit finds an even slower decaytime if no flat component
is included, but both decaytimes are in the same order of magnitude as the individual fit
result in tab. 7.6. The slow component, which is fit over the duration of all datasets, is
strongly influenced by the inclusion of a flat component in the fit. While the amplitude of
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the exponential is comparable in both fits, the decaytime varies from 123 days (including
a flat component) to 473 days (without the flat component). Overall, the fit performs
better including the flat component, leading to a lower χ2

red.

7.5.2.2 Time dependence of the spectral shape

To disentangle the influence of different components of the LEE, the shape of the spec-
trum is described by a parametric model. The best performance is achieved with the
following parameterization:

R(E) =

(
C + A · e−E/λ + B · E−k + ∑

i=1,2

Di√
2πσi

· e−
1
2

(
E−µi

σi

)2
)
·Θ(E− Ethr) (7.11)

The two Gaussian functions (green) are used to describe the peaks visible at around
190eV and around 400eV. The constant (blue) represents the flat part of the spectrum,
mostly visible at energies above the LEE and the peaks. The combination of an expo-
nential (red) and a power law function (orange) is used for the parameterization of the
LEE. While other combinations (single exponential, single power law, two exponentials,
two power laws) have been tested, this leads to the lowest value of χ2

red. For all results
presented in this section, eq. 7.11 is used to describe the spectrum.

In fig. 7.34 the fit of the summed spectrum of all datasets is shown, the fit results are
listed in tab. 7.8.

Table 7.8: Fit parameters from the fit of eq. 7.11 to the summed spectrum of all datasets,
shown in fig. 7.34.

Parameter Fit result

A (keV−1kg−1d−1) 26626 ± 2483
λ (keV) 0.091 ± 0.004

B (keV−(1−k)kg−1d−1) 0.398 ± 0.192
k 4.02 ± 0.16

D1 (kg−1d−1) 304.5 ± 10.7
µ1 (eV) 187 ± 1
σ1 (eV) 20.1 ± 0.6

D2 (kg−1d−1) 32.4 ± 7.4
µ2 (eV) 392 ± 5
σ2 (eV) 20.1 ± 4.9

C (keV−1kg−1d−1) 204 ± 24

To investigate the time dependence of the individual components, the entire length
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Figure 7.34: Fit of eq. 7.11 to the summed spectrum of all datasets. The fit parameters
are listed in tab. 7.8.

of all datasets (BCK, PostCal, AWU and AWU2) is split into 36 roughly equally sized
datasets, with each corresponding to about 2 weeks of data taking. The corresponding
energy spectra are corrected by the measuring times, the detector mass and the survival
probability during the respective time period. A fit of eq. 7.11 is then performed for
every individual spectrum. The positions and resolutions of the two peaks, µ1, µ2, σ1

and σ2, as well as the shape parameters of the two components (exponential and power
law) describing the LEE, λ and k are fixed at the fit values obtained from the summed
spectrum (shown in tab. 7.8). The amplitudes (scalings) of all components, A, B, C, D1

and D2, are free parameters for the individual fits. The time dependent behaviour of
these amplitude parameters is shown in fig. 7.35. The dashed lines and shaded areas in
the plots show the fit value and uncertainty of the respective parameter extracted from
the fit of the summed spectrum.

The parameter C, describing the flat component of the spectrum above the LEE does
not show any time dependence, as can be seen in fig. 7.35c. The individual spectra have
much less statistics than the summed spectrum, leading to the larger error bars. The time
dependencies of the parameters D1 and D2 will be discussed in sec. 7.5.3. The behaviour
of the amplitude A (fig. 7.35a) of the exponential term clearly deviates from the fit value
of the summed spectrum. The amplitude of the amplitude B of the power law term is
highly correlated with the shape parameter k, leading to the large uncertainties in the
summed fit. In contrast to this, the individual fits of the 36 spectra, in which k is fixed,
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(a) Amplitude of the exponential component,
A.

(b) Amplitude of the power law component,
B.

(c) Constant component, C. (d) Amplitude of the first Gaussian component,
D1.

(e) Amplitude of the second Gaussian compon-
ent, D2.

Figure 7.35: Fit results of the amplitude parameters a) A, b) B, c) C, d) D1 and e) D2
in eq. 7.11 as a function of time. Each datapoint is extracted from a fit of a spectrum
containing about 2 weeks of data. The errorbars show the uncertainties of the fit results.
The dashed constant lines and red shaded areas show the fit results and uncertainties of
the parameters from the fit of the sum of all spectra, shown in fig. 7.34.

lead to much smaller uncertainties on B. The behaviour of the amplitude parameter B is
not incompatible with the fit value of the summed spectrum within the uncertainties.
Nevertheless, a time dependent behaviour can also be recognized for this parameter (fig.
7.35b). Moreover, the time dependencies of both parameters, A and B, resembles the
same behaviour as the one seen in the rate (fig. 7.31 and 7.33), which is expected for at
least one of the amplitude parameters, A or B. The deviation of the amplitude of the
exponential term, A, from the constant value obtained in the summed fit is much more
pronounced than the one of the power law term, B. Looking at the fits of the individual
spectra it can also be seen how the exponential component, which mostly describes the
tail of the LEE to higher energies, is strongly influenced by the warm up tests. For a
comparison, fig. 7.36 shows the spectra and fits of one of the first subsets of the BCK
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dataset, where the power law component has a dominant contribution to the total rate,
and one of the first subsets of the AWU dataset, in which the exponential component
completely takes over.

(a) Fit of a subset of the BCK dataset, in which
the power law has a dominant contribution to
the total rate.

(b) Fit of a subset of data early in the AWU
dataset, in which the effect of the 60 K warm
up is strongly present.

Figure 7.36: Comparison of the fit of two individual spectra, a) the first one during the
BCK dataset and b) the second one early in the AWU dataset.

To explore the difference between these components, the time dependence of A(t)
and B(t) are described analytically with a combination of three exponentials and a
flat component, like in eq. 7.10, with one exponential covering the entire length of the
datasets with amplitude Abck and decaytime τbck, while the other two have an onset,
tawu and tawu2, at the beginning of the AWU and the AWU2 dataset, respectively with
amplitudes Aawu and Aawu2 and decay times τawu and τawu2. Again, the fit is performed
once including a flat component, and once without it. The time dependencies of
parameters D1(t) and D2(t) will be covered in the next section.

The resulting plots for A(t) can be seen in fig. 7.37, the fit parameters are listed in tab.
7.9. The fit performs better, when a flat component is included in the model. For the
following calculations, the fit of A(t) including a constant C will be used.

(a) Fit including a flat component (χ2
red=4.41). (b) Fit without a flat component (χ2

red= 6.67).

Figure 7.37: Fit of the time dependent behaviour of the parameter A(t) with eq. 7.10 in
a) with a flat constant, C, and b) without a flat component. The fit parameters can be
seen in tab. 7.9.
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Table 7.9: Fit parameters from the fit of eq. 7.10 to the time dependence of the parameter
A(t), shown in fig. 7.37.

Parameter with flat component without flat component

Abck (keV−1kg−1d−1) 56973 ± 17203 35528 ± 3252
Decay time τbck (d) 106.7 ± 28.7 566.2 ± 104.2

Aawu (keV−1kg−1d−1) 238120 ± 18142 231108 ± 20842
τawu (d) 18.75 ± 1.45 19.52 ± 1.82

Aawu2 (keV−1kg−1d−1) 94408 ± 39229 76923 ± 24392
τawu2 (d) 13.46 ± 4.61 19.69 ± 6.45

C (keV−1kg−1d−1) 14448 ± 1522 -
χ2

red 4.407 6.669

The same procedure is done for the fit of the parameter B(t). The amplitudes of the
three exponentials describing the time dependence are named Bbck, Bawu and Bawu2. The
fits are shown in fig. 7.38, the resulting fit parameters are listed in tab. 7.10. In this
case both fits return a rather high χ2

red. Still, the fit including a flat component performs
slightly better and will therefore be used for further calculations.

(a) Fit including a flat component (χ2
red=15.61). (b) Fit without a flat component (χ2

red= 17.35).

Figure 7.38: Fit of the time dependent behaviour of the parameter B(t) with eq. 7.10 in a)
with a flat constant, C, and b) without a flat component. The fit parameters can be seen
in tab. 7.10.

At this stage, all time dependencies of the amplitude parameters are known and can
be inserted into eq. 7.11:

R(E, t) =

(
C + A(t) · e−E/λ + B(t) · E−k + ∑

i=1,2

Di(t)√
2πσi

· e−
1
2

(
E−µi

σi

)2
)
·Θ(E− Ethr)

(7.12)
To analytically describe the rate in a defined energy range as a function of time, the
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Table 7.10: Fit parameters from the fit of eq. 7.10 to the time dependence of the parameter
B(t), shown in fig. 7.38.

Parameter with flat component without flat component

Bbck (keV−1kg−(1−k)d−1) 1.139 ± 0.235 1.011 ± 0.118
Decay time τbck (d) 141.6 ± 35.9 267.1 ± 40.4

Bawu (keV−1kg−(1−k)d−1) 1.190 ± 0.230 0.922 ± 0.136
τawu (d) 28.36 ± 7.08 51.53 ± 11.5

Bawu2 (keV−1kg−1d−1) 0.925 ± 0.633 0.799 ± 0.312
τawu2 (d) 15.59 ± 9.90 28.20 ± 13.71

C (keV−1kg−1d−1) 0.179 ± 0.044 -
χ2

red 15.606 17.346

equation above has to be integrated over that energy range. So the time dependent rate
between 65eV and 130eV, as shown in fig. 7.31, can be expressed as:

R(t) =
130eV∫

65eV

R(E, t)dE (7.13)

This can be compared to the observed rate and to the empirical fit of the rate as
shown in fig. 7.33. The comparison of the empirical fit of the decaying rate and the
analytically calculated integral above can be seen in fig. 7.39. As expected, the calculated
rate R(t) describes the behaviour of the measured rate quite well. The χ2

red = 1.667 of
R(t) is also very close to the one of the empirical fit of χ2

red = 1.654, confirming that the
chosen parameterization leads to a good description of the data. As already mentioned
before, the calculation of R(t) is based on both A(t) and B(t) including a flat component
respectively. Not including the flat component in the exponential amplitude A(t) leads
to a higher value of χ2

red for the comparison between R(t) and the data. Not including
the flat component in the power law amplitude B(t) actually leads to a lower value
of χ2

red = 1.588. Nevertheless, since the fit of B(t) with eq. 7.10 performed better by
including a flat component, all following plots will be based on B(t) including a constant
term.

Impact of single components: In the following, the influence of the different compon-
ents on the LEE at different energy ranges will be investigated, as well as the impact of
the warm up tests on the individual components. Figure 7.40 shows the contribution of
all components to the total rate in different energy ranges. As can be seen in fig. 7.34,
the power law component mostly describes the sharp rise directly in the first few eV
above the threshold. It is therefore not surprising that in the energy range between 59 eV
and 75 eV the power law is the dominant component of the total rate for most of the
duration of all datasets. During the periods of the increased rate of the AWU and AWU2

134



7.5 Energy spectra

Figure 7.39: Comparison of the empirical fit of the rate with eq. 7.10 (green) and the
analytically calculated integral in eq. 7.13 (black).

datasets, the exponential and power law components become comparable, showing the
strong influence the warm up tests seem to have on the exponential component. This
becomes also visible in the energy range between 65 eV and 130 eV. For most of the time,
the contribution of both components to the rate of the LEE is comparable. Right after
the warm up tests to 60 K and 30 K, the exponential component becomes completely
dominant. Further away from the threshold, from 100 eV to 140 eV, the power law only
contributes minimally to the total rate.

Observations and conclusions about the LEE in sapphire:

• The exponential component is strongly influenced by the warm up tests

• The impact of a warm up on the power law component is less pronounced com-
pared to the fit value of the summed spectrum

• The power law component is very prominent at energies directly above the energy
threshold

• The exponential component is more prominent further away from the threshold

• The exponential component of the energy spectrum contains a component that is
not decaying over time

• It is not possible to conclude if the power law component of the energy spectrum
contains a constant component over time or not
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(a) Influence of components to the total rate between 59 eV and 75 eV.

(b) Influence of components to the total rate between 65 eV and 130 eV.

(c) Influence of components to the total rate between 100 eV and 140 eV.

Figure 7.40: Impact of single components to the total rate in different energy ranges. a)
Close to the threshold (59eV - 75eV) the power law is mostly dominant, except for the
time periods right after the warm up tests, b) Slighty above threshold (65eV - 130eV), the
power law and exponential have mostly equal contributions, except for the time periods
right after the warm up tests, in which the exponential becomes dominant, c) Further
away from the threshold (100eV - 140eV), the power law component has only very little
influence on the total rate.
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Despite no physical explanations about the LEE origin could be found so far, its
empirical description by a combination of a power law and an exponential term nicely
describes the observed features. In the studies presented above, it is shown that both
components react differently to the warm up tests of the cryostat and have different
impacts on the total rate of the excess.

One important conclusion is that both components do not behave like a standard dark
matter signal, following the same arguments as already laid out in sec. 6.3. The strongest
point against a dark matter hypothesis is the increase of the rate after a warm up of the
cryostat.

The exponential component, which describes mostly the region starting from a few
eV above the energy threshold up to higher energies, is strongly influenced by the warm
up tests to 60 K and 30 K. The fast decay times of this component during the AWU and
AWU2 datasets match the decay times of the rate very well. This could hint towards a
temperature induced stress on the detector, which could originate from the holding of
the crystals or the sensor film on the crystal. A constant term in the description of the
time dependence of this exponential component A(t) in this context would suggest that
the crystal is always under a minimal amount of stress leading to a constant number of
events over time.

The power law component, describing mostly the high number of events in the first
few eV above the energy threshold, is affected more weakly by the warm up tests and
shows slower decay times in the AWU and AWU2 datasets, compared to the exponential
component. The slow decay of the rate over the entire dataset, which was found with
a decay time of (122.6 ± 18.2) d by a fit of the rate in an energy range from 65 eV to
130 eV (fig. 7.33, tab. 7.7), is visible in both components. In this energy range, both
components contribute equally to the total rate. The fact that the exponential component
reacts stronger to warm up tests of the AWU and AWU2 datasets could point towards
two different sources of the LEE events.

Lastly, a fit of the time dependent behaviour of the power law amplitude B(t) performs
better when a constant component is included. On the other hand, a comparison of the
data with an analytical integration of the parametric description of the spectrum in the
energy range from 65 eV to 130 eV leads to better results if no flat component is included
in B(t). Hence there is no clear conclusion whether the power law component has a
constant contribution to the LEE or if it decays completely. This open point can possibly
be answered after more data of the currently still ongoing measurements is analyzed.

Applying the method developed in this work to other modules has the potential to
clarify a common nature of the excess in the different modules.
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7.5.3 Investigation of the peaks

The position of the two peaks in the spectrum are found at (187 ± 1) eV and (392 ± 5) eV
by the fit of the summed spectrum with the empirical description of eq. 7.11 (fit results lis-
ted in tab. 7.8). Both peaks have the same width (σ1 = (20.1± 0.6) eV, σ2 = (20.1 ± 4.9) eV).
The count rate of the peak at 187 eV is found at (304.5 ± 10.7) 1/(kg d), while the rate of
the peak at 392 eV is (32.4 ± 7.4) 1/(kg d). The position of the second peak is at roughly
twice the energy of the first peak, but with only about 10% of the intensity. The time
dependence of the parameters D1 and D2 was already shown in the fig. 7.35d and 7.35e.
A fit of their slow decays with an exponential function can be seen in fig. 7.41.

(a) The fit of the decay time of the rate within
the peak at 187eV results in τ = (1285 ± 462)d.

(b) The fit of the decay time of the rate within
the peak at 392eV results in τ = (1819± 1799)d.

Figure 7.41: Fit of the decay time of the amplitude parameters describing the count rate
within the peaks at a) 187 eV and b) 392 eV in the spectrum.

If the decay times of the peaks are converted into half-lifes, they result in
T1/2 = (2.439 ± 0.877) yr and T1/2 = (3.452 ± 3.414) yr, respectively. The large uncer-
tainty of the decay time of the peak at 392 eV is caused by the low number of counts
in this peak, leading to large uncertainties of the parameter D2. Therefore this decay
time is not considered. The resulting half-live of the first peak at 187 eV appears in good
agreement with the half-life of the 55Fe calibration source, which has a value of T1/2,Fe =
2.737 yr [101]. This points towards the 55Fe source as a possible origin of the events in
the peaks.

Another connection to the 55Fe source can be seen by looking at the coincidence of
direct hits of calibration events in the light channel (i.e. events depositing ∼6 keV in the
light channel), which lead to events in the phonon channel at an energy of about 200 eV.
These events are removed by a cut on the OF RMS of the light channel, which can be
seen in fig. 7.42. The events shown in black are removed by the cut and only the events
in red survive and end up in the final spectrum. The coincidence events of direct hits in
the light channel can therefore not be cause of the peaks, but since they lead to energies
of roughly the right energy, this could mean that the surviving events are the result of
direct hits of the 55Fe source of some non-instrumented part of the detector module.
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Figure 7.42: A large fraction of direct hits of the 55Fe source in the light channel, shown
in black, coincide with events with an energy of about 200eV in the phonon channel.
After a cut on the OF RMS these events are removed and only the events shown in red
survive and enter the final spectrum.

A close-up picture of the events surviving all cuts and the final spectrum can be seen
in fig. 7.43. A high number of events without a coincidental signal in the light channel is
left forming the peak at 187 eV and to a lesser extend the small peak at 392 eV. While the
fact that a large fraction of the direct hits in the light channel lead to coincident events at
roughly the right energy of the first peak in the phonon channel can be interpreted as
another hint of a connection with the 55Fe source, the fact that most of the events forming
the peaks have no signal in coincidence in the light channel suggests that the underlying
process that leads to the peak in the final spectrum is probably not happening inside the
light detector, but rather somewhere in the surroundings of the detector or in the main
absorber (phonon channel) itself, leaving coincident events in both detectors only in rare
cases, shown in green in fig. 7.43b.

As the underlying process leading to the peaks could be in the main absorber itself, a
waiting time analysis is performed, looking for any correlations between the direct hits
of 55Fe events in the main absorber and the events in the first peak. The time difference
of each event in the peak at 187 eV to the closest preceding 55Fe event is extracted and
collected into a histogram, which is shown in fig. 7.44.

The histogram does not show any correlation between events from the calibration
source in the main absorber and events forming the peak at 187 eV. This leads to the
conclusion that the events must originate from somewhere outside of the main crystal.
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(a) Close up of the surviving events after a
cut on the OF RMS. Clusters of events at the
positions of the two peaks at 187eV and 392eV
are clearly visible.
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(b) Shown in red is the final spectrum after the
OF RMS cut, in black the spectrum before the
cut and in green the events removed by the
cut.

Figure 7.43: The OF RMS cut only removes a small number of events in the energy region
around 200 eV. The surviving events form the peaks in the phonon channel, with the
peak at 187eV being much more pronounced. The surviving events have no coincident
signal in the light channel.
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Figure 7.44: A waiting time analysis between events in the 187 eV peak and the 55Fe
events in the main aborber shows no correlation between these two types of events.
The entries of this histogram show the time difference in seconds of a peak event to the
closest preceding 55Fe event.

Possible sources: The detector crystals (both main absorber and light detector) can
be excluded as an origin of the events forming the peaks because, as already mentioned,
only a small fraction of the events in the peak are in coincidence with a signal in the
light channel. Additionally, no correlation to the calibration events in the main absorber
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could be found. Other possible sources could lie in the surroundings of the detector.
The housing and holding sticks both consist of pure Cu. The 55Fe source is covered by a
layer of glue and a thin layer of Au. The main purpose of the glue, apart from fixing
the calibration source, is the reduction of Auger electrons. The Au layer is supposed to
prevent possible scintillation light from the glue to reach the detector3.

Possible processes: Three main hyptotheses have been considered as a possible origin
of the peak events:

• Compton scattering of 55Fe events in the detectors or in surrounding materials.

• X-rays induced by the excitation of surrounding materials with the radiation of
the 55Fe source.

• Scintillation light formed by 55Fe irradiation of some surrounding material.

Compton scattering: The energy of a photon in a Compton scattering process is de-
scribed by:

E
′
γ =

Eγ

1 + Eγ

mec2 (1− cos θ)
(7.14)

with Eγ being the incident energy of the photon and E
′
γ the energy of the photon

after the scattering process. The compton edge corresponds to the maximal energy a
gamma particle can deposit in the detector material during a compton scattering process,
corresponding to a scattering angle θ of 180°. In the case of the 55Fe source, the compton
edge corresponding to the 5.89 keV line would be expected at an energy of 133 eV and
the compton edge corresponding to the 6.49 keV line at an energy of 161 eV. These
energies both lie below the observed peaks at 187 eV and 392 eV. Simulations performed
by the CRESST simulation group could also confirm that any effects due to compton
scattering in the detector crystals would be expected at energies below the observed
peaks.

In the case of Compton scattering outside of the detector material, the outgoing
scattered gamma particle might reach the detector with a reduced energy, leading to
a backscatter peak at Eback = E

′
γ,max, which in the case of the 55Fe source would be

expected at the energies 5.76 keV and 6.33 keV for the lines at 5.89 keV and 6.49 keV
respectively.

Compton scattering can therefore be excluded as a possible explanation for the origin
of the observed peaks.

3Typically, epoxy resins have scintillating properties.
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X-rays: Another possibility would be the excitation of the surrounding materials by
the irradiation with the 55Fe source leading to the emission of X-rays. The materials most
abundant in the detector modules is the Cu of the housing and the holding sticks, as well
as the crystal material itself, in this case Al2O3. Other materials that experience a direct
irradiation with the calibration source are the epoxy glue and the Au layer covering
the source. All emission lines with energies higher than the maximum energy emitted
by the calibration source, in this case 6.49 keV, cannot be excited and can therefore be
excluded. Of all materials listed above, none has emission lines that match the energies
observed in the peaks [135]. The only material that has a line matching the peak at 187
eV is B (Kα1 line at 183.3 eV). A high enough contamination with B in the surrounding
materials to explain the observed peak can be reasonably excluded. The only material
matching the peak at 392 eV would be nitrogen (Kα1 line at 392.4 eV). The epoxy glue
surrounding the source indeed does contain nitrogen, but the main component of the
chemical compounds in the epoxy glue is C. Assuming the X-rays emitted by nitrogen
in the glue could reach the crystal, another peak with a higher intensity would be
expected at 277 eV, originating from the Kα1 line of C. Moreover, simulations performed
by the CRESST simulation group could not reproduce the observed spectrum. Thus, an
explanation of the peaks with X-rays seems unlikely.

Scintillation light: The scintillation of the sapphire crystals is too weak to explain the
peaks at the observed energies. An open possiblity could be the emission of scintillation
light from the complex chemical molecules of the epoxy glue. Gaps in the Au layer
covering the glue and 55Fe source would be necessary to explain scintillation light escap-
ing the source. To verify this hypothesis, a dedicated measurement of the scintillating
properties of the epoxy resin at low temperature would be required.

Conclusions: There are hints pointing to a connection of the peaks at 187 eV and
392 eV to the 55Fe source. The strongest one being the matching decay time of the peaks
with the half-life of the source. Moreover, some of the direct hits of 55Fe events in the
light channel lead to events of roughly 200 eV in the phonon channel in coincidence.
The two most straight-forward explanations, Compton scattering and X-ray emission,
could be excluded or seem rather unlikely. The emission of scintillation light from the
epoxy glue could potentially be an explanation. This should be tested in a dedicated
measurement.

7.6 Dark matter results

In the final section of this chapter the results of the dark matter analysis (high level
analysis, see sec. 5.3) for the sapphire detectors analyzed in this work are presented.
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Dark matter could already be excluded as a main contribution to the low energy ex-
cess. Hence, no positive analysis is performed on the data of the sapphire detectors.
Instead, a standard exclusion limit on elastic spin-independent dark matter interactions
is calculated with the Yellin optimum interval method (see sec. 5.3.1) with a confidence
level of 90%. As explained in sec. 7.3, the light yield of sapphire crystals is too low to
discriminate between the e−/γ-band and nuclear recoil bands. Therefore, all events in
the respective spectra are considered as potential signal events and are included in the
calculation of the dark matter exclusion limits. The limits are calculated for the Sapp1
and Sapp2 phonon channels, as well as for the Sapp2 light channel, denoted as Sapp2-L.
The respective exposures and energy regions of interest (ROI) of the spectra used for
the limit calculation are listed below in tab. 7.11. The lower boundary of the ROIs are
defined by the energy threshold of the detectors, while the upper boundary is limited by
the linearity of the detector. The masses of the detectors are calculated based on their
dimensions and the density of sapphire.

Table 7.11: Masses and measuring times of the three sapphire spectra used for the limit
calculation in this section.

Detector Mass (g) Measuring
time (h)

Exposure
(kg d)

ROI (keV)

Sapp1 15.9 3773 2.500 0.1876 - 1.9
Sapp2 15.9 5526 3.661 0.0522 - 1.2

Sapp2-L 0.6 5526 0.138 0.0062 - 0.13

The resulting dark matter exclusion limits for all detectors analyzed in this work are
shown together in fig. 7.45.

Above a dark matter mass of 1 GeV/c2, the limits calculated from the phonon channels
of Sapp1 and Sapp2 match each other. In fig. 7.28 and 7.29 it can be seen that the spectra
of these two detectors are very similar, causing the strong similarities of the exclusion
limits at higher dark matter masses. At the highest masses (3 - 10 GeV/c2), the Sapp1
limit is slightly stronger than the one of Sapp2. This is partially caused by the ROI of
Sapp1 going to higher energies. Another reason are the peaks in the spectrum of Sapp2
leading to a slightly higher count rate compared to Sapp1. Due to its higher energy
threshold, the Sapp1 detector looses sensitivity compared to Sapp2 to masses below
1 GeV/c2.

The extremely low threshold of the Sapp2-L detector allows to probe for dark matter
masses down to 69 MeV/c2. So far, this is the lowest mass that could ever be probed in a
direct detection experiment looking for nuclear recoils. Figure 7.46 shows the Sapp2-L
limit together with previous leading limits from CRESST measurements. In a mass
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Figure 7.45: Dark matter exclusion limits on spin-independent interactions for the sap-
phire detectors analyzed in this work. The limits of the phonon channels of Sapp1
and Sapp2 are very similar above a dark matter mass of 1 GeV/c2 due to the strong
similarities of their energy spectra. The deviation of the limits below 1 GeV/c2 stems
from the much lower threshold of the Sapp2 detector. The extremely low threshold of the
Sapp2-L detector allows to extend the exclusion limit down to a mass of only 69 MeV/c2.

range from 69 MeV/c2 to 203 MeV/c2 the Sapp2-L detector has leading exclusion limits
on standard elastic spin-independent dark matter nucleus interactions.
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7.6 Dark matter results

Figure 7.46: Comparison of the Sapp2-L exclusion limit, shown in red, with previously
leading dark matter limits of CRESST. Shown in orange is the result of a CaWO4 crystal
[63] and in blue the limit from a Si detector [136]. The Sapp2-L detector gives leading
exclusion limits on standard elastic spin-independent dark matter interactions in a mass
range from 69 MeV/c2 to 203 MeV/c2.
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Chapter 8

Solar neutrinos in cryogenic detectors

Direct dark matter search experiments keep improving their sensitivity into so far
unexplored regions. Massive liquid scintillator and liquid noble gas experiments with
huge exposures continue to drive towards smaller dark matter particle-nucleus cross
sections for masses in the 10 GeV/c2 range, while experiments like CRESST, using
cryogenic solid state detectors, are setting new standards in terms of energy thresholds,
opening the parameter space to sub 100 MeV/c2 dark matter particle masses.

A common challenge for the field of direct dark matter searches in this race towards
unprecedented sensitivities is the approach of the so-called neutrino floor. Coherent
elastic neutrino-nucleus scattering (CEνNS) has been introduced as an irreducible back-
ground already in sec. 3.4. The relevant neutrino sources typically considered in the
neutrino floor are solar neutrinos, atmospheric neutrinos and diffuse supernova neut-
rinos [137]. Large liquid scintillator experiments (multi-tonne liquid xenon detectors
[138, 139], XENON1T experiment [52], LZ experiment [55]) are already approaching
levels at which the first neutrino-nucleus interactions, mostly with the high energetic
solar neutrinos (8B and hep neutrinos, see sec. 8.1), are expected.

In the energy range considered in CRESST-III, which is optimized for low-mass dark
matter searches, the neutrino flux is completely dominated by solar neutrinos. For this
reason this is the only contribution to the neutrino floor that will be considered in this
chapter. While the sensitivity to lower energetic neutrino interactions via CEνNS in
liquid scintillator experiments is mostly limited by their energy threshold, cryogenic
solid state detectors typically reach much lower thresholds. The flux of solar neutrinos
increases by several orders of magnitude towards lower energies. This implies that the
exposure at which the neutrino floor will become a concern is lower for experiments
achieving very low energy thresholds.

A major upgrade of the CRESST-III setup to 288 read-out channels (O(100) detector
modules) with the goal of reaching tonne day exposures is already in progress. This
upgrade is a big step towards testing lower scattering cross sections, and with that, also
towards the neutrino floor.

Once the limitation of the LEE is overcome, an increased exposure will inevitably
lead to cryogenic solid state detectors reaching the neutrino floor. Therefore, a thorough
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understanding of the expected signals is necessary in order to maintain sensitivity to a
potential dark matter signal even below the neutrino floor.

This chapter contains the results of simulations and sensitivity studies of a low-
threshold, high-exposure cryogenic solid state detector experiment. After introducing
the solar neutrino model and the associated expected signals in cryogenic solid state
detectors in sec. 8.1, the chapter is divided into two main parts. In the first part,
solar neutrinos are considered as a background in dark matter searches (sec. 8.2).
First, the definition of the solar neutrino floor is explained. Afterwards, the sensitivity
to a potential dark matter signal in the presence of a solar neutrino background is
investigated. The second part focuses on solar neutrinos as the main signal of interest
in the absence of any dark matter events (sec. 8.3). The possibility of measuring solar
neutrinos via CEνNS and the sensitivity to the flux of different neutrino production
mechanisms is explored.

8.1 Solar neutrino model

This section gives a short overview of the different neutrino production mechanisms
in the Sun and introduces the solar model on which all simulations in this chapter are
based.

Neutrinos are produced in the nuclear fusion processes inside the core of the Sun
burning hydrogen into helium. These processes can be divided into two groups: the
proton-proton chain reactions (pp-chain) and the carbon-nitrogen-oxygen cycle (CNO
cycle) [140], shown in fig. 8.1 [141].

Figure 8.1: The neutrino production mechanisms in the core of the Sun, divided into the
pp-chain and the CNO cycle. Figure taken from [141].
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In our Sun, the pp-chain dominates over the CNO-cycle [140]. The exact flux of
neutrinos produced in a specific fusion reaction depends on the choice of the solar
model. For this work, all studies are based on the model BP04(Garching) [142]. The
corresponding values of the neutrino flux on Earth from each individual production
mechanism are listed in tab. 8.1.

Table 8.1: All neutrino production reactions and the corresponding neutrino fluxes
on Earth according to the model BP04(Garching) [142]. The uncertainties represent
the conservative theoretical uncertainties from all known sources [143]. In the case
of asymmetric uncertainties, the higher value is chosen and used as a symmetrical
uncertainty.

Solar Production flux φ uncertainties
neutrinos mechanism (cm−2 s−1) (%)

pp p + p→ 2H + e+ + νe 5.94 · 1010 1.0
pep p + e− + p→ 2H + νe 1.41 · 108 1.7
hep 3He + p→ 4He + e+ + νe 7.88 · 103 15.5
7Be 7Be + e− → 7Li + νe 4.84 · 109 10.5
8B 8B→ 8Be∗ + e+ + νe 5.74 · 106 16.3

13N 13N→ 13C + e+ + νe 5.70 · 108 31.2
15O 15O→ 15N + e+ + νe 4.98 · 108 33.2
17F 17F→ 17O + e+ + νe 5.87 · 106 52.2

While the flux of the neutrinos from different reactions is given by the solar model,
the shape of their energy spectra just depends on the fusion reactions in which they
are produced. The solar neutrino energy spectra are shown in fig. 8.2, scaled with the
corresponding fluxes of tab. 8.1.

8.1.1 Expected energy spectrum

The differential CEνNS cross section, dσ
dER

, was already introduced in sec. 3.4 with eq.
3.23. The expected recoil spectrum in a detector is simply given by a combination of
the incoming neutrino flux, Φν, and their interaction cross section with the nuclei in the
detector:

dR
dER

= ε · Nt ·
∞∫

Eν,min

dEνΦν(Eν)
dσ(ER, Eν)

dER
(8.1)

with Nt being the number of nuclei per kg of target mass: Nt =
NA
MM

(NA: Avogadro
constant, MM: molar mass) and ε being the exposure (detector mass ·measuring time).
The lower boundary of the integral over the neutrino energy Eν is given by the minimal
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Figure 8.2: Solar neutrino energy spectra. Neutrinos produced in the fusion reactions
of the pp-chain are shown with solid lines, neutrinos produced in the CNO-cycle with
dashed lines.

energy a neutrino needs to lead to a recoil with energy ER: Eν,min =
√

mN ER
2 , with mN

being the mass of the target nucleus.
The differential recoil spectra expected in a CaWO4 and a Al2O3 detector are shown

in fig. 8.3.

(a) Solar neutrino recoil spectrum in CaWO4. (b) Solar neutrino recoil spectrum in Al2O3.

Figure 8.3: Differential recoil energy spectra of solar neutrinos expected in a) a CaWO4
detector and b) a Al2O3 detector.
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The total count rate of neutrinos above an energy threshold Ethr is then given by an
integral over the recoil spectrum:

dR
dEthr

=

∞∫
Ethr

dER
dR
dER

(8.2)

The expected count rate of solar neutrinos as a function of the energy threshold for
CaWO4 and Al2O3 are shown in fig. 8.4.

(a) Solar neutrino count rate in CaWO4 as a
function of the energy threshold.

(b) Solar neutrino count rate in Al2O3 as a func-
tion of the energy threshold.

Figure 8.4: Expected total number of solar neutrinos above the energy threshold as a
function of the threshold in a) a CaWO4 detector and b) a Al2O3 detector.

This shows the big impact the energy threshold has on the total number of expected
neutrino events. Especially the pp and Be7 neutrino fluxes lead to very high numbers of
CEνNS interactions for energy thresholds below O(eV).

8.2 Neutrinos as background

In this section, solar neutrinos are considered as a background in the search for a direct
dark matter signal. The definition and calculation of the neutrino floor is presented in
sec. 8.2.1. Subsequently, sec. 8.2.2 investigates sensitivity limits for a dark matter signal
in the presence of a solar neutrino background.

8.2.1 The neutrino floor

There is no unique definition of the neutrino floor. A common choice is described
in [137, 144]. For a large number of different energy thresholds, a background-free
exclusion limit (defined as isovalues corresponding to zero observed WIMP events) is
calculated. The exposure at which each of these exclusion lines is calculated is adjusted
so that exactly one neutrino background event is expected. By defining the neutrino
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floor as the minimum of these exclusion limits at each dark matter particle mass, the
best possible estimate for the dark matter sensitivity for each dark matter mass in the
presence of a single neutrino event can be calculated. In the following this definition is
sketched out in more detail.

Step 1: For a given fixed energy threshold Ethr, f ix, the expected number of neutrino
events above this energy threshold can be calculated using eq. 8.2. Since this number
scales linearily with the exposure, the necessary exposure, ε f ix that leads to exactly one
expected neutrino event above the threshold can be easily determined.

Step 2: Given the fixed energy threshold and the exposure determined in step 1, the
number of expected dark matter events for a dark matter particle with mass mDM can
be calculated as a function of the cross section, σDM, by integrating over the differential
recoil spectrum of dark matter, dRDM(mDM ,σDM)

dER
(see eq. 3.18):

RDM(mDM, σDM) = ε f ix ·
∞∫

Ethr, f ix

dER
dRDM(mDM, σDM)

dER
(8.3)

Expected number of events: The expected number of dark matter events above the
threshold is distributed as a Poissonian with a mean equal to the theoretically expected
number, calculated in step 2 (λ = RDM(mDM, σDM)):

Pλ(k) =
λk

k!
· e−λ (8.4)

with k being the number of observed events. In the case of zero events observed, all
cross sections leading to an expected number of events greater than λC.L. can be excluded
with a confidence level C.L. Accordingly, the probability to observe zero events has to
be (1 − C.L.):

PλC.L.(k = 0) = e−λC.L. = 1− C.L.

⇒ λC.L. = −ln(1− C.L.)
(8.5)

Fixing the required confidence level to 90% gives λ90% ' 2.3. This means that for
zero observed events it is possible to exclude the cross section σ90%, that leads to a
theoretically expected number of dark matter events larger than 2.3, at 90% C.L.

Step 3: The differential recoil rate, dRDM(mDM ,σDM)
dER

, and thus also the total number
of dark matter events above the threshold, RDM(mDM, σDM) scales linearily with
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the cross section σDM, as can be seen in eq. 3.17. The cross section σDM that fulfills
RDM(mDM, σDM) = λC.L. (2.3 for a 90% C.L.) can now be calculated for each dark matter
mass mDM, defining the exclusion limit with the threshold Ethr, f ix and the exposure ε f ix.
The neutrino floor is typically calculated for a dark matter mass range in which the
experiment is sensitive to a dark matter signal.

Step 4: The steps above for a single fixed energy threshold Ethr, f ix have to be repeated
for a range of different energy thresholds. The choice of the boundaries of this threshold
range will be discussed below. This last step leads to a function σDM(mDM, Ethr). The
neutrino floor is now defined as the minimum of σDM(mDM, Ethr) at each mass mDM,
giving the best achievable estimated sensitivity for each dark matter mass.

An example of the neutrino floor calculation for a CaWO4 detector is shown in fig.
8.5 for a dark matter mass range from 10 MeV/c2 to 10 GeV/c2. Each of the single
lines is corresponding to the calculations of steps 1-3 for a single energy threshold. The
calculation was done for 200 different thresholds ranging from 0.1 µeV to 10 keV. The
minimum of all lines at each mass, shown as a black line, represents the neutrino floor
according to the definition adopted.

Figure 8.5: Set of background-free 90% C.L. exclusion limits for exposures corresponding
to one neutrino event above the energy threshold for 200 different thresholds between
0.1 µeV and 10keV in CaWO4. The black line is constructed by taking the minimum of
the individual exclusion limits at each mass.
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Side note: Interestingly, for lower thresholds the exclusion limits are less sensitive
at higher dark matter masses, compared to the exclusion limits calculated for higher
thresholds. For example, if a dark matter signal would be expected at a mass of about
a few GeV/c2 and an interaction cross section of about 10−7 pb, choosing a higher
threshold of O(keV) would reduce the impact of the solar neutrino floor compared
to the low thresholds that can be achieved in CRESST detectors (see fig. 8.5). This is
mainly caused by the sharp decrease in the count rate of solar neutrinos towards higher
energies (see fig. 8.3 and 8.4). It should be noted, that this is only true if the exclusion
limits are defined by the total number of expected events above the threshold, without
taking the spectral information into account, as it is done in this section.

The choice for the boundaries of the range of thresholds that is used to construct the
neutrino floor is dependent on boundaries of the dark matter mass range of interest. In
the example calculation shown in fig. 8.5, the neutrino floor is shown in a mass range
from 10 MeV/c2 to 10 GeV/c2. The lowest mass that could be probed in CRESST so far
is 69 MeV/c2. Therefore, in the following the lower boundary of the mass range of the
neutrino floor will be set slightly below this value at 50 MeV/c2.

The lower and upper boundaries of the range of thresholds, for which exclusion limits
are calculated should be chosen such that the neutrino floor does not change anymore
in the defined mass range by including lower (or higher thresholds) in the calculations.
The influence of the lower boundary of the threshold range on the neutrino floor is
shown in fig. 8.6a, while the influence of the upper boundary of the threshold range on
the neutrino floor is shown in fig. 8.6b.

(a) Background-free exclusion limits calculated
for different thresholds in a mass range of
O(50 MeV/c2).

(b) Background-free exclusion limits calcu-
lated for different thresholds in a mass range
of O(1 GeV/c2).

Figure 8.6: A close-up of the a) low-mass range and the b) high-mass range of the
exclusion limits used to construct the neutrino floor. The different lines correspond to
exclusion limits calculated at different energy thresholds (given in the legends).

It can be seen, that the neutrino floor for masses above 50 MeV/c2 is not affected by
including thresholds lower than 1 meV (in CaWO4). On the other side, the neutrino
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floor for masses below 10 GeV/c2 is not affected by including thresholds higher than
around 3 keV (in CaWO4). Therefore, for the construction of the neutrino floor in a mass
range from 50 MeV/c2 to 10 GeV/c2 in CaWO4, it is sufficient to calculate exclusion
limits for thresholds in a range from 1 meV to 3 keV.

The neutrino floor is not only dependent on the range of thresholds, but also on the
target material. The example above was based on a CaWO4 target crystal. Figure 8.7
shows the comparison of the neutrino floor in the mass range from 50 MeV/c2 to 10
GeV/c2 for thresholds between 1 meV and 10 keV for CaWO4 and Al2O3.

Figure 8.7: Comparison of the neutrino floor in CaWO4 and Al2O3.

In the following, the differences between the neutrino floors in the two materials is
explained. The interaction cross section of dark matter (neutrinos) scales with the A2 (N2)
of the target material, which effectively increases the number of interactions for heavier
elements. At the same time, for a fixed energy transfer the recoil energy of the target
nucleus scales inversely with its mass. So while interactions with a heavier element are
more frequent, they lead to lower recoil energies compared to a lighter target. As can
be seen in fig. 8.8a, the count rate of solar neutrino events above the energy threshold
in a Al2O3 detector is always lower than in a CaWO4 detector for thresholds below
about ∼0.86 keV and vice versa above this value. Therefore, for thresholds lower than
this value, the exposure that leads to one expected neutrino event above the threshold
(step 1 of the neutrino floor calculation) is higher in Al2O3 than in CaWO4 (for the same
threshold in both). For dark matter, the picture is a little more complicated. The total
number of events does not only depend on the threshold, but also on the dark matter
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mass. Generally, for a given fixed exposure and dark matter mass, it is possible to tune
the threshold to have a larger number of events in either of the two materials. For a dark
matter particle with a mass of about 5.6 GeV/c2 the threshold at which the total count
rate of events in Al2O3 surpasses the count rate in CaWO4 is the same as for the neutrino
interactions (about 0.86 keV, see fig. 8.8b).

This means, for dark matter masses below 5.6 GeV/c2 the minimum of the background-
free exclusion limits is always lower in Al2O3 compared to CaWO4. Above this dark
matter mass, the exclusion limits calculated for thresholds greater than 0.86 keV give
the strongest limits (the minimal values at each mass − step 4 of the neutrino floor
calculation). Therefore, the picture changes and the neutrino floor in CaWO4 becomes
lower than in Al2O3, which explains the intersection at about 5.6 GeV/c2 in fig. 8.7.

(a) Total number of expected solar neutrino
events in CaWO4 and in Al2O3 as a function
of the threshold.

(b) Total number of expected dark matter
events in CaWO4 and in Al2O3 for a dark mat-
ter particle with a mass of 5.6 GeV/c2 as a
function of the threshold.

Figure 8.8: Total number of expected events above the energy threshold a) for solar
neutrinos and b) for a dark matter particle with a mass of 5.6 GeV/c2 in CaWO4 and
Al2O3.

8.2.2 Sensitivity to dark matter in presence of solar neutrinos

In their path to increased sensitivity, direct detection experiments will inevitably reach
the neutrino floor. At this point, the sensitivity to a dark matter signal will be limited
by this irreducible background. In this section, the discovery potential for a dark
matter signal in the presence of the solar neutrino background in a low-threshold,
high-exposure cryogenic direct detection experiment is investigated.

The definition of the neutrino floor in sec. 8.2.1 only takes the count rates of neutrinos
and dark matter events above the energy threshold into account, without using any
shape information of the expected recoil spectra. Due to this simplyfied definition the
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neutrino floor is not really a hard limit, which is why in modern literature the term
neutrino floor is often replaced by neutrino fog.

Calculations of actual sensitivity limits to a dark matter signal take the shape differ-
ences of the expected recoil spectra of neutrinos and dark matter particles into account.
Typically, these limits lie below the previous definition of the neutrino floor and become
stronger with increasing exposures.

The theoretical model of this background can be used in a likelihood framework.
For this, the background term in the probability density function (pdf) of eq. 5.10 in
sec. 5.3.1.2 is described by the solar neutrino model and the associated parameters.
A detailed description of the likelihood function used for this analysis is given in the
following section.

The computation of the sensitivity limits on a dark matter discovery, resulting from
extensive Monte Carlo simulations, is shown in sec. 8.2.2.2.

8.2.2.1 Extended maximum likelihood

The general form of an unbinned poissonian likelihood is described by:

L =
NNo

e

No!
· e−Ne ·

No

∏
i=0

f (xi,
−→p ) (8.6)

with Ne and No being the expected and observed number of events and f (xi,
−→p ) being

the pdf of the model describing the distribution of events xi and −→p being the parameter
vector.

The studies performed in this chapter are assuming a detector setup with tonne-scale
exposures and thus often involve very large numbers of events, causing the product
over every single event in eq. 8.6 to be time consuming and computationally expensive.
Therefore eq. 8.6 is modified into a binned poissonian likelihood:

L =
NNo

e

No!
· e−Ne · No!

m

∏
i=0

f ki
i

ki!
(8.7)

With m being the number of bins, ki the observed number of events in the ith bin

(⇒
m
∑
i

ki = No) and fi being the integral of the pdf over the ith bin:

fi(
−→p ) =

xup
i∫

xlow
i

f (x,−→p )dx

⇒
m

∑
i

fi = 1

(8.8)
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The No! in eq. 8.7 is cancelling out. Then, after using the relations A.31 and A.32 (see
app. A.6), the likelihood can be rewritten as:

L =
m

∏
i=0

e−Ne fi · (Ne fi)
ki

ki!
(8.9)

For the reasons explained in sec. 5.3.1.2, the negative logarithm of the likelihood
function is typically used:

−ln(L) =
m

∑
i=0

(Ne fi − ki · ln(Ne fi) + ln(ki!)) (8.10)

For a given dataset, the last term of this equation (ln(ki!)) is constant and hence
irrelevant for a minimization of the negative log-likelihood (nLL) and therefore will not
be considered in the following.

The total number of events expected above the threshold Ne can be described
by a sum of expected dark matter events Ne,χ and neutrino events ∑

ν
Ne,ν with

ν ∈ {pp, B8, N13, hep, pep, O15, F17, Be7}.
Accordingly, also the pdf f (x,−→p ) is a sum of the dark matter pdf fχ(ER, σχ) and

the eight neutrino pdf’s fν(ER, φν) as a function of the recoil energy (x → ER). The
parameters −→p of the model are the dark matter nucleon interaction cross section, σχ,
and the flux normalizations of tab. 8.1,

−→
φ . Since in both cases the parameters are linear

scaling factors in the description of the expected recoil spectra, they can be extracted
from the equations:

f̃χ(ER, σχ) = ε · σχ ·
dRχ

dER
(ER, σ = 1pb)

f̃ν(ER, φν) = ε · φν ·
dRν

dER
(ER, φν = φν,M)

(8.11)

with ε being the exposure. The recoil spectrum of dark matter is calculated for a
cross section of 1 pb, therefore the free parameter σχ is the interaction cross section
between dark matter and a single nucleon in units of picobarn. The eight recoil spectra
of the neutrinos are calculated with the flux normalizations of the theoretical model
parameters, φν,M, from tab. 8.1, making the free parameter φν simply a scaling factor of
the theoretical expectation. This is a convenient way of dealing with the large spread of
the flux normalizations over several orders of magnitude. The unnormalized functions
in eq. 8.11 are marked with a tilde to distinguish them from the normalized pdf.

To arrive at the final binned pdf fi = fi,χ + ∑
ν

fi,ν (for the ith bin), the functions in
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eq. 8.11 need to be normalized. This is achieved by dividing the functions by the total
number of expected events over the entire energy range:

fi =
1

Ne
·

Eup
R,i∫

Elow
R,i

f̃χ(ER, σχ) + ∑
ν

f̃ν(ER, φν)dER (8.12)

with:

Ne =

∞∫
Ethr

f̃χ(ER, σχ) + ∑
ν

f̃ν(ER, φν)dER (8.13)

By substituting eq. 8.12 in eq. 8.10, the Ne cancel out. Therefore, the analytical
description of Ne is not explicitly needed in the likelihood function.

A final modification to the nLL is the addition of so-called pull terms. This modific-
ation is often considered somewhat analogous to a "semi-bayesian" approach, since it
includes prior knowledge to restrict a set of parameters in the fit. In this case, the pull
terms keep the nuisance parameters

−→
φ around their theoretical expectations within their

theoretical uncertainties, σν (last column in tab. 8.1). The final form of the nLL function
is then:

−ln(L) =
m

∑
i=0

(Ne fi − ki · ln(Ne fi)) +
1
2 ∑

ν

(
φν − 1

σν

)2

(8.14)

8.2.2.2 Computation of discovery limits

Sensitivity limits for a dark matter discovery in the presence of a solar neutrino back-
ground can be calculated for different experimental settings, defined by the:

• Target material

• Energy threshold

• Exposure

The limits calculated in this section are describing a 90% C.L. limit for a 3σ dark matter
discovery. This means that a dark matter particle with mass and scattering cross section
above the calculated limit would lead to a discovery with at least 3σ significance in at
least 90% of the experiments with the given settings. Some important points have to
be mentioned here: No other backgrounds than neutrinos and no energy resolution
have been considered in the simulations presented in this section. Furthermore, an
(unrealistic) energy independent efficiency of a 100% is assumed for the experiments.
Hence, the limits represent a best case scenario.
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Table 8.2: A 3σ discovery limit is calculated for each of these experimental settings.

Material Threshold (eV) Exposure (tonne · year)

CaWO4 10 0.00274
CaWO4 1 0.1
CaWO4 1 1
CaWO4 0.1 1
CaWO4 1 10
Al2O3 1 0.1
Al2O3 1 1
Al2O3 1 10

The experimental settings for which the limits are computed are given in tab. 8.2.
The first line of tab. 8.2 corresponds to the goal of the CRESST upgrade (1 tonne

day exposure with CaWO4 detectors) with a threshold of 10 eV. All other experiments
assume an improved energy threshold of 1 eV. For the setting with an exposure of 1
tonne year of CaWO4 detectors also a limit for a threshold of only 0.1 eV is calculated to
show the strong effect of a reduced threshold in the low mass regime.

Method: To quantify the statistical significance of the fit of a dark matter signal in the
presence of a background (alternative hypothesis, H1), compared to a background only
hypothesis (null hypothesis, H0), equations 5.18 and 5.19 from sec. 5.3.2 are used to
create a profile likelihood ratio test statistic, q0:

q0 =

−2 · ln
(
L(σχ=0, ˆ̂φν)

L(σ̂χ,φ̂ν)

)
, σ̂χ ≥ 0

0 , σ̂χ < 0
(8.15)

with L being the likelihood function of eq. 8.14. According to Wilk’s theorem, the
distribution of q0 should follow a half χ2 distribution with one degree of freedom under
the null hypothesis (σχ = 0). This has been checked and could be confirmed for all
dark matter masses in the mass range investigated in this section. Figure 8.9 shows an
example histogram of the observed values of q0 from 1000 Monte Carlo simulations
under H0 (at the mass point mχ = 1 GeV/c2 in a CaWO4 detector with a threshold of 1
eV and an exposure ε = 1 tonne year) following a half χ2 distribution, confirming Wilk’s
theorem. Therefore, using eq. A.30, the statistical significance in units of sigma can be

expressed as the square root of the observed test statistic (Z =
√

qobs
0 ).

For a given fixed dark matter mass, the objective is to find a cross section, σχ, for
which in at least 90% of the experiments a significance Z of 3σ or higher is found. For
each experimental setting of tab. 8.2, an interval of cross sections ranging over several
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Figure 8.9: The distribution of observed q0’s for 1000 Monte Carlo datasets generated
under the null hypothesis follow a half χ2 distribution.

orders of magnitude is defined at each mass point in a given mass range1. For each cross
section, 50 Monte Carlo datasets are generated and subsequently fit with both likelihood
functions (LH0 and LH1), from which the observed test statistic qobs

0 can be computed (eq.

8.15). The fraction of Z =
√

qobs
0 ≥ 3 can now be interpolated as a function of the cross

sections in the defined interval. From this, using a simple root search, it is possible to
determine a first approximation for the cross section σχ, at which about 90% of observed
q0’s lead to Z ≥ 3. Afterwards, at each mass point a finer scan of a small interval around
this cross section is performed with 1000 Monte Carlo simulations for each cross section.
With this approach it is possible to compute a rather precise value of the cross section σχ,
for which Z ≥ 3 in 90% of the experiments.

Results: The resulting dark matter discovery potentials for CaWO4 detectors is shown
in fig. 8.10. For each experimental setting, a dark matter particle with parameters on
the corresponding curve would lead to a 3σ discovery in 90% of measurements. For
the settings assumed for the planned CRESST upgrade (1 tonne day exposure, 10 eV
threshold), the resulting limit (red line) is fully above the neutrino fog (gray shaded
area). The limit reflects the background-free exclusion with one neutrino event above
the threshold of 10 eV, as it was calculated for the construction of the neutrino fog (see
sec. 8.2.1). This shows that solar neutrinos will not yet be a serious background for
the CRESST upgrade. With an increased exposure and a lower threshold of 1 eV the
sensitivity limits fully immerse in the neutrino fog. This shows that the neutrino floor

1The lower boundary of the mass range depends on the threshold. For a 1 eV threshold, 50 MeV/c2 is
chosen as the lowest mass point. All limits are calculated up to a dark matter mass of 10 GeV/c2.
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is not a hard limit and a dark matter discovery is still possible even below the classic
definition of the neutrino floor (see sec. 8.2.1).

The limit for an exposure of 1 tonne year and an even lower threshold of only 0.1 eV
is additionally calculated (green dotted line in fig. 8.10). For dark matter masses above
about 500 MeV/c2, this limit is identical to the one calculated for a threshold of 1 eV with
the same exposure. At lower masses, the lower threshold starts to drastically increase
the sensitivity towards smaller cross sections. Below a mass of about 140 MeV/c2,
the limit calculated with a threshold of 0.1 eV reaches cross sections more than one
order of magnitude smaller than the limit calculated with a threshold of 1 eV. Moreover,
below masses of about 200 MeV/c2 the sensitivity limit reaches lower cross sections
than the limit calculated with an exposure of 10 tonne years. This shows that, in order
to increase sensitivity to light dark matter masses in the presence of a solar neutrino
background, decreasing the energy threshold is much more effective than increasing
the exposure.

Figure 8.10: 3σ discovery potential for dark matter in different experimental settings
in CaWO4 detectors. The red line correponds to the targeted exposure of 1 tonne day
in the CRESST upgrade with a threshold of 10 eV. The dotted green line is calculated
with a threshold of 0.1 eV. All other limits are calculated with a threshold of 1 eV. The
dotted magenta line is a limit calculated for a small dark matter mass range with an
exposure of 100 tonne years. The vertical gray dashed lines mark the dark matter masses
at which the sensitivity is limited due to the strong similarities of the expected dark
matter spectrum to one of the solar neutrino components. The gray shaded area depicts
the neutrino fog as calculated in sec. 8.2.1.

Generally, below the neutrino floor the sensitivity increases with the square root of
the exposure (∼

√
ε), corresponding to a poissonian background substraction regime.
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This behaviour was already observed e.g. in [145]. The dashed vertical lines in fig.
8.10 mark the dark matter masses for which the gain in sensitivity with an increased
exposure deviates from this behaviour. The reason for this deviation is the strong
similarity of the expected dark matter spectra with a particular component of the
solar neutrino spectrum (indicated at the dashed lines). Figure 8.11 shows the dark
matter spectra at these masses with interaction cross sections corresponding to the 3σ

limit of an experiment with an exposure of 1 tonne year together with the respective
components of the neutrino floor that cause the sensitivity at these masses to be limited.
The discovery potential in CaWO4 is also calculated for an exposure of 100 tonne years
in a small mass range (dotted magenta line in fig. 8.10) to visualize the possibility of sep-
arating the influence of the 7Be neutrinos and the 15O neutrinos as a function of exposure.

Figure 8.11: Comparison of the recoil energy spectra of selected solar neutrino fluxes
with different dark matter spectra (dashed). The masses of the dark matter particles
correspond to the gray dashed lines in fig. 8.10, the respective interaction cross sections
are the 3σ limits for an experiment with 1 tonne year exposure and 1 eV threshold. The
dark matter spectra are shown in the same color as the corresponding neutrino flux that
is causing the sensitivity to a dark matter signal at this particular mass to be limited, due
to the similarities in the expected shape and rate.

Similarly, also the 3σ discovery limits for Al2O3 detectors are shown in fig. 8.12
together with the previously calculated neutrino fog for this material. The dashed lines
again represent the dark matter masses at which the sensitivity gain deviates from the
∼
√

ε behaviour due to the similarities of the expected dark matter spectra with specific
components of the solar neutrino floor. The spectral comparison is shown in fig. 8.13.

163



Chapter 8 Solar neutrinos in cryogenic detectors

Figure 8.12: 3σ discovery limits for dark matter in different experimental settings in
Al2O3 detectors. All limits are calculated with a threshold of 1 eV. The vertical gray
dashed lines mark the dark matter masses at which the sensitivity is limited due to the
strong similarities of the expected dark matter spectrum to one of the solar neutrino
components. The gray shaded area depicts the neutrino fog as calculated in sec. 8.2.1.

A comparison of the discovery limits of both materials is shown in fig. 8.14. At masses
below about 250 MeV/c2, the dark matter count rate in Al2O3 detectors surpasses the
one in CaWO4 detectors, while the number of neutrino events above the 1 eV energy
threshold is lower in the Al2O3 detectors. This leads to a much stronger dark matter
discovery potential in sapphire detectors for masses below 250 MeV/c2. Below a dark
matter mass of 150 MeV/c2 the limit of the Al2O3 detectors even exceed the limit of a
CaWO4 detector with 100 times more exposure.

In conclusion, a lighter target, such as Al2O3, has a highly increased sensitivity at
lower dark matter masses. On the other hand, sensitivity towards dark matter particles
with higher masses is enhanced with a heavier target, such as CaWO4.

There are some additional methods to increase the sensitivity to dark matter signals
in the presence of a solar neutrino floor that have not been mentioned in this section
so far. One of them is to take into account the annual modulation of a dark matter
signal [146], which can help to distinguish the expected signals of dark matter from the
neutrino signals. Considering the large exposures used for the experimental settings
in this section, the total number of dark matter interactions2 would be high enough
to expect an annually modulating signal. Another method involves detectors that are

2Considered here are dark matter particles with masses and cross sections above the experimental
discovery potential.
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Figure 8.13: Comparison of the recoil energy spectra of selected solar neutrino fluxes
with different dark matter spectra (dashed). The masses of the dark matter particles
correspond to the gray dashed lines in fig. 8.12, the respective interaction cross sections
are the 3σ limits for an experiment with 1 tonne year exposure and 1 eV threshold. The
dark matter spectra are shown in the same color as the corresponding neutrino flux that
is causing the sensitivity to a dark matter signal at this particular mass to be limited, due
to the similarities in the expected shape and rate.

sensitive to the direction of incoming particles [147]. The directionality of events holds
a very strong potential to distinguish solar neutrino events from dark matter events.
Currently, techniques of directional detection are still in a very early R & D phase and
are just mentioned here for completeness.

8.3 Neutrinos as signal

To this point, neutrinos have been considered as a background in the search for dark
matter. From another perspective, reaching the neutrino floor in the low mass range also
opens up the possibility to have a fully flavor independent measurement of the solar
flux, with the potential of providing new strong constraints on the solar model and on
neutrino physics. A precise measurement of the CNO neutrinos could shed light on the
so-called "solar metallicity problem" [148] (see sec. 8.3.1).The purely neutral current (NC)
measurement of solar neutrinos, so far not available at low energies, combined with the
electron scatterings (NC + CC) of the low energy part of the solar neutrino spectrum,
performed e.g. by Borexino [149], SNO [150] and Superkamiokande [151], would allow
tests of the Mikheyev-Smirnov-Wolfenstein (MSW) effect [152] (see sec. 8.3.2). Therefore,
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Figure 8.14: Comparison of the 3σ discovery limits for three different exposures and an
energy threshold of 1 eV for CaWO4 detectors (solid lines) and Al2O3 detectors (dashed
lines). Sapphire detectors have a much higher sensitivity at dark matter masses below
about 250 MeV/c2. Below a dark matter mass of about 150 MeV/c2, the limit of a
sapphire detector with an exposure of 0.1 tonne years is comparable with the limit of a
CaWO4 detector with the same threshold, but two orders of magnitude higher exposure.
At higher masses, CaWO4 has a stronger sensitivity to a dark matter discovery.

in this section the possibility of measuring solar neutrinos via CEνNS and the sensitivity
to the different neutrino fluxes is tested.

8.3.1 The solar metallicity

The theoretical predictions on the abundances of elements in the Sun depend on the
solar models considered (see sec. 8.1). The fluxes of solar neutrinos hold information
on the nuclear fusion processes in the Sun’s core, and with that, also on the abundance
of the heavy elements. A precise measurement of the different neutrino fluxes can
therefore help to distinguish between a "low-metallicity" (LZ) or "high-metallicity"
(HZ) scenario3. The flux of the CNO neutrinos is especially sensitive to the heavy-
element-abundance [143, 148, 153]. At the same time, the CNO neutrinos constitute a
sub-dominant component of the total solar neutrino flux (as can be seen in sec. 8.1),
which makes their detection quite challenging.

Over the course of the last decades, neutrino experiments looking for neutrino-electron
interactions have successfully measured neutrinos of all reactions in the pp-chain

3All elements heavier than H and He are considered metals in this context
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(Homestake [154], SAGE [155], GALLEX [156], Superkamiokande [151], SNO [150]
and Borexino [149]) with the exception of hep neutrinos (upper limits in [149]).

For a long time, only upper limits on the CNO neutrino flux could be estimated [149].
The first observation of neutrinos produced in the CNO cycle was published in 2020
by the Borexino collaboration [157], which was compatible with both, LZ and HZ solar
models. Two years later, Borexino published an experimentally measured summed flux
of the CNO neutrinos of 6.6+2.0

−0.9 · 108 cm−2 s−1 [153]. Their analysis finds agreement
with HZ standard solar models. On the other side, small tensions are found with LZ
models, altough only with a moderate statistical significance of about 2σ. An analysis
of the CNO neutrino flux combined with the 7Be and 8B solar neutrino fluxes in [153]
allows to disfavor the B16-AGSS09met (LZ solar model) with respect to the alternative
model B16-GS98 (HZ solar model) at 3.1σ C.L.

Dark matter experiments reaching the neutrino floor also have the potential to contrib-
ute to the resolution of this problem by independently measuring the solar neutrino flux
via CEνNS interactions. Not only do CEνNS have a much higher cross section compared
to electron interactions, but they are also flavor independent and therefore reduce the
systematic uncertainties introduced by neutrino flavor conversion. The key ingredients
needed for such an experiment are low energy thresholds, which are already reached by
experiments like CRESST, and high exposures as well as low background rates.

8.3.2 Testing the MSW effect

The MSW effect describes neutrino flavor conversions in matter of varying density [152].
Neutrinos in the Sun are produced as electron neutrinos, νe. The different potentials
electron neutrinos and non-electron neutrinos, νa (a ∈ µ, τ), "feel" while traveling
through the Sun, influences the evolution of the flavor states of the neutrinos4. The
difference in the potentials is written as [158]:

V ≡ Ve −Va =
√

2GFne (8.16)

with GF being the Fermi coupling constant and ne the number density of electrons.
This effect depends on the energy of the neutrino (See app. B for a brief overview

on the MSW effect and its dependence on the neutrino energy). At low energies, the
MSW effect is subdominant and the neutrino flavor transition is given by the vacuum
oscillations. At high energies, the MSW effect has a strong influence on the expected
survival probability of electron neutrinos.

Figure 8.15 shows the expected energy dependend survival probability for electron
neutrinos to be measured as such (P(νe → νe)) as a function of the neutrino energy in
the Large Mixing Angle (LMA) MSW solution and the measured probabilities by the

4This is an additional effect on top of the standard vacuum neutrino oscillations.
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Borexino collaboration for pp, Be7, pep and B8 neutrinos in comparison. This shows that
the LMA MSW effect provides a very good description of the measured data.

Figure 8.15: Comparison of the theoretical prediction of the LMA MSW effect and the
measured values (by Borexino) of the electron neutrino survival probability as a function
of energy. Figure taken from [149].

Nevertheless, the observables of the measured fluxes are highly model dependend
and show large uncertainties. To determine the survival probability, the measured flux
has to be compared to a model dependent expectation of the full flux given by theory.
A fully flavor independent measurement of the full flux of neutrinos in combination
with the results of electron scattering experiments will help to test the MSW theory with
higher precision. Deviations from the MSW effect, often parametrized with the factor
AMSW by setting GF → AMSW GF [159, 160], would point to physics beyond the standard
model, like e.g. the existence of sterile neutrinos.

8.3.3 Likelihood framework

The simulated experiments in this section are assuming a detector setup with tonne-scale
exposures. Therefore, following the reasoning of the previous section, the poissonian
likelihood is used in a binned form. The final form of the nLL is the same as in eq. 8.14
with two important differences. The solar neutrino fluxes are now considered the main
parameters of interest and thus neither the pdf for the generation of Monte Carlo data,
nor the likelihood contain terms corresponding to a dark matter signal. Instead, a flat
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background (b) with rate rb is added to the picture. The final binned pdf fi = fi,b + ∑
ν

fi,ν

(for the ith bin) changes accordingly to:

fi =
1

Ne
·

Eup
R,i∫

Elow
R,i

f̃b(ER, rb) + ∑
ν

f̃ν(ER, φν)dER (8.17)

with:

Ne =

∞∫
Ethr

f̃b(ER, rb) + ∑
ν

f̃ν(ER, φν)dER (8.18)

The terms f̃ν(ER, φν) are again the same as in eq. 8.11, the background term is:

f̃b(ER, rb) = ε · rb ·
dRb

dER
(ER) (8.19)

with
dRb

dER
(ER) being a normalized uniform flat distribution.

Another difference to the likelihood function of the previous section are the pull-
terms of the nLL (last term in eq. 8.14). In sec. 8.2, the neutrino flux parameters are
considered as nuisance parameters, thus there was a pull-term for every neutrino flux
parameter. Since the flux normalizations are now the main parameters of the fit, the
pull-terms can be chosen to only include a subset of all neutrino fluxes, while the other
flux normalization parameters are left completely free in the fit. The reason for this is
explained in the following section.

8.3.4 Method and results

For the simulated experiments in this section, two different experimental settings with
CaWO4 detectors are used, one best case scenario (BS) and a more conservative one (CS),
both are summarized in tab. 8.3. The Monte Carlo data for both settings are generated
using the HZ solar model of tab. 8.1.

Table 8.3: The studies performed in this section consider two different experimental
settings, both based on CaWO4 as a detector material.

Setting Threshold (eV)
Exposure Background rate

(tonne · year) (1/(keV kg d))

Best case (BS) 1 1 0.1
Conservative (CS) 1 0.1 1

In a first test, all neutrino flux parameters are left free in the fit (pull terms = 0). The fit
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results of 1000 Monte Carlo datasets are shown in fig. 8.16. for the BS and fig. 8.17 for
the CS.

Figure 8.16: Histograms of the fit results of 1000 Monte Carlo simulations in the best
case setting without pull terms in the likelihood. The only parameters that are properly
reconstructed are the fluxes of pp, B8 and Be7 neutrinos and the background rate. The
black dashed line depicts the model input value, the red dashed line is the median of the
reconstructed values. In the legends, the corresponding mean and standard deviation of
the distributions are shown.

As can be seen in both cases, the fit can reconstruct the pp and Be7 neutrino fluxes, but
has problems in reconstructing the sub dominant components of the neutrino spectrum.
In the following two different questions shall be answered for each of the experimental
settings:

1) How well can the experiment reconstruct the fluxes of the dominant neutrino
components? For this questions, all sub dominant components (all CNO neutrinos
and hep neutrinos) are restricted via pull terms in the likelihood function (around their
model values of tab. 8.1), while all other neutrino components and the background rate
are left as fully free parameters in the fit (see sec. 8.3.4.1).

2) How sensitive is the experiment to the metallicity of the Sun? For this question,
all neutrinos of the pp-chain (which have mostly been experimentally measured rather
precisely via electron scattering interactions already, with the exception of the hep
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Figure 8.17: Histograms of the fit results of 1000 Monte Carlo simulations in the conser-
vative setting without pull terms in the likelihood. The only parameters that are properly
reconstructed are the fluxes of pp and Be7 neutrinos and the background rate. The black
dashed line depicts the model input value, the red dashed line is the median of the
reconstructed values. In the legends, the corresponding mean and standard deviation of
the distributions are shown.

neutrinos) are restricted via pull terms to the values of tab. 8.1, while the fluxes of
neutrinos from the CNO-cycle are left as free parameters (see sec. 8.3.4.2).

8.3.4.1 Reconstruction of the dominant neutrino components

The neutrino flux parameters of N13, O15, F17 and hep neutrinos are restricted in the fit
with pull terms around their model value and within their model uncertainty, assuming
the HZ solar model of tab. 8.1.

An example of a fit of a randomly selected Monte Carlo dataset of each experimental
setting is shown in figure 8.18. By decreasing the exposure by a factor of 10 and increasing
the background rate by the same factor, the overall background level is the same in both
settings. The neutrino spectrum is decreased by a factor of 10 in the CS, but the pp and
Be7 neutrinos still have a high enough flux, so their spectra are clearly elevated above
the flat background level. This shows that even in the CS, the experiment has sensitivity
to measuring the fluxes of pp and Be7 neutrinos.

Figure 8.19 shows the resulting fit parameters of the neutrino fluxes and background
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(a) Monte Carlo dataset and fit in the best case
setting.

(b) Monte Carlo dataset and fit in the conser-
vative setting.

Figure 8.18: Examples of a single Monte Carlo generated dataset in a) the best case
setting and b) the conservative setting. The neutrino flux spectra are scaled with the
resulting flux parameters of the fit. The reduced sensitivity in the conservative setting is
mostly induced by the higher background rate.

rate for 1000 Monte Carlo simulations of the BS. The results for the CS are shown in fig.
8.20.

The correlations between the fit parameters are shown in fig. 8.21 for the BS and fig.
8.22 for the CS. The figures show the resulting fit parameters of the 1000 Monte Carlo
datasets plottet against each other, including the correlation coefficient for each pair of
parameters.

In the best case setting, all parameters can be reconstructed by the fit. The pp
neutrino flux is reconstructed within a maximal deviation of only 5% in 68% of the
simulated experiments (see standard deviations in legends). The reconstruction of the
Be7 neutrino flux is even more precise, with a standard deviation of only 2%. Such
high precisions on the fluxes of low energy solar neutrinos are a great opportunity.
The reconstruction of fluxes is independent of the solar model or assumptions on the
neutrino oscillation parameters. In combination with the measured fluxes in solar
neutrino experiments sensitive to a certain neutrino flavor (electron neutrinos), this
provides a possibility to test the MSW theory with high precision. The B8 flux is
sub dominant to the flat background, which leads to a standard deviation of 19.6%.
The pep neutrino flux shows a rather large standard deviation of 23%5. The flux
parameter of Be7 is anti correlated with the ones of pp, N13 and O15. Below 10 eV,
these four components are the dominant ones, leading to a degeneracy of the fit para-
meters. Other anti correlations are found between pep and N13 and the strongest one
between O15 and pep, which is expected since both spectra are very similar to each other.

5The fit model does not take into account that the ratios of some fluxes are given by theory.
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Figure 8.19: Histograms of the fit results of 1000 Monte Carlo simulations in the best case
setting with pull terms in the likelihood for the CNO neutrinos and hep neutrinos. The
black dashed line depicts the model input value, the red dashed line is the median of the
reconstructed values. In the legends, the corresponding mean and standard deviation of
the distributions are shown. The fit is able to reconstruct all parameters close to their
model values.

In the conservative setting, all parameters are reconstructed properly by the fit with
the exceptions of the B8 and hep neutrino fluxes. The pp neutrino flux shows a slight
systematic shift of 2.9% above the model input value. This shift could be the result of a
statistical fluctuation or of correlations to other parameters. The largest correlation of
the pp flux parameter is to the one of the Be7 flux, which does not show a systematic
shift. The standard deviations are larger compared to the BS case, due to the decreased
exposure and higher background rate. The pp flux shows a standard deviation of about
16% and the Be7 flux of 6.5%. Since the pp and Be7 fluxes are the only ones high enough
to dominate over the flat background, their anti correlation appears slightly stronger.
At the same time, the uncertainty on both of their fluxes is increased compared to the
BS, probably causing the correlations between other fluxes to be weaker in the CS. The
positive correlations between O15 with N13 and F17 with hep are again visible, but
weaker than in the BS. Interestingly, the strong anti correlation between the O15 and pep
flux parameters disappeared completely and the correlation between the Be7 and hep
flux parameters changed sign between the two settings.
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Figure 8.20: Histograms of the fit results of 1000 Monte Carlo simulations in the conser-
vative setting with pull terms in the likelihood for the CNO neutrinos and hep neutrinos.
The black dashed line depicts the model input value, the red dashed line is the median
of the reconstructed values. In the legends, the corresponding mean and standard
deviation of the distributions are shown. The fit is able to reconstruct most parameters
at their model values. Both the B8 and the hep neutrino fluxes are sub dominant below
the flat background or the other neutrino flux components and are not reconstructed
properly in most cases.

The background rate is perfectly reconstructed by the fit in both experimental settings.

Conclusion: Given the low threshold of 1 eV, the fluxes of the pp and Be7 neutrinos
can be well reconstructed in both experimental settings, altough with a higher accuracy
in the BS. Reconstructing the fluxes of B8 and pep neutrinos is only possible in the BS,
though with rather large uncertainties of about 20% in both cases. Overall it appears
that the sensitivity to the dominant neutrino fluxes is limited more by the background
rate than by the exposure. To confirm this hypothesis, more experimental settings with
varying exposures and background rates will be compared in a follow up of this work.
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8.3 Neutrinos as signal

8.3.4.2 Sensitivity to the solar metallicity

In this section, the flux parameters of all neutrinos of the pp-chain are restricted by pull
terms in the likelihood (around their model values and within the theoretical uncertainty
of tab. 8.1), while the three fluxes of the neutrinos of the CNO-cycle are left as fully free
parameters.

The resulting distribution of fit parameters for the CNO neutrinos is shown in fig. 8.23
for the BS and in fig. 8.24 for the CS.

Figure 8.23: Histograms of the fit results of 1000 Monte Carlo simulations in the best
case setting with pull terms in the likelihood for the flux parameters of neutrinos from
the pp-chain. The black dashed line depicts the model input value, the red dashed line
is the median of the reconstructed values. In the legends, the corresponding mean and
standard deviation of the distributions are shown. The fits are only able to reconstruct
the flux of the O15 neutrinos with a standard deviation of 12.3% and the N13 neutrinos
with a very large standard deviation of 58%. The flux of the F17 neutrinos is far too
small to be properly reconstructed.

Figure 8.24: Histograms of the fit results of 1000 Monte Carlo simulations in the con-
servative setting with pull terms in the likelihood for the flux parameters of neutrinos
from the pp-chain. The black dashed line depicts the model input value, the red dashed
line is the median of the reconstructed values. In the legends, the corresponding mean
and standard deviation of the distributions are shown. The fluxes of the N13 and F17
neutrinos cannot be reconstructed by the fit and the flux of the O15 neutrinos has a large
standard deviation of 51%.

The correlations between all parameters for 1000 Monte Carlo simulations is shown in
fig. 8.25 for the BS and in fig. 8.26 for the CS.

The flux of O15 neutrinos shows an anti correlation with the N13 neutrinos in both
settings. In the BS, a positive correlation of the O15 neutrinos with Be7 neutrinos can be
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8.3 Neutrinos as signal

Figure
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Chapter 8 Solar neutrinos in cryogenic detectors

seen, while in the CS there is a weak positive correlation with pep neutrinos. The N13
neutrino flux in turn is rather strongly anti correlated with the Be7 neutrinos in the BS
and to a much weaker extend also in the CS. The flux of the F17 neutrinos show only a
weak anti correlation with the O15 neutrinos in the BS.

Since there is essentially not much sensitivity to the individual fluxes of the CNO
neutrinos, from here on the sum of the three fluxes will be combined into a single fit
parameter, φCNO, following the approach of Borexino in [153]. The statistical significance
of the fitted summed CNO neutrino flux is tested against two different hyptotheses:

• How statistically significant is the fit parameter of the CNO neutrinos compared
to the null hypothesis of no CNO neutrinos?

• With how much confidence could an experiment reject a LZ solar model (null
hypothesis = LZ solar model)?

The differences between the HZ model, the LZ model and the model without CNO
neutrinos are rather small. The theoretical differential spectrum of the solar neutrino
flux in all three cases is shown in fig. 8.27

Figure 8.27: Differences in the theoretical differential spectrum of the total solar neutrino
flux in the three cases of a HZ solar model, a LZ solar model and a model containing no
CNO neutrinos.

The model BS05(OP) shows the largest deviations compared to helioseismological
results in [142] and is therefore chosen as a LZ model in this section. Table 8.4 contains
the factors for each of the flux parameters that transforms the HZ model of tab. 8.1 into
the LZ model BS05(OP).
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8.3 Neutrinos as signal

Table 8.4: Multiplying the flux parameters of the BP04(Garching) model with the factors
given in this table leads to the low-metallicity BS05(OP) model.

flux φν pp B8 N13 hep pep O15 F17 Be7

factor fν 1.0084 0.9913 0.5386 1.0063 1.0071 0.4679 0.9949 1.0000

As can be seen, most neutrino fluxes differ by less than 1% between the models
(including the F17 neutrino flux), while the fluxes of N13 and O15 neutrinos are reduced
by roughly a factor of two. The factor of the summed CNO flux parameter is given by
(see eq. A.33 in app. A.7):

φCNO,LZ = 0.5083 · φCNO,HZ (8.20)

The fitted sum of CNO neutrinos for 2000 Monte Carlo simulations in both experi-
mental settings is shown in fig. 8.28.

(a) Histogram of fit results for φCNO in the BS. (b) Histogram of fit results for φCNO in the CS.

Figure 8.28: Histograms of the fit results of 2000 Monte Carlo simulations (generated with
a HZ solar model) for the summed CNO flux in a) the best case and b) the conservative
setting with pull terms in the likelihood for the flux parameters of neutrinos from the
pp-chain. The black dashed line depicts the model input value, the red dashed line is
the median of the reconstructed values. In the legends, the corresponding mean and
standard deviation of the distributions are shown. Additionally, the green dashed line
shows the expected value for a LZ solar model. The flux can be reconstructed by the fit
in both cases, but with an increased standard deviation in the CS compared to the BS.

With a standard deviation of only 7.4%, the reconstructed CNO flux can clearly be
attributed to the HZ model in the BS. The large standard deviation of 27.5% in the CS
leads to some overlap of the distribution of reconstructed CNO flux parameters with
the expectation for a LZ solar model.

The statistical significance of these results is quantified with two hypothesis tests. For
each setting, 4000 Monte carlo simulations are performed under both null hypotheses
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to create a distribution of the observed profile likelihood test statistic. For the null
hypothesis of no CNO neutrinos the following test statistic is used:

qobs =

−2 · ln
(
L(φCNO=0, ˆ̂φpp−ν, ˆ̂rb)

L(φ̂CNO, φ̂pp−ν, r̂b)

)
, φ̂CNO > 0

0 , φ̂CNO < 0
(8.21)

In the case of the null hypothesis of a LZ solar model, the following test statistic is
used instead:

qobs =

−2 · ln
(
L(φCNO=0.5083, ˆ̂φpp−ν, ˆ̂rb)

L(φ̂CNO, φ̂pp−ν, r̂b)

)
, φ̂CNO > 0.5083

0 , φ̂CNO < 0.5083
(8.22)

In both cases the description of the test statistic under the null hypothesis with a
half-χ2

1 distribution is a good, but slightly conservative approximation6. Therefore the
statistical significance can simply be expressed by Z =

√
qobs, using eq. A.30.

For both settings, 4000 Monte carlo datasets are generated under the HZ solar model
and the corresponding observables of the test statistic of eq. 8.21 and 8.22 are calculated.
The results for the CS are shown in fig. 8.29.

The mean of qobs of the Monte Carlo data generated under the HZ solar model in fig.
8.29a (no CNO neutrinos) corresponds to a significance of Z = 3.26σ, with about 56.6%
of all simulations leading to a Z ≥ 3 and 1.40% of all simulations leading to a Z ≥ 5. The
mean of qobs under the HZ solar model in fig. 8.29b (LZ solar model) corresponds to a
significance of only Z = 1.74σ, with only 3.83% of the simulations leading to a Z ≥ 3 and
0% leading to Z ≥ 5. This means under the conservative setting, there is not enough
sensitivity to distinguish between a HZ and a LZ solar model. Moreover, the CNO
flux can be reconstructed with a significance of at least 3σ only with a confidence
level of 56.6%.

The results for the BS are shown in fig. 8.30.
The mean of qobs of the Monte Carlo data generated under the HZ solar model in fig.

8.30a (no CNO neutrinos) corresponds to a significance of Z = 14.70σ, with a 100% of
all simulations leading to a Z ≥ 5. The mean of qobs under the HZ solar model in fig.
8.30b (LZ solar model) corresponds to a significance of Z = 6.80σ, with a 100% of the
simulations leading to a Z ≥ 3 and 95.5% leading to Z ≥ 5. This means under the best
case setting, even with the conservative approximation of f (qobs|H0) = 1

2 χ2
1, there is

a 100% probability for a 5σ discovery of the summed CNO neutrino flux. Moreover,
the LZ solar model can be excluded with a significance of 5σ at a confidence level of
95.5%.

6Especially in the test statistic of eq. 8.22, the approximation with a half χ2
1 distribution leads to conservat-

ive results.
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8.3 Neutrinos as signal

(a) Distribution of the test statistic of eq. 8.21 under H0 ’no CNO neutrinos’ (orange) and H1
(green).

(b) Distribution of the test statistic of eq. 8.22 under H0 ’LZ solar model’ (orange) and H1 (green).

Figure 8.29: Distributions of the test statistic in the conservative setting. a) Testing the null
hypothesis of ’no CNO’ neutrinos, b) testing the null hypothesis of a ’LZ solar model’.
In both cases, the distribution under the null hypothesis, H0, can be approximated by a
half-χ2

1 distribution.
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(a) Distribution of the test statistic of eq. 8.21 under H0 ’no CNO neutrinos’ (orange) and H1
(green).

(b) Distribution of the test statistic of eq. 8.22 under H0 ’LZ solar model’ (orange) and H1 (green).

Figure 8.30: Distributions of the test statistic in the best case setting. a) Testing the null
hypothesis of ’no CNO’ neutrinos, b) testing the null hypothesis of a ’LZ solar model’.
In both cases, the distribution under the null hypothesis, H0, can be approximated by a
half-χ2

1 distribution.

Outlook: Only two experimental settings were investigated in this section, representing
a best case scenario and a conservative one. In an upcoming work, more settings
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8.3 Neutrinos as signal

inbetween the two tested in this work will be included. The goal is to scan through the
parameters of the experimental settings in order to calculate the sensitivity as a function
of the exposure, background rate and energy threshold.
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Chapter 9

Conclusions and Outlook

The question about the nature of dark matter is a long-standing problem in modern
physics. Since several decades a large number of experiments have been designed to
solve this puzzle. One of the leading experiments in the field of dark matter direct
detection is CRESST. Its aim is to measure elastic coherent scatterings of dark matter
particles off nuclei occuring inside the detector. In the case of CRESST, the target are
scintillating crystals of different material, equipped with a tungsten transition edge
sensor and operated as cryogenic calorimeters at O(mK) temperatures. The detector
module design of the third stage, CRESST-III, allows to probe energy regions down to
thresholds of only O(10eV), making it especially sensitive to light dark matter masses in
the sub-GeV regime.

At these low energies, an excess of events of unknown origin is observed, limiting the
sensitivity to dark matter signals. The study of this low energy excess (LEE) is one of the
major topics of this work. In chapter 6, it is discussed as several hypotheses on the origin
of the LEE could be excluded based on data collected with a set of modified detector
modules. The observations exclude or disfavour dark matter interactions, external
and intrinsic radioactivity, noise triggers, electronic artifacts or scintillation light as a
major component of the LEE. Possible origins that could not be excluded and are under
further investigation are crystal intrinsic effects related to the material, sensor related
effects, e.g. stress created by the TES film deposition, and holding induced stress. These
observations and conclusions are published in [107]. Further detailed studies on the
LEE are presented in chapter 7 as part of the analysis of two sapphire detector modules.
These modules have been operated in two different data taking campaigns with changes
in their module design between the measurements. The scintillating foil (covering the
inside of the copper housing containing the detectors) and the scintillating holding sticks
of the detectors have been removed. The comparison of the measured energy spectra
leads to the conclusion that the scintillating components of the detector modules (foil
and holding sticks) cannot be a major source of the excess. In particular the investigation
of the time dependence of the rate, as well as the time dependence of the spectral shape
of the LEE hint towards the contribution of at least two different sources making up
the LEE. These components are empirically well described by a power law and an

187



Chapter 9 Conclusions and Outlook

exponential term. The time dependent behaviour of both components is not compatible
with a dark matter signal, confirming the conclusions drawn in chapter 6. The strong
influence a warm up of the cryostat to temperatures of 60 K and 30 K has on the rate of
the LEE could hint towards a temperature induced stress on the detector, which could
originate from the holding of the crystals or the sensor film on the crystal. Furthermore,
the rate of the LEE is decaying over time. This decay is observed in both components
of the empirical fit. Lastly, the rate of the LEE seems to converge to a stable value not
further decaying. A fit of the time dependence of the two components (exponential and
power law) shows that the exponential term seems to include a constant, non-decaying
part. A conclusion on whether the power law component has a constant contribution to
the LEE or if it decays completely cannot be drawn from the data analyzed in this work.
By the time of writing this thesis, more data is already available, which could possibly
answer this open point.

The analysis of one of the sapphire modules in chapter 7 resulted in several new
observations, including two novel ways for an accurate low energy calibration. The
phonon channel of this detector could be calibrated using a peak at 1.1 keV, appearing
in the neutron calibration data. This peak is explained by nuclear recoils induced by
a γ emission, which follows after the capture of a thermal neutron on 27Al. While the
first experimental proof of this effect was recently measured with CaWO4 crystals (with
a capture of thermal neutrons by W) and published by the CRAB and the NUCLEUS
collaboration in [124] and by the CRESST collaboration in [125], this is the first time
this effect is experimentally measured on a sapphire crystal. The light channel of the
same module could be calibrated at very low energies via vacuum ultra violet intrinsic
luminescence photons with an energy of 7.6 eV, emitted by the sapphire crystal of the
main absorber. This is the first time single photons could be measured in a cryogenic
solid state detector with a high enough resolution to clearly identify them. Due to the
extremely low threshold of this module (Eth = 6.2± 1.0 eV) and the accurate energy
calibration at low energies a new exclusion limit on the elastic, spin-independent dark
matter-nucleon scattering cross section as a function of the dark matter particle mass
could be calculated, giving leading exclusion limits in a dark matter mass range from
69 MeV/c2 to 203 MeV/c2. Due to the high abundance of the 27Al isotope (100%) with a
nuclear spin of 5/2, an exclusion limit on spin-dependent dark matter interactions can
also be calculated for this detector, which will be done in a future work.

Lastly, this thesis covers some future perspectives of cryogenic solid state detector
experiments in chapter 8. The impact of solar neutrinos on the future of low-threshold,
high-exposure dark matter direct detection experiments is investigated in the first part.
Dark matter discovery potentials are computed for several experimental scenarios,
including different target materials, thresholds and exposures. The calculated discov-
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ery potentials reflect the best possible results under the assumption of no additional
backgrounds. The results show that sensitivity to dark matter signals can be achieved
even below the neutrino floor in experiments with exposures of O(1 tonne year) and
energy thresholds of O(1 eV). The target materials tested in these sensitivity studies are
CaWO4 and Al2O3. While the discovery potentials calculated for CaWO4 are stronger
over a large fraction of the considered dark matter mass range (∼ 250 MeV/c2 - 10
GeV/c2), the discovery potential calculated for the lighter material Al2O3 under the
same experimental assumptions is much stronger in the low mass range (50 MeV/c2 -
250 MeV/c2).

The second part of chapter 8 considers solar neutrinos as a signal and explores the pos-
sibilities that come with a fully flavor independent measurement of the solar flux. Two
experimental scenarious are tested, both assume an energy threshold of 1 eV. The first
scenario considers an exposure of 1 tonne year and a background rate of 0.1 counts/(keV
kg day), the second scenario considers an exposure of 0.1 tonne year and a background
rate of 1 count/(keV kg day). It is shown that the dominant neutrino fluxes of pp neutri-
nos and Be7 neutrinos can be well reconstructed in both tested experimental scenarios,
although with a higher accuracy in the first setting. The precise reconstruction of the
fluxes of these low energetic neutrinos in combination with the results of experiments
measuring the electron scattering of such neutrinos opens up the possibility to test the
MSW effect. Deviations from the expectations of the MSW effect could be a hint towards
physics beyond the standard model, like e.g. the existence of sterile neutrinos. The
sensitivity to the dominant neutrino fluxes seems to be limited more by the background
rate than by the exposure. This hypothesis will be tested in an upcoming work. Studies
on the sensitivity to the summed flux of the CNO neutrinos were additionally performed.
An accurate reconstruction of this flux can help to contribute to the solution of the solar
metallicity problem. Monte Carlo simulations generated considering a high metallicity
solar model show that the first experimental scenario is fully sufficient to reject a low
metallicity model with high probability (5σ at 95.5% C.L.). In a future work, the sens-
itivity to the CNO flux will be calculated as a function of the parameters defining the
experimental setting, which are the exposure, the energy threshold and the background
rate.
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Appendix A

Auxiliary calculations

A.1 Elastic scattering in the center-of-mass frame

As can be seen in eq. 3.1, the energy transferred to the nucleus depends on the transferred
momentum q, which describes the difference of the momenta of the final state ( f ) and
initial state (i) of the nucleus:

|−→q | = |−→pN f −−→pNi| = |
−→
p0

N f −
−→
p0

Ni| (A.1)

which is equal in the laboratory frame and the center-of-mass frame, denoted with 0.
The velocity of the center-of-mass is defined as:

−→
v0 =

∑j mj
−→vj

∑j mj
(A.2)

The initial velocities of the dark matter particle and the nucleus in the laboratory
frame are:

−→vχi =

(
v
0

)
−→vNi =

(
0
0

)
(A.3)

The initial velocity of the center-of-mass is therefore:

−→
v0

i =
mχ

mχ + mN

−→vχi (A.4)

The initial velocities of the dark matter particle and the nucleus in the center-of-mass
frame are (galilean tranformation):

−→
v0

χi =
−→vχi −

−→
v0

i =
mN

mχ + mN

−→vχi

−→
v0

Ni =
−→vNi −

−→
v0

i = − mχ

mχ + mN

−→vχi

(A.5)
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from which follows:

−→
p0

χi = mχ

−→
v0

χi = µN
−→vχi

−→
p0

Ni = −
−→
p0

χi = −µN
−→vχi

(A.6)

with µN being the reduced mass of the system of the dark matter particle and the
nucleus. Furthermore, from momentum and energy conservation follows (in the center-
of-mass frame):

|
−→
v0

χi| = |
−→
v0

χ f |

|
−→
v0

Ni| = |
−→
v0

N f |
(A.7)

The momentum of the nucleus after the scattering process can now be written as:

−→
p0

N f = |
−→
p0

N f | ·
(
−cosθ

sinθ

)

= |
−→
p0

Ni| ·
(
−cosθ

sinθ

)

= µNv ·
(
−cosθ

sinθ

) (A.8)

The momentum transfer in eq. A.1 can now be easily written in the center-of-mass
frame as:

−→q =
−→
p0

N f −
−→
p0

Ni = µNv ·
(

1− cosθ

sinθ

)
(A.9)

And therefore:

q2 = 2µ2
Nv2(1− cosθ) (A.10)

A.2 Differential cross section

In the center-of-mass frame, the solid angle of the scattering process only depends on
cosθ, so that:

dΩ = 2π dcosθ (A.11)

The differential cross section can be divided into:

dσ

dER
=

dσ

dΩ
· dΩ

dER
=

dσ

dcosθ
· dcosθ

dER
(A.12)
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A.2 Differential cross section

Using eq. 3.1, dcosθ can be determined as:

dER = −µ2
Nv2

mN
dcosθ (A.13)

An integral from zero to ER,max corresponds to the integral:

−1∫
1

dcosθ = −2 (A.14)

The differential cross section for a point-like nucleus (pl) can now be written as:

dσ

dER
|pl =

dσ

dcosθ
· mN

2µ2
Nv2

= σ0 ·
mN

2µ2
Nv2

(A.15)

with the definition of the zero-momentum transfer cross section [39]:

σ0 =
dσ

dcosθ
|ER=0 (A.16)

If the scattering is approximately isotropic in the limit of the nucleus being point-like,
the cross section can be parametrized as [39]:

dσ

dER
=

dσ

dER
|pl · F2(ER) (A.17)

to take the structure of the nucleus into account, which is described by the form factor
F(ER) (see sec. 3.1.3).

The cross section for a single, point-like nucleon (proton, p, or neutron, n) has the
form [39]:

σp,n =
µ2

p,n

π
f 2
p,n (A.18)

with fp,n being the coupling strength of dark matter to protons or neutrons respectively.
Considering coherent scattering, the zero-momentum transfer cross section for a point-
like nucleus can be expressed as a sum over all nucleons [39]:

σ0 =
µ2

N
π
·
(
Z fp + (A− Z) fn

)2 (A.19)

with Z being the number of protons and (A− Z) being the number of neutrons. In
the isosinglet condition fp = fn this can be written as1:

σ0 =
µ2

N
π
· A2 · f 2

n (A.20)

leading to the known A2 dependence of the cross section. In order to have a parameter

1Also approximating mp ' mn
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that is comparable between different experiments/target materials, this is usually written
in terms of the material independent cross section on a single nucleon of eq. A.18:

σ0 = σn · A2 · µ2
N

µ2
n

(A.21)

which eventually leads to the expression given in eq. 3.7.

A.3 Integral over the velocity distribution in a non-rotating

model

The analytical expression for the function I(vmin) in eq. 3.17 for a non-rotating max-
wellian model is given in [42] as:

I(vmin) =
N
η

(
3

2πw2

)1/2

·


χ(xmin − η, xmin + η)− 2η exp(−z2), xmin < z− η

χ(xmin − η, z)− exp(−z2)(z + η − xmin), z− η ≤ xmin < z + η

0, xmin ≥ z + η

(A.22)
with:

χ(x, y) =
√

π

2
[er f (y)− er f (x)]

xmin =

(
3mNER

4µ2
Nw2

)1/2

η =

√
3
2

vo

w

(A.23)

and z, w, vo and N having the same definition as in sec. 3.1.4.

A.4 Weak nuclear charge

The matrix element in eq. 3.20 can be written in terms of the nuclear form factors for
protons, Fp(q) and neutrons, Fn(q) as [88]:

〈g.s.| |M̂| |g.s.〉 = 1
2
[
(1− 4sin2θW)Z · Fp(q)− N · Fn(q)

]
(A.24)
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A.5 Relation of likelihood ratio test statistic and significance

In the approximation of equal proton and neutron form factors (Fp,n(q) = F(q)), this
is often written in terms of the weak nuclear charge, defined as [88]:

QW =
[
2(gL

u + gR
u ) + (gL

d + gR
d )
]
· Z +

[
(gL

u + gR
u ) + 2(gL

d + gR
d )
]
· N (A.25)

where g are the left- (L) and right- (R) handed couplings of u and d quarks to the Z
boson. At tree level (ignoring small radiative corrections), these couplings are given by
[161]:

gL
u = +

1
2
−2

3
sin2θW

gL
d = −1

2
+

1
3

sin2θW

gR
u = −2

3
sin2θW

gR
d = +

1
3

sin2θW

(A.26)

Inserting this into eq. A.25 leads to:

|QW | =
1
2
[
(4sin2θW − 1)Z + N

]
(A.27)

A.5 Relation of likelihood ratio test statistic and significance

In case the likelihood ratio test statistic, q, as defined in equations 5.12, 5.19, 8.15, 8.21
and 8.22, follows a half χ2 distribution with one degree of freedom, the statistical
significance, Z, of the best fit obtained with the alternative hypothesis can be simply
expressed as the square root of the observed value of q: Z =

√
qobs. This is shown in

detail in the following.

Given that the distribution of q under the null hypothesis, H0, follows a half χ2

distribution with one degree of freedom:

f (q|H0) =
1
2

δ(0) +
1
2

1√
2π

1
√

q
· e−q/2 (A.28)

and using the definition of the p-value in eq. 5.13, after solving the integral this results
in (for qobs > 0):

p =
1
2

(
1− er f

(√
qobs√

2

))
(A.29)
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Inserting this into eq. 5.14 for the significance results in:

Z =
√

qobs (A.30)

A.6 Relations for the binned poissonian extended maximum

likelihood

The likelihood of eq. 8.7 can be rewritten, using the following relations:

NNo
e = N

m
∑
i

ki

e =
m

∏
i

Nki
e (A.31)

e−Ne = e
−Ne

m
∑
i

fi
=

m

∏
i

e−Ne fi (A.32)

A.7 Conversion factor for the summed CNO flux

The factor in eq. 8.20, transforming the summed flux parameter of CNO neutrinos from
the HZ solar model to the LZ solar model is given by:

φCNO,LZ =
fN13 · φN13,HZ + fO15 · φO15,HZ + fF17 · φF17,HZ

φN13,HZ + φO15,HZ + φF17,HZ

= fCNO · φCNO,HZ

(A.33)

with:

φCNO,HZ = φN13,HZ + φO15,HZ + φF17,HZ (A.34)
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Appendix B

The MSW effect

In the following a very brief overview on the MSW effect is given. The difference in the
potentials, experienced by electron neutrinos, νe, and non-electron neutrinos, νa, when
traveling through the Sun is given in eq. 8.16. The Hamiltonian of the system changes
from H0 → H = H0 + V, with H0 being the vacuum Hamiltonian. The eigenvalues and
eigenstates of H change accordingly from ν1, ν2 → ν1m, ν2m (ν1 and ν2 are the neutrino
mass eigenstates). In a medium of constant density, the mixing of the flavor eigenstates
in matter is related to the eigenstates ν1m and ν2m via the mixing angle in matter, θm

(analogous to the neutrino mixing in vacuum).
In a non-uniform medium, the density changes during the propagation of the neutrino

through the medium, ne → ne(t). Thus, also the mixing angle in matter is changing,
θm → θm(ne(t)), and a mixing of the eigenstates ν1m ↔ ν2m can occur. If the medium
fulfills the adiabatic condition, the change of ne(t) is slow enough, so that mixing of the
eigenstates ν1m and ν2m can be neglected and they propagate independently (as they
would do in vacuum or in a medium with a constant density). In this case, the flavor
composition of the eigenstates is determined by θm(t) (instead of a direct dependency on
ne(t)). The admixture of the eigenstates is then just given by the mixing at the production
point, θ0

m.
The flavor mixing in matter (sin22θm) becomes maximal, if the resonance condition

(lν = l0 cos2θ) is fulfilled, with lν being the oscillation length in vacuum and l0 being the
refraction length in matter. In terms of density and energy, E, this condition is fulfilled
at the resonance density, nR

e [152]:

nR
e =

∆m2

2E
cos2θ√

2GF
(B.1)

where ∆m2 = m2
2−m2

1 is the quadratic difference of the mass of the eigenstates ν1 and
ν2 and θ is the mixing angle in vacuum. There are three different scenarios that depend
on the initial electron density at the production of the neutrino, n0

e [152]:

• The initial mixing is strongly surpressed, n0
e � nR

e : In this case the flavor transition
follows the density change and vacuum oscillations only have a negligible effect.
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Appendix B The MSW effect

• The initial mixing is not surpressed, n0
e > nR

e : In this regime, the adiabatic conver-
sion interplays with the oscillations.

• No crossing of the resonance layer, n0
e < nR

e : Matter effects only give small correc-
tions to the vacuum oscillations.

Since nR
e ∝ 1/E, these three cases can also be distinguished by the neutrinos energy:

A high energy corresponds to the first case, intermediate energies correspond to the
second case and low energies to the third case. This dependence of the MSW effect on
the neutrino energy can be seen in the red band in fig. 8.15 in sec. 8.3.2.
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