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Summary 

Medical devices are indispensable tools in modern healthcare; they facilitate diagnosis, treatment, and 
patient care. Even though being carefully designed to serve specific purposes, however, those devices 
still pose the risk of inducing adverse side effects, which can potentially harm patients or even lead 
to life-threatening conditions. In this context, biopolymeric materials are promising candidates to 
tailor the material and surface properties of medical devices such that they integrate more seamlessly 
into the body environment. A highly interesting biopolymer is the multifunctional glycoprotein 
mucin, which combines several biomedically interesting properties such as excellent lubricity, good 
anti-biofouling properties, and high biocompatibility. In this thesis, mucin molecules are used to 
3D-print objects that exhibit mechanical properties similar to soft tissue. It is shown that those 
printed objects exhibit high biocompatibility, good anti-biofouling properties, and 
immunomodulating activity – characteristics that hold great potential for a wide range of biomedical 
applications, including tissue engineering, wound healing, and soft robotics.  

Furthermore, mucin macromolecules are used to create coatings on existing medical devices, aiming 
at transferring the beneficial properties of mucins to the respective surface. Taking contact lenses as 
an example, it is demonstrated that those coatings are indeed able to considerably improve the surface 
wettability and to prevent wear formation on tissue. These characteristics might be beneficial for 
mitigating the disruptive influence of a broad variety of medical devices and to improve the 
integration of synthetic materials into physiological environments. Remarkably, owing to their high 
transparency, the generated mucin coatings are well-suited to be used on optical devices. Here, the 
extraordinary anti-biofouling properties of the mucin layer can even help preserving the clearness of 
optical interfaces that are exposed to bodily fluids or tissues.  

However, to meet the sterility required for a medical product, the mucins or the mucin-containing 
objects have to be treated with radiation, heat, or chemicals, and this could compromise the 
physico-chemical or structural properties of the biomolecule. In this thesis, it is shown that mucins 
can tolerate harsh decontamination treatments without suffering significant functional impairment 
or structural degradation. Whereas ߛ irradiation is identified as the most effective method for 
sterilizing lyophilized mucins, fumigation with ethylene oxide is the best method for maintaining the 
biochemical integrity and functionality of mucin coatings on medical materials. Overall, the presented 
results demonstrate an astonishing sturdiness of mucins towards selected sterilization strategies, 
which is a major step towards a clinical application of the glycoprotein. 

An important aspect to be evaluated considering the safety of medical devices is their tribological 
performance on tissue. This not only includes determining friction coefficients, but, even more 
importantly, it involves evaluating putative wear formation. Assessing the surface quality of complex 
biological surfaces, however, requires time-consuming expert involvement and might still remain 
prone to errors and biases. To overcome these challenges, in this thesis, the potential ML holds to 
aid in the assessment of the surface conditions of a soft tissue is explored. It is shown that both, 
supervised and unsupervised ML methods, can achieve a meaningful surface classification using a set 
of topographical parameters as input features. Similar approaches could streamline material design 
processes, enabling precise customization of a material’s surface behavior that would otherwise 
necessitate time-consuming trial-and-error investigations. To increase the accuracy of the ML model, 
a correlation-driven algorithm is developed to perform feature elimination – an essential step to 



 

 

overcome the challenges encountered due to limited data availability when applying ML to 
experimental datasets. Among the different unsupervised ML models tested to automatically sort 
corneal samples without providing any output label, a k-Means clustering algorithm is demonstrated 
to be the most suitable for the task at hand. From a material science point of view, the algorithm 
indeed successfully generates four clusters that accurately sort the samples based on their surface 
appearance. Additionally, it is able to achieve a similar surface classification as conducted manually 
for the tribological evaluation of rigid contact lenses. Overall, it is shown that the presented 
ML-driven approach can guide and improve the analysis of datasets that – either owing to their 
sample size or their complexity – go beyond the cognitive capabilities of humans. 
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1. Introduction 

From pacemakers to insulin pumps, from endoscopes to pulse oximeters – medical devices are 
indispensable tools in modern healthcare, where they aid in the diagnosis and treatment of various 
diseases and health conditions. Endotracheal tubes, for example, are used to quickly and efficiently 
provide a clear airway and to ensure that a patient's breathing remains stable – a crucial action to prevent 
life-threatening respiratory failure. Similarly, catheters have revolutionized patient care by enabling the 
accurate delivery of medication into and the drainage of bodily fluids out of the body in a less invasive 
manner compared to traditional surgical procedures. Another (often-underestimated) class of medical 
devices are contact lenses. In addition to correcting even highly complex refractive errors (such as 
aphakia,1,2 astigmatism,3,4 or high anisometropia5), contact lenses can also be applied for the therapy of 
persistent epithelial defects,6 to support post-refractive surgery rehabilitation,7 or as sensors for ocular 
diagnostics.8 

However, the great improvements achieved with such medical devices can be accompanied by severe, 
unintended side effects (Figure 1.1). An artificial material that comes into contact with human tissue 
poses the risk of entailing a foreign body response:9,10 The immune system then reacts to the presence 
of the device as if it was an invading pathogen. Several immune reactions, such as pain, swelling, fever, 
or the formation of fluid-filled cysts around the devices can be triggered. This cannot only entail 
discomfort and scarring of the tissue, but it can also lead to the malfunction of the device or 
life-threatening further complications. In addition to triggering foreign body responses, the artificial 
materials medical devices mostly consist of differ from human tissue regarding their mechanical and 
physical properties – and this can negatively influence the physiological working principles of the body. 
The avascular cornea of the human eye, for instance, receives its oxygen supply through the tear film.11,12 
Contact lenses, however, constitute a physical barrier that limits the transport of oxygen towards the 
corneal surface – and this can entail hypoxic complications such as corneal neovascularization or limbal 
erythema.13-15 Moreover, compared to tissue, artificial materials are usually quite hard, stiff, and often 
exhibit insufficient wettability.16,17 Owing to this, those materials can impair the inherent lubrication 
mechanisms and induce friction, irritation, or even injured tissue and inflammations.18,19 This disruptive 
influence can furthermore severely weaken the endogenous protective barriers of the body, leaving 
patients vulnerable to infections. Aggravatingly, an artificial material is typically much more prone to 
bacterial colonization.20,21 Hence, such devices may bring pathogenic agents in close proximity to injured 
tissue – a direct pathway to microbial infections. 

 
Figure 1.1: Possible complications of medical devices. Medical devices can entail several different 
complications, including foreign body responses, microbial infections, hypoxia, irritation, and mechanical 
damage. 
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In this context, biopolymeric materials that can integrate more seamlessly into the tissue environment 
have emerged as a promising solution to those challenges associated with medical device safety and 
effectiveness:22 Many biopolymeric materials, such as proteins, carbohydrates, and lipids, that are derived 
from natural sources, combine a wide range of beneficial properties including good biocompatibility, 
lubricity, and anti-biofouling behavior (Figure 1.2).23-27 

 
Figure 1.2: Beneficial properties of biopolymers. Biopolymers (exemplarily depicted is a mucin glycoprotein; 
see chapter 2.1) can exhibit several properties that can be beneficial for different biomedical applications. Those 
properties include good biocompatibility, hygroscopy, lubricity, wear protection, anti-biofouling behavior, and 
the possibility to be used for drug encapsulation. 

 

Indeed, several medical products made from biopolymeric materials showed excellent performance in 
clinical applications. Collagen-based surgical sutures28,29 and tissue bonding agents,30 for instance, were 
shown to promote faster wound healing and induce less inflammations compared to commercial, 
synthetic sutures. Biodegradable stents made of poly(lactic acid) – a semi-synthetic biopolymer – are 
similarly effective for the treatment of coronary artery disease as their metallic counterparts31 but they 
seem to pose lower risks of restenosis.32 Other examples of biopolymeric medical devices include 
chitosan-based wound dressings with hemostatic and antibacterial properties,33,34 hyaluronic acid-based 
intraocular implants that help preventing bacterial infections after ophthalmic surgery,35 and resorbable 
silk-based fracture fixation screws that allow for incorporating antibacterial agents while maintaining a 
high mechanical stability of the screw.36,37 

In addition to serving as a base material for biomedical products, biopolymers can be used to coat 
existing medical devices to tune their surface properties in terms of e.g., wetting resistance, friction 
response, biocompatibility, or bio-fouling. Coatings with the polysaccharide heparin were, for example, 
shown to reduce encrustation and thromboembolic complications of various cardiovascular medical 
devices.38,39 Similarly, orthopedic implants carrying polyglutamic acid coatings showed improved 
biocompatibility and strong antibacterial properties.40,41 Other biopolymeric coatings, such as those 
generated with cyclodextrin42,43 or chitosan,44,45 were used for sustained drug release from medical 
surfaces while enhancing several other properties including mucoadhesion or osteoinductivity. 
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A biopolymer that has recently gained increasing attention in biomedical research is mucin – a densely 
glycosylated macromolecule that is produced by goblet cells of mammalian mucosa.46,47 In the human 
body, mucin glycoproteins not only serve as lubricants and protective barriers on mucosal tissues, but 
they also ensure sufficient tissue hydration and act as a defense mechanism against bacteria and other 
pathogens.48-50 In the first part of this thesis, the potential mucin molecules hold as a versatile material 
for different biomedical applications is investigated. Specifically, two different approaches are followed 
to integrate mucins into medical products: First, a mucin-based bio-ink is developed that allows for 
generating 3-dimensional mucin-based objects by the means of 3D bioprinting. Second, mucin 
macromolecules are used to create coatings on existing medical devices, aiming at transferring the 
beneficial properties of mucins to the respective surface. The generated objects and coated devices are 
then characterized in terms of various physical aspects, and the extent to which these new materials 
exhibit specific mucin-related properties is assessed. Additionally, as the mucin macromolecules are 
derived from animal sources (where sterility cannot be guaranteed even after purification), the stability 
of those mucins towards different sterilization techniques is investigated – a critical aspect for a material 
to be used in a medical context. 

The second part of this thesis focusses more extensively on the performance analysis of mucin-coated 
medical devices. As mentioned above, one of the most notable characteristics of mucin macromolecules 
is their excellent lubricity. Hence, when investigating the functional improvements brought about by 
mucin coatings generated on medical devices, one important aspect to be evaluated is the tribological 
performance of such devices on tissue they come into contact with. This not only includes the assessment 
of the friction coefficients of the system, but – even more importantly – it involves assessing putative 
tissue damages inflicted by the applied stress (or the absence of those). However, for soft materials and 
complex damage patterns of different length scales, this is far from trivial: on the one hand, the initial 
conditions of biological tissue samples can vary considerably; and on the other hand, there is no direct 
and unambiguous method or metric to assess the quality of such multifaceted surfaces. One approach 
that has been used in previous studies51-53 to evaluate the appearance of biological surfaces is to employ 
high-resolution imaging techniques, such as laser scanning profilometry, that return 3-dimensional 
topographical profiles. Visual inspections and surface descriptors obtained based on those profiles can 
then guide an estimation of the overall surface quality. Even with this approach, however, the assessment 
of the surface quality still requires time-consuming manual assessments by a trained expert and may still 
remain prone to errors and biases. 

Here, Machine Learning-driven (ML-driven) decision processes may provide a remedy: As a sub-
category of data science, ML focuses on developing algorithms that learn from provided data to make 
predictions or to draw conclusions. By analyzing multidimensional datasets, ML can create generalized, 
descriptive models that otherwise the human mind could hardly identify. The versatility of ML 
applications is virtually limitless, ranging from object detection54,55 to process monitoring,56,57 the 
identification of patterns or correlations within a dataset,58,59 as well as data classification,60-62 
regression,63,64 or clustering65,66 (Figure 1.3).  

Based on their working principles, ML approaches can be roughly subdivided into three categories: 
supervised learning, unsupervised learning, and reinforcement learning. In supervised learning, labelled 
data is used to train a model to map input features (i.e., properties characterizing a sample) to a 
pre-defined output label. This principle is similar to how parents teach their children to name objects. 
Unsupervised learning, in contrast, does not rely on labelled data. Unsupervised learning is a data-driven 
approach in which the algorithm is only provided with unsorted input data; and this input data is then 
analyzed to identify trends, patterns, or clusters. Last, reinforcement-based learning is an action-based 
training approach. Here, the model is allowed to explore certain actions and it is trained to make the 
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‘right’ choice using a reward function. For all of those approaches, a broad variety of available algorithms 
and models exists (for examples, please refer to chapters 2.8 and 2.10). Some of those models come 
from the field of deep learning. Deep learning approaches – which can be all, supervised, unsupervised, 
or reinforcement-based – include algorithms that aim at mimicking the working principle of the human 
brain. Therefore, data is analyzed by multi-hierarchical structures of interconnected layers of digital 
neurons. As those constructs can handle data on different levels of abstraction, they are promising 
approaches for complex problems. This, however, comes at a prize: owing to the complex intrinsic 
structure of those models, the decision-making process is barely traceable. 

 
Figure 1.3: Typical objectives of ML approaches. Typical goals of ML-driven analyses include the correlation 
of material properties, the classification of samples, the identification of patterns, process monitoring, molecular 
structure analysis, and the evaluation of medical images. Adapted with permission from Rickert et al.67. 

 

In this thesis, the potential ML holds to aid in the assessment of the surface conditions of a soft tissue 
is explored. In a first step, supervised ML models are employed to test whether complex biological 
surfaces can be accurately classified based on a set of surface parameters obtained from captured 3D 
profiles. For such supervised learning approaches, the samples of the dataset are not only characterized 
by the mentioned descriptors (features), but each sample additionally carries a predefined label. 
Afterwards, an unsupervised approach is employed to classify corneal tissue samples. Here, each sample 
is solely described by the input features and no predefined label is provided. The classification results 
achieved using the surface descriptors as input features are then compared to a manual classification 
conducted by humans. 
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2. Materials and methods 

If not stated otherwise, all chemicals were obtained from Carl Roth GmbH & Co. KG (Karlsruhe, 
Germany). Double distilled water (ddH2O, pH 7.3) was freshly prepared for each experiment. 

 

2.1. Mucin macromolecules 

Mucin glycoproteins are the structural and functional key component of mammalian mucus, the 
viscoelastic hydrogel that lines all wet epithelia such as ocular surfaces,11 the respiratory system,68 and 
the gastrointestinal tract.50 With regard to their functional and structural characteristics, mucin 
glycoproteins can be subdivided into either membrane-anchored or secreted mucins – the latter of which 
can additionally be distinguished into gel-forming and non-gel-forming molecules. The class of secreted, 
gel-forming mucins comprises five different isotopes (MUC2, MUC5AC, MUC5B, MUC6, MUC19),69,70 
which are expressed differently throughout the body but share a similar structure (Figure 2.1): mucin 
macromolecules have high molecular weights in the range of several MDa48 and comprise a long protein 
backbone that is unfolded in the central region and partially folded in the terminal domains. The densely 
glycosylated central part of the molecule carries a large number of anionic sialic acid residues and sulfate 
groups,71,72 which renders mucins highly hydrophilic and hygroscopic.73 Additionally, the steric rigidity 
brought about by the densely attached oligosaccharide chains in combination with the repulsive 
electrostatic forces acting between the anionic groups is assumed to suppress polypeptide folding – and 
this leads to a bottle-brush-like structure of the glycoproteins.74  

 
Figure 2.1: Schematic of a mucin glycoprotein. A densely glycosylated central region carrying a high number 
of anionic sulfate groups and sialic acid residues is framed by (partially) folded termini, which comprise 
hydrophobic and charged amino acids. 

 

The glycosylated central region of the mucin molecules is framed by two (partially) folded termini, each 
comprising a sparsely glycosylated mixture of anionic, cationic and hydrophobic amino acids.48,75,76 
Those terminal regions are rich in cysteines, which imparts monomeric mucin molecules the ability to 
aggregate into oligomeric structures via intermolecular disulfide bonds.77,78 Overall, the amphiphilic 
nature of mucin molecules not only enables their adsorption onto both, hydrophobic and hydrophilic 
surfaces, but also results in an excellent lubricating performance.72 Furthermore, owing to the various 
different interaction sites provided by the complex microarchitecture of the mucin molecule, mucins 
constitute a unique barrier against bacteria and viruses, as they allow to trap or repel such pathogens.79,80 
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In this thesis, two different preparations of porcine gastric mucin MUC5AC were used: manually purified 
mucins (referred to as ‘MUC5AC’) as well as commercially available mucin from porcine stomach 
(Type II; Sigma-Aldrich, St. Louis, USA; referred to as ‘PGM’). The manual purification protocol 
followed to obtain MUC5AC is described in Schömig et al.81 In brief, crude mucus was collected from 
pig stomachs (Schlacht- und Viehhof, München, Germany) by manually scraping the mucosal tissue 
surface with a lab spoon. The yield was diluted 1:5 in sodium phosphate buffer (10 mM, pH 7.0) 
containing 170 mM NaCl and 0.04 % (w/v) sodium azide, and it was thoroughly stirred at 4 °C overnight. 
To then remove cellular debris and mesoscopic impurities, two centrifugation steps (30 min at 17590 x g 
and 45 min at 158306 x g) were performed at 4 °C each. For the purification of mucins used for coatings 
on rigid, gas-permeable contact lenses (RGP lenses, see chapter 3.3) these two centrifugation steps were 
replaced by four filtration steps (mesh sizes: 1 mm, 500 µm, 200 µm, 125 µm) as described in Marczynski 
et al.82 To further separate the mucins from other mucus constituents, size exclusion chromatography 
was conducted on an ÄKTA purifier system (GE Healthcare, Chicago, USA) equipped with an 
XK50/100 column packed with Sepharose 6FF resin (GE Healthcare). The obtained mucin-containing 
eluate was dialyzed against ultrapure water and concentrated by cross-flow filtration using an 
ultrafiltration hollow fiber cartridge with a molecular weight cut-off (MWCO) of 100 kDa (Xampler 
Ultrafiltration Cartridge; GE Healthcare). The concentrate was then lyophilized and stored at -80 °C 
until further usage. 

Both, MUC5AC and PGM, are usually received and stored as a lyophilized powder. To reconstitute 
manually purified MUC5AC, the lyophilized powder was dissolved in the desired buffer, vortexed for 
5 min, and then homogenized on a shaking incubator (750 rpm) at 4 °C for 2 h. The commercially 
DYDLODEOH� 3*0�ZDV� ILUVW� GLVVROYHG� LQ� ��� Ƭ/� RI� GLPHWK\O� VXOIR[LGH� �'062�� SHU� � mg of PGM and 
vortexed for 5 min. Subsequently, the desired buffer was added, and the mixture was again vortexed for 
5 min before it was kept on a shaking incubator (750 rpm) at 4 °C for 3 h. 

 

2.2. Producing and characterizing mucin-based bio-ink samples 

In this thesis, a mucin-based bio-ink was developed to be used for 3D printing, more precisely, for direct 
ink writing. From a manufacturing point of view, such bio-inks have to exhibit several characteristics, 
most importantly the ability to be extruded, to hold the shape during printing, and to develop inherent 
stability after being printed. To achieve all this, commercially available PGM was functionalized to enable 
UV-induced curing, and a stabilizing agent was added to tailor the rheological properties of the ink.  

 

2.2.1. Functionalization of mucins with methacryloyl groups 
Porcine gastric mucins inherently possess the ability to undergo sol-gel transformations, which can, for 
instance, be triggered by an alteration of the pH or the addition of certain ions. However, to achieve a 
controllable gel formation suitable for curing mucin-based materials in a 3D printing process, the PGM 
was functionalized by attaching methacryloyl groups (Figure 2.2). When supplemented with a 
photo-crosslinker, those methacryloyl groups then allow for photo-initiated covalent crosslinking of the 
mucin glycoproteins via free-radical polymerization. Even though lab-purified mucin may offer higher 
purity, here, commercial PGM was favored due to its easier availability and cost-effectiveness. Since the 
structural losses previously reported for commercial PGM molecules mainly affect the ability of mucins 
to passively adhere to surfaces and to undergo gelation at acidic pH,83 it is expected that those mucins 
are sufficiently intact to be used as components of a bio-ink. 
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Figure 2.2: Schematic illustration of the methacrylation procedure of PGM and the UV-driven curing 
of PGM-MA. PGM macromolecules were methacrylated via the hydroxymethyl groups of their glycans and the 
amine groups of the protein backbone. Crosslinking by free-radical polymerization can then be achieved by 
addition of the photo-initiator Irgacure-2959 and subsequent UV irradiation. 

 

For this purpose, 1.0ௗ% (w/v) PGM was dissolved in ddH2O, cooled on ice and the pH was adjusted to 
~8.0. Once cooled down, methacrylic anhydride (MA; Sigma-Aldrich) was added such that a ratio of 
1000 MA molecules per PGM macromolecule was obtained. Since the initiated reaction induces a 
continuous decrease of the pH value, the pH of the solution was repeatedly readjusted to 8.0 by adding 
5ௗM NaOH while gently stirring the solution. This pH control was conducted during the initial 6 h, after 
which the solution was stored at 4ௗ°C overnight to allow for further reaction. To remove non-reacted 
MA and mucin precipitates, a centrifugation step (10 min, 5000 rpm; Centrifuge 5430; Eppendorf SE, 
Hamburg, Germany) was conducted followed by size exclusion chromatography of the supernatant 
using an ÄKTA purifier system and an XK50/100 column packed with Sepharose 6FF (both GE 
Healthcare). The collected fractions containing the methacrylated porcine gastric mucin (PGM-MA) 
were lyophilized and stored at -80ௗ°C until further use. 

 

2.2.2. Preparation and curing of the bio-ink  

To prepare mucin-based bio-inks, 8.0 %ௗ(w/v) of lyophilized PGM-MA was dissolved in ddH2O, 
vortexed for 1ௗmin, and thoroughly mixed with a magnetic stirrer (300 rpm) at 4ௗ°C for 12ௗh. At the same 
time, 8.0 % (w/v) Laponite® XLG (BYK-Chemie GmbH, Wesel, Germany) was dissolved: Therefore, 
ddH2O was cooled on ice for 5ௗmin and then agitated on a magnetic stirrer at 1500 rpm until a clear swirl 
was created. The Laponite powder was then slowly added, and the clay particles were allowed to swell 
for 16ௗh. Then, the PGM-MA solution and the Laponite solution were mixed in a 1:1 ratio and 
homogenized at 1200 rpm (high speed homogenizer FSH-2A; Vevor Corporation GmbH, Köln, 
Germany) for 2ௗmin. For control solutions, that contained only one of these two components, the exact 
same procedure was conducted, but the respective stock solution was mixed in a 1:1 ratio with ddH2O. 

For curing the bio-inks via free radical polymerization, the photo-initiator 2-hydroxy-4’-(2-
hydroxyethoxy)-2-methylpropiophenone (Irgacure-2959; Sigma-Aldrich) was used to enable 
UV-induced crosslinking of the PGM-MA; this chemical was already shown to be a suitable agent that 
combines low cytotoxicity with efficient crosslinking.84 Here, an aqueous solution of 80ௗ% (v/v) ethanol 
containing 100 mg mL-1 Irgacure-2959 was added to the prepared bio-ink such that a final Irgacure 
concentration of 1ௗmg mL-1 was obtained. Immediately afterwards, the mixture was again homogenized 
at 1200 rpm for 2 min (to obtain a homogeneous dispersion of the photo-initiator) while avoiding any 
light exposure. Photo-crosslinking of the PGM-MA molecules (which is responsible for gelation of the 
PGM-MA solutions) was conducted by exposing the solutions to UV light (365 nm wavelength,  
~10ௗmW cm-2; M365L2; Thorlabs GmbH, Lübeck, Germany) as described in the individual experiments. 
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2.2.3. 3D printing process 
For 3D printing of the PGM-MA-based bio-inks, a direct ink writing bioprinter was used (nominal 
resolution along all axes: 1 µm; BioXTM; Cellink, Göteborg, Sweden). After filling the PGM-MA-based 
bio-ink into a UV-protected cartridge (to avoid premature photopolymerization) and attaching the 
needle (gauge: 25G), the cartridge was mounted into the printer and a manual calibration was conducted. 
All printing procedures were performed at room temperature (RT), and if not stated otherwise, an 
extrusion pressure of 80 kPa was applied and a moving speed of 20 mm s-1 was selected. During the 
printing process, the printing area was permanently irradiated with UV light (via the integrated 365 nm 
UV module of the BioXTM printer) and a 365 nm UV curing head (BIO XTM Photocuring Toolhead 
365 nm; Cellink) was used to cure each layer directly after extrusion for 30 s at a distance of 2 cm. 
Additionally, after printing of a complete object, the sample was irradiated for 5 more minutes using the 
curing head to ensure sufficient curing of all printed layers. Individual tests conducted to identify suitable 
printing parameters and to evaluate the printing performance can be found in Appendix A1.1. 

 

2.2.4. Oscillatory shear rheometry 
When undergoing deformation, most materials not purely behave like a solid or a fluid – instead, they 
unite both, viscous and elastic characteristics. Such viscoelastic materials can be characterized via 
rheological measurements by recording the material response Ƴ
 to an applied oscillatory load ƣ
. For 
such deformations, that oscillate with the angular frequency ƹ, the corresponding shear modulus G*(ƹ) 
is a complex descriptor comprising a real and an imaginary part: The real part G’(ƹ) – referred to as the 
storage modulus – represents the elastic material response whereas the imaginary part G’’(ƹ) – the loss 
modulus – describes the viscous material response: 

G’(ƹ) = 
Ƴ0
ƣ0

 cos (Ƥ) G’’(ƹ) = 
Ƴ0
ƣ0

 sin (Ƥ) (1, 2) 

 

Here, Ƴ0 and ƣ0 refer to the amplitude of the shear stress and the shear strain, respectively. Furthermore, 
Ƥ denotes the frequency-dependent phase shift between the oscillatory deformation of the material and 
its stress response.  

In this thesis, the viscoelastic properties of mucin-based bio-ink formulations were determined using a 
shear rheometer (MCR102; Anton Paar, Graz, Austria) equipped with a plate-plate geometry. To allow 
for illumination of the samples (when desired), a transparent bottom plate (P-PTD200/GL; Anton Paar), 
that is permeable for the transmission of UV light, was chosen; furthermore, a UV lamp (M365L2; 
Thorlabs GmbH) was installed below this transparent bottom plate. With this experimental setup, the 
intensity of UV light in the sample plane was approximately 7.3 mW cm-2. All measurements were 
performed at a temperature of 25ௗ°C with a light-proof liquid trap placed around the measuring chamber; 
this liquid trap not only protected the sample from drying but also prevented uncontrolled curing 
induced by environmental UV light. The gap size between the bottom plate and the measuring head 
(PP25; Anton Paar) was set to d = 300 µm for all experiments, and a sample volume of 250 µL was used. 

To determine the viscosity of the different material formulations before curing, logarithmic shear-rate 
ramps ranging from ߛሶ  =�103 sî1 to ߛሶ  =�100 sî1 were measured. To follow the time-dependent curing 
process of the materials, G’ and G’’ were determined at a constant frequency of f = 1ௗHz while applying 
a constant torque of M = 5 µNm. This torque-controlled procedure was chosen to avoid exceeding the 
linear response regime despite the major change in material properties during curing. After measuring a 
baseline for 5 min without UV exposure, the viscoelastic moduli were recorded for 15ௗmin of UV 
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illumination. Next, to assess the viscoelastic behavior of the samples before and after the curing process 
in more detail, G’ and G’’ were recorded in response to a constant shear strain that was applied with 
oscillation frequencies ranging from f = 10-1 Hz to f = 101ௗHz. To again ensure not to exceed the linear 
response regime, the shear strain applied for samples that were not cured yet was set to the 1.5-fold value 
of the averaged shear strain obtained when applying a minimal oscillatory torque of M = 0.5 µNm (those 
values were obtained for every sample type in pre-tests). For cured samples, the constant strain was set 
to the strain values observed during the five last data points of the curing measurements (as described 
above). 

 

2.2.5. Unconfined compression tests  
Unconfined compression tests of cured bio-ink samples were performed on a commercial rheometer 
(MCR102; Anton Paar) equipped with a standard bottom plate (P-PTD200/AIR; Anton Paar) and a 
planar PP08 measuring head (PP08-5681; Anton Paar). The samples were generated in the wells of a 
48-well microtiter plate to perfectly match the dimension of the measuring head. Therefore, 200ௗµL of a 
bio-ink solution were filled into the wells and cured with UV light for 15 min. The cured samples were 
gently removed from the wells and placed onto the bottom plate of the rheometer. After resetting the 
normal force before each measurement, the measuring head was lowered until a gap height of 
dinitial = 4 mm was reached (measured between the measuring head and the bottom plate). Then, the 
measuring head was further lowered at a constant speed of vௗ=ௗ10ௗµm s-1 and the resulting normal force 
FN was recorded over time (one data point per second). For each sample, the gap size at which the first 
full contact between the measuring head and the sample occurred was noted – and this distance 
represents the individual sample height that is later on needed to calculate the axial strain. 

Based on the obtained curves, the compression modulus was calculated as follows: First, the obtained 
normal force was converted into a normal pressure ݌ according to ݌ = ܨܰ  כ כ ߨ)  ଶ)ିଵ, with theݎ 
radius of the measuring head r = 7.965 mm. Then, the continuously shrinking gap size�'dg was converted 
into axial strain values according to ߛ = '݀݃ כ െ1 ; here, ݄௦ݏ݄

  denotes the individual sample height that 
was determined as described above. Afterwards, to only consider the linear regime of the obtained curve, 
the 20 points measured directly before sample failure were discarded, and a linear, least squares regression 
curve was fitted to the remaining data using the software GraphPad Prism (Prism 9 for macOS; Version 
9.3.1 (350), December 7, 2021; GraphPad Software LLC; San Diego, USA). Finally, the slopes of those 
regression lines represented the compression moduli of the respective samples. 

 

2.2.6. Swelling experiments  
To observe the swelling behavior of the cured bio-ink formulations, the ink solutions were prepared as 
described before (including the addition of the photo-initiator), filled into the wells of a 96-well plate 
(100 µL per well), and cured with UV light for 15 min (365ௗnm wavelength, ~10ௗmWௗcm-2; M365L2, 
Thorlabs GmbH). This time span was found (based on macrorheological measurements, see 
chapter 3.1) to be more than sufficient to fully cure the hydrogel. Directly after curing, the specimens 
were weighed using a micro-balance (XSE205 Dual Range, Mettler Toledo, Columbus, USA). Then, they 
were stored in 5 mL of ddH2O supplemented with different concentrations of NaCl such that the 
samples were fully surrounded with liquid at all times. After an incubation time of 5 days (a time span 
that should be sufficient for the samples to reach an equilibrium state),84 the hydrogel samples were 
gently blotted from each side to remove excess water, air-dried for 5 min, and again weighed. 
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2.3. Medical devices 

Mucin coatings were generated and evaluated on several different medical devices. First, two different 
types of contact lenses were used: flexible silicone lenses and rigid, gas-permeable lenses. Additionally, 
mucin coatings were established and tested on urinary catheters and endotracheal tubes. 

The silicone contact lenses used in this thesis were made from a highly biocompatible, aliphatic  
Pt-catalyzed liquid silicone based on Si-H- and Si-vinyl-polydimethylsiloxane (PDMS) without any 
further additives (Polymer Systems Technology, High Wycombe, UK). Additionally, samples of the same 
material but in the shape of a flat disk were used for contact angle measurements to facilitate measuring 
the water-enclosed angle between the droplet and the surface. For simplicity, those samples will be 
referred to as ‘PDMS lenses’ and ‘PDMS disks’, respectively. Those PDMS samples were produced by 
two-component vulcanization in a custom-made cast-molding procedure at a process temperature of 
110 °C (conducted by Wöhlk Contactlinsen GmbH, Schönkirchen, Germany). If not stated otherwise, 
the PDMS lenses/disks were stored in phosphate-buffered saline (PBS) supplemented with 0.0005 % 
(v/v) polyhexamethylene biguanide (PHMB, pH 7.2 î 7.8; hereafter referred to as ‘storage solution’). 

The RGP (rigid, gas-permeable) contact lenses used here were made from high-molecular, cross-linked, 
amorphous alkyl-siloxanyl-fluoromethacrylates with the material designation Fasifocon (available from 
the contact lens manufacturer Wöhlk Contactlinsen GmbH in four formulation variants). This 
methacrylate copolymer is essentially based on three types of monomers: the gas-permeable aliphatic 
siloxane-methacrylates of the type "TRIS" (CAS 17096-07-0), the fluoro-methacrylates of the type 
"TFPMA" (CAS 45102-52-1), and the stabilizing gas-impermeable alkyl-methacrylates of the type 
"MMA" (CAS 80-62-6). According to contact lens standard EN ISO 18369-1:2018 (chapter 4.6), these 
rather hydrophobic polymers belong to the material group 3. The two-step production process of the 
RGP lenses was performed by Wöhlk Contactlinsen GmbH: first, rod-shaped polymer blanks 
(containing a dye as a handling aid and a polymerized UV absorber methacrylate) were fabricated by 
radical-thermal copolymerization. From the prepared blanks, customized contact lenses were formed via 
CNC lathing (computerized numerical control lathing). With this production approach, very complex 
surface geometries can be realized to obtain both, high optical quality and durable, individual contact 
lenses. Target values for different physical and geometrical properties as presented in chapter 3.3 were 
defined by the lens manufacturer; acceptable tolerance ranges for those characteristics were specified 
based on EN ISO 18369-2. If not stated otherwise, the contact lenses were stored in the storage solution 
provided by Wöhlk Contactlinsen (as for PDMS lenses). 

Endotracheal tubes (Super Safetyclear, 10.0 mm, CH40) that were fabricated from latex-free polyvinyl 
chloride (PVC) were obtained from Radecker Notfallmedizin (Ammerbuch/Entringen, Germany). 
Urinary catheters (SpeediCath Standard, CH/FR 18/6.0 mm) made of polyurethane (PU) were 
purchased from Coloplast (Hamburg, Germany). Both devices are commercially available medical 
products with approval for clinical use on the European market (Conformité Européenne, CE labelled). 
To yield uniform samples of these two medical devices, a grommet press (IstaBreeze Germany GmbH, 
Bad Rappenburg, Germany) was used to cut circular specimens with a diameter of d = 7 mm from the 
endotracheal tubes (curvature of the samples: 0.1 mmî1) and the catheters (curvature of the samples: 
0.17 mmî1). Prior to any further use, those specimens were subjected to two washing steps (first with 
70 % [v/v] ethanol and then with ddH2O) on a rolling shaker (rpm: 75; RS-TR 05; Phoenix Instrument 
GmbH, Garbsen, Germany) for 30 min each. 
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2.4. Generating and evaluating mucin coatings on polymeric surfaces 

Two different coatings strategies, namely passive adsorption and covalent coupling, were employed to 
generate mucin coatings on the previously described medical devices. The impact those coatings have 
on several surface characteristics of the polymeric materials, such as wettability and tribological 
performance, was then evaluated. 

 

2.4.1. Passively adsorbed mucin coatings 
To generate passive mucin coatings on polymeric samples, the respective surfaces were gently cleaned 
with 80 % (v/v) ethanol and ddH2O, respectively. Afterwards, the surfaces to be coated were incubated 
with Dulbecco’s phosphate-buffered saline (DPBS) containing 0.1 % (w/v) mucin macromolecules. 
Incubation was conducted at RT for 2 h while gently shaking the specimens. Finally, the surfaces were 
gently washed with 80 % (v/v) ethanol and stored in DPBS (if not stated otherwise). 

 

2.4.2. Covalent mucin coatings 
To covalently attach mucin macromolecules onto polymeric surfaces, carbodiimide coupling was 
employed (Figure 2.3). Importantly, the process parameters presented in the following section 
correspond to the coating strategy applied for samples made from PDMS. However, to account for the 
limited stability of Fasifocon (RGP lenses) towards heat or solvents, several steps of this procedure had 
to be modified (Appendix A2). Some of those modifications were also applied for PU and PVC samples. 
A full overview of the process parameters used for each material is listed in Appendix A1.2. For all 
materials, the samples were washed with 80 % (v/v) ethanol and ddH2O, respectively, before further 
treatment.  

 
Figure 2.3: Schematic illustration of the covalent mucin coupling process. The polymeric surfaces were 
activated using plasma generated with ambient air before they were carboxylated with a silane coupling agent. 
Subsequently, carbodiimide coupling was employed to covalently attach the mucin glycoproteins onto the prepared 
surface. This figure is adapted from Rickert et al. (2020)85. 

After gently blotting the sample surfaces and air drying them for several minutes, surface activation was 
conducted to replace surface-bound methyl groups with hydroxyl groups. This was achieved by exposing 
the specimens to plasma generated with ambient air for 90 s (pressure: 0.4 mbar, intensity: 30 W; plasma 
oven “SmartPlasma 2”; plasma technology GmbH, Herrenberg, Germany). Afterwards, to obtain a 
carboxylated surface, which is required for the final coupling step, the coupling agent 
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N-[(3-trimethoxysilyl)propyl]ethylenediamine triacetic acid trisodium salt (TMS-EDTA; abcr GmbH, 
Karlsruhe, Germany) was employed: 1.0 % TMS-EDTA was added to 10 mM acetate buffer (pH 4.5), 
and the samples were incubated in this solution at 60 °C for 5 h. To remove loosely bound silanes before 
performing the final coupling step, the samples were dipped into iso-propanol (>99.5 %) and washed in 
96 % (v/v) ethanol on a rolling shaker (70 rpm; RS-TR 05; Phoenix Instrument GmbH) for 1 h. 
Afterwards, the previously generated siloxane bonds were stabilized by curing the specimens in a dry 
state at 80 °C for 2 h. To finally couple mucin macromolecules to the carboxylated surface, an 
EDC-NHS coupling reaction was employed. This was initiated by incubating the samples in 100 mM 
2-(N-morpholino)ethanesulfonic acid buffer (MES buffer, pH 5.0; AppliChem GmbH, Darmstadt, 
Germany) supplemented with 5 mM 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide hydrochloride 
(EDC) and 5 mM sulfo-N-hydroxysuccinimide (sulfo-NHS, acbr GmbH) for 30 min while moderately 
shaking (35 rpm). Afterwards, the samples were immersed in DPBS containing 0.1 % (w/v) mucin 
macromolecules at 4 °C for 12 h. This coupling strategy targets amino groups of the mucin 
macromolecule,86 that are mainly accessible in the non-glycosylated terminal regions of the 
glycoprotein.48 The readily coated samples were washed in 80 % (v/v) ethanol and stored in DPBS (if 
not stated otherwise). Samples designated for sterilization experiments were washed in 80 % (v/v) 
ethanol, air-dried, and stored in sterilization bags (Medi Pack GmbH, Mönchengladbach, Germany). 

 

2.4.3. Methods to detect mucin glycoproteins 
To verify both, the presence of manually purified MUC5AC bound to a surface, and the structural 
integrity of the targeted motifs (antigens), two indirect, analytical methods were applied: an indirect 
enzyme-linked immunosorbent assay (ELISA) and a lectin depletion test. To visualize commercial PGM, 
the PGM molecules were fluorescently labelled and analyzed using a fluorescence microscope. 

 

Indirect enzyme-linked immune-sorbent assay (Indirect ELISA) 

An indirect ELISA performed with a MUC5AC-specific antibody constitutes a reliable method for the 
detection of the non-glycosylated, partially folded termini of the mucin macromolecules. The 
implementation of an indirect ELISA essentially involves three steps: First, the surface-bound antigen 
of interest is targeted with a primary antibody. Then, this first antibody is addressed by an 
enzyme-labelled secondary antibody. When finally adding a colorless substrate, that is able to react with 
the enzyme conjugate, a byproduct is formed that can be measured with colorimetric methods. 

The protocol described in the following section was conducted with various different types of samples; 
for the exact volumes used for each sample, please refer to Appendix A1.3. In short, specimens carrying 
either passive or covalent mucin coatings were gently washed with DPBS-Tween (DPBS with 1 mg mL-1 
Tween 20, pH = 7.3) to obtain a clean, dust-free surface. To afterwards block all binding sites that would 
otherwise allow for unspecific attachment of the primary antibody, the samples were immersed in 
blocking buffer (DPBS-Tween supplemented with 5 % [w/v] milk powder) at 4 °C overnight. Likewise, 
this blocking step was conducted for the empty wells of a well plate (for details, see Appendix A1.3) 
using the same blocking buffer. After incubation, the coated specimens were relocated into the blocked 
wells, and everything was washed with DPBS-Tween for three times. Then, blocking buffer 
supplemented with a specific antibody for MUC5AC detection (ABIN966608 diluted 1:400; 
antibodies-online GmbH, Aachen, Germany) was added to each sample and it was allowed to incubate 
on a shaker (35 rpm) at RT for 1 h. Subsequently, after again washing the wells thrice with DPBS-Tween, 
blocking buffer comprising a horseradish peroxidase-conjugated goat anti-mouse (murine) IgG antibody 
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(ABIN237501 diluted 1:5000; antibodies-online GmbH) was added to each well, and incubation was 
conducted while gently shaking the well plate at 35 rpm and RT for 2 h. Afterwards, the wells were 
thoroughly washed with pure DPBS (Tween was omitted to avoid cross-reactions with the following 
Working Solution). 

To finally initiate the colorimetric change, QuantaRed Working Solution (50 parts QuantaRed Enhancer 
Solution, 50 parts QuantaRed Stable Peroxide, and one part of QuantaRed ADHP Concentrate; 
QuantaRed Enhanced Chemifluorescent HRP Substrate Kit 15159; Thermo Fisher Scientific, Waltham, 
USA) was added to each well. After an incubation time of 30 min at RT, the specimens were removed 
from the wells, and the fluorescence signal created by the converted substrate was measured with a plate 
reader (ex.: 540 nm, em.: 590 nm; Fluoroskan Ascent; Thermo Fisher Scientific). 

A slightly modified version of this protocol was also used to evaluate the integrity of mucins after 
sterilization. Therefore, mucin molecules were directly attached to the bottom of the wells of a 96-well 
microtiter plate by means of passive adsorption, and all steps were conducted directly in those wells. 

 

Lectin depletion assay 

In addition to targeting the hydrophobic termini of the mucin molecules, the presence and integrity of 
surface-bound MUC5AC can be probed by targeting the glycosylated, central region of the glycoprotein. 
This was achieved by conducting a depletion assay (Figure 2.4) using fluorescently labelled lectins that 
specifically bind to sialic acids (more specifically, N-acetylneuraminic acid and N-glycolylneuraminic 
acid) and N-acetylglucosamine.87 For this purpose, ����Ƭ/�RI�'3%6�VXSSOHPHQWHG�ZLWK������ƬJ�P/î1 
fluorescently labelled lectins (fluorescein isothiocyanate [FITC]-conjugated lectin from triticum vulgaris, 
wheat; Sigma-Aldrich) were injected into the wells of a 48-well microtiter plate. Then, the specimens of 
interest were washed thrice with DPBS and each placed into an individual well (containing the lectin 
solution). After an incubation time of 12 h under light exclusion during which the well plate was gently 
PRYHG� RQ� DQ� RUELWDO� VKDNHU� ���� USP��� ���� Ƭ/� RI� WKH� OLTXLG� ZHUH� UHPRYHG� IURP� each well. The 
fluorescence intensity generated from those partially depleted lectin solutions was then quantified using 
a plate reader (ex.: 485 nm, em.: 538 nm; Fluoroskan Ascent; Thermo Fisher Scientific). 
 

 

Figure 2.4: Schematic illustration of a 
depletion assay. A solution containing 
fluorescently labelled molecules is filled 
into the wells of a microtiter plate. Then, 
the specimen of interest is immersed in 
this solution and incubated for a defined 
duration. After removing the sample from 
the solution, the partially depleted 
solution is analyzed photometrically.  

 

 

Coating detection with labelled PGM 

To allow for visualizing mucin coatings generated from commercial PGM, a fluorescent label was 
attached to the PGM molecules via carbodiimide coupling. Therefore, a stock solution comprising 
10 mg mL-1 carboxy-modified ATTO488 dye (ATTO-TEC GmbH, Siegen, Germany) in ddH2O was 
diluted with 10 mM MES buffer (pH 5.0; AppliChem GmbH) such that a dye concentration of 
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cATTO = 1mg mL-1 was reached. Then, 5 mM EDC and 5 mM sulfo-NHS (acbr GmbH) were added, and 
the mixture was incubated light excluded at RT for 3 h. This prolonged incubation time was chosen to 
fully hydrolyze excess EDC before adding the mucin molecules (to avoid cross-linking of the mucins). 
In parallel, 40 mg of PGM were dissolved in 19 mL of 10 mM PBS (pH 7.0). Then, 1 mL of the dye 
solution was added to the mucin solution, the mixture was thoroughly shaken and allowed to react at 
RT for 3 h. To afterwards remove unbound dye molecules, the solution was dialyzed against ddH2O 
(MWCO = 300 kDa). The labellHG�PXFLQV�ZHUH�WKHQ�O\RSKLOL]HG�DQG�VWRUHG�DW�î����&�XQWLO�IXUWKHU�XVH� 

To finally visualize coatings generated with such labelled PGM, the coating procedures (passive or 
covalent) were conducted as described in chapters 2.4.1 and 2.4.2, respectively. However, to avoid 
bleaching of the fluorescent dye, special care was taken to avoid light exposure during all steps. Freshly 
coated samples were washed with 70 % (v/v) ethanol, gently blotted with a wipe, and placed onto a 
microscopy glass slide. Then, fluorescence images were obtained on a Leica DMi8 microscope (Leica, 
Wetzlar, Germany) using a digital camera (exposure time: 1 s, Orca Flash 4.0 C11440-22C, Hamamatsu 
Photonics, Hamamatsu, Japan). Five images of each sample were recorded using a 20× objective 
(NA: ������/HLFD��DQG�D�),7&�JUHHQ�OLJKW�ILOWHU��H[������î����QP��HP������î����QP; Leica). For analysis, 
the light intensities of the images were determined and averaged using Matlab (version R2019a; 
MathWorks, Natick, USA). 

 

2.4.4. Wettability evaluation 
The surface wettability specifies the degree of contact between a solid surface and a liquid environment. 
It can depend on several factors, such as the surface topography, its chemical composition, and the 
different intermolecular forces acting between the liquid and the surface (such as van der Waals’ forces 
or hydrogen bonding). A commonly used, quantitative measure of the surface wettability is given by the 
water contact angle. In addition, for contact lenses, a more application-oriented evaluation of the 
wettability is provided by the liquid break-up time. 

 

Contact angle measurements 

Contact angle measurements as described in the following were conducted either manually or by using 
a drop shape analyzing device equipped an automated water dosing unit (DSA25S; Krüss GmbH, 
Hamburg, Germany). For detailed information on the exact volumes and devices used for both 
techniques, please refer to Appendix A1.4. For both methods, the samples were first washed with 70 % 
(v/v) ethanol and ddH2O to remove dust or remnants from prior treatments. Afterwards, to obtain a 
dry surface that can be accurately analyzed, the samples were gently blotted and then blow-dried with 
oil-free pressurized air (Druckluft 67; Kontaktchemie, CRC Industries Europe BVBA, Zele, Belgium) 
for a10 s. Next, a small droplet of ddH2O was placed onto the surface and transversal images were 
acquired with a high-resolution camera. These images were then analyzed to identify both, the surface 
baseline and the contour of the droplet. Lastly, the static contact angles were determined as the 
water-enclosed angle between the tangent to the sample surface and the tangent to the edge of the droplet 
(Figure 2.5a). Surfaces showing contact angles below 90° are considered hydrophilic, whereas contact 
angles above 90° denote hydrophobic behavior. Moreover, contact angles that are higher than 120° 
represent superhydrophobic surface characteristics. 
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Figure 2.5: Schematic illustration of contact angle and transparency measurements. To measure the 
surface wettability, a droplet of ddH2O is placed onto the surface, and the water-enclosed angle between the 
tangent to the sample surface and the tangent to the edge of the droplet is determined (a). Contact angles above 
90° denote hydrophobic surface behavior, whereas contact angles below 90° denote hydrophilic surface 
behavior. To measure the transparency of a contact lens, the lens was attached or inserted into a cuvette such 
that it was located in the center of a spectrophotometric beam path (b). 

 

Assessment of break-up times 

In analogy to the tear film break-up time of human eyes, which is an important measure for the diagnosis 
of dry eye symptomatology,88 the liquid break-up time (BUT) of contact lenses can provide an indication 
for the application success of the lens. The BUT is defined as the time span during which a liquid film 
on a surface exposed to air remains intact without rupture, i.e., the duration until first dry spots appear 
on the surface. To assess this parameter, contact lens samples were hydrated in DPBS for at least 24 h. 
For each individual measurement, a lens was taken out of the buffer, gently blotted with a laboratory 
paper towel to remove surplus water, and placed onto a microscopy glass slide in such a way that it 
protruded partially beyond its edge. This ensured that no reservoir of liquid was formed between the 
lens and the glass, which would otherwise falsify the results. Immediately after placing the lens, a stop 
watch was started, and it was stopped as soon as first ruptures of the liquid film appeared (typically at 
the edge of the contact lens). 

 

2.4.5. Transparency measurements 
To determine the transparency of the mucin coatings generated on contact lenses, 
UV/Vis-spectrophotometry was performed. Before conducting the trials, the contact lenses were 
immersed in storage solution for at least 24 h. After gently drying the lenses with oil-free compressed air 
(Druckluft 67, Kontaktchemie), they were attached to (for PDMS lenses) or inserted into (for RGP 
lenses) an empty cuvette in such a way that the lens was located directly in the beam path between the 
laser source and the detector of the spectrophotometer (Specord 210; Analytik Jena AG, Jena, Germany). 
Here, the convex side of the lens was always facing the light source (Figure 2.5b). The intensity of 
transmitted light was then measured for wavelengths ranging from 380 nm to 900 nm (step size: 1 nm; 
speed: 10 nm s-1). To compensate for the imperfect transparency of the respective lens material, the 
obtained results were normalized: spectra measured for coated lenses were pointwise divided by the 
mean values obtained for uncoated lenses of the same lens material. This adjustment ensured that the 
reported spectra accurately represented the transparency of the applied coatings. 
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2.4.6. Lipid deposition tests 
Lipids are one of the major components of the human tear film. However, on contact lenses, unfavorable 
depositions of lipids can severely impair the lens transparency and even lead to considerably lower 
comfort. To evaluate the ability of mucin coatings to prevent lipid deposition on a lens surface, different 
methods were applied: The first approach involves performing the previously described transparency 
measurements before and after 10 days of storing the lenses in buffer that is enriched with 1,2-dioleoyl-
sn-glycero-3-phosphocholine (DOPC; Avanti Polar Lipids, Alabaster, USA). Therefore, the DOPC was 
dissolved in chloroform (൒ 99 %) and a small amount of this lipid-containing solution was deposited 
into a small glass vial. By allowing the chloroform to evaporate overnight, a thin lipid film was generated 
on the bottom of the vial. To finally prepare an aqueous solution, the DOPC film was dissolved in DPBS 
VR� WKDW� D� ILQDO� OLSLG� FRQFHQWUDWLRQ� RI� ��� Ƭ0� ZDV� REWDLQHG�� 7KLV� FRQFHQWUDWLRQ� DSSUR[LPDWHV� WKH�
abundance of choline-containing lipids in the human lacrimal fluid.89 The transmission spectra acquired 
after incubation of the lenses in the DOPC-rich liquid were normalized to the transmission values 
measured for the exact same lens before incubation. Importantly, before both spectrophotometric 
measurements, the lenses were gently washed with ddH2O to remove dust or loosely attached lipids that 
could otherwise strongly distort the transmission values. 

The second method used to assess lipid deposition on contact lenses follows the principle of a depletion 
assay. For this purpose, the samples were gently washed in 70 % (v/v) ethanol and ddH2O, respectively, 
and then placed into the wells of a 48-well microtiter plate. Then, 300 µL of DPBS containing 25 µM of 
1,2-dioleoyl-sn-glycero-3-phosphoethanolamine carrying a fluorescent label (DOPE-Atto590, 
ATTO-TEC GmbH) were added to each sample. Those DOPE-Atto590 solutions were prepared in the 
same way as the DOPC solutions described above. After gently shaking the well plate at 25 rpm and 
4 °C for 4 K������Ƭ/�RI�WKH�OLSLG�VROXWLRQ�ZHUH�WDNHQ�IURP�HDFK�ZHOO�DQG�WKH�IOXRUHVFHQFH�VLJQDOV�ZHUH�
quantified (ex.: 584 nm, em.: 620 nm; Fluorskan, Thermo Fisher Scientific). Then, the obtained values 
were normalized to the mean value obtained for a lipid solution incubated in an empty well. 

Lastly, a third method to assess lipid deposition was performed together with the lens manufacturer 
Wöhlk Contactlinsen GmbH. Therefore, 0.05 % (w/v) cholesteryl palmitate (Sigma-Aldrich) and 2.45 % 
(w/v) tetrahydrofurane were dissolved in cooled ddH2O (6-10 °C). For each measurement, an individual 
lens was first washed in ddH2O for 20 s. Afterwards, the lens was positioned in a beaker containing 
50 mL of stirred lipid solution such that the convex side of the lens was facing the flow. After being kept 
in the flow for 30 s, the lens was washed twice in 50 mL ddH2O for 10 s and pictures of the treated 
lenses were recorded under a slit lamp. The images received from Wöhlk Contactlinsen GmbH were 
then analyzed with the software ImageJ2 (public domain, version 2.3.0/1.53q, 2021). For this analysis, 
the images were converted into 32-bit grayscale, and the analysis area was defined by manually 
segmenting the contour of the lens. Subsequently, a threshold filter (high-pass, threshold value: 100) was 
applied to identify areas covered with lipids (i.e., white areas of the otherwise transparent lens), and the 
dimension of the such obtained area was compared to the complete lens surface. This setup challenges 
the lenses with higher lipid concentrations than usually present in a physiological environment to better 
demonstrate the lipid-repellency effects of the different surfaces. 
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2.5. Tribology 

To investigate the lubricity of mucin solutions and mucin coatings and to probe the capability of such 
coatings to prevent wear formation on underlying tissue, tribological experiments were conducted. 
Therefore, a rotational load was applied, and the friction coefficient was obtained for varying sliding 
velocities v as follows:  

µ(v)= 
FR(v)
FN

 
(3) 

 

Here, FN represents the normal force applied to the probed surface, and FR denotes the friction force as 
a function of v. Generally said, the friction force FR describes the force opposing the relative motion of 
solid surfaces against each other. In the case of lubricated friction, i.e., when a fluid separates the moving 
surfaces, the dependence of FR on the frictional velocity v can be divided into three basic contact 
scenarios: boundary lubrication, mixed lubrication, and hydrodynamic lubrication (Figure 2.6a). 

 
Figure 2.6: Macromolecular lubrication mechanisms. The classical Stribeck’s theory distinguishes between 
three different friction scenarios: hydrodynamic lubrication, mixed lubrication, and boundary lubrication (a). 
The extraordinary lubrication of mucin glycoproteins is mainly achieved by two mechanisms: first, the formation 
of a sacrificial layer that allows for a continuous shear-off and re-adsorption of the mucin molecules, and second, 
the ability of the mucins to supply a water film separating the opposing surfaces (i.e., hydration lubrication; b). 
Subfigure b is adapted from Marczynski (2022)90. 

 

During boundary lubrication, the opposing surfaces are in direct contact to each other with hardly any 
lubricant in-between. This behavior is typical for slow sliding speeds and usually entails high friction 
coefficients. With increasing moving speed, the mixed lubrication regime is reached. Here, a significant 
drop of the friction coefficient is observed as the surfaces begin to separate due to the building 
hydrodynamic pressure of the liquid. With further increasing sliding velocities, a minimum of the friction 
coefficient is reached: This is the onset of the hydrodynamic lubrication regime. During hydrodynamic 
lubrication, the moving parts are fully separated by the liquid film. In this regime, the friction coefficients 
are low, but slightly increase with increasing speeds since friction within the fluid (e.g., caused by 
turbulences) becomes stronger. 
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Certain biopolymers – including mucins – possess lubricating properties by which the principles of the 
classical Stribeck’s theory can (to some extent) be overcome. This is mainly attributable to two lubrication 
mechanisms on the molecular level, namely sacrificial layer formation and hydration lubrication 
(Figure 2.6b). The sacrificial layer mechanism describes the capability of mucin molecules to adhere to 
surfaces and, importantly, to reattach after having been sheared off. Those molecular 
shearing-off/re-attaching cycles lead to reduced friction coefficients as friction energy is dissipated.91 
Additionally, this property of being able to maintain a dynamic but complete biopolymeric layer on the 
surfaces also constitutes the basis for hydration lubrication: The polyanionic central region of mucin 
macromolecules acts strongly hygroscopic which allows for establishing a thin water film separating the 
two moving surfaces even at low sliding velocities. Furthermore, with applied pressure and acting shear 
forces, the exchange of water molecules between the polymeric layer and the surrounding fluid again 
dissipates frictional energy.92,93 

 

2.5.1. Rotational tribology measurements 
Friction measurements were carried out on a commercial shear rheometer (MCR 302; Anton Paar) 
equipped with a rotational tribology setup (T-PTD 200; Anton Paar) as introduced by Böttcher et al.94 
(Figure 2.7a). In brief, a ball-on-3-pins setup was created by combining a rotating steel sphere (1.4301, 
Ø = 12.7 mm; Kugel Pompel, Wien, Austria) with three PDMS pins (Ø = 5.5 mm, for preparation details 
see Appendix A1.5) as counterparts. Prior to each measurement, the pins were rinsed with 80 % (v/v) 
ethanol and placed into a pin holder. In this preparatory step, particular attention was paid to ensure a 
symmetrical arrangement of the pins (to achieve a centric rotation of the steel sphere on the three pins). 
Then, 600 ƬL of lubricant were pipetted into the pin holder; this liquid volume ensured full coverage of 
the pins during the trial. If not stated otherwise, 20 mM HEPES buffer (4-[2-hydroxyethyl]-1-
piperazineethanesulfonic acid buffer, pH = 7.3) was used as a lubricant and the temperature control was 
set to T = 20 °C. Then, the measuring head was lowered until the steel ball was in contact with the 
PDMS pins. A normal force of FN = 6 N was imposed, which, according to Hertzian contact theory 
(with the Young’s moduli and Poisson’s ratios of PDMS and steel: EPDMS = 2 MPa, ƭPDMS § 0.49, 
Esteel = 210 GPa, ƭsteel § 0.30), corresponds to a contact pressure of 0.35׽ MPa applied to a contact area 
of 8.1׽ mm2.95 Then, friction coefficients were measured for logarithmic speed ramps ranging from 
103 to 10î2 mm sî1 using an acquisition time of 10 s per data point; decreasing velocities were chosen to 
minimize stick-slip effects. 

 
Figure 2.7: Tribological setups. The classical setup (a) consists of a rotating steel sphere and a sample holder 
unit equipped with 3 cylindrical PDMS pins. The measuring head of the ocular tribology setup (b) carries a 
silicone cap, a contact lens, and an optional lens adapter. The ocular samples are pressed into a steel ring, that is 
then mounted into the sample holder on the bottom plate. Subfigure b was adapted from Rickert et al. (2020)85. 
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2.5.2. Ocular tribology measurements 
To investigate the tribological performance of contact lenses on corneal tissue, the previously used shear 
rheometer (MCR302; Anton Paar) was equipped with a custom-made rotational tribology setup 
comprising a measuring head carrying a contact lens and a sample holder for porcine eyes (Figure 2.7b). 
 

Preparation of porcine eyes 

Fresh porcine eyes were obtained from a local butcher (Metzgerei Karl, Garching, Germany). To prevent 
tissue dehydration, the eyes were stored in DPBS and used within a maximum of 4 days. Particular care 
was taken to avoid damaging the corneal tissue. Right before each measurement, the eyeball was cleared 
of excess tissue and with slight pressure pushed into a steel ring. The applied gentle stretching forces 
helped to remove macroscopic wrinkles from the corneal tissue. The ring carrying the eye ball was then 
placed into a tribological specimen holder and secured with two screws. To ensure fair starting conditions 
for all measurements and to avoid erroneous results caused by the presence of initial damage features on 
corneal specimens even before being subjected to tribological stress, a three-step quality control was 
conducted with all prepared ocular samples: First, the corneal surface was subjectively evaluated with 
regard to apparent superficial, macroscopic damages. Second, topographical images of the tissue were 
acquired with a laser scanning microscope equipped with a 20× lens (see chapter 2.6) and screened for 
signs of defects on the microscopic level. Third, the initial surface roughness of those topographical 
profiles was assessed by the root mean square height Sq (see Appendix A3). Any ocular sample that 
exhibited an Sq !�����ƬP�RU�VKRZHG�VLJQV�RI�VXUIDFH�GDPDJHV�LQ�HLWKHU�RI�WKRVH�FRQWUROV�ZDV�GLVFDUGHG� 
 

Assembling the contact lens holder 

To allow for attaching a contact lens to the measuring head, a custom-made adapter was used and 
equipped with a spherical silicone cap (Elfeplastic GmbH, Viersen, Germany). To avoid deformation 
caused by the pressure imposed during the trials, the silicone cap was filled with 2 mL of PDMS (PDMS 
pre-polymer to cross-linker ratio: 10:1; cured at RT for several days; Sylgard 184, Dow Corning). For 
each trial, a fresh lens was gently washed with ddH2O, blow-dried with pressurized air (Druckluft 67, 
Kontaktchemie), and placed onto the silicone cap in a central position. To secure this position, PDMS 
lenses were fixed to the cap by applying instant glue (Krazy Glue; Elmer’s Products Inc., Westerville, 
USA) around the edge, whereas RGP lenses were fixated through a custom-made adapter (Figure 2.7b). 
 

Tribological measurements 

To finally perform tribological measurements, the readily assembled contact lens holder was attached to 
the measuring system (D-CP/PP 7; Anton Paar), inserted into the shear rheometer (MCR302; Anton 
Paar), and a calibration of the normal force was conducted. Then, the sample holder carrying the porcine 
eye was mounted onto a tribology bottom plate (SN81114535; Anton Paar) which comprises a spring-
based compensation system to reduce the undesired influence of putative lateral forces. Subsequently, 
the measuring head was lowered until a distance of 1 mm was established between the cornea and the 
lens. Then, ����Ƭ/�RI�'3%6�ZHUH�LQMHFWHG�LQWR�WKH�JDS��D�OLTXLG�WUDS�ZDV�LQVWDOOHG�DURXQG�WKH�VHWXS�WR�
prevent evaporation of the lubricant, and the measurement was started. For all trials, a normal force of 
FN = 0.14 N was applied, which corresponds to a contact pressure of 30׽ kPa (see Appendix A4). For 
PDMS lenses, a rotational velocity of v = 0.125 mm s-1 was applied, which represents the lower range of 
physiological friction speeds occurring during regular eye movements. For RGP lenses, a rotational speed 
of v = 50 mm sî1 was applied, which corresponds to medium-to-high physiological friction speeds as 
reached during blinking. All measurements were conducted at 25 °C for a time span of 90 min each. 
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2.6. Laser scanning profilometry 

Laser scanning profilometry is a contact-free technique to obtain micro-topographical profiles of 
surfaces. It is based on the principle of confocal microscopy, a contrast-enhancing technique that 
employs a spatial pinhole in front of the detector to block out-of-focus light. As depicted in Figure 2.8a, 
the working principle of laser scanning profilometry is as follows: A movable lens is used to focus laser 
light onto a point of the sample surface, and the reflected light is detected by a photodiode equipped 
with a pinhole. As the pinhole is at all times kept in a conjugated plane to the focal plane of the objective 
lens, out-of-focus light is efficiently blocked from the detector. By varying the lens position in z, a 
so-called confocal curve describing the intensity of the reflected light in relation to z is recorded 
(Figure 2.8b). At maximum reflection, the specimen surface is in alignment with the focus of the 
objective; the height value of the sample can then be derived from the recorded lens position. By 
scanning the sample surface in x and y, a full surface profile can be generated. 

 
Figure 2.8: Schematic illustration of the working principle of laser scanning profilometry. (a) A laser is 
focused by an objective lens, reflected by the sample surface, and then detected by a photodiode equipped with 
a pinhole. Since the pinhole is located in a conjugate plane to the objective focus plane, off-focus light is mostly 
blocked. By varying the distance between the objective lens and the surface, a confocal curve (b) displaying the 
laser intensity in relation to the z-position is be obtained. At maximum reflection, the sample surface is in the 
focus of the objective and the height value can be derived from the lens position. 

 

In this thesis, profilometric analyses were conducted to evaluate corneal tissue before and after it was 
subjected to tribological stress. Therefore, the topography of the samples was imaged with a laser 
scanning microscope (VK-X1000; Keyence, Osaka, Japan) equipped with a 20× lens (CF Plan, 
NA = 0.46; Nikon, Chiyoda, Japan). As stated by the manufacturer, this device reaches resolutions of 
0.5 nm in z-direction and 120 nm in x-/y-direction. For image acquisition, porcine eyes were prepared 
as described in chapter 2.5.2. Prior to each profilometric measurement, the corneal surfaces were 
carefully rinsed with physiological HEPES buffer (HEPES buffer supplemented with 154 mM NaCl) 
and then gently blow-dried with oil-free pressurized air. Images were then obtained from the center of 
the porcine cornea, which – when prepared in the used sample holder – corresponds to the highest point 
of the eye. Image analysis was then performed using the MultiFileAnalyzer software (v2.1.3.89, Keyence): 
To obtain profiles characterizing the microscopic roughness devoid of any macroscopic surface features, 
a wave form removal transformation was applied (cut-off wave length: 80 µm). From the preprocessed 
images, surface parameters were calculated according to ISO 25178-2 (for more detailed descriptions see 
Appendix A3).  
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2.7. Sterilization and disinfection techniques  

Medical devices that come into direct contact with a patient’s tissue carry a considerable risk of 
transmitting environmental pathogens, such as bacteria, viruses and spores, into the body. As this can 
result in life-threatening infections, a particular challenge in infection control is the decontamination of 
such medical products. Depending on their antimicrobial efficacy, available decontamination strategies 
can be subdivided into disinfection or sterilization methods: Whereas sterilization techniques are 
considered of being capable of killing all types of microorganisms, the antimicrobial efficacy of 
disinfection methods is limited (see Figure 2.9). 

 

 

Figure 2.9: Classes of decontamination 
strategies. Based on their efficiency 
regarding different microorganisms, 
decontamination strategies can be classified 
as either sterilization or disinfection (low-, 
intermediate-, or high-level) methods. 

 

The achieved degree of decontamination is quantified by the probability of viable microorganisms 
remaining on the object after the treatment; and this is referred to as the sterility assurance level (SAL). 
According to DIN EN 556-1, most medical devices including contact lenses, endotracheal tubes, and 
urinary catheters require sterility with an SAL of 10-6. To achieve such efficient decontamination, various 
standardized techniques from mainly three different categories, namely physical, chemical, or 
radiation-based sterilization, are commonly employed. The (standardized) sterilization methods applied 
in this thesis include autoclave steam sterilization, ƣ irradiation and fumigation with ethylene oxide. To 
systematically study the sturdiness of mucins towards heat up to temperature levels used for 
autoclavation, different thermal treatments are performed. Moreover, UV irradiation, which classifies as 
high-level disinfection, is conducted.  

Three different sample types were subjected to those treatments: lyophilized MUC5AC powder, 1 % 
(w/v) MUC5AC solutions, and polymeric samples of medical devices carrying a covalent MUC5AC 
coating. If not stated otherwise, the mucin powder and the mucin solutions were treated in closed 
microtubes (volume: 2 mL; Eppendorf SE), and the coated samples of medical devices were air-dried 
and treated in commercial sterilization bags (Medi Pack GmbH). 
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2.7.1. Thermal treatments 
Dry heat sterilization refers to exposing an item to conduction heat for a defined period of time. Simply 
put, microorganisms are destroyed by oxidizing essential proteins and cell constituents. For thermal 
treatments, the samples were placed into a preheated oven (60 °C, 80 °C, 100 °C, or 120 °C), and left 
there for 1 h. Even though these temperatures are not sufficient to actually sterilize the samples, they 
were chosen to systematically study the resilience of mucin molecules against thermal stress up to 120 °C, 
which approximates the typical temperature level used during autoclaving. For most proteins, 
temperatures above ~40 °C are already sufficient to induce denaturation.96 However, the rather 
unfolded, densely glycosylated mucin might be more resistant to heat than the average protein. 

 

2.7.2. Autoclaving 
Compared to dry heat, a much more efficient transfer of thermal energy can be achieved by employing 
saturated steam as a sterilization agent. A steam-based technique widely used for the decontamination 
of medical devices or lab equipment is autoclavation: Here, the items to be sterilized are exposed to 
saturated vapor that is generated under pressure – a setup that leads to an increased thermal capacity of 
the steam. This moist heat then allows for rapidly destroying microorganisms by inducing irreversible 
denaturation and coagulation of structural proteins and enzymes. 

For autoclaving of the mucin powder or the mucin solutions, the lids of the microtubes were only slightly 
closed so that a small gap remained (to allow the generated steam to exit the tube, thus avoiding 
overpressure). The coated specimens were packed into sterilization bags as mentioned before. Then, the 
samples were placed into an autoclave (Systec VX-150; Systec GmbH, Linden, Germany), and a standard 
sterilizing process (121 °C, 4 bar, 20 min) was applied. Once the process was completed, the tubes were 
removed from the autoclave and closed immediately. To compensate for lost liquid due to vapor 
generation (hence, restoring the initial MUC5AC concentration), sterile filtrated ddH2O was added to 
the solubilized samples. All other samples were left as they were until further usage. 

 

2.7.3. UV irradiation 
UV light is a common disinfection agent used for the decontamination of air, liquids, and nonporous 
surfaces. The applied UV-C rays (which range from 200 nm to 280 nm) inactivate microorganisms by 
disrupting nucleic acids and vital proteins in the living cells. Even though this does not directly kill the 
microorganisms, the damage induced to the genomic system prevents the cells from replicating and 
surviving. UV disinfection is very convenient and easy, but it comes with a major disadvantage: the UV 
rays are not able to penetrate most materials. Hence, only surfaces that are directly exposed to the light 
can be decontaminated. Owing to this limitation, and since several bacterial spores are resistant towards 
UV irradiation, this technique is mostly categorized as disinfection (instead of sterilization). 

For disinfection via UV irradiation, opened microtubes containing either lyophilized or solubilized mucin 
samples were placed into a sterilization chamber (BLX-254; Vilber Lourmat GmbH, Eberhardzell, 
Germany) and exposed to UV light (254 nm, 5 × 8 W) for different durations (i.e., 10 min, 30 min, or 
60 min). The tubes were positioned in such a way, that the open part faced the source of the UV light. 
Afterwards, the lids were immediately closed. Coated specimens were treated in a petri dish and packed 
into sterilization bags right after irradiation for 30 min (BLX-254; 254 nm, 5 × 8 W; Vilber Lourmat 
GmbH). This procedure was chosen to prevent the UV light from being blocked by the packaging.  
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2.7.4. 7UHDWPHQW�ZLWK�ƣ rays 
Compared to the previously introduced UV disinfection, the sterilization performance of 
irradiation-based decontamination methods can be drastically improved by performing them with 
electromagnetic radiation of higher energy. )RU� WKLV�SXUSRVH�� ƣ rays can be utilized, that are emitted 
during the self-disintegration of certain atomic nuclei. More specifically, short-wave, ionizing ƣ rays used 
for sterilization purposes are generated by the decay of the radioisotope Cobalt-60 (60Co). Owing to the 
high intensity of this UDGLDWLRQ��ƣ rays can usually penetrate the entire (readily packed) product and achieve 
high sterilization efficiencies similar to those realized with autoclavation. Similar to decontamination 
with UV light, ƣ irradiation eliminates microorganisms by breaking down covalent bonds within DNA 
strands or other cellular compounds. These alterations at the molecular level lead to the death of the 
organisms or render them unable to reproduce. 

For sterilization ZLWK�ƣ rays, the samples (stored in tubes or sterilization bags as explained before) were 
placed into a paper cryo-box, and thH�ZKROH�ER[�ZDV�WKHQ�WUHDWHG�ZLWK�ƣ rays using a dose of 25-50 kGy 
by applying a commercial standard process available at the company steripac GmbH (Calw, Germany; 
system type: JS9000; complied standards: EN ISO 9001, EN ISO 13 485, EN ISO 11137-1). 

 

2.7.5. Ethylene oxide fumigation 
A widely used and very efficient example of chemical sterilization is fumigation with ethylene oxide 
(EO). During the sterilization procedure, the items are exposed to gaseous EO in a sealed vacuum 
chamber for several hours. The EO can penetrate air-permeable packaging and sterilizes all accessible 
surfaces of the product by alkylating the DNA of microorganisms and proteins responsible for cell 
reproduction. One of the main advantages is that EO sterilization is compatible with a broad range of 
materials that would be damaged by other sterilization methods. However, one major risk is that toxic 
EO residues can remain on or in the sterilized goods. To minimize the amount of such toxic residues, 
extensive aeration (up to several days) of the treated objects after sterilization is mandatory. 

Ethylene oxide sterilization was conducted by employing a commercial standard process available at the 
company steripac GmbH (Calw, Germany; duration: 5 h, temperature: 45 °C, pressure: 610 mbar, 
average EO concentration: 700 mg Lî1). This particular sterilization method was only carried out with 
the coated polymeric samples (packed in sterilization bags) but not with the lyophilized or solubilized 
mucins. This was mainly due to the following reasons: First, as a fumigation-based method, EO 
sterilization is not applicable for liquid samples. And second, the porous appearance of the mucin 
powder renders those samples too susceptible for the deposition of toxic residues that can afterwards 
not be easily removed from such mechanically instable samples (as the cotton candy-like sample would 
be destroyed by the required active aeration procedure). 
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2.8. Supervised Machine Learning* 

Supervised learning is a subcategory of ML (Machine Learning), in which models are developed based 
on labelled data – similar to how parents teach their children to name objects. Therefore, the algorithm 
needs to be provided a training dataset containing a sufficiently large number of samples. Each sample 
is represented by input data – i.e., information (descriptors) that is likely to characterize the desired output 
– and corresponding output labels. Such datasets could, for example, comprise histological images of 
cancerous tissue (input) labelled with the name of the affected organ (output),97 or they could link the 
composition of a biomaterial (input) to its mechanical behavior (output).98,99 With such information 
offered, the ML models aim at identifying relationships between the input and the output and can then 
perform classification or prediction tasks for new data they were not confronted with before. 

One goal of this thesis is to employ ML methods for an automated analysis of corneal tissue. This, 
however, is quite challenging: The topography of such surfaces is highly complex, and it is not easily 
possible to define an appropriate output label for training samples. Hence, to first gain a better 
understanding of the topographies of complex, biological surfaces in general and the possibility to 
analyze those with ML, sample datasets were generated from two types of biological surfaces that can 
be easily labelled: the surfaces of biofilms and plant leaves. Those datasets were then used to train and 
test the ability of five different ML algorithms (four model-based ones and one Deep Neural Network) 
to predict certain (predefined) output labels based on the sample topography provided as an input. 

 

2.8.1. Sample datasets from biofilms and plant leaves 
Biofilms are surface-attached colonies of bacteria that form a protective matrix around themselves.100 
This particular biomaterial comes with the advantage that its surface properties can be broadly varied by 
selecting different bacterial strains and/or growth conditions for biofilm formation. In this thesis, 
biofilms generated by three different Bacillus subtilis variants – namely natto, NCIB 3610 (referred to as 
‘3610’), and B-1 – were analyzed. A detailed description of the biofilm formation process and the growth 
media used can be found in Appendix A5.1. In brief, planktonic overnight cultures were prepared from 
bacterial glycerol stocks, and individual droplets of this solution were placed on agar plates enriched with 
either MSgg (minimal salt glycerol glutamate) medium,101 or lysogeny broth medium (LB-medium; 
Luria/Miller). After an incubation time of 24 h at 37 °C, mature biofilms were formed that were then 
analyzed using a laser scanning microscope (VK-X1000; Keyence) equipped with a 20× lens (CF Plan, 
NA = 0.46; Nikon): the surface profiles were acquired by taking a 4 × 4 array of images from the central 
region of the individual biofilm colonies (this image size was chosen based on the spatial constraints of 
this same central region). Individual images were analyzed with the MultiFileAnalyzer software 
(v2.1.3.89, Keyence): After applying a tilt correction, 21 different metrological parameters were 
calculated according to ISO 25178-2 (see Appendix A3) and used as input features for each sample. 

Importantly, when grown on agar plates enriched with MSgg medium, the biofilms generated from the 
three chosen bacteria not only differ in visual appearance, but they also exhibit a different surface 
wettability (characterized by the contact angles as described in chapter 2.4.4): Whereas biofilms 
generated by natto are clearly hydrophilic (CA < 90°), the biofilms formed by 3610 and B-1 behave 
superhydrophobic, i.e., they exhibit contact angles above 120° (Figure 2.10a).  

                                                      
* This section follows in part the publications Rickert & Lieleg, Biophysics Reviews (2022) and Rickert et al., ACS 
Biomaterials Science & Engineering (2022) 
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Figure 2.10: Wetting characterization of different biofilms grown on MSgg agar. Contact angles (a) and 
exemplary images of tilt experiments (b) are shown as obtained for biofilms generated from the three B. subtilis 
strains natto (blue, n = 20), NCIB 3610 (red, n = 18), and B-1 (green, n = 18) when grown on MSgg agar. 
Additionally, schematic illustrations of the wetting states observed on those biofilms are depicted (c). 

 

The superhydrophobic surfaces can be further differentiated based on how a droplet behaves on a tilted 
surface (Figure 2.10b). A water droplet placed on a B-1 biofilm directly rolls off (referred to as ‘lotus 
effect’), whereas a droplet sitting on a 3610 biofilm stays in place even when the surface is severely tilted 
(known as ‘rose petal effect’). These effects arise from a complex interplay between repulsion and 
adhesion forces acting on both, the nano- and the microscale (Figure 2.10c). On lotus-like surfaces, air 
pockets separate the surface and the water on all roughness scales, leading to high contact angles and 
close to zero adhesion forces acting between the two materials. In contrast, whereas air-pockets on the 
nano-scale lead to high contact angles of rose-like surfaces, microscopic roughness features can be 
impregnated by water such that adhesion forces are established that are strong enough to keep the drop 
in place even when the surface is tilted (or completely flipped). Hence, for the samples included in the 
generated dataset, both, the name of the bacterial strain used to grow the biofilm and the observed 
surface wettability (i.e., ‘hydrophilic’ for natto, ‘rose-like’ for 3610, or ‘lotus-like’ for B-1) were assigned 
as output labels for each sample. 

Additionally, the same set of Bacillus subtilis strains was also used to generate biofilms on agar that was 
enriched with LB medium. Here, the surface of biofilms generated from natto or B-1 exhibit the same 
wettability as that of biofilms from the same strain grown on MSgg agar (see Appendix A5.2). However, 
for biofilms grown from 3610, the wettability changes: whereas on MSgg agar, those biofilms behave 
rose-like, 3610 colonies grown on LB agar exhibit hydrophilic surfaces. 

Last, a dataset containing three different plant samples was created such that each of the previously 
discussed surface wetting states is represented. Therefore, plant leaves of Caladium praetermissum (IPEN: 
XX-0-M-V/0926; kindly provided by the Botanical Garden Munich-Nymphenburg, Staatliche 
Naturwissenschaftliche Sammlungen Bayerns, Munich, Germany) were chosen to represent lotus-like 
surfaces, rosa ‘harlekin’ plants (Edeka Ernst, Garching, Germany) were included as rose’-like’ surfaces, 
and Rhododendron leaves (obtained from a local garden) were added to represent hydrophilic surfaces (see 
Appendix A5.2). From each plant sample, pieces of approximately 3 cm × 2 cm size were freshly cut, 
gently rinsed with ddH2O and blow-dried with pressurized air before the profilometric measurements. 
To obtain a planar surface suitable for experiments, those pieces were attached to a glass slide on all four 
sides using fixation tape. Special care was taken to not damage those parts of the leaf/petal surfaces 
which were later analyzed. From those plant specimens, a 10 × 10 array of images was recorded from 
the ‘upper’ side of the leaves (for Caladium and Rhododendron) or the ‘outer’ side of the petal (for Rosa). 
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2.8.2. Supervised Machine Learning algorithms 
Supervised ML algorithms were used to perform classification tasks, i.e., to assign samples to discrete, 
predefined classes. Therefore, the algorithms were first trained on a provided dataset (training data) and 
they were then tasked to make predictions on unknown samples (query samples). In all those datasets, 
input variables that quantify individual measurable characteristics of a sample are referred to as ‘features’, 
and outputs assigned to samples are called ‘(class) labels’. If not stated otherwise, all supervised Machine 
Learning algorithms were implemented using python (Python Software Foundation; Python Language 
Reference, version 3.8.3; http://www.python.org)102 with several extensions for data handling and 
visualization (Numpy103 v1.19.4, Pandas104,105 v1.2.2, Matplotlib106 v3.2.2, Scipy107 v1.6.0, and Seaborn108 
v0.11.1) as well as the Machine Learning toolbox scikit-learn109 (v0.24.1). A schematic overview of how 
the four model-based algorithms used in this thesis make decisions is depicted in Figure 2.11. 

 
Figure 2.11: Schematic illustration of the four model-based, supervised ML algorithms used in this 
thesis. The k Nearest Neighbors classifier (a) identifies the k samples that are closest to the query point in an 
n dimensional space (n equals the number of features) and assigns the query sample to that class which has the 
highest number of representatives (within those k samples). The Gaussian Naïve Bayes algorithm (b) calculates 
conditional probabilities and categorizes samples based on a ‘fits better’ principle. The Logistic Regression 
algorithm (c) models the probability of classes by assigning importance weights and fitting a sigmoidal function 
through all features. The Random Forest classifier (d) performs predictions in a popular-vote-like manner 
considering the decision of a large number of random, uncorrelated decision trees. 

 

k Nearest Neighbors classifier 

The simple but powerful k Nearest Neighbors (kNN) algorithm follows the assumption that similarity 
between samples is accompanied by proximity in the data space; in other words, similar samples are 
expected to come with similar inputs. Here, no internal model was developed; instead, the training data 
was memorized, and for each query sample, its k nearest neighbors (in the n-dimensional input feature 
space; n corresponding to the number of features) were determined based on the Manhattan distance110 
(Figure 2.11a). Each of those k nearest points was given a weight equal to the inverse of its distance to 
the point of interest. Considering those weights, the class of the query point was then determined in a 
popular vote-like manner based on the neighbors’ classes. For this algorithm, the optimal choice of the 
number of neighbors taken into account strongly depends on the data distribution. Overall, low k values 
render the classification more distinct, whereas higher k values lead to less noise. In this thesis, k = 5 
was selected as it was shown to entail the highest accuracies on the initial biofilm dataset (see 
Appendix A5.3). To find the nearest neighbors, a brute force search was chosen. Minmax feature scaling 
(xscaled = (x – minfeature) / (maxfeature – minfeature)) was applied to each feature of both, the training and query 
data; this helps avoiding that parameters of larger magnitude influence the prediction overly strongly. 
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Gaussian Naïve Bayes classifier 

As one example of a probabilistic classifier, a Gaussian Naïve Bayes (GNB) algorithm111,112 was selected 
(Figure 2.11b). Such an algorithm can – although being comparably simple – outperform even highly 
sophisticated classification methods.113 The GNB classifier is based on Bayes’ theorem, which defines 
the relation between the conditional probability ܲ(ݔ|ݕଵ, … ,  ௡) of a class y and a dependent featureݔ
vector (ݔଵ, … ,   :௡) as followsݔ

,ଵݔ|ݕ)ܲ … , (௡ݔ =
,ଵݔ)ܲ(ݕ)ܲ … , (ݕ | ௡ݔ

,ଵݔ)ܲ … , (௡ݔ . (4) 

 

With the naïve assumption of conditional independence between all features, the resulting classifier can 
be mathematically formulated as (for a more detailed derivation, see Appendix A5.4): 

ොݕ = arg max
௬

௜ݔ)ෑܲ(ݕ)ܲ (ݕ | 
௡

௜ୀଵ

 (5) 

 

With this approach, the posterior probability ܲ(ݔ | ݕ௜) is determined using a prior assumption on the 
output distribution ܲ(ݕ) and a likelihood ܲ(ݔ௜  on the input data given the labels as described by (ݕ | 
equation 6. Here, it is assumed that the distributions of the features is Gaussian, where the expected 
value ߤ௬ and the variance ߪ௬ଶ are assessed with maximum likelihood.114 The predicted class of y is the 
one which maximizes the posterior probability (Figure 2.11b). 

(ݕ|௜ݔ)ܲ =
1

ට2ߪߨ௬ଶ
exp൭െ

൫ݔ௜ െ ௬൯ߤ
ଶ

௬ଶߪ2
൱ (6) 

 

 

Multinomial Logistic Regression 

As one example of a linear Machine Learning approach, Multinomial Logistic Regression (MLR, 
Figure 2.11c) was applied using an ‘lbfgs’ solver54, 55 and L2 regularization.115 Briefly, given the training 
data X, the probability ܲ൫ݕ௝ = ܿ ห ܺ) that the output of the jth query point would be class c (out of C 
total possible classes) was calculated using the following softmax function:56, 57 

ܲ൫ݕ௝ = ܿ ห ܺ) =
݁ఉ೎࢞ೕ

σ ݁ఉ೓࢞ೕ஼
௛ୀଵ

 (7) 

 

Therein, ߚ௖ denotes the coefficient weight vector obtained from the model fit and xj denotes the feature 
vector of the query point j. To compensate for a (putative) imbalance present in the dataset, class weights 
were applied that are inversely proportional to the class frequencies in the input data. Furthermore, 
standard scaling (xscaled = (x – meanfeature) / standard deviationfeature) was applied to prepare the data and to 
reduce the iteration depth. 
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Random Forest classifier 

The Random Forest (RF, Figure 2.11d) classifier is derived from the family of ensemble classifiers, 
which combine the predictions of multiple independent base estimators.58 Here, those base estimators 
are decision trees – flow chart-like hierarchical decision-making models consisting of nodes (i.e., decision 
stages) and branches connecting these nodes. Starting with a root node, the training data are (based on 
individual features) split in a stepwise manner by creating and answering simple true/false questions until 
all splits contain samples of one class only. A new (query) sample can then be classified by running 
through the tree using the input values of this new sample and the previously established decision rules. 
The ensemble decision is then made based on a popular vote-like principle by averaging the probabilistic 
prediction of each tree with equal contributions. To ensure that the individual trees are not correlated, 
each tree is trained using an individual bootstrap sample (i.e., a random subset of the original dataset) 
and it can – at every node – only choose from a random set of features to split the data into subsets. 

 

Deep Neural Network 

A Deep Neural Network (DNN) consists of multiple interconnected layers, each of which comprises a 
defined number of neurons, i.e., units performing a linear sum of inputs. Such neurons can be activated 
with a typically non-linear activation function and then transform the input variables by applying 
trainable weights and a bias. All neurons of the same layer receive the previous layer’s output as input, 
yet they perform a different transformation. For training, the model is first initialized with weights, and 
the input of the training data is processed. The output of the model is then compared to the true values 
of each data point and an error is calculated. By applying backpropagation, this error is then used to 
evaluate the effect of each weight to the final prediction error in the form of a gradient. Through this 
gradient, each weight is corrected, and the inputs are processed through the model to generate a new 
prediction. This process is recursively repeated until the error has converged to an acceptable minimum.  

The hyperparameters of the DNN used in this thesis were optimized by a grid search-based approach, 
and the following ones were found to perform optimally: The network contains 3 hidden layers 
comprising 20, 12 and 8 neurons each, with the layers being activated by a ReLu,60 ReLu, and tanh61 
activation function, respectively. The output layer was activated with a softmax function, and the loss 
function was chosen to be the categorical cross entropy.62 For implementation, the TensorFlow library63 
(v2.5.0) was used. 

 

2.8.3. Repeated stratified k-fold cross-validation 
To evaluate the performance of the implemented ML algorithms on a given set of data, repeated stratified 
k-fold cross-validation64-66 was conducted. For this purpose, the data was split into k folds (if not stated 
otherwise, k = 5), each of which was used as a test set once (i.e., as a set of query samples to be classified); 
for each selection of a test set, the rest of the data was collectively used to train the algorithm. To avoid 
noisy estimates arising from this data separation, the repeated version (nrepeats = 10) of the common 
cross-validation was chosen. Here, in each repetition, a different randomization was applied to the 
dataset. Moreover, the stratification (see Appendix A5.5) ensured an approximately equal sample 
distribution within each of the k folds compared to the whole training dataset, i.e., that each fold was a 
good representative of the whole. This approach helped compensating for the imbalance of the training 
data (i.e., the somewhat unequal numbers of training data obtained per biofilm strain).67  
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2.9. Correlation-based feature elimination* 

For many experimental research problems, such as those targeted in this thesis, the amount of data 
available for training a ML model is very limited. An important strategy to combat the problems arising 
from such data sparsity is feature elimination – a method that aims at reducing the dimensionality of an 
input feature space. Most of those strategies exclusively focus on analyzing pairwise correlations, or they 
eliminate features based on their relation to a selected output label or by optimizing performance 
measures of a certain ML model. However, those strategies do not necessarily remove redundant 
information from datasets and cannot be applied to certain situations, e.g., to unsupervised learning 
models. Hence, in this thesis, a model- and output-independent feature elimination algorithm (named 
‘NETCORE’) was developed, where the size of a feature vector is reduced by considering both, 
redundancy and elimination efficiency. 

 

2.9.1. Molecular dataset 
The NETCORE algorithm was developed and tested on a dataset created for an experimental drug 
loading study using different antibiotics. This rather small dataset contains 14 commonly used antibiotics, 
each of which is characterized by a feature vector summarizing 9 physico-chemical properties of the 
molecules. Since the NETCORE algorithm conducts an output-independent analysis, no further label 
was required. For all molecules included in this dataset, a 3D conformer representation was obtained 
from PubChem.116 This 3D structure was then imported into MarvinSketch (version 21.17.0, 2021, 
Chemaxon, http://www.chemaxon.com), and the following 9 physico-chemical properties were 
determined using the Calculator Plugins (version 22.3, 2022) of MarvinSketch (for details regarding the 
molecules included in the dataset and the parameters used for calculations, please refer to Appendix A6): 

x rotatable bond count: the number of bonds in a molecule that allow for a conformational 
change of the molecule geometry through rotation around the respective bond117 

x van der Waals volume: the volume occupied by a molecule, i.e., space impenetrable for other 
molecules with thermal energies at ordinary temperatures118 

x molecular weight: the molecular mass calculated from standard atomic weights119,120 
x charge: the total charge of a molecule at pH 7.4 calculated from the sum of its microspecies, 

weighted according to the microspecies distribution at pH 7.4 (the natural form was excluded)121 
x dipole moment: the net molecular polarity specified as the electron density which is unequally 

distributed between the atoms of a molecule122 
x partition coefficient: the logarithm (logP) of the concentration ratio of a chemical dissolved in 

two different phases (here: octanol and water), where both concentrations are at equilibrium;123 
in the case of multiple microspecies of a molecule, the non-ionic one was considered 

x aromatic ring count: the number of aromatic rings in a molecule calculated from the smallest 
set of smallest aromatic rings (SSSAR)124 

x hydrogen bond acceptor sites (average at pH 7.4): the sum of lone electron pairs in a molecule, 
which are available for establishing a hydrogen bond125 

x hydrogen bond donor sites (average at pH 7.4): the sum of hydrogen atoms connected to 
atoms in the molecule that have hydrogen donor properties 

                                                      
* This section follows in part the publication Rickert et al., APL Machine Learning (2023) 



Materials and methods 

 
 
30 

2.9.2. Network-based, correlation-driven redundancy elimination 
(NETCORE) 

Based on the database created as described above, a feature vector was generated, which quantitatively 
describes the physico-chemical properties of the set of molecules studied (Figure 2.12a). Then, a 
network-based feature elimination was performed to reduce the dimensionality of the feature space 
(Figure 2.12b-f). More precisely, the goal was to create a new feature vector, that contains features that 
are as distinct as possible from any other of the included features but still represent the eliminated 
features from the initial dataset in an optimal manner. Therefore, features from the input space that are 
strongly correlated with others were identified and removed as those features contain – at least to a 
certain extent – redundant information. If not stated otherwise, all implementations were conducted in 
python (Python Software Foundation; Python Language Reference, version 3.9.12; 
http://www.python.org).102 Here, the following plugins were used: Pandas104,105  (v1.4.2), NetworkX126 
(v2.7.1), Numpy103 (v1.22.3), Seaborn108 (v0.11.2), and Matplotlib106 (v3.5.1). The working principle of 
the developed NETCORE algorithm is as follows: 

 

Step 1: Correlation matrix 

First, the feature space is analyzed by creating a Pearson’s correlation matrix (Figure 2.12b): Here, a 
pairwise comparison of all n physico-chemical properties (= features) is conducted by calculating the 
linear correlation strength between feature x and feature y as described by the Pearson’s correlation 
coefficient r (see equation 8). 

ݎ =
݊(σݕݔ) െ (σݔ)(σݕ)

ඥ[݊σݔଶ െ (σݔ)ଶ]ඥ[݊σݕଶ െ (σݕ)ଶ]
 (8) 

 
Importantly, features for which no correlation coefficients can be calculated, are eliminated in this step 
without being added to the reduced feature vector. This mainly affects two types of features: features 
that are characterized by non-numerical inputs, and features that are represented by the exact same value 
for all samples. Whereas, for the latter, it is desirable to eliminate such features directly (as they contain 
no valuable information), non-numerical features might be important. Hence, datasets containing such 
non-numerical features should be preprocessed by performing a basic label encoding (as, for instance, 
provided by the Pandas104,105 and scikit-learn109 libraries) to convert non-numerical inputs to numerical 
ones; then, those features can be considered in the subsequent stages of the NETCORE algorithm. 
However, for the dataset analyzed in this thesis, such a conversion was not needed as all input features 
already were of numerical data types. 

 

Step 2: Network generation 

Based on the obtained n x n correlation matrix calculated in the previous step, a correlation network is 
created (Figure 2.12c). This correlation network consists of n nodes, and each node represents one 
physico-chemical property (feature). Then, edges connecting the nodes are added only if the absolute 
value of the correlation coefficient between the two respective properties equals or exceeds a defined 
threshold t (if not stated otherwise, t = 0.6 was selected). Last, each added edge is assigned a weight 
corresponding to the correlation coefficient of the connected feature pair. 
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In this step, the algorithm can be adjusted by changing the correlation threshold t, i.e., the correlation 
strength needed to consider two features to be redundant. Here, since t is used to filter absolute values 
of correlation coefficients, only values between 0 and 1 are reasonable. A value of 1 would yield a 
correlation network in which edges are only present between fully correlated features. Since, in the 
further procedure of the algorithm, features can only be eliminated when they are connected to another 
feature via an edge (see steps 3 and 4), selecting a threshold of 1 entails the elimination of fully redundant 
features only. In contrast, a correlation threshold of 0 leads to a fully connected correlation network, i.e., 
each feature is connected to every other feature. Hence, per the criteria described in the following 
sections, only one feature would be selected to represent the whole dataset. Thus, choosing the right 
correlation threshold is not trivial: smaller values for t lead to a stronger reduction of the feature vector, 
whereas larger values for t enforce that a stronger redundancy is required for elimination. As a rule of 
thumb, absolute correlation coefficients below 0.35 are considered to represent weak correlations, 
moderate correlations are indicated by coefficients between 0.36 and 0.67, and strong or very strong 
correlations lead to coefficients above 0.67 or 0.9, respectively.127 As a default, a correlation threshold of 
t = 0.6 was chosen for the feature elimination tasks performed in this thesis. 

 

Figure 2.12: Schematic overview of the different steps of the network-based feature elimination process. 
First, selected physico-chemical properties of molecules are translated into a feature vector (a) and a correlation 
matrix representing the correlation strength of the features is calculated (b). Using a pre-defined correlation 
threshold, this correlation matrix is converted into a network; here, each node represents a feature and edges 
denote correlation strengths that exceed the threshold value (c). The network is then reduced in a step-wise 
manner by identifying the feature of highest centrality, adding this feature to the (initially empty) new feature 
vector, and eliminating it together with all neighbors that are directly connected. To identify the features of 
highest centrality, the following steps are iteratively conducted: first, the feature of highest degree (i.e., the highest 
number of connected neighbors) is identified (d). In case of parity, the same analysis is conducted with those 
networks, that would remain if the respective node and its connected neighbors were to be removed from the 
network (e). Finally, if still no unambiguous decision is possible, the mean correlation strength of the node to 
its direct neighbors is calculated and the feature with the highest average correlation strength is chosen.  
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Step 3: Elimination of isolated nodes 

After generating the correlation network, a first analysis step is performed to identify all independent 
features, i.e., nodes that have no edge to any other node. Such isolated nodes represent features that 
exhibit no pairwise correlation to any other feature exceeding the previously defined correlation 
threshold. In other words, based on the correlation threshold chosen, features are considered to be 
independent when they are not sufficiently represented by any other feature in the dataset. As those 
features contain information that is not redundant, such features are identified first and directly added 
to the new, reduced feature vector. Importantly, this step is conducted during each iteration of the 
NETCORE algorithm – more specifically, before each iteration of the centrality analysis described in 
step 4. 

 

Step 4: Centrality analysis 

To finally identify a reduced feature set that accurately represents the whole dataset without containing 
redundant information, the previously generated network is iteratively reduced by repeatedly analyzing 
the degree centrality of the nodes. Different from previously reported approaches that used eigenvector 
centrality128 to calculate importance weights based on the ability of a feature to discriminate between 
classes,129 the degree centrality criterion used here iteratively identifies and resolves local ‘clusters’ of 
features containing redundant information – and this process does not require any class labels. Another 
difference is that the degree centrality is directly derived from the graph without any spectral analysis. 
To assess the degree centrality, the number of direct neighbors a node has in the interconnected 
correlation network is determined (Figure 2.12d). If a unique node of highest degree (i.e., a node with 
the highest number of connected neighbors) could be identified, the corresponding feature is added as 
the first entry to an initially empty vector (which thus becomes an n x 1 vector with n = 1). At the same 
time, this node is removed from the network together with all of its directly connected neighbors (this 
whole procedure will hereafter be referred to as ‘fixing a parameter’). If such a unique node of highest 
degree could indeed be identified, the centrality analysis iteration is already complete, and a second 
iteration can be initiated with the remaining network. In the case of parity of multiple nodes with the 
same degree, however, the result of fixing each of those ‘candidate nodes’ is individually considered and 
the respective remaining networks are analyzed in more detail: now, the degree of all nodes remaining in 
the network (after eliminating the candidate node and its direct neighbors) is determined (Figure 2.12e). 
Then, in order to maintain a network for further analysis that is as well-connected as possible and to 
avoid unfavorable segmentation of the network into disjunct subnetworks, the particular candidate node 
leading to a network that contains the node of highest degree in all candidate networks is chosen to be 
fixed next. Finally, if no clear decision is possible after this step either, the mean correlation strength of 
each candidate node to all of its direct neighbors is calculated (Figure 2.12f). From those candidate 
nodes, the node showing the highest mean correlation strength is identified, added to the reduced feature 
vector and eliminated from the network together with its direct neighbors. However, in some cases 
where a unique node can still not be identified, the feature that was evaluated first (by random choice) is 
added to the feature vector. This is, for instance, the case for a connected pair of nodes which is 
otherwise isolated in the network (and thus, has no further neighbors as required for an algorithm-based 
selection). Overall, step 3 and step 4 are repeated until all nodes in the network were successfully 
eliminated; at this point, a maximally reduced feature vector is established. This iterative approach 
ensures that, even though the network is changed when a node and its neighbors are eliminated, the next 
node is again chosen based on optimal centrality. 
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2.9.3. Evaluation regarding multicollinearity 

To test the success of the NETCORE algorithm regarding the elimination of correlating features, the 
variance inflation factor (VIF) was calculated – a common metric to quantify the severity of occurring 
multicollinearity.130 In brief, the VIF describes how much the standard error of the regression coefficient 
of a predictor variable (feature) in a linear regression model is increased due to multicollinearity. In 
particular, the VIF of a certain feature i can be obtained according to the following equation 9, where 

ܴ௜ଶ denotes the R2-value obtained by regressing feature i based on all remaining features. 

௜ܨܫܸ =
1

1 െ ܴ௜ଶ
 (9) 

 

2.10. Unsupervised Machine Learning* 

As stated before, one key objective of this thesis is to utilize ML techniques to automate the analysis of 
corneal tissue surfaces. Therefore, a dataset containing profilometric images of porcine corneas was 
created, in which each sample was characterized by a set of surface parameters obtained from 3D height 
profiles. However, as no predefined labels were available for corneal surfaces, supervised ML approaches 
– such as previously used for the prototype dataset of biofilm and plant samples – were not applicable. 
Instead, unsupervised ML methods had to be employed for the analysis of this dataset.  

Unsupervised ML encompasses various data-driven techniques, where the algorithm is supplied with 
unsorted input data and given the freedom to independently draw its own conclusions; this can be 
achieved either by autonomously clustering the samples or by detecting trends, similarities, extreme 
points, or patterns within the data. In this thesis, different clustering algorithms were used to group 
corneal surfaces, and the results were compared to those obtained by a panel of untrained researchers. 
If not stated otherwise, all operations conducted for unsupervised ML were implemented using python 
(version 3.9.16)102 with several extensions for data handling and visualization (Numpy103 v1.22.4, 
Pandas104,105 v1.5.3, Matplotlib106 v3.7.1) as well as the ML toolbox scikit-learn109 (v1.2.2).  

  

2.10.1.  Generation of a dataset containing corneal images 

Fresh porcine eyes were prepared as described in chapter 2.5.2 (but no sample was discarded due to 
quality constraints), and prior to any further treatment, profilometric images of each sample were 
acquired (see chapter 2.6). These untreated samples already showed quite diverse surface morphologies, 
as some surfaces exhibited signs of initial damage that was not inflicted in the lab (e.g., as a consequence 
of the slaughtering procedure). To increase the sample size of damaged tissue, some samples were 
subjected to one of three disruptive mechanical treatments: applying tribological stress with a contact 
lens (see chapter 2.5.2); rubbing the surface with sand; applying gentle cuts with a scalpel. Those treated 
samples were again profilometrically imaged. However, no label (such as the damage cause) was added 
to any specimen for two reasons: first, for samples showing damage that was not created in the lab, the 
cause of surface damage was unknown; second, for actively damaged samples, the initial state of the 
tissue was not always comparable. Thus, a fully unlabeled dataset containing 2775 images was generated. 

                                                      
* This section follows in part the publication Rickert et al., ‘Unsupervised Machine Learning to Topographically 
Analyze Corneal Tissue Surfaces’, submitted 2023 
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2.10.2.  Data preparation and preprocessing 

From the previously generated dataset containing images of corneal samples, 21 metrological surface 
parameters were obtained for each sample (see chapter 2.6) to serve as an input feature vector for each 
corneal sample. To then prepare the dataset for an ML-based analysis, different preprocessing steps were 
conducted and evaluated. First, to normalize the features such that all features have the same range, 
Minmax feature scaling (xscaled = (x – minfeature) / (maxfeature – minfeature)) was implemented using the scikit-
learn toolbox.109 Once this scaling was applied, each feature ranged from 0 to 1. 

Second, to remove outliers from the dataset, the interquartile range (IQR) method was employed. 
Therefore, the IQR for each feature of the dataset was calculated as the difference between its third 
quartile (Q3) and its first quartile (Q1). Those calculations were conducted using the Numpy103 quantile 
methods. Then, any data point that fell outside of the range defined by 1.5 times the IQR below Q1 and 
1.5 times the IQR above Q3 of at least one feature was eliminated. 

The third approach conducted for data preprocessing was a Yeo-Johnson Power Transformer131 
implemented using the scikit-learn library.109 This method is especially suited to handle non-normal and 
heteroscedastic datasets, as it helps stabilize both variance and skewness by mapping the data to a 
distribution that is as close to Gaussian as possible. The Yeo-Johnson Power Transformer was selected 
over the more commonly used Box-Cox Transformer132 due to its ability to handle non-positive inputs. 
To fine-tune the shape of the transformation, the Yeo-Johnson Transformer (equation 10) was 

parameterized by the hyperparameter ߣ, which was determined via a maximum likelihood estimation. 

 

௜ݔ
(ఒ) =

ە
ۖ
۔

ۖ
ۓ ௜ݔ)ൣ + 1)ఒ െ 1൧/ߣ 

ln (ݔ௜ + 1)
െ[(െݔ௜ + 1)ଶିఒ െ 1]/(2 െ (ߣ

െln (െݔ௜ + 1)

     

ߣ ݂݅ ് 0, ௜ݔ ൒ 0
ߣ ݂݅ = 0, ௜ݔ ൒ 0 
ߣ ݂݅ ് 2, ௜ݔ < 0
ߣ ݂݅ = 2, ௜ݔ < 0

 (10) 

 

 

2.10.3.  k-Means clustering 

To group similar data points into clusters based on a given feature vector (comprising a set of surface 
parameters), a k-m´Means clustering algorithm was employed. This algorithm first randomly initialized 
k cluster centers and iteratively updated them based on the samples assigned to each cluster until 
sufficient convergence was reached. Therefore, each sample was assigned to the cluster with the closest 
centroid. After assigning all samples, the new centroid of each cluster was determined. This procedure 
was repeated until the variance of the samples within each cluster was minimized and the variance 
between the clusters was maximized.  

The number of clusters k was predefined as stated in the individual tests. The initialization method for 
the cluster centers was set to 'k-means++', and the maximum number of iterations for each run of the 
algorithm was set to 300. To increase the chances of finding the global optimum, the number of iterations 
the algorithm conducted with different centroid seeds was set to 10 with no seed provided for the 
random number generator (to allow for different initializations and reproducibility). In addition to the 
k-Means clustering algorithm, five other clustering methods were tested. All details regarding those 
algorithms can be found in Appendix A8.1. 
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2.10.4.  Intrinsic validation metrics 

 

With missing ground truth labels, model evaluation has to be performed using model-intrinsic validation 
criteria. Therefore, three different metrics were used: the Silhouette coefficient, the Calinski-Harabasz 
index, and the Davies-Bouldin index. To achieve better comparability between clustering results obtained 
in different feature spaces, the coefficients were normalized as described in Appendix A8.2). 

 

Silhouette coefficient 

The Silhouette coefficient133 (SIH) characterizes the achieved clustering performance by comparing the 
inter-cluster distances to the intra-cluster distances. In other words, when a denotes the mean distance 
between a sample and all other samples within the same cluster, and b denotes the mean distance between 
a sample and all other points in the nearest other cluster, the silhouette coefficient for this individual 
sample is given as: 

ܪܫܵ =
ܾ െ ܽ

max (ܽ, ܾ) (11) 

 

For the evaluation of a full clustering result, the SIH is averaged over all individual samples. A value 
close to 1 relates to a model with well-defined clusters, values close to 0 indicate overlapping clusters, 
and negative values, especially those close to -1, indicate clusters with incorrectly assigned samples. 

 

Calinski-Harabasz index 

Since different from comparing distances in the cluster result, the Calinski-Harabasz index134 (CH) 
quantifies the cluster dispersions, it is often referred to as the ‘variance ratio criterion’. In detail, for a 
dataset E containing nE samples divided into k clusters, the CH is defined as the ratio between the sum 
of between-cluster dispersion and the within-cluster dispersion: 
 

ܪܥ =
(௞ܤ)ݎݐ
)ݎݐ ௞ܹ) ×

݊ா െ ݇
݇ െ 1  (12) 

 

Here, tr(Bk) is the trace of the between-group dispersion matrix and tr(Wk) is the trace of the 
within-cluster dispersion matrix given by equations 13 and 14, respectively. Therein, Cq represents a set 

of nq points in cluster q with the cluster centroid cq. Accordingly, cE indicates the centroid of E. 
 

௞ܤ = ෍ ݊௤൫ܿ௤ െ ܿா൯൫ܿ௤ െ ܿா൯
்௞

௤ୀଵ
 (13) 

௞ܹ = ෍ ෍ ൫ݔ െ ܿ௤൯൫ݔ െ ܿ௤൯
் 

௫א஼೜

௞

௤ୀଵ
 (14) 

 

Per definition, higher numbers of the CH index correspond to dense and well-separated clusters. Other 
than the SIH, however, the CH is not limited to the range of -1 and 1.  
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Davies-Bouldin index 

Last, the Davies-Bouldin index135 (DB) was calculated to quantify the average ‘similarity’ between 
clusters, by comparing the distance between clusters with the size of the clusters. Here, values close to 
zero indicate well-separated clusters and higher numbers imply higher (undesired) cluster similarity. The 
DB index is defined as 

ܤܦ =
1
݇
෍ max

௜ஷ௝
ܴ௜௝

௞

௜ୀଵ
, (15) 

  

in which Rij defines the similarity between two clusters based on the cluster diameters si and sj (average 
distance of each point of a cluster to its centroid) and the distance between the cluster centroids dij 
(equation 16). 

ܴ௜௝ =
௜ݏ + ௝ݏ
݀௜௝

 (16) 

 

 

2.10.5.  Extrinsic validation metrics 

To compare different clustering results, the adjusted mutual information (AMI) score136 was determined. 
This AMI score is an extended version of the mutual information (MI) score: whereas the MI quantifies 
the similarity of two clustering results solely based on the probabilities of their joint and marginal 
probability distributions, the AMI additionally accounts for chance. The AMI is normalized such that 
values of 1 indicate perfect agreement between two clustering results, and a score close to 0 describes 
that mutual information is due to chance alone. For two label assignments U and V, the AMI is defined 
according to equation 17. 

ܫܯܣ =
ܫܯ െ [ܫܯ]ܧ

݉݁ܽ݊൫ܪ,(ܷ)ܪ(ܸ)൯ െ [ܫܯ]ܧ
 (17) 

 
Here, H(U) and H(V) quantify the entropy of U and V, respectively, and E[MI] indicates the expected 
value for the MI (for details, please refer to Appendix A8.3). The AMI is independent of the actual label 
names of a cluster and permutations of those do not have any effect. Additionally, the AMI is symmetric, 
i.e., comparing result A to result B will deliver the same score as comparing result B to result A. 

 

2.10.6.  Panel evaluation of the corneal dataset 

In addition to the ML-driven approaches employed, a panel of 10 individuals (4 female, 6 male) was 
tasked to group the corneal samples based on their surface appearance. Here, to keep the sample size 
manageable for humans, a reduced dataset containing every seventh image of the initial dataset was 
provided to the panel (in total 397 images). For better comparability, the number of clusters to be formed 
was predefined to k = 4. Each participant was given as much time as they wanted to visually inspect 
images of the 3D height profiles. During this time, the participants identified a ‘description’ for each of 
the four clusters. Once suitable clusters and their corresponding characteristics were determined, the 
participants were shown each image individually (in random order) and exclusively assigned those images 
to one cluster. Importantly, to briefly validate the consistency achieved by each participant, one duplicate 
sample (randomly chosen but identical for each panelist) was added to the dataset to be clustered. 
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2.11. Statistical analysis and graphical representation 

Prior to testing the statistical significance between two samples, a normal data distribution was tested for 
each sample with a Lilliefors test, and a two-sample F-test was employed to check for equal variances. 
To test for significant differences between normally distributed samples, a two-sample t-test was applied 
when homogeneity of variances was met, whereas a Welch’s t-test was performed for unequal variances. 
)RU�VDPSOHV�WKDW�ZHUH�QRW�QRUPDOO\�GLVWULEXWHG��D�:LOFR[RQî0DQQî:KLWQH\�WHVW�ZDV�SHUIRUPHG��$OO�
statistical analyses were performed using Matlab (version R2019a, MathWorks, Natick, USA), and 
differences were considered statistically significant if a p-value below 0.05 was obtained. 

All graphs shown in this work were generated using the software GraphPad Prism (Prism 9 for macOS; 
Version 9.3.1 (350), December 7, 2021; GraphPad Software LLC; San Diego, USA) together with 
Affinity Designer (version 1.10.4, Serif Europe Ltd., West Bridgford, UK). If results are presented in 
boxplots, the bottom and top of the box represent the first and third quartile, respectively. The line 
inside the box denotes the median. The length of the whiskers is based on data within the 1.5 interquartile 
range of the upper and lower quartile. Data points outside of this range are denoted as outliers (crosses 
or circles).
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3. Mucin macromolecules for biomedical applications 

To exploit the beneficial properties of mucins for biomedical applications, mucin macromolecules can 
either be used as a base material, or they can be used to generate surface coatings on existing devices. 
Both of those approaches are followed and evaluated in this chapter. First, functionalized mucin 
molecules that can be covalently crosslinked with UV light are used to develop a bio-ink for 3D printing. 
Objects fabricated with this bio-ink are then subjected to different environmental conditions and the 
material response is observed. Second, mucins are used to generate surface coatings on contact lenses, 
and the achieved surface properties, such as the wettability and the tribological performance of the lens 
on corneal tissue, are evaluated. Last, as sterilizability is of utmost important for a material to be used in 
a medical context, the sturdiness of mucins towards several sterilization methods is investigated. 

 

3.1. UV-curable mucin gels for 3D bioprinting* 

Owing to the potential to manufacture patient-tailored medical devices on-demand and at relatively low 
costs, 3D printing (3DP) is a very promising technology on the road to personalized medicine. Especially, 
extrusion based 3DP methods, such as fused deposition modeling of thermoplastics or direct ink writing 
of photosensitive polymer resins, have demonstrated a high potential for the production of customized 
(bio)medical and surgical devices or scaffolds based on tomography data or computer aided  
design.137-139 In those techniques, the liquid ink – i.e., a viscous polymer solution or a melt – is gently 
pushed through a nozzle that follows a predetermined path dictated by a virtual model; during this 
procedure, the ink is deposited onto a printing bed to build the desired object in a layer-by-layer fashion. 
To be suitable for such 3DP, the ink material must meet different specifications in terms of printability 
and stability.140-142 This encompasses the ability to be extruded from a nozzle or printing head (which 
requires the material to flow under modest pressure), to be quickly curable upon deposition (e.g., by 
photopolymerization, thixotropic effects, or temperature changes) and to exhibit mechanical properties 
that are sufficiently strong to support the following layers.143,144 However, especially for hydrogel-based 
bio-inks, meeting all these requirements can be very difficult: they tend to spread on the printing bed 
immediately after deposition and their intrinsic mechanical properties are comparatively weak.145,146 
Hence, the rheological behavior of those inks needs to be tailored to achieve sufficient printability. 

Throughout this thesis, the base component for all bio-ink formulations developed is commercial PGM 
functionalized with methacrylic anhydride (= PGM-MA, Figure 2.2). An aqueous solution comprising 
4 % (w/v) PGM-MA shows shear-thinning properties with viscosities slightly above 100 mPa s and 
exhibits frequency-dependent characteristics typical for a viscoelastic fluid (Figure 3.1a,b). However, 
the presence of methacrylate groups on the PGM-MA enables photo-initiated covalent crosslinking of 
the mucins via free-radical polymerization:147 upon addition of a suitable photo-crosslinker, 
polymerization of the PGM-MA molecules can be initiated by UV irradiation (Figure 3.1c), and this 
leads to a rapid and strong change of the material properties. Within 20 s of exposure, the initially liquid 
solution transitions into a gel state: now, the material response is dominated by elastic properties. After 
approximately 4 min of curing, the elastic modulus of this gel reaches a plateau value of around 0.8 kPa. 
Once the material has fully cured, this value is stable and quite constant over the whole range of shear 
frequencies tested (see Appendix A1.6), which is typical for a covalently cross-linked (bio)polymer gel.148 

                                                      
* This section follows in part the publication Rickert et al., ‘A Mucin-based Bio-Ink for 3D Printing of Objects with 
Anti-Biofouling Properties’, submitted 2023 
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However, as mucin solutions are dominated by their viscous properties, they do not exhibit sufficient 
intrinsic stability before being cured. Hence, in a next step, those UV-curable mucin solutions are still 
used as a base component, but the rheological properties of the bio-ink are tuned to optimize them for 
extrusion-based additive manufacturing. For such a 3DP application, the viscosity of the mixture is an 
important parameter for two reasons: first, it influences the extrusion flow and defines the required 
extrusion pressure; second, the viscosity determines how fast a liquid material spreads on the printing 
bed, i.e., how long the material can (at least to a certain degree) maintain its shape before covalent 
cross-links are introduced by UV illumination. Whereas the second aspect benefits from a high viscosity 
of the ink, a strongly viscous ink limits the achievable moving speeds during the printing process and 
hampers the smoothness of the printed filaments. Thus, to ensure good printability, the ink material 
should exhibit shear thinning characteristics. Without additives, a bio-ink comprising PGM-MA only 
shows this desired shear-thinning behavior; yet, overall, its viscosity is rather low, which calls for 
adjustment. Moreover, after printing, the PGM-MA solution is not able to maintain its shape 
(Figure 3.1d), which further underscores the need to improve the viscous properties of the bio-ink.  

There are several strategies to achieve control over the viscoelastic properties of a complex fluid, such 
as using a thermo-responsive additive or another mechanical adjuvans that acts as a stabilizing support. 
To avoid thermal stress on the biopolymeric PGM-MA, the strategy of choice is to add a temperature-
independent stabilizing agent to the bio-ink. More specifically, the effect of adding either methylcellulose 
or nanoclay (Laponite® XLG) is evaluated. Indeed, either of those two additives successfully increases 
the viscosity of the bio-ink by several decades while maintaining the desired shear-thinning properties 
(Figure 3.1a and Appendix A1.7). Whatsoever, the nanoclay additive outperforms methylcellulose 
regarding several aspects: First, the Laponite nanoclay can be thoroughly mixed with the mucin, and this 
allows for higher additive concentrations to be used while still achieving a homogenous, mono-disperse 
ink formulation. Second, different from what is achieved with methylcellulose, the Laponite-containing 
bio-ink forms a viscoelastic gel even before curing (Figure 3.1b and Appendix A1.7). This particular 
property turns out to be important when comparing the extrusion performance of the two bio-ink 

 
Figure 3.1:  Mechanical characterization of different bio-ink formulations. The viscosity of the inks at 
different shear rates (a) and the viscoelastic moduli measured over a frequency spectrum (b) or at a set frequency 
during UV irradiation (c) are displayed. Moreover, images of 4 layers of bio-ink printed without any curing (d) 
and the compression moduli of the cured inks (e) are depicted. Error bars in (a,b,c,e) denote the standard error 

of the mean obtained from n ൒ 3 measurements (if not visible, they are smaller than the symbol size). 
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variants: a certain elasticity of the material is required to achieve a sufficiently high intrinsic stability of 
the printed product until the covalent cross-links generated by UV treatment are established 
(Figure 3.1d). Hence, for further experiments, only the Laponite-based formulation is considered. With 
this particular bio-ink formulation, the curing time of the material is very similar to that of pure 
PGM-MA solutions, and the elastic properties of the final, cured material are slightly increased to 
~2 kPa. As a material to be used in a biomedical context, those mechanical characteristics strongly 
influence the ability of the cured bio-ink to integrate well into soft tissue. Here, in addition to shear 
stress, compression is another important mechanical load to consider. Hence, unconfined compression 
tests are conducted with the bio-ink, revealing compression moduli of around 10-11 kPa (Figure 3.1e). 
Both, those compression moduli and the elastic moduli obtained during shear measurements, are in a 
similar range as values previously reported for mammalian soft tissue and organs.149-151 

In a next step, the performance of this improved bio-ink formulation (containing 4 % Laponite and 4 % 
PGM-MA) is evaluated in greater detail using a direct in writing system (for details, see Appendix A1.1). 
The first objective is to identify a suitable pressure for the printing process to extrude the bio-ink into a 
continuous filament without interruption. A filament drop test indicates that pressure levels of 40 kPa 
and 50 kPa are insufficient to extrude the bio-ink, as only a small droplet of ink is formed at the needle 
tip without further extrusion (Figure 3.2a). At higher pressure levels of 60 kPa and 70 kPa, multiple 
individual droplets and small filament-like sections, respectively, are observed. Consequently, pressure 
levels of 80 kPa are required to obtain a continuous filament extrusion. Hence, for all further procedures, 
an extrusion pressure level of 80 kPa is chosen. When this pressure level is then used to extrude filaments 
at different moving speeds, a slow moving speed (10 mm s-1) leads to thick, poorly defined filaments, 
whereas doubling this moving speed (to 20 mm s-1) improves both, the shape an reproducibility of the 
filament (Figure 3.2b,c). However, when the moving speed is further increased to 30 mm s-1, the 
thickness of the filament only slightly decreases, but the shape of the filament appears more irregular 
and asymmetric. Hence, a moving speed of 20 mm s-1 is identified as best suited for the current setup. 

 
Figure 3.2: 3D printing of the mucin-based composite bio-ink. A drop test was conducted to identify a 
suitable pressure level for extrusion of the bio-ink (a). Then, filaments were printed at different moving speeds 
and their thickness was quantified (b,c). Last, the height increase per printed layer was monitored (d). Error 
bars denote the standard error of the mean obtained from n = 15 (b) and n = 3 (d) samples measured (if not 
visible, they are smaller than the symbol size). 
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Having identified suitable printing parameters for the developed bio-ink, a cylinder with a diameter of 
5 mm is printed and the increase in sample height after extruding and curing each layer is monitored. As 
desired, when increasing the number of printed layers, a linear increase of the sample height is observed 
(Figure 3.2d), and a nicely shaped cylinder is generated (Figure 3.2d, inset). Thus, this first printing 
trial indicates that the developed ink material is indeed able to generate a 3D-printed sample of desired 
shape with sufficient intrinsic stability. 

After evaluating the performance of the bio-ink in a 3DP setup, the material response of cured bio-ink 
samples towards different liquid environments is examined. To do so, cylindrical samples are created 
and are immersed into aqueous solutions supplemented with different amounts of salt. The change in 
weight of the samples after 5 days of storage is then determined (Figure 3.3a). Those swelling tests are 
only conducted with PGM-MA-containing samples, since pure Laponite specimens are not able to 
properly maintain their shape when immersed in a water-based fluid. For bio-ink samples stored in 
ddH2O, a strong swelling behavior is observed: An increase in weight of nearly 300 % is observed for 
pure PGM-MA specimens and of 250 % for samples containing both, PGM-MA and Laponite. This 
strong swelling is probably driven by the repulsive electrostatic forces acting between the strongly anionic 
mucin molecules: Via electrophoretic light scattering (Appendix A1.8), the zeta potential of the 

PGM-MA macromolecules is measured to be –(26.1 r 0.4) mV. With increasing salt concentrations, 
sample swelling is drastically reduced or even converted into shrinkage: weight increases of only 10 % 
are observed for samples immersed into a physiological saline solution, whereas samples incubated in a 
1 M NaCl solution even shrink by up to 10 %. These findings agree with the notion that electrostatic 
repulsion forces drive sample swelling: With increasing NaCl content, the solubilized salt ions will 
increasingly shield the negatively charged groups on the mucin molecules (Debye-screening), which 
allows for a much more compact conformation of the bio-ink sample. 

 
Figure 3.3: Swelling behavior of different bio-ink formulations. The weight change that cured bio-ink 
specimens undergo when exposed to liquid environments with different salt concentrations (a) and its 

reversibility (b) are displayed. Error bars denote the standard error of the mean obtained from n t 3 samples. 

 

Consistent with this picture, this sample swelling appears to be reversible: when a freshly cured sample 
(which was prepared in ddH2O as described in chapter 2.2) is first immersed into ddH2O (until full 
swelling is achieved) and then placed into water containing physiological NaCl concentrations (154 mM), 
the sample nearly fully recovers its initial volume. In other words, it is possible to adjust the volume of 
printed structures created with this mucin-based bio-ink by incubating them in aqueous solutions 
containing different ion concentrations. This characteristic might even enable the application of such 
objects as ion-sensitive actuators such as a valve that opens or closes depending on the surrounding ion 
concentration. Importantly, even in their swollen state, the printed samples are stable and do not break 
up into fragments. 
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One essential aspect for materials to be used in a biomedical context, is sufficient biocompatibility. 
Hence, to test for putative cytotoxic effects, a leaching test together with a WST-1 assay is performed 
following ISO 10993 using epithelial HeLa cells as a model cell line (for details, see Appendix A1.9). 
Within the time intervals tested (i.e., 24 h and 48 h, respectively), no cytotoxic effects are detected as 
evidenced by cell viability values exceeding 70 % (Figure 3.4a). This outcome is consistent with prior 
studies that have reported the non-toxicity of both, crosslinked mucin hydrogels152,153 and Laponite 
gels.154,155 In addition to the biocompatibility of the bio-inks, the ability of cells to adhere to the surface 
of cured ink samples is assessed by incubating cells on the surface of the different samples (for details, 
see Appendix A1.9). As expected,155-157 pure Laponite gels can be colonized by HeLa cells; in contrast, 
on pure PGM-MA gels, hardly any attached cells are found (Figure 3.4b). Consistently, the addition of 
mucins to the Laponite gel considerably reduces the number of cells adhering to the gel. This finding 
indicates the possibility to tune the cell adhesion behavior of the bio-ink by varying the mixture ratio of 
the two ink components. For the particular ratio studied in this thesis, the cell experiments demonstrate 
that mucin-based bio-inks exhibit a cell-repellent behavior while maintaining a high biocompatibility. 

 
Figure 3.4: Biocompatibility and adhesion of cells and bacteria to cured bio-ink samples. The 
biocompatibility of the cured bio-ink formulations as tested with a leaching test according to ISO 10993 (a) and 
the adhesion of cells to the surfaces of cured bio-ink samples (b) are displayed. Subfigures (c) and (d) show the 
proportion of CFUs attached to the bio-ink samples after incubation of the specimens with bacterial 
suspensions. Error bars denote the standard deviation obtained from n ൒ 3 samples. 

 

After demonstrating that mucin drastically reduces cell adhesion to the surfaces of bio-ink samples, next, 
the anti-bacterial behavior of those specimens is tested (for details, see Appendix A1.9). Several previous 
studies have suggested that surface coatings generated from mucin macromolecules can reduce bacterial 
adhesion,79,158 and it seems possible that mucin-enriched gels might be able to show a similar effect. To 
test this hypothesis, the susceptibility of objects generated with the different bio-inks to become 
colonized by bacteria is investigated. In detail, such specimens are incubated with bacterial suspensions 
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of either Staphylococcus epidermidis or Escherichia coli and the proportion of bacteria adhering to the 
samples is determined. For specimens comprising Laponite only, approximately one out of 1,000 bacteria 
from the inoculation solution adheres to the samples. This already low number, however, is further 
reduced by a factor of 10 for PGM-MA-containing samples (Figure 3.4c,d). Conclusively, these results 
indicate that objects printed with the mucin-based bio-ink exhibit good bacteria-repellent properties. 

However, even in the absence of pathogens, an artificial object that gets into contact with tissue surfaces 
elicits a foreign body response through its interaction with immune cells. This could entail several 
negative consequences resulting in rejection of the printed constructs. To evaluate the immune response 
triggered by each of the bio-ink components and the final bio-ink formulation, the concentration of 
different pro- and anti-inflammatory cytokines secreted by macrophages that are seeded onto the 
different materials is assessed (for details, see Appendix A1.9). 

The observed cytokine secretion of macrophages seeded onto pure Laponite hydrogels is significantly 
higher than that detected for macrophages seeded onto PGM-MA hydrogels (Figure 3.5). This result is 
consistent with prior findings concerning the immediate and long-term reactions of macrophages that 
were placed on mucin-derived materials: In those studies, it was demonstrated that mucin-based gels 
have a broad dampening impact on the cytokine expression of macrophages.159,160 However, for the 
composite bio-ink formulation, differences are observed between the pro- and anti-inflammatory 
cytokines: For the pro-inflammatory cytokines (i.e., TNF-ơ� DQG� ,/-6), the expression levels for the 
composite is in-between the secretion levels obtained for the individual materials. In contrast, for the 
anti-inflammatory cytokines (i.e., IL-10 and TGF-Ƣ��� WKH� PDFURSKDJHV� VHHGHG� RQWR� WKH� FRPSosite 
produce the lowest cytokine secretion. As stated before, mucin molecules broadly dampen the secretion 
of both, pro- and anti-inflammatory cytokines. For Laponite, such a dampening effect was previously 
only observed for anti-inflammatory cytokines,161 whereas no effect (neither an increasing nor a 
dampening one) was observed for pro-inflammatory cytokines.162 Hence, the intermediate values 
obtained for TNF-ơ�DQG� ,/-6 likely result from the combination of two materials that influence the 
cytokine expression differently. In contrast, for IL-10 and TGF-Ƣ��ERWK�LQGLYLGXDO�FRPSRQHQWV�GDPSHQ�
this immune response, which is why the combination of the two appears to result in a synergistic effect. 
Together, these results indicate that printed constructs created from mucin-derived bio-ink formulation 
have an immunomodulatory effect. 

 
Figure 3.5:  Cytokine expression on the different bio-ink formulations. Macrophages were seeded onto 
cured bio-ink samples of the individual components (i.e., Laponite hydrogels and PGM-MA hydrogels) and on 
the final bio-ink formulation. The secretion of the two pro-inflammatory makers TNF-ơ�(a) and IL-6 (b) and 
the two anti-inflammatory cytokines IL-10 (c) and TGF-Ƣ�(d) are displayed. Error bars denote the standard 
deviation obtained from n = 8 samples. For all four cytokines, all three samples are significantly different to 
each other based on a p-level of 0.05 (for simplicity, no asterisks were added to the figure). 
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3.2. Covalent mucin coatings on silicone contact lenses* 

In addition to directly creating 3D objects from mucin-based materials, it may also be beneficial to 
transfer the excellent properties of mucins to existing medical devices via surface coatings. One class of 
medical devices that could particularly benefit from the outstanding properties of mucins are contact 
lenses. A frequent problem many people wearing contact lenses complain about is ocular dryness and 
an irritating feeling in the eye; both of those symptoms can arise from a disruption of the tear film as 
caused by an insufficient wettability of a contact lens and the resulting increased friction.163,164 The 
ensuing compromised lubrication of the eye can result in pain and tissue damage on either the cornea 
(as known for keratoconjunctivitis sicca)165 or the eye lid (referred to as lid wiper epitheliopathy).166 In 
addition to applying mechanical stress to the eye, contact lenses constitute a physical barrier which limits 
the transport of oxygen towards the eye surface. It was shown that a deficient oxygen supply of the 
cornea can lead to limbal hyperemia and increased invasion of limbal vessels into the cornea, hence 
promoting undesired neo-vascularities.167-169 However, a major problem of newly developed oxygen-
permeable contact lenses, such as those made from PDMS-based materials without any hydrogel 
additives, is their hydrophobic surface; and as outlined above, a poor wettability of contact lenses can 
lead to a disruption of the tear film and damage of the eye. Apart from unpleasant sensations, however, 
such tissue damage can also pave the way for microbial keratitis, a serious complication in which either 
bacteria, fungi, or amoeba are involved.170  

In fact, wearing contact lenses was shown to be the main cause for microbial keratitis in the western 
society.171 From a mechanistic point of view, the mechanical disruption of the tear film on the corneal 
epithelium caused by insufficient contact lens wettability is thought to impair the endogenous protective 
strategies present in healthy eyes, thus rendering the cornea more susceptible to infection.172-175 
Moreover, an artificial lens material is typically much more prone to bacterial colonization than healthy 
corneal tissue: freely floating microbes can adhere to the surface of a lens where they form contagious 
biofilms in close proximity to the epithelium, which cannot be easily cleared.176,177 Ocular pain, corneal 
opacities, photophobia, scarring, decreased vision, and, if left untreated, blindness can be a consequence. 

Previous studies have shown that surface coatings generated with mucin glycoproteins can effectively 
target both of those problems by reducing friction86 and preventing bacterial adhesion on model 
surfaces.43 Hence, in the following, the potential of mucin coatings to improve the surface characteristics 
of hydrophobic PDMS contact lenses is investigated. One approach to generate such coatings is to 
simply incubate the specimens in a mucin-rich solution; via their hydrophobic termini, the mucin 
molecules are then expected to spontaneously adsorb onto the hydrophobic lens surface. However, due 
to the transient nature of such binding, these passively adherent mucins can be easily removed under 
shear stress. To prevent such shearing off, covalent bonds are required between the mucins and the lens 
surface – and this can be achieved by employing a multi-step coupling strategy (see chapter 2.4.2). 

In a first step, it is investigated if both, passive and covalent coating procedures, are similarly suitable to 
create a mucin layer on PDMS lenses. For those initial tests, both types of coatings are generated with 
manually purified MUC5AC and commercially available PGM, respectively. To verify the presence of 
mucins on the contact lens surfaces, two different detection methods are employed. For manually 
purified MUC5AC, detecting the fluorescence signal obtained from ELISA measurements is a 
commonly used approach. Indeed, when compared to uncoated reference samples, this method returns 
strong signals for both coating strategies (Figure 3.6a). This result suggests that a considerable amount 
of MUC5AC molecules is present on the surface of the coated lenses and that both coating strategies 

                                                      
* This section follows in part the publication Rickert et al., ACS Applied Materials & Interfaces (2020) 
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yield similar coating densities. Considering the strong hydrophobic character of the lens material and the 
inherent ability of natively purified MUC5AC to adsorb very efficiently onto hydrophobic materials, this 
finding is in line with the expectations. However, this similarity in the ELISA signal makes it difficult to 
distinguish between lenses that were coated with MUC5AC by passive adsorption or covalent coupling. 

Such a differentiation, however, is possible for lenses that were coated with commercially available PGM. 
Here, a detection assay based on fluorescently labelled mucins has to be employed since commercial 
PGM is not recognized well by the anti-MUC5AC antibody required for the ELISA. With this alternative 
detection method, considerably higher values are obtained for the covalently coated lenses compared to 
the passively coated ones (Figure 3.6b). This result agrees with findings reported by Marczynski et al.,83 
that demonstrated the inferior adsorption properties of this industrial PGM compared to in-lab-purified 
MUC5AC. However, the covalent coupling process applied here seems to be sufficient to compensate 
for this lack of PGM adsorption capabilities. 

 
Figure 3.6: Coating verification and wettability of coated and uncoated samples. The presence of 
manually purified MUC5AC (a) and commercial PGM (b) on PDMS lenses was assessed via an ELISA and an 
assay using fluorescence microscopy, respectively. Error bars denote the standard error of the mean as obtained 
from n = 3 samples. Contact angles as measured to quantify the surface wettability of the surfaces are displayed 
(c,d) for PDMS disks that were either left untreated or coated with mucins. Contact angles larger than 90° 
denote hydrophobic behavior, whereas values smaller than 90° represent hydrophilic surfaces. Error bars 
indicate the standard error of the mean as obtained from n = 9 (c) and n = 3 (d) samples. For the data depicted 
in c, statistical analysis was performed (based on a p-value of 0.05). All coated samples are significantly different 
from the untreated samples. Significant differences between the coating strategies are denoted with an asterisk. 

 

Having verified the presence of mucins on the contact lens surfaces, in a next step, the impact of these 
coatings on the surface wettability of the lenses is determined by conducting contact angle (CA) 
measurements: here, CAs above 90° show hydrophobic behavior, whereas CAs smaller than 90° denote 
hydrophilic surface properties. To increase the accuracy of the measurements, the experiments are 
conducted with flat PDMS disks which have the same material composition as the PDMS lenses. The 
CA values obtained for uncoated disks are in the range of 100î110° (Figure 3.6c), which demonstrates 
the strong hydrophobic characteristics and poor wettability of the PDMS-based lens material. This, 
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however, drastically changes when using passive and covalent coatings of either MUC5AC or PGM: As 
depicted in Figure 3.6c, all coatings entail a decrease of the CA below 90°, which denotes an alteration 
of the surface characteristics from hydrophobic to hydrophilic. This improvement of the surface 
wettability can be mainly attributed to the large, glycosylated central region of the mucin molecules: the 
densely attached glycans carry a large number of anionic sialic acid residues and sulfate groups,71,72 which 
renders mucins highly hydrophilic and hygroscopic.73 Yet, the obtained values show that covalent 
coatings lead to a stronger reduction of the CA than those coatings generated by passive adsorption.  

Next, the stability of the different coatings is evaluated by repeatedly reassessing the CA of coated PDMS 
disks that were incubated in different storage media (Figure 3.6d). As expected, the uncoated disks show 
a constant hydrophobic behavior at all time points and for all storage conditions, which confirms the 
good stability of the lens material. For the passively coated disks, however, the obtained CA values 
progressively increase as a function of storage time; many of the tested samples even return into the 
hydrophobic regime. In contrast, all covalently coated surfaces remain in the hydrophilic regime, even 
after 3 months of storage. The best results are obtained with covalently coated samples that were kept 
in a commercial storage solution provided by the lens manufacturer (DPBS with the antiseptic PHMB). 
Here, the observed changes in the CA values are very small, and excellent wettability is maintained during 
the whole test period. On the basis of those findings, only covalently coated PDMS lenses are further 
tested. Accordingly, for storing the lenses, from now on only the commercial storage solution is used. 

So far, it was shown that covalent mucin coatings improve the wettability of PDMS-based contact lenses 
in an efficient and durable manner. Yet, the CA measurements give a rather local impression of the 
surface wettability. Hence, in a next step, a more application-oriented characterization of the contact 
lens wettability is performed by assessing the liquid film breakup time (BUT). This parameter is of high 
importance for the performance of a contact lens on the cornea, as the lens surface needs to be able to 
maintain a complete tear film coverage between two blinking events. For uncoated PDMS lenses, a very 
short BUT smaller than 1 s is found (Figure 3.7a): here, the liquid film is immediately disrupted as soon 
as the samples are removed from the storage solution. Mucin-coated contact lenses, in contrast, perform 

very well regarding this property: PGM-coated lenses maintain full liquid coverage for 18׽ s, and 
MUC5AC-coated lenses reach even larger BUTs in the range of 50 s (Figure 3.7a). Both of those values 

by far exceed the average duration of an inter-blinking period of humans, which is 5׽ s.178 Together 
with the results discussed before, this application-oriented wetting test demonstrates that covalent mucin 
coatings are very well capable of changing the global surface properties of PDMS lenses from 
hydrophobic to hydrophilic, which is stable and more than sufficient for an application on ocular tissues. 

 
Figure 3.7: Break-up times and transparency of PDMS lenses. Break-up times (a) and transmission 
intensities of blank and covalently coated lenses before (b) and after (c) incubation in a lipid solution. Error 
bars (a) and shaded areas (b,c) denote the standard error of the mean as obtained from n = 3 samples. 
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Another essential property of contact lenses as an optical correction system is their transparency. Hence, 
it is of utmost importance that the applied coating does not disturb the optical properties of the lenses. 
Therefore, spectroscopy measurements are performed to quantify the transmission efficiency of light 
across mucin-coated PDMS lenses. Therefore, the intensities of transmitted light are measured for both, 
coated and uncoated lenses, and the value obtained for the latter is set to 100 % at each tested 
wavelength. As depicted in Figure 3.7b, excellent transmission efficiencies of >97 % are achieved for 
both covalent mucin coatings. These results are not only more than sufficient from an application point 
of view but also clearly outperform similar coatings conducted with the mucin-related glycoprotein 
lubricin/PRG4.179 Conclusively, both mucin coatings maintain the transparency of the lenses very well.  

In addition to having a high initial transparency, it is also important that the contact lenses can maintain 
this transparency during usage. A physiological challenge that might reduce the lens transparency is the 
adsorption of lipids from the tear film. As mucin coatings have previously been shown to possess 
anti-biofouling properties,158 it is next tested if this also applies to the coatings generated on the contact 
lenses when the lenses are exposed to lipids (Figure 3.7c). For uncoated PDMS lenses, a 6-12 % 
decrease of their transparency is found across all wavelengths of the measured spectrum. This reduction 
in transparency is similarly high for lenses that were coated with PGM. However, lenses carrying a 
covalent MUC5AC coating maintain their transparency very well. Hence, those mucin coatings are highly 
efficient in preventing lipid deposition. 

To this point, it was demonstrated that a covalent coating using either PGM or MUC5AC improves the 
wettability of the contact lens material while maintaining its transparency. A good wettability of contact 
lenses is important as a break-up of the tear film due to poor wettability has, in addition to friction, been 
directly linked to discomfort.180 In fact, a consistent and stable coverage of the corneal tissue by the 
ocular tear film is essential for preserving the integrity of the corneal tissue: If the epithelium is not 
efficiently protected by the viscoelastic tear fluid, the corneal surface can be injured by shear forces 
resulting from blinking or eye movements.181,182 Thus, the next experiments aim at assessing the 
performance of the mucin coatings in terms of preventing tissue damage resulting from tribological 
stress. In detail, the mucin coatings are probed in a lens/cornea pairing and both, the friction response 
of the system and wear formation on the corneal surface of porcine eyes are determined. As shown in 
Appendix A1.10, similar friction coefficients for both, uncoated and coated PDMS lenses, are obtained. 
Even if these results differ from those reported for coatings with lubricin,179 they agree with previous 
findings reported for passively adsorbed mucin coatings that were studied in a very similar setup.51 

At this point, it is crucial to realize that ocular pain is not necessarily caused by high friction but rather 
by damage to the corneal tissue. Such tissue damage can be the result of the high mechanical stress 
induced by the contact lens materials when sliding across the eye surface. Importantly, several earlier 
studies on artificial materials,173,183,184 tissues,185,186 and cellular monolayers187 showed that there is no 
direct correlation between friction and wear formation. Hence, surface damage resulting from 
tribological stress has to be determined independently. Here, the surface damage induced on the cornea 
tissue samples is assessed by comparing profilometric images obtained before and after exposure of the 
tissue to tribological stress. Indeed, when uncoated contact lenses were used, the tribological treatment 
induces severe alterations to the tissue surface (Figure 3.8a and Appendix A1.10). In contrast, no visual 
damage is observable for cornea samples that were treated with mucin-coated lenses, regardless of 
whether PGM or MUC5AC was used for the coating. 

To quantify this visual impression, a set of metrological surface parameters is calculated from the 
profilometric 3D images (Figure 3.8b) and the change in those parameter values as a result of the 
tribological treatment is calculated (Figure 3.8c). To cover the broad morphological range of occurring 
surface alterations, four different parameters are selected, which all describe roughness features of a 
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surface but focus on different structural details: First, the root-mean-square height (Sq), a classical height 
distribution parameter; second, the developed interfacial area ratio (Sdr), a hybrid parameter that relates 
the total surface area of a region to a perfectly plain surface; third, the peak material volume (Vmp), which 
represents the volume of material at an areal material ratio of 10 %; and fourth, the S10z parameter, which 
describes the difference between the five highest peaks and the five lowest pits of the surface. Of course, 
none of those topographical parameters is ideally suited to quantify the broad range of wear 
morphologies observed on the cornea samples; thus, the error bars obtained from the different image 
quantification approaches are all relatively high. 

 
Figure 3.8: Wear formation on porcine cornea samples as quantified by optical profilometry. Light 
microscopy (a) and 3D surface images (b) of corneal tissue samples and quantification of the latter by 
metrological parameters (c) are shown for samples that were tribologically treated with either an uncoated or a 
covalently mucin (PGM or MUC5AC)-coated contact lens. Error bars denote the standard deviation as 
obtained from n = 5 measurements. Asterisks indicate statistical significance based on a p-value of 0.05. 

 

Importantly, with each of these parameters (as well as 6 additional surface parameters) the same result is 
obtained (Figure 3.8c and Appendix A1.10): both mucin coatings prevent an increase in surface 
roughness after tribological treatment, and MUC5AC coatings perform slightly better than the PGM 
coating. In fact, for cornea treatment with mucin-coated lenses, sometimes even a slight reduction of the 
corneal surface roughness is detected, which can be attributed to mechanical smoothening of the tissue. 

In conclusion, the presented results demonstrate that covalent mucin coatings may be an excellent choice 
to minimize the disruptive influence of contact lenses on the eye, as they are capable of stably generating 
wettable surfaces on otherwise hydrophobic PDMS lenses. With those mucin coatings, the lenses interact 
very well with liquid environments, such as the tear film, and do not generate shear-induced tissue 
damage on the cornea. These results open up great possibilities for a variety of other hydrophobic 
materials that are, to date, not suitable for a contact lens application. 
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3.3. Covalent mucin coatings on rigid, gas-permeable contact lenses* 

Rigid, gas-permeable lenses (RGP lenses) made from durable plastics with an excellent oxygen 
permeability are an important sub-category of contact lenses: As the avascular cornea receives its oxygen 
supply through the tear film, RGP lenses are usually favorable over silicone-hydrogel lenses as they 
reduce the risk of hypoxic complications such as corneal neovascularization or limbal erythema.188 
Additionally, owing to their good customizability and their inherent stiffness, those lenses are particularly 
suitable for the treatment of geometrically challenging visual impairments including severe or irregular 
astigmatism3,4 as well as pathological eye conditions involving thinning and deforming corneas (as, for 
instance, common for keratoconus).189,190 However, the perceived comfort of RGP lenses can be 
significantly lower than that of soft lenses, and this can – amongst other factors – be attributed to their 
insufficient surface wettability16 or wear formation on the corneal tissue.17 Those limitations not only 
discourage or even prevent many patients from wearing such rigid contact lenses, but, as discussed 
before, they can also entail complications such as the development of microbial keratitis.171  

Hence, similar to what has been demonstrated in chapter 3.2 for prototype PDMS lenses, also RGP 
lenses might profit from covalent mucin coatings. However, this particular class of contact lenses comes 
with several challenges: RGP lenses are geometrically very complex systems with precisely defined optical 
properties that should not be impaired by the coating itself or by the coating process. Problematically, 
though, the material tends to deform in organic solvents and shows limited stability when exposed to 
temperatures above 50 °C – two conditions that are essential factors in the previously described mucin 
coating strategy. Thus, to apply mucin coatings to such lenses while accounting for the specific 
requirements of the lens material, the covalent mucin coupling process used for PDMS lenses needs to 
be adjusted. This is, however, not trivial: Solvents are needed for the washing step to help creating 
transparent coatings. Moreover, increased temperatures during the incubation and stabilization steps are 
required for the formation of stable bonds between the applied layers. Hence, to develop a process 
yielding coatings combining both, excellent transparency and sufficient stability, all individual steps had 
to be iteratively adjusted and were evaluated regarding those two properties (for details see 
Appendix A2). 

As described in the chapter 2.4.2, an established procedure to covalently attach mucin macromolecules 
to polymeric surfaces starts with a surface activation by exposure to plasma, followed by the attachment 
of a silane layer as a coupling agent to carboxylate the surface, and finally a carbodiimide coupling step 
to conjugate the mucin molecules to the silane layer. To be applicable to RGP lenses, the adapted process 
comprises the following major modifications (Figure 3.9). First, the plasma intensity is increased to 
achieve a more efficient surface activation. Second, the necessary reduction of the incubation 
temperature from 80 °C to RT (to stabilize siloxane bonds) is compensated by generating a vacuum and 
extending the stabilization time from 2 h to 16 h: Reducing the ambient pressure below the saturation 
vapor pressure of water (2340 Pa at 20 °C)191 triggers a condensation reaction that converts weak 
hydrogen bonds into siloxane bonds192 without the need of exposing the material to elevated 
temperature.193 Third, loosely bound silanes are removed by washing the lenses in ddH2O instead of in 
96 % (v/v) ethanol; however, this washing step is now conducted for 24 h instead of 1 h to 
counterbalance the lower detergency. Importantly, washing is conducted after stabilization to avoid 
removing convertible bonds. Last, the reducing agent DTT, which disrupts disulfide bonds between 
monomeric mucins,194 is added to allow for a monomeric mucin layer to be formed (and to avoid the 
uncontrolled attachment of mucins via oligomerization). 

                                                      
* This section follows in part the publication Rickert et al., Biomaterials Advances (2022) 
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Figure 3.9: Schematic representation of the adjusted process to create mucin coatings on RPG lenses. 
The contact lens surfaces were first activated using plasma generated with ambient air before they were 
carboxylated with a silane precursor. Subsequently, carbodiimide coupling was employed to covalently attach 
mucin glycoproteins onto the lens surface. For this process to become suitable for RGP lenses, the following 
modifications were applied: first, the plasma intensity was increased. Second, the temperatures for both, the 
silane incubation and silane stabilization step were decreased and the incubation/stabilization times were 
increased. Third, the order of the silane stabilization step and the silane washing step were switched (so that in 
the new process, stabilization is conducted before washing), and silane stabilization was conducted in an 
evacuated environment. Fourth, for washing the lenses, ethanol was substituted with ddH2O, and the washing 
time was strongly increased. Fifth, 1 mM DTT was added to the mucin solution to obtain monomeric mucins 
for the final coupling step. 

 

Given the fact that, on PDMS lenses, coatings generated with MUC5AC outperformed those generated 
with PGM in several aspects, for RGP lenses, only covalent MUC5AC coatings are tested. As 
demonstrated via an ELISA (the same antibody-based MUC5AC detection method as used for PDMS 
lenses), the adapted coating strategy is suitable to attach a considerable amount of mucin macromolecules 
onto the surfaces of RGP contact lenses (Figure 3.10a). Compared to uncoated lenses, the observed 
increase in fluorescence intensity brought about by specific anti-body binding (and the subsequently 
enabled enzymatic reaction) is in a similar range as what was previously achieved for the covalent mucin 
coatings on PDMS lenses (Figure 3.6a). In addition to proving the presence of mucin molecules on the 
surface, it is also of interest to estimate the thickness of the generated layer. Assuming that the developed 
coupling procedure yields monomeric mucin coatings with a brush-like morphology, the theoretical 
maximal thickness of the mucin layer generated on the lens can be approximated based on the contour 
length of mucin monomers: considering the 5800 amino acids83 of the protein backbone with an average 
length of 4 Å195 each, the estimated maximal contour length reaches ~2332 nm. In reality, however, the 
mucin contains folded domains – at least in the terminal regions of the glycoprotein – and this may lead 
to somewhat thinner coatings than this estimate suggests. To test this hypothesis, the coating procedure 
is conducted with fluorescently labelled mucins, the generated mucin layer is visualized by confocal 
microscopy, and the layer thickness is then calculated based on the obtained fluorescence intensity 
profiles (see Appendix A1.11). With this technique, a fluorescent layer with a thickness of 3 µm is 
observed. Taking into account the inaccuracies caused by cross-illumination of fluorescent markers from 
different layers, this result agrees reasonably well with the previous estimate. 

Since RGP lenses are complex, geometrically precisely defined optical systems, it is important that their 
properties are not negatively affected by either the mucin coating itself or by the coating procedure. 
Hence, the next experiments aim at evaluating the transparency and geometric stability of the coated 
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RGP lenses, their oxygen permeability and flexural rigidity, as well as their refractive properties (for 
details, please refer to Appendix A1.12). Importantly, with the applied MUC5AC coating, the 
transparency of the contact lenses is well preserved: for the complete spectrum of visible light 
(400 – 900 nm), the mucin coating exhibits transmission values above 98 % (normalized to blank lenses, 
Figure 3.10b). The same positive result is obtained when the spectral transmittance of the complete 
optical system (i.e., the lens together with the applied coating) is determined according to standardized 
tests (EN ISO 18369-3). For all evaluated sub-spectra (VIS, UV-A, and UV-B), transmittance values are 
reached that perfectly agree with the required lens specifications (Figure 3.10g). 

 
Figure 3.10: Geometrical and physical properties of MUC5AC coated RGP lenses. The presence of 
MUC5AC on the surface of coated RGP lenses was verified via an ELISA (a, n = 3), and normalized transmission 
values of such mucin coated lenses are compared for a wavelength spectrum of 400 nm to 900 nm (b, n = 3). 
Furthermore, geometrical lens parameters such as the lens diameter (c), the center thickness (d), the back surface 
radius of the optical zone (e), and the diopters strength (f) of blank and coated lenses were quantified (all n = 10). 
Last, the spectral transmittance (n = 5), the oxygen permeability (n = 4), the refractive index (n = 5), and the 
deformation behavior (n = 10) of coated lenses was determined (g, cyan) with standardized methods and 
compared to the lens specifications (g, black). Error bars in (a,c,d), shaded areas in (b), and the error intervals 
given for mucin coated lenses in (g, cyan) denote the standard error of the mean. Deviation intervals given for 
the lens specifications (g, black) denote the acceptable deviation range according to EN ISO 18369-2. 

 

Next, different geometrical parameters of the RGP lenses are evaluated: this includes the lens diameter 
(Figure 3.10c), the center thickness of the lens (Figure 3.10d), and the back surface radius of the optical 
zone (measured at two different angles; Figure 3.10e). When assessing those parameters before and 
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after applying a covalent MUC5AC coating, no significant changes are observed. This verifies that all 
process parameters selected for the adapted coating procedure were appropriately chosen to prevent lens 
deformation. When evaluating the optical properties of coated specimens, neither the dioptric strength 
(Figure 3.10f), nor the refractive index (Figure 3.10g) of the lenses show considerable alterations. As 
those two lens characteristics represent the visual correction abilities of the lenses, their good 
preservation underscores the excellent suitability of the mucin coating for optical systems. 

With contact lenses constituting a physical barrier that restricts the transport of oxygen towards the 
ocular surface, the lens permeability is another key characteristic that needs to be assessed. Sufficient 
oxygen supply is not only essential for maintaining a normal corneal metabolism (which, if impaired, 
could entail limbal hyperemia and promote undesired neovascularities on the corneal surface),196,197 it 
was also shown to significantly influence bacterial binding to the cornea.198 When determining the oxygen 
permeability of the lenses, it is observed that MUC5AC coated RGP lenses perfectly meet the 
permeability values of the lens specifications (Figure 3.10g). In other words, the covalent mucin coating 
applied on the lens surfaces does not hinder the transport of oxygen across the lens. 

Last, the flexural rigidity of the coated lenses is assessed. A high lens flexure can become problematic 
when the lenses are supposed to neutralize visual impairments arising from a toric cornea – this is, for 
instance, the case for astigmatism. When placed onto such toric eyes, the contact lens might bend along 
the flattest curvature, and this in turn can limit its capability to sufficiently neutralize the refractive 
error.199,200 To evaluate the lens flexure, three parameters are obtained: the maximal deformation 
occurring before breakage of the lens, the corresponding applied force, and the force needed for 30 % 
lens deformation (Figure 3.10g). For all three parameters, the RGP lenses coated with MUC5AC 
precisely meet the desired lens specifications. 

Having verified that the mucin coating does not interfere with the geometric and optical properties of 
the RGP lenses, a set of experiments is conducted to assess the enhancement of the surface wettability 
brought about by the mucin coating. When determining CAs (contact angles), blank, untreated RGP 
lenses show contact angles in the range of 90 î 100° (Figure 3.11a), which represents hydrophobic 
surface properties and poor wettability. Again, such insufficient wetting behavior can lead to rupture of 
the tear film on the lens surface between two blinking events, and this would impede the physiologically 
important liquid coverage of the corneal tissue. A similar result is obtained, when the more 
application-oriented BUT (liquid break-up time) is evaluated. For blank, untreated RGP lenses without 
any coating, a very short BUT (<1 s) is measured (Figure 3.11b): The aqueous layer on the lens is 
disrupted as soon as the lens is removed from the fluid. 

 

Figure 3.11: Wettability and lipid adsorption resistance of coated and uncoated RGP lenses. Contact 
angles (a), break-up times (b), and lipid adsorption results (c, d) are compared for MUC5AC coated and blank, 
untreated RGP lenses. Error bars denote the standard error of the mean as obtained from n = 3 samples. 
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In contrast, for RGP lenses carrying a MUC5AC coating, a strong improvement of the surface wettability 
is observed with both of those wetting tests. First, as shown in Figure 3.11a, the mucin coating leads to 
a decrease of the CAs to approximately 40°; this strong change demonstrates an alteration of the surface 
wettability from hydrophobic to clearly hydrophilic. Remarkably, in a previous study, a combination of 
laser-induced surface microstructuring and plasma activation was necessary to achieve a comparable 
improvement of the surface wettability of RGP lenses.201 Furthermore, the MUC5AC-coated RGP 
lenses are able to fully maintain liquid coverage for approximately 30 s (Figure 3.11b). Thus, in marked 
contrast to the result obtained for blank, untreated lenses, the BUTs of the coated lenses clearly exceed 
the typical duration of an inter-blinking period of humans (which is approximately 5 s).178 In conclusion, 
these two tests nicely show that such covalent mucin coatings are well suited for transforming the wetting 
behavior of RGP lenses with a similar efficiency as previously shown for PDMS lenses. Starting from an 
initially hydrophobic surface, with an applied MUC5AC coating, hydrophilic levels are reached that are 
more than satisfactory for an application on eyes. 

As mentioned before, sufficient transparency is a key requirement for contact lenses to fulfill their task 
as an optical correction system: in addition to possessing high initial transmittance values, it is equally 
important that RGP lenses maintain their excellent transparency during usage. A physiological challenge 
that can severely compromise this property is the deposition of lipids from the tear film to the lens 
surface: When exposing an uncoated RGP lens to a lipid-rich environment, a severe accumulation of 
lipids is observed on the lens surface, and this reduces the lens transparency by turning it opaque 
(Figure 3.11c,d). However, in agreement with results obtained during lipid deposition tests on PDMS 
lenses, on RGP lenses coated with MUC5AC, hardly any lipid adsorption is detectable (Figure 3.11c,d). 
Thus, it can be concluded that those mucin coatings are highly efficient in preventing lipid deposition 
on RGP contact lenses. 

So far it was shown that mucin coatings on RGP lenses can drastically improve the lens wettability while 
maintaining critical lens characteristics such as the refractive performance. Again, a good lens wettability 
is key for maintaining the integrity of the corneal tissue: sufficient lubrication by the aqueous tear film is 
required to adequately protect the epithelium of the eye against shear stresses occurring due to eye 
movement and blinking.180-182,202 This realization, combined with the tribological evaluation of coated 
PDMS lenses, leads to the expectation that the demonstrated major change in surface wettability of RGP 
lenses should also entail an improved tribological performance. To test this hypothesis, the previously 
used ocular tribology setup is employed to establish a friction pairing between a porcine cornea and an 
RGP lens, and possible damages inflicted to the cornea are analyzed (additionally, the friction response 
of the system was measured; but, as expected, the friction coefficients are again not significantly 
influenced by the mucin coating; see Appendix A1.13). And indeed, strong differences are detected 
between the surface texture of cornea samples that were tribologically treated with uncoated and coated 
RGP lenses, respectively: images captured from corneal tissue that was treated with a blank, untreated 
RGP lens show severe wear formation, whereas no obvious surface alterations are visible after similar 
treatments with MUC5AC-coated lenses (Figure 3.12a and Appendix A1.13). 

To again quantify this subjective assessment, the relative change (before to after tribological treatment) 
of four different standardized metrological parameters is calculated from the topographic surface profiles 
(Figure 3.12b,c). As they were found to be meaningful before, the same parameters as presented in 
chapter 3.2 were used with one exception: owing to a change in the analysis software, the 
ten-point-height S10z had to be replaced by the individual maximum height Sz (for details regarding the 
surface parameters, please refer to Appendix A3). Importantly, all those four parameters (and 6 
additional parameters; see Appendix A2.13) confirm the subjective evaluation of the profilometric 
images: The tribological treatment with uncoated RGP lenses entails a considerable increase in surface 
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roughness, which can be significantly reduced (or even prevented) with the applied MUC5AC coatings. 
Hence, it can be concluded that the observed increase in wettability brought about by the covalent 
MUC5AC coating on the RGP lens enables protection mechanisms that successfully prevent wear 
formation on the corneal tissue. This demonstrates that mucin coatings can significantly contribute to 
preserving ocular health during the usage of contact lenses. Preventing tissue damage not only leads to 
less perceived discomfort, but helps maintaining a properly functioning immune barrier – the 
endogenous protection strategy that is essential to avoid infections.  

 
Figure 3.12: Contact-lens induced wear formation on porcine cornea specimens as visualized by optical 
profilometry. Light microscopy (a) and 3D surface images (b) of corneal tissue samples are shown for samples 
that were tribologically treated with either an uncoated or a covalently MUC5AC-coated RGP lens. A 
quantification of topographical images (similar to the exemplary ones shown in (b)) is depicted in (c). Error bars 
denote the standard deviation as obtained from n = 6 independent measurements. Asterisks indicate statistical 
significance based on a p-value of 0.05. 

 
Overall, these positive results agree with the findings reported in chapter 3.2 for silicone-based 
prototype lenses. However, given the strong differences in material properties between silicone lenses 
and RGP lenses, this outcome is not trivial. Compared to silicone-based lenses, the hard, inflexible RGP 
lenses constitute a much more disruptive foreign body for the human eye. Additionally, as the RGP 
material is more sensitive towards elevated temperatures and solvents than silicone, the coating 
procedure had to be adjusted in several aspects. It was previously shown that even small changes in the 
chemistry of a material (for instance, when dealing with different polyurethane variants) can require 
major adjustments in the coupling procedure conducted – and this already starts at the plasma activation 
step;203 hence, tailoring the coating process (that worked well for soft, silicone-based materials) such that 
it became applicable for the RGP material was key to leverage the potential such glycoprotein coatings 
hold for a broader variety of materials. 

So far, it was shown that MUC5AC coatings neither compromise the optical and geometrical 
characteristics of RGP lenses, nor do they reduce their oxygen permeability. Instead, such coatings 
improve the surface properties of the lenses in terms of wettability, lipid repellency, and tribological 
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performance on corneal tissue. In addition to providing lubricity and anti-biofouling properties, another 
beneficial aspect of mucin coatings is their ability to undergo a conformational change from a brush-like, 
elongated state to a condensed conformation. This transition can be utilized to allow mucin coatings to 
be used as drug depots: when condensing the mucin layer in the presence of a drug, this drug is trapped 
but can be released again once the conformational change is reverted (Figure 3.13a).204  

 
Figure 3.13: Drug loading into and release from mucin coatings on RPG lenses. (a) Schematic illustration 
of the drug encapsulation mechanism. (b) TCL release profile from MUC5AC-coated RGP lenses; data obtained 
for coated but unloaded (= drug-free) RGP lenses is shown for comparison. Error bars denote the standard 

error of the mean obtained from n t 3 samples; if no error bars are visible, they are smaller than the symbol size. 

 

And indeed, after attaching a covalent MUC5AC layer onto the surface of an RGP lens and encapsulating 
the broad-spectrum antibiotic tetracycline hydrochloride (TCL), a continuous drug release from this 
functionalized lens is observed over a time period of 24 h (Figure 3.13b; for details regarding the 
method, please refer to Appendix A1.14). This result indicates that, in addition to enhancing the surface 
properties of rigid contact lenses, a covalent mucin coating also offers the possibility to provide a depot 
for active pharmaceutical ingredients, which makes it possible to tailor such contact lenses for therapeutic 
properties.  

In conclusion, the results obtained for both, prototype PDMS contact lenses and RGP lenses, 
demonstrate that mucin coatings can significantly contribute to preserving ocular health during the usage 
of contact lenses. In combination with the previously demonstrated ability of mucin coatings to reduce 
bacterial adhesion,158,205 this suggests that such mucin coatings can be a highly beneficial agent to reduce 
the risk of sight-threatening infections, such as microbial keratitis. Additionally, the coupling process 
demonstrated in this study can be adapted to generate mucin coatings on a plethora of biomedical 
materials to entail a durable hydrophilization and to prevent wear formation on underlying tissue. 

 

 

 

 



Mucin macromolecules for biomedical applications 
 

 

 
57 

3.4. Sterilization of mucin macromolecules* 

As shown in the previous chapters, mucin macromolecules are a promising material for various 
biomedical applications. However, owing to their high molecular weight (human gastric mucin 
MUC5AC, for instance, comprises more than 5600 amino acids)206 and the high complexity of their 
brush-like glycosylation pattern (which combines O-, N-, and C-glycosylation),207-209 it is to date not 
possible to synthetically produce mucins. Hence, the only feasible way to obtain mucin molecules in 
substantial quantities is to purify them from animal sources. However, the harvested stomach mucus 
contains different microorganisms that can, to a certain extent, still be present in the purified mucin. 
This is, of course, in conflict with the requirements medical products must fulfill. Consequently, before 
using purified mucin molecules in real medical applications, they need to undergo a sterilization 
procedure. 

However, each of the commonly used sterilization (or disinfection) methods, e.g., UV or ƣ irradiation, 
fumigation with ethylene oxide, or autoclaving, may have a negative impact on the physico-chemical or 
structural properties of mucins. Thermal stress, for instance, often results in the perturbation of 
intramolecular forces stabilizing a protein conformation, such as hydrogen bonds or van der Waals 
forces;210 very often, this results in denaturation, i.e., changes in the secondary and tertiary structures of 
SURWHLQV�� 6LPLODUO\�� DOVR�89� DQG� ƣ irradiation might induce oxidation or cleavage of covalent bonds 
located in the protein backbone or in aromatic amino acid side chains.211,212 Moreover, treatments with 
ethylene oxide are suspected to modify methionine and cysteine residues in proteins, and this, in turn, 
can affect their stability and agglomeration propensity.213,214 To which extent such issues may impair the 
integrity of mucin glycoproteins has previously not been addressed. Hence, in the following, MUC5AC 
macromolecules are subjected to different decontamination strategies, and several methods are employed 
to test both, the structural integrity and the functionality of the sterilized molecules. All those treatments, 
namely thermal treatments, autoclavation and irradiation with either 89�RU�ƣ rays, are conducted with 
both, mucin in its lyophilized form and mucin that is dissolved in buffer. For both of these sample types, 
fumigation with ethylene oxide is not practical: Whereas the penetration depth by such gassing is 
insufficient for the sterilization of liquids, i.e., dissolved mucins, the porous structure of lyophilized 
mucin samples (which macroscopically have a cotton candy-like appearance) renders them too 
susceptible to the deposition of toxic residues.215 Hence, this sterilization method was not applied to 
mucin solutions or powders. 

A sensitive method to evaluate the functional intactness of mucin molecules is to assess the lubricity of 
mucin solutions and to compare the behavior of treated mucins to those of untreated mucins. Previous 
experiments have demonstrated that the lubricating potential of mucin solutions sensitively depends on 
the molecular integrity of the mucin glycoprotein: When using a steel-on-PDMS material pairing for 
friction measurements, the loss of the hydrophobic termini of the macromolecule,95 severe damage to 
its glycosylated central region,73 and even minor modifications, such as the removal of a single type of 
anionic residue (such as sulfate or sialic acid groups),72 each leads to a significant and easily detectable 
loss of lubricity. 

When gastric mucin MUC5AC is subjected to elevated temperatures, i.e., via incubation of either mucin 
solutions or lyophilized mucin powder at 60 °C, 80 °C, 100 °C, or 120 °C for 1 h each, the lubricity of 
those thermally treated mucins is not compromised in any case (Figure 3.14a,b). All mucin samples 
show excellent lubricity, and the friction curves obtained with thermally treated mucins are virtually 
identical to those obtained with untreated mucins. This suggests that these thermal treatments do not 

                                                      
* This section follows in part the publication Rickert et al., Macromolecular Bioscience (2020) 
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induce any major damage in the mucin structure. Although such a behavior is not typical for proteins 
(which often tend to denature when exposed to temperatures above 40 °C), the high glycosylation density 
of mucins and low content of folded peptide sequences may be responsible for the unusual high 
sturdiness of this glycoprotein towards heat. 

 
Figure 3.14: Lubricating behavior of differently treated mucin samples. Stribeck’s curves obtained for 
solutions of mucins that have been exposed to heating/autoclaving, UV, RU�ƣ irradiation treatment, respectively. 
For data shown in (a,d,e), the treatment procedure was conducted with lyophilized mucin powder. For data 
shown in (b,c,d,f), the treatment was conducted with a mucin solution. All curves were measured in a rotational 
steel-on-PDMS pairing. Error bars denote the standard error of the mean as obtained from n = 3 samples. 

 

In contrast, a significant loss of functionality is observed when MUC5AC is thermally treated in an 
autoclave (Figure 3.14c). Here, after completion of a standard treatment cycle, the lyophilized mucin 
sample is not even soluble anymore. Such a loss of solubility is a hallmark for a protein denaturation 
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event216,217 and renders those lyophilized mucins fully unusable for any further testing. However, the 
mucin samples treated in solubilized form remain a homogeneous liquid that still provides a reasonable 
level of lubricity – at least at medium and high sliding speeds, i.e., in the mixed and hydrodynamic 
lubrication regime. At low sliding speeds, though, where boundary lubrication dominates, the lubricity 
of these autoclaved mucin solutions is clearly compromised; here, the measured friction coefficient is 
about one order of magnitude higher than what is obtained for solutions reconstituted from untreated 
MUC5AC. 

$Q�HYHQ�PRUH�SURQRXQFHG�GHFUHDVH�LQ�OXEULFLW\�LV�REVHUYHG�IRU�08&�$&�WKDW�ZDV�ƣ irradiated in its 
solubilized form (Figure 3.14d). Here, the obtained friction curve is quite similar to that obtained with 
simple buffer (devoid of any mucins), which suggests that the molecular structure of mucins was severely 
FRPSURPLVHG�E\�WKH�ƣ rays. The finding is supported by the fact that the solution showed discoloration 
DIWHU�ƣ irradiation. This outcome, however, is in marked contrast to the results obtained ZLWK�ƣ-treated 
mucin powder. Here, the lubricity of the reconstituted mucin solution is very similar to the result 
REWDLQHG�ZLWK� XQWUHDWHG�PXFLQV�� 7KLV� VXJJHVWV� WKDW� ƣ irradiation – although harmful for solubilized 
mucins – seems to leave the lyophilized MUC5AC macromolecule intact. A similar picture emerges for 
MUC5AC samples that were subjected to UV irradiation. When they were treated in their lyophilized 
state, those mucins still provide excellent lubricity independent of the treatment time (Figure 3.14e); in 
contrast, solubilized mucins (Figure 3.14f) appear to be more vulnerable to UV treatment. Here, a 
30 min treatment with UV light leads to compromised lubricity, whereas shorter treatment times do not. 

From this first set of experiments, it can be concluded that autoclaving is not a suitable treatment 
procedure for the sterilization of mucins. Moreover, in their lyophilized state, MUC5AC molecules 
appear to resist thermal and radiation/UV-treatment more efficiently than when they are treated as 
solutions. 

As the tribology experiments showed impaired functionality for some of the treated mucin samples, 
further experiments are conducted to assess if any of the treatments induced structural damages to the 
mucin. First, an antibody-based detection method (ELISA) is employed that specifically targets the 
non-glycosylated, hydrophobic termini of the MUC5AC glycoproteins.218 At this point, it is important 
to recall that most of the mucin structure comprises unfolded, heavily glycosylated regions. As such 
glycosylation patterns were previously observed to protect the protein backbone from proteolytic 
degradation,95 it is mostly the hydrophobic termini of the mucin glycoprotein that could be vulnerable 
to denaturation. Since those termini are critically involved in the surface adsorption of mucins (which is 
mandatory for mucin lubricity), their integrity is crucial for many mucin functions. Owing to the 
amphiphilic character of the mucin molecule, it can adsorb onto both, hydrophobic and hydrophilic 
surfaces. As the used well plate surfaces are hydrophilic, the MUC5AC is expected to adsorb via the 
densely glycosylated central region. In this case, the C-termini of the mucins can be expected to be freely 
accessible for antibodies targeting this recognition site. Structural damages within those terminal regions 
of the mucin molecules will be visualized by decreased fluorescence intensities when compared to intact 
protein samples: insufficient integrity or accessibility of the C-terminus of the mucin molecule reduces 
the efficiency of the antibody binding reaction; hence, such molecules will not be recognized as well by 
the assay as untreated mucins. 

Importantly, for all MUC5AC samples (with the exception of autoclaved mucin, of course, which was 
not soluble anymore) that were treated in their lyophilized form, no decreased ELISA signal compared 
to the untreated control sample is observed (Figure 3.15). This confirms the results from the previous 
tribology tests, which did not indicate any perceivable loss of functionality for those mucin molecules. 
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Figure 3.15: Detection of adsorbed mucins via specific antibodies. Normalized fluorescence intensities 
were obtained for mucin solutions that have been exposed to KHDWLQJ�DXWRFODYLQJ�� ƣ, or UV irradiation 
treatments, respectively. The intensity of an untreated sample was used as a reference and set to 1, all other 
values were normalized accordingly. Signals obtained for mucins that were treated in their lyophilized state (full 
bars) are compared to results obtained for mucin samples that were treated as solutions (shaded bars). The error 
bars denote the standard error of the mean as obtained from n = 3 samples. 

 

For solubilized samples that were subjected to either a thermal treatment up to 120 °C or to a short, 
10 min UV-exposure, the ELISA returns virtually identical intensity values as for the untreated control; 
again, this is consistent with the results obtained from tribology. In contrast, for the solubilized mucins 
that underwent an autoclaving procedure, longer UV-exposure (i.e., for 30 min or 60 min) or a  
ƣ irradiation treatment, a decreased ELISA signal is detected. Also, this finding is in agreement with the 
results obtained from tribology and supports the notion that, for those treated mucin variants, the 
integrity of the hydrophobic peptide termini is compromised. 

Of course, the termini of the mucin glycoprotein cannot only be damaged in terms of their conformation 
(i.e., folding pattern) but they could also be cleaved from the mucin by hydrolysis. In this case, mucin 
fragments should be detectable in the treated samples. Testing for a fragmentation of mucins is 
important as other biopolymer fragments, e.g., those from the extracellular matrix component laminin, 
have been shown to be cytotoxic even though the full biopolymer is not.219 Thus, in a next step, the 
sterilized MUC5AC samples are subjected to a gel electrophoresis under denaturing conditions and a 
Coomassie staining is conducted (for method details see Appendix A1.15); this procedure allows for 
separating the (protein) components of the mucin samples according to their molecular weight and 
visualizing the different subpopulations. If mucin fragmentation occurs, it should be possible to detect 
additional protein bands in the band pattern, which are not present in the pattern of an untreated 
reference sample. However, no such additional bands are detected for any sample (Figure 3.16). Given 
that the antibody, which targets the mucin C-terminus, returns a similarly strong signal for each of the 
mucin samples that have been treated in the lyophilized state in the ELISA, this suggests that none of 
these treatments induced fragmentation of the lyophilized mucin. 

It has been repeatedly reported that, owing to its high molecular weight, lab-purified MUC5AC hardly 
enters the matrix of a polyacrylamide gel,72,220-222 and indeed, the majority of samples can be found in the 
pockets of the gel (Figure 3.16). These pronounced bands in the loading pockets of each channel 
indicate large amounts of high-molecular weight MUC5AC molecules. However, for mucin that was 
ƣ irradiated in its solubilized form, the intensity of this band is reduced. Since this mucin also failed to 
provide lubrication, this confirms the ELISA result which already indicated that this mucin variant was 
somehow damaged by this treatment. In addition, for almost all samples, weaker bands in the range of 
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10 kDa – 250 kDa are observed; there are only few exceptions where those additional bands appear to 
be absent, i.e., when PXFLQ�ZDV� DXWRFODYHG�RU� VXEMHFWHG� WR�ƣ irradiation – either in its solubilized or 
lyophilized form. This suggests that, here, smaller protein impurities within the samples might have been 
broken down by thermal hydrolysis into such minuscule fragments that they are not detectable anymore. 

 
Figure 3.16: Molecular mass distribution of proteinous sample components as visualized by an SDS-
PAGE. Electrophoresis gels are displayed for thermally treated (a���ƣ irradiated (b), and UV treated (c) mucins. 
The blue signal originates from a Coomassie staining, which shows the presence of different polypeptides. 

 

So far, the conducted experiments have shown that – in their lyophilized form – MUC5AC glycoproteins 
are able to withstand various disinfection or sterilization treatments without suffering significant 
lubrication impairment or structural degradation. The obtained results demonstrate a remarkable 
sturdiness of those mucins, which opens up broad possibilities for them to be further processed, e.g., as 
a coating for medical devices. 
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3.5. Sterilization of covalent mucin coatings on medical devices* 

From an application point of view, instead of sterilizing the mucins first and then processing them under 
sterile conditions, it might be more practical to sterilize the final mucin-containing product as a whole. 
However, the robustness of mucins in a surface-bound state, i.e., to which extent covalent mucin coatings 
are able to maintain their functionality after decontamination, needs to be investigated in more detail. 
For this purpose, covalent MUC5AC coatings are generated on samples of three medical devices: urinary 
catheters (made from PU), endotracheal tubes (made from PVC), and contact lenses (made from 
PDMS). Those coated samples are then subjected to four different decontamination strategies – namely 
DXWRFODYDWLRQ�� HWK\OHQH� R[LGH� IXPLJDWLRQ�� ƣ irradiation, and UV irradiation – and the integrity and 
functionality of the mucin coatings after those procedures is evaluated. Thermal treatments with dry heat 
were omitted from the following experiments, as they are not commonly applied for sterilizing medical 
devices made from polymeric materials. Instead, ethylene oxide gassing is now included, as it is a widely 
used and efficient decontamination strategy for the surfaces of medical products. 

In a first set of experiments, the integrity of those covalent mucin coatings after exposure to different 
sterilization procedures is assessed with the ELISA that specifically targets the non-glycosylated, 
hydrophobic termini of the MUC5AC glycoproteins (Figure 3.17a-c). For all three tested materials, the 
IOXRUHVFHQFH�VLJQDOV�REWDLQHG�DIWHU�VWHULOL]DWLRQ�ZLWK�HLWKHU�ƣ irradiation or autoclavation are significantly 
lower than those obtained for untreated mucin coatings. In fact, the measured values are comparable to 
those obtained for a blank sample. This indicates that these two sterilization approaches induce severe 
damage to or even full cleavage of the hydrophobic MUC5AC termini. The same picture arises for UV 
irradiated mucin coatings generated on PDMS or PVC. On PU, in contrast, somewhat higher values are 
obtained for UV irradiated samples; yet, also here, those values are still considerably lower than those 
obtained for untreated coatings. In marked contrast to those observations, samples that were subjected 
to ethylene oxide fumigation return fluorescent signals that are similarly high as those determined for 
untreated coatings – and this assessment applies to coatings generated on any of the three materials. 
From these tests, it can be concluded that the integrity of the hydrophobic termini of the surface-attached 
mucin molecules is impaired by autoclavation and irradiation with either ƣ�or UV rays, respectively. In 
contrast, sterilization with ethylene oxide maintains the integrity of the terminal polypeptide chains. 
Given the high sturdiness of lyophilized mucins towards irradiation-based treatments (as demonstrated 
in chapter 3.4), such a pronounced irradiation-induced impairment of the integrity of the hydrophobic 
termini was not fully expected. However, it underscores the necessity to independently investigate the 
stability of covalent mucin coatings, since the stress generated by the different treatments appears to be 
different for mucins in a surface-bound state than for mucins in a bulk material. 

So far, only the integrity of the non-glycosylated, hydrophobic terminal regions of mucins was tested; 
however, the glycosylated core region of the MUC5AC constitutes the largest part of the macromolecule 
and plays a key role for many of the molecule’s important properties. Thus, in a next step, the presence 
and accessibility of this glycosylated part of surface-attached mucins is probed by employing a lectin 
binding assay that specifically detects a structural motif from the glycosylation pattern of the mucin 
glycoprotein (Figure 3.17d-f). Here, the coatings are incubated with a solution of fluorescent lectins, 
and the lectin solution is analyzed after this incubation step. Thus, low fluorescence intensity values 
represent a strong depletion of the lectin molecules and this, in turn, indicates the presence of a high 
number of glycosylated groups on the mucin coatings. Consistently, for almost all coatings, the obtained 
values are significantly lower than those obtained for blank, uncoated samples; only for autoclaved mucin 

                                                      
* This section follows in part the publication Rickert et al., Advanced Materials Interfaces (2021) 
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coatings generated on PDMS, the measured difference is not significant. Importantly, for all coatings 
that were sterilized by either ethylene oxide exposure or UV irradiation, the lectin depletion induced by 
the coatings is equally high as for untreated reference coatings. This is a good indication that, for those 
particular samples, the density of glycan groups (and thus the glycosylated area in general) in the treated 
coatings is not compromised by the sterilization treatment. 

 
Figure 3.17: Detection of surface-bound MUC5AC molecules via an ELISA and lectin-binding. The 
normalized fluorescence intensities obtained with an ELISA (a–c) and a lectin-based depletion assay (d–f) are 
shown for different medical devices coated with mucins. The coated samples were either stored without any 
further treatment, or sterilized via ƣ irradiation, autoclavation, ethylene oxide fumigation, or UV irradiation. The 
error bars denote the standard error of the mean as obtained from n ����VDPSOHV��$VWHULVNV�DQG�UKRPEL�GHQRWH�
statistically significant differences between a treated sample group and the untreated references or the blank 
sample, respectively (based on a p-value of 0.05). 

 

Together, the two assays show that the glycosylated regions of the mucin coatings seem to be more 
resistant towards the applied sterilization methods than the non-glycosylated terminal regions. This 
agrees with expectations based on previous studies, where the glycosylation pattern was already observed 
to protect the protein backbone from proteolytic degradation.95 The terminal, non-glycosylated parts of 
the polypeptide backbone, in turn, are more vulnerable. Moreover, the results discussed so far suggest 
that both parts of the MUC5AC glycoprotein seem to survive a treatment with ethylene oxide gas very 
well. Here, with either assay, no significant differences were observed compared to untreated coatings. 

Having probed the structural integrity of the covalent mucin coatings after subjecting them to the 
different sterilization techniques, the next goal is to test if selected functions of the coatings are 
compromised by the different treatments. More specifically, the wettability of the different samples is 
compared (Figure 3.18a-c), which plays a key role for the anti-biofouling and friction-reducing effects 
of mucin coatings.156,158 To quantify the wetting behavior of the different samples, contact angles are 
measured. Exemplary images of droplets placed onto the different materials with and without covalent 
mucin coatings, respectively, are depicted in Figure 3.18. 
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Figure 3.18: Wettability of sterilized mucin coatings on different medical devices. Contact angles (n � 10) 
quantifying the surface wettability are displayed for medical specimens made from PU (a), PVC (b), and PDMS 
(c). Asterisks and rhombi denote statistically significant differences between a treated sample and the untreated 
reference or the blank sample, respectively (based on a p-value of 0.05). Exemplary images of the three blank 
device surfaces and the same set of surfaces carrying a mucin coating (untreated) are shown in (d). Break-up 
times were determined for PDMS-based contact lenses (blank, coated, or coated and sterilized; e). Error bars 
indicate the standard error of the mean obtained from n = 3 samples. 

 

The first observation is that, as expected, the wettability of the uncoated base materials differs. The CA 
values obtained for PU and PVC are located around the threshold between hydrophobic and hydrophilic 
behavior, whereas PDMS exhibits clear hydrophobic behavior with high contact angles around 110°. On 

all three materials, however, the mucin coatings decrease the contact angles by a40°– 50°, which 
corresponds to an alteration of the surface properties into hydrophilic behavior. Remarkably, this strong 
alteration in the wetting properties is maintained for all materials after exposure to ethylene oxide; in 
addition, after irradiation with ƣ�or UV rays, coatings generated on PU or PVC still provide clearly 
hydrophilic properties as well. Autoclaving, in contrast, leads to a strong increase of the contact angles, 
and this result agrees with the findings discussed above, which again underscores that this particular 
sterilization method induces severe damage to the mucin macromolecules. 

Even though determining CA values is a standard approach in material science, in the context of contact 
lenses, the previously introduced, more application-oriented quantification of the liquid film BUT is 
conducted (Figure 3.18e). As demonstrated in chapter 3.2, the BUT for uncoated, blank PDMS lenses 
is below 1 s; in other words, the liquid film ruptures immediately after removing the sample from the 
liquid. Contact lenses that are covalently coated with mucins, in turn, perform way better: here, the 

measured BUT values are in the range of a38 s. After sterilization with ethylene oxide, the BUT still 

reaches 30 s, and the corresponding values are a���V�IRU�$&��ƣ� or UV irradiation. Thus, all those values 

are much larger than the average duration of a human blinking period, which is a5 s.178 Also, these results 
support the findings obtained from the CA measurements and demonstrate that all treatments maintain 
the wetting improvement brought about by the mucin coating – at least to a certain extent. 



Mucin macromolecules for biomedical applications 
 

 

 
65 

In addition to improving the wettability of surfaces, another important property brought about by 
mucins is providing lubricity. As explained in chapter 2.5, mucins typically achieve this via a combination 
of two effects: sacrificial layer formation and hydration lubrication. However, owing to the covalent 
coupling of the mucins to the surfaces of the medical devices (which prevents shearing off of the 
mucins), the sacrificial layer formation will be suppressed. In contrast, the second mechanism, hydration 
lubrication, should still be fully operable: as the densely glycosylated central region of the mucin 
glycoprotein can bind high amounts of water, it maintains a surface-bound lubricating liquid film even 
under tribological loads and thus reduces friction. 

To assess the lubricating abilities of sterilized mucin coatings, rotational tribology is performed. For this 
particular trial, PDMS pins as described in chapter 2.5 were used instead of actual contact lenses; this 
modification was necessary since the tribological setup requires this very sample geometry. For blank, 
uncoated PDMS samples (Figure 3.19a), a typical Stribeck’s curve is obtained that shows low friction 
coefficients in the regime of hydrodynamic lubrication only (i.e., at high sliding velocities, which 
correspond to blinking movements of the upper eye lid).182 After a steep transition zone (mixed 
lubrication regime), the boundary lubrication regime is entered, which is most relevant for sliding speeds 
that are expected to occur between a contact lens and the cornea;223 here, very high friction coefficients 
around 1 are obtained. For mucin-coated samples, however, reduced friction coefficients are recorded 
across almost the whole range of sliding speeds probed. Now, instead of a steep transition from low to 
high friction coefficients, a slow, gentle increase of friction with decreasing sliding speed is observed. 
Even at the slowest sliding speed probed, the coated samples still outperform the uncoated ones. 
Remarkably, none of the sterilization methods tested shows a measurable influence on the lubricity of 
the coating. With the previous results from the ELISA test and lectin assay in mind, this can be 
rationalized very well: As discussed above, the predominant lubrication mechanisms provided by 
covalent coatings is hydration lubrication, and this mechanism relies on the glycosylated parts of the 
mucin glycoprotein. As the results compiled in Figure 3.17 showed, the glycan pattern of mucins is 
more resilient toward the sterilization methods tested here than the non-glycosylated, hydrophobic 
termini of mucin. Apparently, even with minor damages to this glycosylation pattern, the sterilized mucin 
layer can still bind sufficient amounts of water to provide hydration lubrication. 

 
Figure 3.19: Tribological behavior and lipid adsorption as observed for mucin-coated PDMS samples. 
Stribeck’s curves were obtained for PDMS samples that were either left uncoated (blank) or were covalently 
coated with mucin (a). The coated samples were either stored without any further treatment (NT), or they were 
treated with ƣ irradiation, autoclavation (AC), ethylene oxide fumigation (EO), and UV irradiation, respectively. 
The fluorescence intensities displayed in (b) were obtained in a lipid depletion assay. Higher values denote lower 
depletion of the lipids from the solution, hence, lower adsorption of the lipids onto the sample surfaces. Error 
bars in (a) and (b) denote the standard error of the mean as obtained from n � 4 samples. Asterisks and rhombi 
in (b) denote statistically significant differences between a treated sample and the untreated reference or the 
blank sample, respectively (based on a p-value of 0.05). 
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In addition to providing lubricity, a second key function established by mucin coatings is to counteract 
biofouling events, i.e., to reduce the undesired adsorption of molecules or cells onto surfaces.156,158 For 
the medical devices studied here, this aspect is most relevant for contact lenses, which are optical devices 
that need to maintain a high transparency to allow for maximal light transmission. In chapters 3.2 and 
3.3, it was shown that covalent mucin coatings strongly reduce the adsorption of lipids (a common 
constituent of the tear film) onto contact lenses, i.e., such coatings help preserving the transparency of 
the optical device. Hence, in a last set of experiments, it is asked if this lipid-repellent effect is still present 
after sterilization of the mucin coatings, and a depletion assay is conducted to assess this question. 

When exposing PDMS contact lenses to a lipid-rich liquid environment, a substantially higher depletion 
of lipids is observed for blank, uncoated samples than for unsterilized MUC5AC-coated contact lenses 
(Figure 3.19b). Importantly, for the latter samples, the measured fluorescence values suggest that, here, 
lipid adsorption onto the coated contact lens surface is negligibly low. This finding is in full agreement 
with previous results and it demonstrates the suitability of the employed depletion assay to study lipid 
deposition onto surfaces. Similarly good results as those obtained for untreated coatings are also reached 
ZLWK�FRDWHG�VDPSOHV�WKDW�ZHUH�HLWKHU�VXEMHFWHG�WR�HWK\OHQH�R[LGH�RU�89�VWHULOL]DWLRQ��$IWHU�ƣ irradiation 
or autoclavation, however, the outcome of this lipid deposition test is similar to that obtained for blank, 
uncoated PDMS lenses. Overall, these findings are consistent with the results obtained from the 
structural integrity tests shown in Figure 3.17d-f: Owing to the hydrophobic nature of PDMS, lipid 
adsorption can easily occur via hydrophobic interactions acting between the fatty acid chains of the lipids 
and the lens surface. For an intact mucin coating, the hydrophilic central region (which represents the 
largest part of the macromolecule) covers the surface and prevents the adsorption of hydrophobic 
objects. Accordingly, those sterilization methods that maintain the glycosylation pattern of the MUC5AC 
glycoprotein the best (i.e., ethylene oxide exposure, and UV treatment), also preserve the lipid-resistance 
properties of the coating. 

In summary, the results discussed here show that, among the sterilization methods investigated, 
MUC5AC coatings are most robust toward ethylene oxide exposure; here, the biochemical integrity of 
the mucins and the properties brought about by the coating were maintained the best. One major 
concern associated with an ethylene oxide-based sterilization process, however, is the putative retention 
of toxic residues in the material. To enable clinical usage of medical products that have been subjected 
to ethylene oxide fumigation, the amount of such toxic residues needs to be minimized, which is typically 
achieved by extensive aeration of the treated devices after sterilization. Yet, the efficiency of different 
aeration methods (such as air circulation under heat, pulsed vacuum postprocessing, or microwave 
desorption) and the necessary duration or intensity of such post-sterilization treatments needs to be 
individually studied for each medical device. Moreover, even though lab-purified mucin macromolecules 
were shown to be highly biocompatible,80 assessing the biocompatibility of mucin coatings before and 
after sterilization should be tested following detailed ISO protocols (including endotoxin tests) so 
mucin-coated medical devices can enter the next stage towards medical application. 

Overall, the results obtained here for sterilized medical devices carrying a mucin coating are very positive 
as they indicate that making use of the various beneficial properties established by such mucin coatings 
should be very well possible in a clinical context: The three medical devices tested in this thesis find 
broad usage in many medical disciplines. Moreover, they represent an even broader range of objects 
made from the same set of polymeric materials, which can equally profit from the hydrophilizing, 
anti-biofouling, or friction-reducing effects brought about by such mucin coatings. 
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4. Machine Learning to analyze complex surfaces 
Assessing the quality of a surface by identifying and classifying damage features is a cornerstone in many 
fields of engineering. It helps engineers to evaluate the performance of a material and to make informed 
decisions about its suitability for specific applications or if modifications are required. Established 
methods to detect surface anomalies, such as cracks, pits, or scratches, include (macroscopic) visual 
inspections, optical microscopy, or scanning electron microscopy. Based on the acquired images, the 
dimensions, shape, and location of the respective defect can be measured to provide valuable insight 
regarding the type of damage the material suffered from. However, these techniques are mainly effective 
for simple and systematic damage morphologies. For more complex damage patterns, such as those 
observed in wear testing scenarios, such visual evaluation methods may not suffice. In such cases, an 
alternative approach is to determine the weight of the mass that was abraded during the test by 
comparing the weight of the material before and after subjecting it to tribological stress. This strategy 
provides a reliable measure to quantitatively evaluate the wear resistance of metals, ceramics, or hard 
polymer materials. 

In addition to ‘classical’ wear studies conducted to understand and optimize the interaction of different 
components in a technical system, there is growing interest in investigating wear formation (or its 
prevention) in other systems, such as human tissue that is in contact with a medical device. As described 
in chapters 3.2 and 3.3, the wear caused by such devices can result in significant harm to the underlying 
tissue, potentially leading to adverse effects on the patient's health and well-being. Hence, understanding 
the tribological interactions between medical devices and human tissue is essential for designing and 
optimizing devices that minimize damage to surrounding tissues or organs. However, assessing the wear 
patterns on soft materials involved in such bio-tribological setups is often challenging: Owing to the 
complex surface morphologies of biological materials and the different length scales and heterogenous 
appearances of the (putatively) inflicted damages, the previously mentioned approaches mostly fall short. 

In chapters 3.2 and 3.3, the assessment of tribology-induced damages inflicted by contact lenses on 
corneal tissue was manually conducted based on a small set of surface parameters along with a subjective 
evaluation of the profilometric images. However, this approach requires time-consuming manual 
assessments by a trained expert and may still remain prone to errors and biases. To overcome these 
challenges, in the following chapters of this work, the potential ML holds to aid in the assessment of the 
surface conditions of a soft tissue is explored. In a first step, supervised ML models are employed to test 
whether complex biological surfaces can be accurately classified based on a set of surface parameters 
obtained from captured 3D profiles. For such supervised learning approaches, the samples of the dataset 
are not only characterized by the mentioned descriptors (features) but each sample additionally carries a 
predefined label. For this purpose, a prototype dataset comprising complex biological surfaces (i.e., 
bacterial biofilms and plant samples) that can be easily labelled is used. Afterwards, an unsupervised 
approach is employed to classify corneal tissue samples. Here, each sample is solely described by the 
input features and no predefined label is provided. The clustering results achieved using the surface 
descriptors as input features are then evaluated in detail and compared to a manual classification 
conducted by humans. One important step to be included in such ML pipelines is feature elimination  
– an efficient strategy to overcome the challenges encountered due to limited data availability when 
applying ML to experimental research problems. Accordingly, in the following, a correlation-driven 
feature elimination algorithm is developed and used to pre-process the dataset comprising the corneal 
surfaces. 
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4.1. Analyzing the surfaces of biological materials* 

As an initial step towards the goal of applying Machine Learning for analyzing complex surfaces of soft 
materials, first, a broad overview of the topographical features of bio-surfaces with different 
morphological characteristics is obtained. For this purpose, the central areas of surface-bound bacterial 
colonies (so-called biofilms) are analyzed. This particular biomaterial comes with the advantage that its 
surface properties can be broadly varied by selecting different bacterial strains and/or growth conditions 
for biofilm generation. In this first step, three different Bacillus subtilis variants that are closely related are 
cultivated on MSgg agar and analyzed after 24 h of incubation (this incubation time is customary when 
mature biofilms are desired;224 Figure 4.1a,b). Macroscopically, the central areas of biofilm colonies 
generated by B. subtilis natto and B. subtilis NCIB 3610 bacteria are both fairly flat; their 
micro-topographies, however, appear different, as the latter biofilms exhibit somewhat bigger structures 
on this microscopic length scale. B. subtilis B-1 biofilms have a very diverse appearance, both on the 
macro- and microscale; they exhibit large-scale wrinkles and (locally) wavelike features. 

 
Figure 4.1: Surface structure of different bacterial biofilms. Macroscopic colony images (a), microscopic 
profilometric images (b), and metrological surface parameters (c,d) as determined from the latter are shown for 
biofilms generated by B. subtilis natto (blue, n = 705), B. subtilis NCIB 3610 (red, n = 592), and B. subtilis B-1 
(green, n = 491) bacteria cultivated on MSgg agar. The scale bars in (a,b) apply to all three images within the 
respective subfigure. The error bars in (c) and (d) denote the standard deviation as obtained from n � 491 images 
each. Asterisks indicate statistical differences based on a p-value of 0.05. 

 

For all biofilm variants mentioned above, profilometric images (approximately 500 per strain) acquired 
at the microscale are evaluated further. Similar as described in chapters 3.2 and 3.3 for analyzing corneal 
tissue, different metrological surface parameters (a broad potpourri of height, spatial, hybrid, functional, 
and functional volume parameters according to EN ISO 25178, see Figure 4.1c,d) are calculated from 
those images to quantify different aspects of their surface topography (for mathematical definitions of 
the surface parameters, please refer to Appendix A3). For the majority of those 21 parameters, 
significant differences are obtained that allow for distinguishing the three different biofilm types. Overall, 

                                                      
* This section follows in part the publication Rickert et al., ACS Biomaterials Science & Engineering (2021) 
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for most parameters, the highest absolute values are found for B-1 biofilm surfaces; in contrast, natto 
biofilms tend to return the lowest values, yet this is only a general trend and does not provide a strict 
sorting criterion. 

Thus, in the next step, an algorithm-based classification of the topographical biofilm images based on 
those metrological parameters is attempted. In detail, it is tested whether an automized classification 
procedure can reliably decide what biofilm variant a parameter set obtained from a particular image 
belongs to. For this purpose, different Machine Learning methods of different complexity and 
abstraction levels are selected (Figure 4.2). Each of those algorithms is first trained and then tested with 
the dataset shown in Figure 4.1. For this purpose, the accuracies of the categorization decisions made 
by the four algorithms are determined by applying a repeated stratified 5-fold cross-validation (see 
chapter 2.8.3); in other words, the dataset (a total of 1500׽ images comprising >495 images per biofilm 
variant) is repetitively separated into training data (80 %) and test data (20 %) and the obtained prediction 
accuracies are averaged. 

 

 
Figure 4.2: Schematic illustration of the four Machine Learning algorithms used in this study. The 
k Nearest Neighbors classifier (a) identifies the k samples that are closest to the query point in an n-dimensional 
space (n equals the number of features) and assigns the query sample to that class which has the highest number 
of representatives (within those k samples). The Gaussian Naïve Bayes algorithm (b) calculates conditional 
probabilities and categorizes samples based on a “fits better” principle. The Logistic Regression algorithm (c) 
models the probability of classes by assigning importance weights and fitting a sigmoid function through all 
features. The Random Forest classifier (d) performs predictions in a popular-vote-like manner considering the 
decision of a large number of random, uncorrelated decision trees. 

 

First, a rather basic approach is tested by applying a kNN (k Nearest Neighbors) classifier. Here, 
classification is performed based on a spatial comparison of the test data with the training data. When 
applying this method to the dataset described above, this kNN classifier achieves a prediction accuracy 
of approximately 98 % (Figure 4.3a). Similarly high accuracies are obtained with the other three 
algorithms. The Gaussian Naïve Bayes classifier (Figure 4.3b) calculates conditional probabilities based 
on the simplified assumptions that all features are independent, normally distributed and equally 
contributing. The Multinomial Logistic Regression (Figure 4.3c) determines the logarithmic odds of 
each class as a linear combination of the feature variables. Last, the Random Forest classifier 
(Figure 4.3d) makes predictions based on the most popular decision of a large number of randomly 
generated, uncorrelated decision trees. Moreover, in all cases tested, the calculated specificity and 
sensitivity values are above 90 % (see Appendix A5.6). From the very high classification accuracies 
obtained with each of the four algorithms, it can be concluded that the biofilms generated by the three 
different bacterial strains on MSgg agar can indeed be clearly classified with the set of topographical 
parameters calculated here. 
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Figure 4.3: Categorization results obtained with four different ML algorithms fed with biofilm data 
obtained on MSgg agar. The confusion matrices (a-d) compare the actual classes (i.e., the names of the 
bacterial strains from which the biofilms were grown) with the predicted classes when a 5 Nearest Neighbors 
classifier (a), a Gaussian Naïve Bayes model (b), multinomial logistic regression (c), and a Random Forest 
classifier (d) are applied to the data. The evaluation was performed by repeated (10 times) 5-fold cross validation 
with shuffling the dataset before each iteration; that is, each sample was used as a test sample 10 times with 
differently trained algorithms. The main diagonal (green boxes) contains the numbers of correctly classified 
samples whereas all other boxes represent wrongly assigned samples.  

 

One major challenge when trying to apply Machine Learning approaches to experimentally obtained data 
is the rather small amount of available data points; typically, the number of such experimental repetitions 
is much smaller than the 500 topographical images captured here for the different biofilm variants. Thus, 
in the next step, the robustness of these ML approaches is tested when smaller, lab-scaled datasets are 
used. In detail, the same algorithms employed so far are challenged with a drastically reduced size of 
training data (Figure 4.4). Surprisingly, in all four cases even a much smaller number of training data 
entails categorization accuracies above 90 %. Whereas 5 training images per biofilm variant seem to be 
insufficient (here, all four algorithms return fluctuating decisions with accuracies between ׽��î�� %), 
datasets calculated from 10 distinct images are enough to obtain stable and reliable results. This is 
remarkable considering that the dataset comprises images of biofilms grown on different days; it thus 
encompasses a significant level of (typical) biological variability. 

 
Figure 4.4: Prediction accuracies of the ML models for varying training set sizes. The accuracy values of 
the four algorithms denote the total proportion of correctly classified samples as a function of the training set 
size (data obtained from n = 50 runs in a 10 times repeated stratified 5-fold cross-validation). 
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Having verified that the selected algorithms can make reliable predictions based on the given set of 
topographical parameters, those classifiers are next challenged in a different way: they are asked to 
classify biofilms that were grown at different conditions than the biofilm samples with which the 
algorithms are trained. At this point, it is important to recapitulate that the three biofilm variants 
compared so far not only differ in terms of their surface characteristics but also with regard to a physical 
property, which is intimately related to the surface topography of a material: the surface wettability.225 
As described in chapter 2.8.1, the growth conditions for cultivating the three B. subtilis variants had been 
chosen such that the generated biofilms exhibit different wetting behaviors: B. subtilis natto biofilms have 
a hydrophilic surface; B. subtilis NCIB 3610 biofilms have superhydrophobic surfaces similar to rose 
petals; and B. subtilis B-1 biofilms have superhydrophobic surfaces similar to lotus leaves. The key 
difference between the latter two variants of superhydrophobic behavior can be identified when a water 
droplet is placed onto a tilted surface: on rose-like surfaces, the droplet sticks; in contrast, on lotus-like 
surfaces the droplet rolls off. In previous studies, these differences in surface wettability were found to 
mainly depend on two factors: the chemical composition and the surface topography of the sample.226,227 
With the same set of bacterial strains used so far, biofilms with different wetting profiles can be obtained 
by changing the growth medium from MSgg to LB (see Appendix A5.2). As a consequence of this 
alteration in nutrient availability, biofilms with a different macro-morphological appearance are created 
(Figure 4.5a). 

 
Figure 4.5: Surface structure and classification of biofilms grown on LB medium. Macroscopic colony 
images (a) and microscopic profilometric records (b) of biofilms generated by B. subtilis natto, B. subtilis NCIB 
3610, and B. subtilis B-1 bacteria cultivated on LB agar. The scale bars in (a,b) apply to all three images within 
the respective subfigure. The confusion matrices (c) show the categorization results of such samples as achieved 
by the four algorithms when fed the set of micro-topographical parameters: the actual classes (i.e., the names of 
the bacterial strains the biofilms were grown from) are compared to the predicted classes when a 5 Nearest 
Neighbors classifier, a Gaussian Naïve Bayes model, Multinomial Logistic Regression, and a Random Forest 
classifier are used. All algorithms were trained with data obtained for biofilms grown on MSgg medium. The 
label colors indicate the wetting behavior of the respective sample: blue indicates hydrophilic behavior, red 
indicates rose-like hydrophobicity, and green denotes lotus-like hydrophobicity. 
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Also for this new set of biofilm colonies, profilometric images are acquired on the microscale 
(Figure 4.5b) and the same metrological parameters are calculated as for the biofilm samples discussed 
before (for an overview of this data, see Appendix A5.7). One interesting aspect is that for the strain 
3610, not only the visual appearance of the biofilm colonies has changed when biofilm growth is 
conducted on LB agar, but also the wetting behavior of the biofilm colonies differs: now, hydrophilic 
surfaces are obtained (see Appendix A5.2) instead of rose-like superhydrophobic surfaces. In contrast, 
biofilm colonies grown from B. subtilis natto and B-1 bacteria exhibit the same wettability on LB agar as 
they do on MSgg agar, i.e., they show hydrophilic and lotus-like behavior, respectively. Consequently, 
this new set of samples does not contain any biofilms with rose-like surface properties. 

When the four algorithms trained with data obtained for biofilm colonies grown on MSgg agar are used 
to classify the biofilms grown on LB agar (Figure 4.5c), two aspects are observed. First, three out of 
four algorithms correctly and accurately classify natto and B-1 biofilms; only the logistic regression 
approach misinterprets the majority of images acquired from natto biofilms and assigns them to 3610 
biofilms. This shows that those three classifiers are generalized enough to classify samples even if they 
differ from the training set in terms of macro-morphological and micro-topographical appearance. The 
second observation is that all four algorithms mainly assign data obtained from 3610 biofilms to natto 
biofilms. At first glance, this seems to be a mistake as indicated by the calculated low accuracies, which 
are only in the range of 60 %. However, when the detailed microbial species from which the biofilms 
are grown is ignored, and instead, the previously mentioned wetting properties of the biofilm colonies 
are considered (which are dictated by their surface topographies), this classification turns out to be highly 
meaningful: 3610 biofilms grown on LB medium exhibit the same wetting characteristics as natto biofilms 
grown on MSgg agar and both have hydrophilic surfaces. Thus, when the three variants of surface 
wetting properties are used as a class label, the kNN classifier, the Gaussian Naïve Bayes algorithm, and 
the Random Forest classifier correctly assign almost all data and reach accuracies close to those obtained 
for the biofilms grown on MSgg agar (approximately 96 % each). With this realization in mind, those 
wetting-based labels are now used for all data discussed in the remainder of this chapter. Importantly, 
even with those new labels used, the comparatively low accuracy of the logistic regression algorithm 
remains. Probably, this issue arises from an overfitting of the training data by the regression function, 
which is a common issue of this method. Hence, this particular classifier is not used further. 

So far, three algorithms were identified that are capable of classifying biofilms according to their surface 
wettability by using a set of metrological parameters determined from the microtopography of the 
biofilms. In a next step, it is tested if the same approach can be applied to a different class of biomaterials. 
For this purpose, three different plant samples are selected (Figure 4.6a), which cover the same range 
of wetting properties as the biofilm samples analyzed above: Rhododendron leaves, that exhibit 
hydrophilic surfaces; Rosa “harlekin” petals that behave as rose-like superhydrophobic; and Caladium 
praetermissum leaves, which have superhydrophobic surfaces similar to lotus leaves (see Appendix A5.2 
for contact angles and tilt experiments). From those samples, profilometric images are again captured 
(Figure 4.6b) and the same set of surface parameters as before is calculated to quantify the micro-
topography (Figure 4.6c,d). 

One major difference between this new dataset and the one obtained for biofilms is that, now, the 
distributions of calculated parameter values overlap more strongly; in other words, in terms of 
micro-topography, the plant surfaces are more similar to each other than the three biofilm variants 
discussed before. When the algorithms are trained with the plant data and the classification accuracy is 
evaluated via repeated cross-validation (again repeatedly using 80 % of the data for training and the 
remaining 20 % for testing), the following is observed: the Random Forest classifier performs best with 
a success rate of 92 %; the kNN classifier delivers acceptable results (87 % accuracy), and the Gaussian 
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Naïve Bayes algorithm returns the lowest yet still moderate accuracy (78 %, see Appendix A5.8). These 
findings indicate how the ability of the three classifiers to handle a dataset with overlapping classes 
differs. When applying the kNN, for instance, samples located at the intersection of two or more classes 
are prone to be misclassified due to the presence of numerous “wrong neighbors”. The Gaussian Naïve 
Bayes classifier has even stronger problems in this particular case. Here, samples that exhibit feature 
values far away from the mean of their actual class are very likely to be classified wrongly: Owing to the 
overlapping probability distributions, those samples are more likely interpreted to belong to another 
(= ‘wrong’) class. The Random Forest algorithm, in contrast, seems to handle such datasets quite well; 
and this can be attributed to the ability of this algorithm to narrowly subdivide the training samples when 
splitting the dataset. 

 

 
Figure 4.6: Surface topography of different plant samples. Macroscopic images (a), microscopic 
profilometric images (b), and metrological surface parameters (c,d) as determined from the latter are shown 
for Rhododendron leaves (n = 600), Rosa petals (n = 600), and Caladium leaves (n = 500). The scale bars in (a,b) 
apply to all three images within the respective subfigure. The error bars in (c,d) denote the standard deviation 
as obtained from n �� ���� LPDJHV� HDFK�� $VWHULVNV� LQGLFDWH� VWDWLVWLFDO� GLIIHUHQFHV� DVVHVVHG� ZLWK� D�
:LOFR[RQî0DQQî:KLWQH\�WHVW�DSSO\LQJ�D�p-value of 0.05. 

 

So far, training the algorithms with a subset of either biofilm or plant data allows for correctly sorting 
the rest of the datasets and using the wettability of the different samples as a classification criterion is a 
highly meaningful option. Naively, one might assume that training the algorithms with one set of data 
(e.g., using either biofilm or plant samples only) might also allow for classifying the other dataset. 
+RZHYHU��LQ�QRQH�RI�WKH�WZR�SRVVLEOH�GLUHFWLRQV��ELRILOPV�Ⱥ�SODQWV��SODQWV�Ⱥ�ELRILOPV��WKLV�is possible; 
very low prediction accuracies are obtained that are only slightly higher than the probability of simple 
guessing (see Appendix A5.9). In retrospect, this outcome is not surprising considering the very 
different ranges of absolute values that are obtained for the metrological parameters calculated for 
biofilm and plant samples, respectively. In other words, during training, the algorithms get adjusted to 
the feature scales of the respective material class (either biofilms or leaves) and thus, are not generalized 
enough to be applied to other surfaces with features that cover a much broader (or much narrower) 
range of length-scales. 
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Thus, in the next step, the data obtained from both measurement series is pooled and a 
training/classification approach with this mixed dataset is tested. When now the classification results are 
evaluated via cross-validation (80 % training data and 20 % test data), it is observed that the three 
algorithms handle the pooled dataset differently well (see Appendix A5.10). Once more, the Random 
Forest algorithm performs best; here, very high classification accuracies of 95 % are achieved. The kNN 
classifier still reaches an acceptable accuracy of around 87 % (which is similar to the result obtained with 
this classifier when using plant data only), but the Gaussian Naïve Bayes classifier returns less accurate 
results than when applied to “biofilm-only” or “plant-only” data. This outcome is, however, not 
surprising considering that this algorithm assumes normally distributed parameter values, that is a 
condition that is clearly violated when the two datasets are pooled. 

In a last step, it is asked which surface features of plant and biofilm samples are most suitable for a 
correct classification into objects with hydrophilic, rose-like, and lotus-like properties. For this purpose, 
only the Random Forest algorithm is further tested as this classifier has returned the best overall results 
for the data studied here. By tracing the subset of metrological parameters that this algorithm has used 
to make its predictions, specific surface characteristics are identified that influenced the decision-making 
process of the classifier the most. This method, also known as feature elimination, is a common approach 
in Machine Learning and can help reduce the dimensionality of datasets. If this is possible, not only the 
runtime of the algorithms can be shortened but also the accuracy of the algorithms can be improved by 
eliminating redundant or less relevant parameters. 

To do so, the Gini importance is calculated, which describes the absolute decrease in node impurity 
induced by a feature weighted by the number of samples it splits.228 For each feature, these values are 
then averaged over all trees of the random forest (here: n = 1000) to obtain final importance scores. 
Then, all parameters are ranked according to this score (see Figure 4.7a). Interestingly, some of the top 
ranked parameters from this sorted list have been used previously to distinguish various samples with 
regard to their surface properties. The developed interfacial ratio Sdr, the peak curvature Spc, and the 
root-mean-square gradient Sdq, for example, were shown to correlate well with the wettability of different 
synthetic surfaces.229-231 Moreover, by making use of Sdr and the dale void volume Vvv, the wetting 
behavior of different biological surfaces could be discriminated,232,233 and the peak curvature Spc was 
discussed in context with the rose petal effect.234 From a physical point of view, it is highly meaningful 
that the algorithm has identified this particular parameter subset to be relevant: The dale void volume 
together with the peak curvature, mean gradients, and the developed surface characterizes the size and 
shape of cavities in the surface structure of a given material; such surface cavities, in turn, were identified 
to crucially affect the wetting behavior of a material.235 As the Sdr describes the increase of a surface area 
due to its texture, it quantifies the total area available for a surface-liquid interaction. The Spc, in turn, 
hints toward the actual shape of some of those texture elements. A large surface area combined with 
smooth peak curvatures is typical for surfaces covered with ‘mushroom-like’ structures, and such a 
particular surface topography can be described best by the Cassie-Baxter model, which is associated with 
lotus-like wettability.236 These findings indicate that the physical models that were established for 
regularly shaped, synthetic surfaces can also be applied to the irregularly structured surfaces of the 
biomaterials studied here. 

If some of those metrological parameters are more important than others, is it really necessary to provide 
the algorithms with 21 different numbers characterizing each topographical image? This question is 
targeted by repeating the classification procedure with the pooled dataset but feeding the algorithms 
increasingly smaller parameter subsets. In detail, the Random Forest, the kNN, and the Gaussian Naïve 
Bayes classifier are challenged to sort images again and again; yet, in each sorting step the least important 
feature left from the sorted list shown in Figure 4.7a is eliminated until only Sdr values are left 
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(Figure 4.7b). Importantly, once fewer than the four top-scored parameters (i.e., Sdr, Sdq, Vvv, and Spc) 
are considered, the accuracies achieved by the three algorithms are reduced (for specificity and sensitivity 
of the classification with the Random Forest classifier see Appendix A5.11). In other words, the four 
parameters discussed above seem to be both, necessary and sufficient to allow for a successful 
categorization of the different surfaces via model-based Machine Learning. 

 
Figure 4.7: Reduction of data dimensionality based on feature elimination. Feature importance ranking 
as derived from the classification results obtained with the Random Forest classifier (a) as assessed by the Gini 
importance of each feature; that is, the total decrease of node impurity induced by a feature weighted by the 
number of samples the feature splits at the respective node. The error bars denote the standard error of the 
mean as obtained from n = 1000 tree estimators of one Random Forest model. On the basis of this importance 
ranking, features are stepwise eliminated starting with the least important feature until only the Sdr is left. The 
mean classification accuracies (n = 50) obtained during this feature elimination procedure are depicted in (b). 
Error bars depicting the standard error of the mean are smaller than the symbol size. 

 

In a last set of trials, to complement the model-based algorithms applied so far, a Deep Neural Network 
(DNN) is employed to investigate whether deep learning methods could possibly outperform the 
prediction accuracy of the model-based ML approaches discussed so far. Therefore, a DNN is 
established, trained, and tested (via 10 times repeated stratified 5-fold cross-validation) with the three 
datasets, i.e., those containing biofilms, plant samples, and a pooled dataset combining the two. Indeed, 
when classifying biofilms (after training on biofilms, Figure 4.8a) an exceptionally high accuracy of 99 % 
is obtained. When analyzing the plant samples with the DNN (after training the DNN with plant data 
only, Figure 4.8b), still a very good classification accuracy of 94 % is received. These results indicate 
that the DNN slightly outperforms the Random Forest classifier (which, among the model-based 
classifiers tested here, performed best). It is worth noting, that (similar to the model-based algorithms) 
the DNN cannot predict the wettability of plant samples when trained with biofilm data and vice versa 
(see Appendix A5.12). For the pooled dataset, however, an accuracy of 93 % is reached (Figure 4.8c). 
This is satisfactory, yet slightly below the accuracy reached by the Random Forest classifier. 
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Figure 4.8. Categorization results obtained with a Deep Neural Network. The confusion matrices 
compare the actual wetting behavior of datasets obtained from different biofilms (a), leaves (b), or pooled 
biofilm/leave samples (c) with the wetting behavior predicted by a DNN that was trained with 80 % of the 
respective dataset. The evaluation was performed by repeated (10 times) 5-fold cross validation, where the 
dataset was shuffled before each iteration, that is, each sample served 10 times as a test sample but each time 
was analyzed by a differently trained algorithm. The main diagonal (green boxes) contains the numbers of 
correctly classified samples whereas all other boxes represent wrongly assigned samples. The accuracy values 
below the confusion matrices denote the total proportion of correctly classified samples. 

 

In summary, it was demonstrated that different ML algorithms are capable of classifying the surfaces of 
two very different types of biological materials based on their micro-topographical properties. This was 
even possible with relatively small, lab-scale training sets and as few as four different topographical 
parameters. Among the four model-based algorithms compared, the Random Forest classifier turned 
out to be the most robust one; this particular algorithm could reliably handle both, broad and narrow 
datasets of different sizes, densities, and distributions. The Gaussian Naïve Bayes algorithm was efficient 
for normally distributed datasets but struggled when fed with more diverse data distributions. The 
multinomial logistic regression seemed to be prone to overfitting, which limited its suitability. Finally, 
the kNN classifier delivered satisfactory accuracies in most trials and was especially suitable when 
low-dimensional input data was used. For the datasets containing samples of one biological material only 
(i.e., either biofilms or plants), a DNN delivered comparable results as the Random Forest classifier. 
Whereas no classifier was able to perform cross-prediction (i.e., predicting biofilms after being trained 
on plant samples as vice versa), the Random Forest classifier and the DNN delivered satisfactory results 
for the pooled dataset. Last, the Gini importance was used to reduce the feature set from 21 to 5 features 
that are sufficient to represent the whole feature space. For the kNN, this reduction of dimensionality 
even entailed a slight increase in prediction accuracy.  
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4.2. Correlation-based feature elimination* 

To a large extent, the success of ML approaches depends on the size and the quality of the database 
available for generating the models:237 When samples are characterized by a vector containing 
quantitative measures of different properties (in chapter 2.9 referred to as feature vector), a certain 
density of data points is needed to sufficiently cover the relevant region of the feature space. As shown 
for the kNN algorithm tested in chapter 4.1, even though providing more information for each sample, 
a larger feature vector can reduce the prediction accuracy of an algorithm.238 This phenomenon is known 
as the ‘curse of dimensionality’; It often originates from a low data density in the multi-dimensional 
feature space on the one hand, and a distance concentration on the other hand (i.e., the observation that 
pairwise distances of sample points in a high-dimensional feature space tend to converge to the same 
value).239 

There are, of course, strategies to mitigate the problems associated with this curse of dimensionality, e.g., 
increasing the sample size or reducing the dimensionality of the feature space. However, the former 
approach can be very costly and time consuming – especially for scientific problems that depend on 
experimental data acquisition. Thus, reducing the dimensionality of the dataset by selecting a subset of 
features while discarding all others – as in chapter 4.1 achieved by ranking the features according to 
their Gini importance – is often the more feasible approach.240,241 Feature selection techniques can be 
broadly subdivided into three categories: wrappers, embedded methods, and filters.242,243 Wrapper 
methods use prediction results obtained with a specific ML model as a score to evaluate the usability of 
a given feature set.244 Basic model performance measures are then repeatedly assessed to identify an 
optimal feature set following a greedy search approach.245,246 One very common example is the sequential 
feature selection;247 here, features are iteratively added (forward selection) or removed (backward 
selection) to establish a feature subset in a greedy fashion. In each iteration, the best feature to be added 
or to be removed is chosen based on the cross-validation score of a given ML model. However, since a 
full ML algorithm has to be executed several times, wrapper methods usually come with high 
computational costs and long runtimes.248 Moreover, the optimality reached is model-specific (and not 
necessarily transferrable to other models) and this search for an optimum can even severely increase 
overfitting of the optimized model.249  

Instead of eliminating features ‘outside’ the ML model, embedded methods directly integrate the feature 
selection into the learning process.250,251 One of the most popular examples for embedded feature 
selection is the previously employed Random Forest classifier, that selects an individual feature to split 
the dataset in each step of the tree growth process.252,253 Other commonly used embedded feature 
elimination approaches are the LASSO254 (L1 penalty) and Ridge255 (L2 penalty) regression for 
constructing a linear model. In these two methods, feature weights are on purpose reduced to (almost) 
zero, which basically corresponds to an elimination of those features. However, those methods usually 
do not analyze (putative) redundancy within the features, and the outcome of such ranking-based 
eliminations is only valid for the particular model that was used to conduct the elimination process. 

Last, filter approaches analyze intrinsic properties of a dataset and conduct feature selection independent 
of any ML model.256 Popular filter methods employ statistical quantifications to assess the impact a 
feature has on a given output label.257,258 Even though the most popular feature selection approaches are 
used for supervised learning, i.e., labelled data, filter methods can also be applied to analyze the feature 
space of unlabeled data. Since, here, no class or prediction label can be used to guide the search for 
important information, feature elimination has to be performed by solely evaluating intrinsic properties 

                                                      
* This section follows in part the publication Rickert et al., APL Machine Learning (2023) 
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of the dataset such as feature dependence,259,260 the entropy of distances between data points,261 or the 
Laplacian score.262 Other examples of filter techniques to reduce the dimensionality of unlabeled data 
are principal component analyses (PCA),263 factor analyses,264 or projection pursuit.265,266 However, 
rather than actually selecting some features while discarding others, those approaches perform feature 
transformations. Thus, even though a PCA, for instance, is easy to use, the interpretability of the selected 
principal components is usually rather low.267,268 

For the datasets used in chapter 4.1, basically all of the introduced feature elimination strategies could 
be applied, as the samples are labelled and predefined ML models were used. However, for the 
ML-driven analysis of an unlabeled dataset such as the targeted analysis of corneal images, a model- and 
output-independent feature elimination algorithm is needed. Hence, in this thesis, a correlation-driven 
algorithm to reduce the dimensionality of a feature space was developed that considers both, feature 
redundancy and elimination efficiency as described in chapter 2.9.2. This algorithm (named 
‘NETCORE’) translates the dataset into a correlation network, which is then analyzed by conducting an 
iterative, three-step decision procedure. With this approach, the algorithm selects a subset of features 
that represents the full feature space on the basis of a (freely selectable) correlation threshold while taking 
into account the multi-connectivity of a feature to its neighbors in the correlation network. 

To first achieve a step-by-step evaluation of the NETCORE algorithm, a test dataset created for an 
experimental drug loading study containing different antibiotics is used (see Appendix A6). This rather 
small dataset contains 14 commonly used antibiotics, each characterized by a feature vector summarizing 
9 physico-chemical properties of the molecules (Figure 4.9a). Since the NETCORE algorithm conducts 
an output-independent analysis, no further label is required. As described in chapter 2.9.2, the available 
database is first translated into a correlation matrix based on the Pearson’s correlation coefficient r 
(Figure 4.9b). Here, correlation coefficients of r = 1 denote maximal direct correlation, whereas 
coefficients of r = -1 denote maximal inverse correlation. From the correlation coefficients calculated 
for the antibiotics dataset, a first overview over the relations between the features can be obtained. For 
instance, strong correlations (r > 0.8) are present between the rotatable bond count, the van der Waals 
volume, the molecular weight, and the number of hydrogen bond acceptor sites. In contrast, the dipole 
moment and the aromatic ring count show no strong correlations to any of the other features.  

By transforming the correlation matrix into a correlation network, a much better graphical representation 
of those relations can be achieved. To do so, a node is created for each of the features, and edges are 
added if the correlation coefficient between two features equals or exceeds a pre-defined correlation 
threshold. Selecting this hyperparameter, of course, is not always trivial as it fundamentally determines 
what correlation strength is regarded as sufficient to consider the information provided by two features 
to be redundant. For this first analysis, a correlation threshold of |r| t 0.6 is chosen, which represents 
moderate correlation and leads to a well-connected correlation network as depicted in Figure 4.9c. 

From the generated network, features showing no connection to any other feature can directly be 
identified as non-redundant. And indeed, for the analyzed antibiotics dataset, the features ‘charge’, 
‘dipole moment’, and ‘aromatic ring count’ are not sufficiently represented by any of the other features. 
Consequently, those features need to be added to the initially empty new feature vector, and any 
subsequent analysis will be performed on the interconnected network only (Figure 4.9d). To identify 
the next feature to be added to the new feature vector, the node of highest degree centrality is searched; 
to do so, first, the degree of all nodes is determined (this parameter is defined as the number of neighbors 
connected to a particular node). However, for the generated network investigated at the moment, there 
is not a single node of highest degree; instead, four out of six nodes (i.e., those representing the ‘van der 
Waals volume’, the ‘molecular weight’, the ‘hydrogen bond acceptor sites’, and the ‘hydrogen bond donor 
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sites’) all exhibit a degree of four. When applying the second sorting criterium, the situation does not 
improve: for this very small network, removing one of the four candidate nodes would always lead to a 
network comprising one individual node only (see Figure 4.9e for a simulation of the respective 
outcome). Hence, the maximal degree of the nodes of all possibly remaining networks equals 0, which 
still does not allow for selecting a next feature in an unambiguous manner. 

 
Figure 4.9: Application of the NETCORE algorithm on a sample dataset generated from 14 antibiotics. 
The initial feature vector comprises 9 physico-chemical properties of the antibiotics (a), which exhibit different 
levels of correlation to each other as quantified by Pearson’s correlation coefficients (b). Based on a correlation 
threshold of 0.6, a correlation network is generated (c) and iteratively reduced. First, four isolated nodes are 
eliminated, and the degree of all remaining nodes is determined (d). As four nodes (‘vdWv’, ‘MolW’, ‘HyBAS’, 
and ‘HyBDS’) share the highest degree, the four networks that would remain after fixing each of the candidate 
nodes are simulated (e). As no individual, simulated network comprising an overall node of highest degree can 
be identified, the mean correlation of each candidate node to its connected neighbors is calculated (f), ‘MolW’ 
is fixed, and the remaining node ‘PartCo’ is added to the new feature vector (g). 
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Since, in this particular case, neither the first nor the second selection criterion can provide an 
unambiguous answer, next, the average correlation coefficients of the candidate nodes are determined 
with respect to their directly connected neighbors (Figure 4.9f). Now, the algorithm finds that the 
feature ‘molecular weight’ has the highest average correlation strength among the candidate nodes. 
Consequently, the feature ‘molecular weight’ is added to the new feature vector, and all features directly 
connected to ‘molecular weight’ (i.e., ‘rotatable bond count’, ‘van der Waals volume’, ‘hydrogen bond 
acceptor sites’, and ‘hydrogen bond donor sites’) are removed from the network. Having eliminated 
those four nodes, the network finally only comprises one last node (‘partition coefficient’). Similar to 
how the isolated nodes from the initial network were handled, also this single remaining node has to be 
added to the new feature vector (and thus, can be removed from the network). After this step, the 
remaining correlation network is empty, i.e., all nodes were either added to the new feature vector or 
eliminated because another (redundant) node was added to the new feature vector. Once this state is 
reached, the feature elimination procedure is completed and the final, reduced feature vector is 
established. For the antibiotics dataset analyzed thus far, the reduced feature vector comprises five 
features: ‘charge’, ‘dipole moment’, ‘aromatic ring count’, ‘molecular weight’, and ‘partition coefficient’ 
(Figure 4.9g). In other words, the four features ‘rotatable bond count’, ‘van der Waals volume’, 
‘hydrogen bond acceptor sites’, and ‘hydrogen bond donor sites’ were eliminated as the information they 
carry was determined to be redundant to those provided by the selected features. 

To evaluate the success of the NETCORE algorithm with regard to reducing the redundancy of the 
feature set, the variance inflation factor (VIF) – a regression-based descriptor that quantifies the 
multicollinearity of a feature to a set of other features – is calculated (Figure 4.10). A VIF of 1 represents 
the absence of multicollinearity, whereas increasing values indicate increasing levels of multicollinearity. 
Even though there is no universal cutoff-value for this problem, there is a rule of thumb:269 the features 
contained in a feature vector are sufficiently uncorrelated when no feature exhibits a VIF > 5-10.  

 
Figure 4.10: Variance inflation factor (VIF) of all analyzed features before and after reducing the feature 
vector. The VIF determined for all features of the initial feature vector (blue bars) is compared to the VIF of 
all features in the new, reduced feature vector (cyan bars, left side). Additionally, the VIF of the eliminated 
features was calculated based on the new, reduced feature vector (cyan bars, right side). The red zone denotes 
the threshold between moderate and strong multicollinearity as defined by Craney et al.269 

 

In contrast, after conducting the NETCORE procedure (Figure 4.10, cyan bars), a completely different 
picture is obtained: now, the five features included in the new feature vector show low-to-moderate 
multicollinearity between each other. This confirms that, indeed, a set of uncorrelated features was 
selected by the NETCORE algorithm. Importantly, the four eliminated features exhibit high 
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multicollinearity to the features contained in the new, reduced feature vector. This underscores that the 
eliminated features are sufficiently represented by the selected features of the reduced feature vector. In 
other words, two targeted properties were indeed achieved: first, a feature vector was successfully created 
that contains as little redundancy as possible; second, this reduced feature vector still adequately 
represents the eliminated information. 

Having shown that the NETCORE algorithm is indeed capable of condensing an initial feature vector 
to a set of rather uncorrelated features, next, the three individual decision criteria applied by the algorithm 
are inspected in more detail. Therefore, networks with different grades of interconnectivity are created 
by adjusting the correlation threshold t to either t = 0.8 or to t = 0.3; with this approach, a sparsely and 
a strongly connected network, respectively, is obtained (see Figure 4.11a,b). 

 

Figure 4.11: Illustration of the three decision criteria employed by the NETCORE algorithm. Based on 
the previously introduced correlation matrix (Figure 4.9b), two correlation networks were generated by applying 
a correlation threshold of t = 0.8 (a) and t = 0.3 (b), respectively. The sparsely connected network (a) illustrates 
the importance of decision criterion 3 (highest mean correlation), whereas the densely connected network (b) 
demonstrates the application of decision criterion 1 (highest degree). Additionally, a third correlation network 
was artificially created (c) to illustrate a situation where decision criterion 2 (highest degree in the remaining 
networks) is required. Here, when eliminating candidate node D, three individual nodes remain (d), whereas 
three connected nodes remain when candidate node E is eliminated (e).  

 

For the sparsely connected network (Figure 4.11a), all isolated nodes can be directly added to the new 
feature vector. In this particular scenario, however, the important step is the analysis of the four 
connected nodes: here, the algorithm detects a cluster of correlating nodes and selects the one with the 
highest mean correlation strength to the other three connected nodes (criterion 3; for details, see 
chapter 2.9.2). This decision strategy prevents a random feature to be picked; instead, the feature that 
best represents the eliminated nodes is selected and added to the new feature vector. 

In contrast, for the strongly interconnected network (Figure 4.11b), the key elimination criterion is a 
different one: Here, to ensure that the most efficient reduction of the network is achieved, the node with 
the highest degree, i.e., the node with the highest number of connected neighbors in the network, is 
identified (criterion 1). In fact, there are three candidate nodes for this step (i.e., ‘vdWv’, ‘molW’, and 
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‘Chr’) that all exhibit a degree of 7. In other words, adding one of those features to the new feature 
vector would allow for removing 8 features (the candidate node and its directly connected neighbors) 
from the network. This degree-based selection ensures that as many features as possible are represented 
by the chosen feature. However, to unambiguously decide which of the identified candidate nodes to 
pick, the next two selection criteria still need to be applied: In each case, adding one of those candidate 
nodes to the new feature vector would lead to a network comprising one node only (criterion 2); thus, 
the mean correlation strength needs to be calculated (criterion 3). When doing so, ‘MolW’ shows the 
highest mean correlation among those three candidates, which is why this particular feature is added to 
the feature vector. Then, in a last step, only one node remains, which concludes the selection process. 

So far, mainly the importance (and effect) of decisions made based on criteria 1 (highest degree) and 3 
(highest mean correlation) were demonstrated. However, to demonstrate the significance of criterion 2 
(highest degree in the remaining network), next, the artificially generated network depicted in 
Figure 4.11c is analyzed. In this network, there are two nodes that share the highest degree (= 3). 
However, fixing one of these nodes entails a completely different remaining correlation network: When 
adding node ‘D’ to the new feature vector, three individual nodes (‘A’, ‘F’, and ‘G’) are left 
(Figure 4.11d). Since those nodes do not have any connection to other nodes, it would be mandatory 
to include the corresponding features into the new feature vector. Hence, when choosing node ‘D’ to be 
fixed, the final feature vector inevitably contains 4 features to properly represent all initial features. This, 
however, can be avoided by fixing node ‘E’ instead (Figure 4.11e): by doing so, no isolated nodes remain. 
As the three remaining nodes (‘A’, ‘B’, and ‘C’) are connected to each other, they can all be represented 
by adding node ‘A’ to the new feature vector. With this choice, the final, reduced feature vector consists 
of 2 features only (compared to 4 entries which are obtained if node ‘D’ would have been fixed). Hence, 
analyzing the networks that would remain after eliminating a candidate node helps as it avoids an 
unfavorable segmentation of the network into disjunct subnetworks or isolated nodes; this procedure 
entails a more efficient reduction of the feature space, as more features can still be represented by their 
connected nodes. 

The advantages brought about by the three-step decision procedure implemented in NETCORE 
become especially apparent when comparing the obtained elimination results to those obtained with 
simpler correlation-based strategies (such a comparison is described in detail in Appendix A7; an 
overview of the basic principles of the three compared methods is depicted in Figure 4.12a-c). All 
elimination strategies were tested with the previously introduced antibiotics dataset, 4 additional small 
molecular datasets and one big ‘inhibitors’ dataset obtained from Wu et al.270 (containing 1513 molecular 
samples characterized by 590 features). In brief, the first tested rather simple correlation-based feature 
elimination method is to calculate a correlation matrix (the same as used for the NETCORE algorithm) 
and to search each column (corresponding to one feature) for correlation coefficients that equal or 
exceed a predefined correlation threshold (‘random feature elimination, Figure 4.12a). If such 
coefficients are detected, the column (i.e., the feature) and its corresponding row are removed from the 
correlation matrix. Once all columns have been checked, only those features remain in the correlation 
matrix, that do not exhibit a high-enough correlation to any other remaining feature. 

To assess the quality of the feature elimination achieved with this simple algorithm, the ‘representation 
strength’ is calculated; the representation strength of an eliminated feature corresponds to the maximal 
correlation strength this particular feature has to any of the features contained in the new, reduced feature 
vector. When conducting the random feature elimination with an exemplary correlation threshold of 
t = 0.6, for each dataset, the representation strength of one or more eliminated features is lower than 
this applied threshold, i.e., those features are not sufficiently represented anymore (results obtained for 
the antibiotics dataset and the big inhibitor dataset are depicted in Figure 4.12d,e and Figure 4.12c, 
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respectively; for results on all other datasets, please refer to Appendix A6). This problem mainly arises 
due to the fact that a feature that was previously chosen to represent an eliminated feature can afterwards 
be eliminated itself. In contrast, this problem is prevented by the NETCORE algorithm: here, a reduced 
feature vector is created that represents all eliminated features with representation strengths that equal 
or exceed the predefined correlation threshold (see Figure 4.12a-c and Appendix A7). 

 
Figure 4.12: Comparison of different correlation-based feature elimination strategies. The decision bases 
of three tested correlation-driven feature elimination strategies are displayed (a-c): for the ‘random' feature 
elimination, all feature columns of the correlation matrix are searched for correlation coefficients that exceed a 
certain threshold (a); for the ‘upper triangle’ method, the same procedure is conducted but only the upper 
triangle of the correlation matrix is used (b); for the NETCORE algorithm, a correlation network is generated, 
which is used to eliminate features based on feature centrality (c). The detailed elimination result achieved with 
these three approaches applied to the antibiotics dataset is displayed (d): here, green ticks denote features that 
are maintained in the new, reduced feature vector, and numbers quantify the representation strength of the 
eliminated features (i.e., the maximal correlation strength this particular feature has to any of the features 
contained in the new, reduced feature vector). Mean representation strengths achieved for the three strategies 
are depicted in subfigure (e). Error bars denote the standard deviation obtained from the different numbers n 
of the eliminated features (according to d, n ����IRU�DOO�EDUV���/DVW��WKH�HOLPLQDWLRQ�UHVXOWV��i.e., representation 
strengths and proportion of eliminated features) obtained with the three strategies applied to the big ‘inhibitor’ 
dataset are displayed (f). 

 

A slight modification to the random correlation-based feature elimination can help to avoid dropping 
features that are needed to represent others: Instead of analyzing the whole correlation matrix, searching 
only the upper triangle of the correlation matrix ensures that features are only eliminated if they are 
sufficiently correlated to a feature that is kept in the reduced feature vector (Figure 4.12b). And indeed, 
this method is able to identify a reduced feature vector that properly represents all eliminated features. 
However, even though this ‘upper triangle’ method can identify a suitable feature vector, its selection 
result is sub-optimal: either the mean representation strength of the eliminated features is lower than 
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that achieved with the NETCORE algorithm (Figure 4.12e and Appendix A7), or the number of 
features needed to represent all other features is higher, i.e., the elimination efficiency is lower 
(Figure 4.12f). This sub-optimality probably arises due to certain limitations of the upper triangle 
method: A feature can only be eliminated if it is redundant to a feature that is described by a column of 
the correlation matrix which is located lefthand of the feature to be eliminated. This, in turn, entails two 
major complications: First, the feature elimination process is subject to a certain bias. Features that are 
located in the ‘beginning’ of the correlation matrix tend to stay in the feature vector, whereas features 
that are located in ‘later’ columns are more likely to be discarded. Second, the reduced feature vector 
obtained from the upper triangle method strongly depends on the order by which the features appear in 
the correlation matrix. Thus, certain constellations in the correlation matrix also allow only for certain 
eliminations, and this limits the identification of an ‘optimal’ reduced feature vector. In contrast, neither 
of those limitations applies to the NETCORE algorithm, which is why here, a more efficient feature 
elimination is achieved. 

Having shown the efficiency of the NETCORE algorithm, in a next set of trials, the impact of the 
achieved feature reduction on the sorting accuracy achieved with two common ML methods (a Random 
Forest classifier and a k Nearest Neighbors classifier) is tested. As a labelled dataset is required to allow 
for evaluating the obtained accuracies, the previously introduced ‘inhibitors’ dataset was used that 
FRQWDLQV�ELQDU\�ODEHOV�RI�ELQGLQJ�UHVXOWV�IRU�������SXWDWLYH��LQKLELWRUV�RI�KXPDQ�Ƣ-secretase 1; here, each 
inhibitor molecule is characterized by 590 physico-chemical features. When applying the NETCORE 
strategy to this data set, the feature vector can be gradually reduced by adjusting the correlation threshold 
(Figure 4.13a): starting with a correlation threshold of 1.0 (here, only fully correlating features and those 
features that cannot be correlated are excluded) the number of features in the new feature vector 
continuously decreases until only 61 features are left when a correlation strength of 0.5 is chosen. 

 
Figure 4.13: NETCORE to preprocess data for supervised ML. The NETCORE algorithm was applied to 
a dataset comprising 590 features (full set). By decreasing the correlation threshold t, the number of features in 
the new feature vector is reduced (a). The new, reduced feature vectors are then used to train and test an RF 
classifier and a kNN classifier; both classifiers were tasked to predict the binary label of a molecule (b). The 
displayed values denote the mean accuracy obtained from a repeated (n = 10) stratified k-fold (k = 5) 
cross-validation. Error bars represent the standard error of the mean (as determined from those 50 total runs) 
but are smaller than the symbol size. The mean VIF of features of the initial dataset (containing only features 
that can be correlated; i.e, features that have the same value for all samples were already discarded) is compared 
to the mean VIF of the features included in reduced feature vectors that were generated by performing the 
NETCORE algorithm with a correlation threshold of either t = 0.6 or t = 0.7 (c). 

 

When using this molecular dataset for training and testing the RF and the kNN classifier with the aim 
to predict the binary binding label of each sample based on the provided feature vector, a change in the 
accuracy of both classifiers is observed (Figure 4.13b). The RF model mainly profits from removing 
fully redundant information (and those features that cannot be correlated): When applying a feature 
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elimination based on a correlation threshold of 1.0 (by which the size of the feature vector is reduced 
from 592 to 340 features), the prediction accuracy increases from approximately 90 % to slightly over 
99 %. For the kNN (which is a classifier that is known to perform badly when challenged with data of 
high dimensionality) an almost linear increase in accuracy is observed as the feature vector becomes 
smaller. However, once a correlation threshold of 0.7 is reached (which is commonly used as a threshold 
indicating a sufficiently strong level of correlation), a maximum in the accuracy is obtained. In other 
words, applying the NETCORE algorithm can considerably improve the performance of either ML 
classifier.  

In conclusion, the NETCORE algorithm is able to outperform basic correlation-based feature 
elimination strategies as it more efficiently reduces the feature space while optimizing the representation 
strength of the eliminated features. Additionally, the obtained results also nicely demonstrate, that the 
NETCORE algorithm can be easily scaled to datasets that contain both, higher numbers of samples and 
higher feature dimensionality (as it was successfully used to analyze a dataset containing 1513 samples 
characterized by 590 physico-chemical properties). With an increasing size of the dataset, the only 
limiting factor might become the runtime. The runtimes required to analyze the small antibiotics dataset 
studied here is in the range of several milliseconds only (measured with the ‘times’ module of python, 
Figure 4.14). With an increasing size of the dataset, this runtime increases, of course. However, even 
for the big inhibitor dataset, the full NETCORE procedure is conducted within approximately 3 seconds 
(when running the NETCORE script on a MacBook Pro 2017 equipped with a 3.1 GHz Dual-Core 
Intel Core i5 processor), which can be considered very reasonable for such a feature elimination task. 
Compared to the simple correlation-based methods, the runtime of the NETCORE algorithm required 
to analyze the big dataset is slightly higher than that of the other two approaches. For a small dataset, 
however, the NETCORE algorithm is even the fastest among the three tested methods (Figure 4.14). 

 

 
Figure 4.14: Runtimes of different correlation-
based algorithms. The antibiotics dataset and 
the big BACE dataset were analyzed with the 
‘random’ and the ‘upper triangle’ method, as well 
as with the NETCORE algorithm, and runtimes 
were measured using the ‘times’ model of python. 

 

Overall, in addition to providing a fast and straight-forward method for reducing the dimensionality of 
a feature space, the NETCORE algorithm can help gaining deeper insights into the analyzed data: The 
generated new feature vector basically provides a ranking of the remaining features according to the 
centrality of a feature in the correlation network, and the decision-making process can be traced very 
easily. As a result, redundant information is not only eliminated from the feature vector, but can also be 
uncovered and interpreted. Thus, the NETCORE strategy developed here has the potential to be a highly 
beneficial component for various Machine Learning pathways. 
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4.3. Analyzing corneal tissue via unsupervised Machine Learning* 

Having shown that a meaningful surface classification is indeed possible based on a provided set of 
surface parameters (chapter 4.1) and having described a correlation-driven strategy for feature 
elimination (chapter 4.2), next, unsupervised ML models are employed to analyze a dataset comprising 
corneal images. In a first step towards an ML-based assessment of the surface quality of those corneal 
samples, digital representations of the corneal surfaces are generated by capturing profilometric images 
as described in the chapter 2.6 (exemplary images are depicted in Figure 4.15a,b). From those 
3-dimensional, topographical images (Figure 4.15b), descriptive features quantifying the surface 
appearance of the samples are obtained by calculating 21 metrological parameters according to 
ISO 25178-2 (Figure 4.15c). This set of parameters covers a broad range of surface characteristics 
including the height distribution, spatiality, texture, and volumetric properties. From the nearly 2800 
acquired corneal images, four exemplary 2D images, the corresponding 3D height profiles, and the 
surface parameters calculated from the latter are depicted in Figure 4.15. 

 

Figure 4.15: Exemplary 2D images, 3D profiles, and surface parameters of corneal surfaces with 
different surface appearances. Microscopic, two-dimensional images of corneal surfaces (a), the 
corresponding profilometric height profiles (b), and metrological surface parameters (c) as determined from the 
latter are shown. The scale bars in (a,b) apply to all four images within the respective subfigure. 

 
From those four examples, the first sample (dark green circles) represents an intact corneal surface with 
no obvious imperfections, whereas the other three tissue surfaces show multiple local defects (light green 
squares), strong global damage (red upside triangles), and textured damage (yellow downside triangles), 

                                                      
* This section follows in part the publication Rickert et al., ‘Unsupervised Machine Learning to Topographically 
Analyze Corneal Tissue Surfaces’, submitted 2023 
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respectively. To a certain degree, this difference in surface appearance is also reflected by several 
topographical parameters: when quantifying the undamaged tissue surface, it seems that smaller values 
are obtained for most parameters than for the globally damage samples. However, for less distinct 
damage patterns, such as local defects (light green) or textured damage (yellow), the parametrical 
characterization result becomes more ambiguous. 

This ambiguity becomes even stronger when the entire dataset is inspected: the visual appearance of the 
corneal surfaces is very heterogeneous with a much broader range of surface morphologies than what is 
covered by the four examples; accordingly, there is no obvious correlation between the metrological 
surface parameters calculated from the images and certain damage patterns. Owing to this high level of 
variability, a simple, manual categorization of the surface quality of the tissue samples based on the visual 
damage pattern (and this, of course, includes the absence of any damage) is far from trivial. Therefore, 
in a next step, unsupervised clustering algorithms are employed to automatically group the samples based 
on the set of metrological surface parameters. In detail, a cluster-to-label approach is attempted using 
the 21 surface parameters listed in Figure 4.15c as input features. As the k Nearest Neighbors algorithm 
was found to be well-suited for classifying samples based on those surface parameters (see chapter 4.1), 
its unsupervised counterpart, the k-Means clustering algorithm, is chosen as the starting point. 

Before doing so, however, basic data curation has to be conducted as the dataset was per se not created 
to be analyzed with ML methods but rather contains experimental raw data; accordingly, as already 
observed for the four exemplary samples shown in Figure 4.15, the sample set exhibits a high degree of 
variability (which is typical when dealing with a biomedical problem). Hence, to ensure that the clustering 
algorithm can actually produce meaningful results, the full dataset is first inspected in more detail 
(Figure 4.16). As anticipated based on the four examples shown in Figure 4.15, the scales of the 
individual features exhibit a considerable degree of heterogeneity (for simplicity, units are neglected in 
the following): for instance, for the developed interfacial ratio Sdr, the average over all analyzed samples 
returns a value below 0.1; in contrast, for several other parameters, such as the surface curtosis Sku or 
the upper material ratio Smr1, mean values above 10 and even close to 100 are obtained (Figure 4.16a). 
This is problematic for most clustering algorithms, as features with a larger scale will dominate the 
distance calculation and thus will also dominate the clustering result.  

To overcome this, a common approach is to normalize the features such that they have a similar scale 
before applying clustering algorithms; this can, for instance, be achieved by employing a Minmax-scaler. 
Here, the original feature values are mapped onto a range from 0 to 1, which then represent the minimal 
and maximal value of the respective feature, respectively. To evaluate the result of this transformation 
and to get a better understanding of the features included into the dataset, different statistical descriptors 
of the feature distributions are calculated and compared: the mean and the standard deviation, the 
minimal and maximal values of each feature, and the 25th, 50th, and 75th percentile (Figure 4.16b-d and 
Appendix A8.4). When applying a Minmax-scaler to the raw features, some features (such as the Str 
parameter shown in Figure 4.16b) indeed exhibit a desirable distribution: the mean is located somewhere 
around the middle of the data range and the standard deviation indicates a reasonable level of variance. 
This ‘desirable’ distribution is also reflected by the lower, median, and upper percentiles where the 
normalized feature values fill a significant proportion of the available range from 0 to 1. However, for 
the majority of features, an anomaly is observed: As exemplarily shown for the root mean square height 
Sq (Figure 4.16c), the mean values and the percentile values are often very low – even though they were 
scaled to a predefined range. In detail, for the Sq feature, the observed mean value is only 0.03; and more 
importantly, the 75th percentile is also only 0.03 – i.e., 75 % of the Sq values are equal or below this value. 
An even more pronounced example is the Sdr feature (Figure 4.16d), where the majority of values is 
located very close to zero.  
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Figure 4.16: Preprocessing results of the dataset. The mean values of all features (surface parameters) of the 
dataset are depicted in subfigure (a). Error bars denote the standard deviation obtained from n = 2775 samples. 
More detailed information about the data distribution of the original dataset and after applying three different 
preprocessing strategies is displayed for the individual features ‘surface texture Str’ (b), the ‘mean square height 
Sq’ (c), and the ‘developed interfacial area Sdr’ (d). Here, ‘MinMax’ corresponds to a Minmax scaler that scales 
the feature distribution to a range of 0 to 1 based on the maximal and minimal values present in the original 
feature distribution. Next, ‘cleared’ refers to a Minmax scaler applied to a dataset that was previously cleared of 
outliers (based on an inter quantile range [IQR] filter). Last, ‘PowerT’ refers to the distributions obtained by 
applying a Yeo-Johnson Power Transformer. 

 

Distributions like those found for Sq and Sdr mainly occur due to the presence of outliers, that are so far 
away from the mean that they artificially compress the actual value range of the feature. To mitigate this 
problem, two different variants of data preprocessing are evaluated: First, the same Minmax scaler as 
used before is employed, but – before applying the scaler – all outliers are eliminated based on the inter 
quantile range of the feature distribution (for details, see the chapter 2.10.2). As depicted in 
Figure 4.16b-d (‘cleared’), this strategy indeed improves the data distribution of the features (for all 
other parameters, see Appendix A8.4). However, this improvement comes at high cost: 918 out of 2775 
samples have to be discarded from the dataset, which corresponds to approximately one third of the 
datapoints. This high number of ‘outliers’ indicates that the dataset itself is imbalanced. As eliminating 
such a significant proportion of the samples is not an option, a second approach is chosen that avoids 
removing outliers from the dataset: a Yeo-Johnson Power Transformer. This method employs a 
parametric, monotonic transformation to map any initial distribution onto a nearly Gaussian distribution 
with a mean value of zero and homoscedasticity between all features. As depicted in Figure 4.16b-d 
(‘PowerT’), this preprocessing strategy indeed leads to a desired shape of the data distributions: now all 
features are of the same scale and the feature distributions sufficiently cover the provided value range; 
moreover, all 2775 samples are kept in the dataset. Hence, for all further analysis, this transformed dataset 
is used. 
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Having found a suitable method to preprocess the imbalanced dataset, now the clustering of the samples 
is commenced. One pre-requisite of a k-Means clustering algorithm is that the number k of clusters to 
be formed needs to be selected before the algorithm can be run. A commonly used approach to identify 
the optimal k value is the ‘elbow method’:271 Here, k is varied from 1 to 10, and the within-cluster sum 
of squares (WCSS) is calculated. With increasing k value, the number of samples contained in each cluster 
decreases, and the samples are located closer to their respective cluster centroid; consequently, the WCSS 
decreases. By assuming that the obtained WCSS plot resembles an arm, the ideal number of clusters is 
then given as the point of highest inflection (i.e., the location of the ‘elbow’). When calculating and 
analyzing the WCSS curve obtained for a basic k-Means clustering algorithm applied to the introduced 
dataset (Appendix A8.5, cyan), the highest inflection is observed for a k-value of 2. Hence, according 
to this method, the ideal number of clusters appears to be k = 2.  

To confirm this result, three different validation metrics are chosen: first, the silhouette coefficient (SIH), 
which quantifies the separation quality achieved by the clustering; second, the Calinski-Harabasz index134 
(CH), which describes the cluster dispersions; and third, the Davies-Bouldin index135 (DB), which 
quantifies the average ‘similarity’ between clusters. These 3 validation metrics are then calculated for the 
clustering results achieved with the previously identified ideal number of k = 2 clusters, as well as for 
clustering results obtained for 3 to 6 clusters, respectively (Figure 4.17a, cyan). Interestingly, for all of 
those parameters, the same tendency is shown: subdividing the dataset into 2 clusters returns the best 
values for all metrics (i.e., the highest values for the SIH and the CH, and low values for the DB). Hence, 
based on the metrics chosen, forming 2 clusters indeed returns the best clustering result.  

 

Figure 4.17: k-Means clustering and its validation. Three different validation metrics were calculated to 
analyze the clustering results achieved with a k-Means clustering algorithm (a). All data is presented for clustering 
conducted either in the full 21-dimensional feature space (cyan) or in the reduced feature space (12 dimensions, 
blue). The frequency distribution of the features (per cluster) as obtained from a k-Means clustering algorithm 
employed to form 2 clusters in the 12-dimensional feature space is depicted in (b). All y-axes represent the 
frequency (starting from 0). The displayed x-axes apply to all graphs of the respective column. 
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One last aspect to consider is that the currently analyzed 21 descriptors by definition comprise a certain 
degree of multicollinearity; and it is a known phenomenon that unnecessary dimensions of the feature 
space can reduce the accuracy of a ML model.272 Hence, it is next tested if the feature space can be 
reduced while maintaining or even improving the clustering performance. To eliminate redundant 
features from the input space, the previously developed, correlation-driven NETCORE algorithm is 
employed (for the generated correlation matrix, please refer to Appendix A8.6). With this elimination 
strategy, the feature space is reduced from 21 surface parameters to 12 remaining features (a detailed 
overview of the features and the new WCSS curve can be found in Appendix A8.7 and A8.5, 
respectively). Interestingly, when recalculating the previously used set of evaluation metrics, similar or 
even slightly better values are obtained for the reduced feature set (Figure 4.17a, blue). Thus, as the 
removed features seem to be unnecessary for the clustering result, from now on, the reduced feature set 
is used to characterize the samples. However, also when using this reduced feature set, forming 2 clusters 
still seems to give the best results (based on the given metrics). 

Having prepared the dataset (by preprocessing it using a Power Transformer and reducing the feature 
space from 21 to 12 features) and having identified a suitable number of clusters (k = 2), next, the 
k-Means clustering algorithm is employed to group the samples of the cornea dataset, and the obtained 
frequency distributions of the different features are inspected (Figure 4.17b). The obtained curves reflect 
the different cluster cardinalities: cluster 1 contains approximately 2/3 of the samples, and cluster 2 holds 
the remaining 1/3 of the samples. Additionally, the distributions give insights about how the algorithm 
decides which cluster a sample is assigned to. Whereas some features, such as Sal, Str, or Ssk show no 
obvious differences for samples from the two clusters, for several other features, such as Sz, Sdr, and Sdq, 
cluster 2 contains samples with higher values than samples from cluster 1. Hence, these results indicate 
that the algorithm automatically performed a basic subdivision into “smooth” and “rough” surfaces (in 
other words, into “intact” and “damaged”) similar to how it was manually conducted to distinguish 
between good and damaged tissues in chapters 3.2 and 3.3. Interestingly, the surface parameters used 
to sort samples into these two clusters are mainly those that are most often used by researchers to 
quantify the surface roughness of a sample. 

Although the subdivision into two clusters may seem simple, it already represents a significant 
improvement over the manual classification conducted before: the clustering algorithm always considers 
the full ensemble of provided surface parameters, and no actual expert involvement (hence, no subjective 
assessment of which range of surfaces values qualifies a sample to be ‘smooth’) was necessary to achieve 
this result. It is important to note, however, that even though the calculated metrics suggest that the 
optimal outcome is achieved with two clusters, this may not hold true from a materials science 
perspective, where sorting the data into more categories might provide deeper insights. Also, the cluster 
metrics are good first indicators to assess the cluster quality, but they assume round-shaped and well-
separated clusters rather than overall densely or asymmetrically populated dataspaces. Hence, it is next 
investigated if a higher number of clusters could deliver more distinct results. 

For this purpose, k =4 is selected, which corresponds to the second small ‘elbow’ observed in the WCSS 
curve (Appendix A8.5, blue). When doing so, the parameter distributions of the formed clusters reach 
a complexity level that is much more difficult to interpret than it was for 2 clusters (see Appendix A8.8). 
Thus, to evaluate the new clustering result, it seems more feasible to inspect the actual topographical 
pictures of the clustered corneal tissue samples, i.e., to identify and compare the most central samples of 
each cluster. And indeed, the four clusters formed based on 12 different surface parameters comprise 
samples with very similar surface appearances: samples from cluster 1 have a rather flat appearance with 
shallow micro-wrinkles (Figure 4.18a); cluster 2 comprises tissue surfaces with a pronounced but rather 
uniform micro-roughness (Figure 4.18b); the tissue surfaces of cluster 3 are similarly smooth as those 
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of cluster 1 but they exhibit several local defects (Figure 4.18c); surfaces with pronounced roughness 
features (indicating severely damaged tissue samples) accumulate in cluster 4 (Figure 4.18d). Additional 
images of each cluster are provided in Appendix A8.9. 

 

 
 

Figure 4.18: Clustering result achieved with a k-Means clustering algorithm. A k-Means clustering algorithm 
was employed to group the corneal samples into 4 clusters. For each cluster, the three ‘most central’ samples of 
each cluster, i.e., those samples that have the smallest Euclidean distance to the respective cluster centroid, are 
displayed (a-d). The scale bars apply for all images.  

 

Having confirmed the meaningfulness of the provided results achieved with the clustering algorithm, 
the next aim is to evaluate the robustness of this outcome. Therefore, the k-Means clustering algorithm 
is run multiple times (n = 10) and the clustering results are compared by calculating the adjusted mutual 
information index (AMI). This measure quantifies the level of agreement between two label assignments: 
an AMI of 1 indicates perfect agreement between the two clustering results, whereas a score close to 0 
describes that mutual information is a result of chance alone. When running the k-Means clustering 
algorithm 10 times on the same dataset (but with no predefined centers or given random seeds), an 
average AMI of 0.99 is achieved (Figure 4.19, ML). This result indicates that the cluster assignments are 
very robust and reproducible with negligible variation. 

 

 

Figure 4.19: Comparison of cluster results. The 
mean adjusted mutual information scores obtained 
for the following three scenarios are displayed: first, 
comparing multiple runs of the k-Means clustering 
algorithm (ML); second, comparing those k-Means 
clustering results to the assignments provided by the 
panel (ML/panel); and third, comparing the panel 
assignments to each other (panel). Error bars denote 
the standard deviation obtained for n ൒ 45 
datapoints. 



Machine Learning to analyze complex surfaces 

 
 
92 

Based on the inspected central samples of each cluster and the demonstrated reproducibility of the 
results, one might assume that the outcome of the clustering is somewhat trivial. To test this assumption, 
a panel of 10 participants is enlisted to manually perform the same task, i.e., to cluster the provided 
dataset into four groups. To compare the label assignments of the panel to those of the clustering 
algorithm, once again, the AMI is determined. Interestingly, the obtained AMI values are slightly below 
0.3 (Figure 4.19, ML/panel), which is comparably low given that a score of 0 indicates mutual 
information achieved based on chance alone. This suggests that there is only moderate agreement 
between the results delivered by the clustering algorithm and those provided by the panel.  

A potential explanation for this discrepancy could be that the algorithm might have failed to perceive 
patterns that are easily recognizable by humans. However, even among the panel participants, the 
clustering results show a high inconsistency: as indicated by AMI values of around 0.24, the agreement 
between the members of the panel is even lower than that between the panel and the algorithm 
(Figure 4.19, panel). Conclusively, there seems to be a significant amount of subjectivity involved in the 
human process of clustering the corneal surfaces and there is no clear consensus among the panelists on 
how to group these samples. An additional difficulty could arise from putative inconsistencies of each 
individual's evaluation: Even though the panel was presented a severely reduced dataset (397 of 2775 
samples), 2 out of 10 participants categorized the two included duplicate samples into different clusters. 

Overall, these findings indicate that, for complex datasets like the one analyzed in this study, an 
ML-based strategy can outperform a human assessment: the k-Means clustering approach offers a 
dependable and reproducible classification, whereas the manual clustering conducted by panelists is 
heavily reliant on subjective interpretation. This highlights the potential of Machine Learning approaches 
to guide and improve the analysis of datasets that – either owing to their sample size, or their complexity 
– go beyond the cognitive capabilities of humans. 

Of course, the k-Means clustering algorithm used so far is only one example of many clustering strategies 
available to perform such a task. A similarly simple approach is the Mean Shift clustering algorithm that 
iteratively shifts cluster centroids towards the densest areas of the dataset. One advantage of the Mean 
Shift algorithm is that the number of clusters to be formed is automatically determined. Additionally, the 
clustering result can be optimized by adjusting the bandwidth (BW) hyperparameter, which describes 
how far the cluster centroids are shifted based on individual samples: A larger BW results in fewer and 
larger clusters, whereas a smaller BW results in multiple smaller clusters. However, when analyzing the 
cornea dataset with a Mean Shift algorithm, it is observed that the algorithm fails at generating 
meaningful clusters for all BW-values tested (for details, please refer to Appendix A8.1, ‘Mean Shift 
clustering’): for a small BW of 0.1, each sample constitutes an individual cluster; and for a large BW of 
10, all samples are sorted into one cluster only. Furthermore, for intermediate BW values, either still too 
many clusters are formed (BW: 2, number of clusters formed: 64), or an acceptable number of clusters 
is achieved (10 and 4 clusters for BW values of 3 and 4, respectively), but more than 95 % of the samples 
are assigned to the same cluster. At this point, it is important to realize that, even though k-Means 
clustering and Mean Shift clustering might appear to be closely related, they differ in one important 
aspect: whereas the k-Means algorithm performs clustering based on distances, the Mean Shift algorithm 
clusters based on densities. Given the rather low silhouette coefficients obtained (Figure 4.17a), it can 
be assumed that the dataset exhibits a fairly uniform distribution across the feature space rather than 
having prominent density peaks. Hence, the density-based Mean Shift algorithm fails at identifying 
sufficient criteria to create well-separated clusters. Consequently, the Mean Shift algorithm is not 
considered further to analyze the cornea dataset. This example highlights the impact of the underlying 
data distribution on the algorithm performance and underscores the necessity of carefully selecting an 
appropriate clustering algorithm for the specific problem at hand.  
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However, four other clustering methods return reasonable cardinalities when tasked to form 4 clusters 
from the dataset (Figure 4.20a): First, Agglomerative Clustering, which follows a bottom-to-top 
approach by first assigning an individual cluster to each sample and then merging similar clusters until 
the desired number of clusters is reached (‘agglomerative’); second, the BIRCH algorithm, a hierarchical 
algorithm that organizes data into tree-like structures with defined decision criteria and forms clusters 
by merging branches (BIRCH); third, a Spectral Clustering technique that uses information from the 
eigenvalues and eigenvectors of a similarity matrix to group data points into clusters (‘spectral’); and 
fourth, a Gaussian Mixture algorithm – a probabilistic clustering technique that models the distribution 
of data points as a mixture of Gaussian distributions, and then estimates the parameters of these 
distributions to cluster the data (‘Gaussian’). Further details regarding all those algorithms can be found 
in Appendix A8.1. 

 

 
Figure 4.20: Clustering results obtained with 5 different clustering algorithms. The corneal dataset (2775 
samples, 12 features) was divided into 4 clusters using 5 different clustering algorithms. The obtained label 
distributions of the 2775 categorized samples (a), the adjusted mutual information score between the clustering 
results (b), and the internal calibration metrics obtained for each individual cluster method (c) are depicted. 
Since the AMI is a symmetric score, it is only displayed in one direction. Error bars denote the standard deviation 
from n ൒ 45 (b) and n = 10 (c) values, respectively. If no error bars are visible, the repetitions of the 
computations had no or too little variance to be displayed.  
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To compare the different clustering results returned by those different algorithms, the adjusted mutual 
information index between the label assignments is calculated (Figure 4.20b). As can be expected based 
on the cardinality charts (Figure 4.20a), the highest similarity is observed between the results of the 
k-Means algorithm and the Spectral Clustering algorithm. This outcome is highly reasonable, as both 
algorithms are distance-based: whereas the k-Means algorithm directly aims at minimizing within-cluster 
distances while maximizing between-cluster distances, Spectral Clustering groups samples based on an 
affinity score that is derived using Euclidean distances. Interestingly, the corresponding AMI values are 
around 0.65, which is rather low considering that the cardinality distributions are virtually identical. This 
indicates that, even though a similar overarching structure was identified in the dataset, the cluster 
centroids and the decision criteria still differ to a certain extent. A similar picture emerges when 
comparing Agglomerative Clustering and the BIRCH algorithm: Even though the working principles of 
both techniques are quite similar and, also here, the formed clusters are of similar size, the resulting AMI 
is only slightly above 0.5. 

Overall, the moderate agreement observed between all algorithms tested here confirms the previous 
assumption that there is no unambiguous cluster result. This realization once again demonstrates the 
necessity to evaluate the cluster results in detail, e.g., by calculating a set of intrinsic validation metrics, by 
visually inspecting the data distribution of the individual features, and by manually evaluating the most 
central samples of each cluster. Furthermore, comparing different clustering algorithms and their results 
can improve the understanding of the underlying data structure, guide the development of new clustering 
methods, or help to identify the most suitable method from the set of available algorithms. To evaluate 
if one of the four additional clustering algorithms outperforms the previously employed k-Means 
clustering approach in terms of cluster separation, the same set of intrinsic validation metrics mentioned 
above (i.e., the silhouette coefficient, the Calinski-Harabasz index and the Davies-Bouldin index) is 
calculated again. Importantly, the obtained results are consistent across all metrics: The best-separated 
clusters are obtained with the k-Means clustering algorithm (Figure 4.20c). In other words, for this 
particular dataset, the seemingly simple k-Means algorithm indeed provides the most efficient and most 
meaningful result (at least among the options tested here assessed by the given set of evaluation metrics). 

In a last step, the same k-Means model used so far is now tasked to assign 12 additional corneal images 
derived from the tribological measurements conducted with RGP contact lenses (see chapter 3.3) to the 
four clusters created above (none of those 12 additional samples was used to form these clusters). From 
those 12 samples, 6 corneal surfaces were subjected to tribological stress created with a blank contact 
lens, whereas the other 6 samples were subjected to tribological stress induced with a lens carrying a 
lubricating mucin coating (coated lens). In chapter 3.3, the quality of those corneal surfaces was 
manually assessed based on a subset of surface parameters and a visual inspection of the surface profiles. 
Based on this assessment, it was concluded that, whereas the coated lenses left the corneal samples 
mostly intact, the blank lenses induced severe damage to the corneal tissues. Interestingly, a similar 
picture emerges when automatically classifying these samples using the pre-trained k-Means clustering 
algorithm (Figure 4.21; for details, please refer to Appendix A8.10): the majority of samples treated 
with a coated lens is sorted into cluster 1 (flat surfaces) and only one sample is assigned to cluster 2 
(micro-rough). In contrast, none of the samples treated with the blank lens was classified as ‘flat’. Instead, 
those corneal surfaces were classified as either micro-rough (cluster 2), locally damaged (cluster 3) or 
even globally damaged (cluster 4). Hence, for this small subset of corneal tissues, the k-Means clustering 
algorithm was able to achieve a similar quality assessment as the manual expert review conducted before. 
This result underscores the suitability of this ML-approach to guide and support human decision and 
assessment processes in a reliable and non-subjective manner. 
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Figure 4.21: Classification of corneal samples 
subjected to tribological stress. 12 corneal samples 
were subjected to tribological stress induced with a 
contact lens (6 of those with a blank RGP lens, and 
the 6 other ones with a lens carrying a lubricating 
coating, see chapter 3.3). The number of samples 
per condition assigned to each cluster of the pre-
trained k-Means clustering model is displayed. The 
thumbnails under the cluster names correspond to 
the most central images of each cluster (as already 
presented in Figure 4.18).  

In conclusion, unsupervised clustering methods are suitable approaches to analyze and cluster surfaces 
based on the provided set of metrological surface parameters. Therefore, different preprocessing 
strategies can be applied to overcome the challenges encountered due to the sample distribution of the 
dataset. For the imbalanced cornea dataset, basic Minmax-scaling was not sufficient, and an outlier 
removal would lead to a too high number of samples to be discarded. Instead, a Power Transformer was 
able to achieve a desired data distribution for all features. The k-Means clustering algorithm applied to 
the preprocessed dataset was then able to sort samples in a meaningful and reproducible way, and it 
outperformed other unsupervised clustering methods. Overall, the presented results showcase that by 
combining different strategies from the broad repertoire of ML-related algorithms (including methods 
for data preprocessing, feature elimination, and clustering) ML-pipelines can be tailored to analyze even 
complex datasets with the goal to support or even replace human decision processes. 
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5. Summary and outlook* 

The human body, with its remarkable abilities to protect and restore its own health and its intricate 
mechanisms to respond to environmental stressors, is a true masterpiece of nature. The immune system, 
for instance, fights against harmful pathogens, the musculoskeletal system can repair and regenerate 
damaged tissue, and the brain demonstrates an astonishing capacity for adaptation and learning. Yet, 
when intrinsic functionalities fail due to, e.g., age, injury, or disease, medical intervention may become 
necessary. Although medical devices, such as implants or instruments, are carefully developed to serve 
specific beneficial purposes, they may also interfere with the endogenous protective mechanisms; and 
this can, for instance, trigger immune responses or lead to life-threatening infections. Hence, it remains 
crucial to devise strategies to reduce putative device-associated complications to enhance the success of 
patient care. 

In this context, natural materials and systems provide a wealth of inspiration to guide the design and 
adaption of medical devices such that they work in harmony with the body. One approach is to design 
materials that mimic biological principles, while another strategy involves directly integrating biological 
agents into the products. The latter approach is followed in the first part of this thesis using the 
multifunctional bio-macromolecule mucin. First, a mucin-based bio-ink to be used for 3D printing was 
developed, and objects generated from this ink were shown to exhibit mechanical properties similar to 
that of soft tissue (chapter 3.1). Moreover, those objects exhibited strong anti-biofouling properties, 
good biocompatibility, tunable cell adhesion, and immunomodulating behavior. This unique 
combination of characteristics renders this bio-ink a promising candidate for a wide range of 
applications, such as tissue engineering and regenerative medicine. Moreover, the ink's tunable cell 
adhesion and anti-biofouling properties might allow for creating patient-tailored, biocompatible 
interfaces between living tissue and artificial objects, e.g., prosthetics or implantable medical devices. 
Additionally, the application potential of such a mucin-based bio-ink could extend to drug delivery and 
wound healing: not only can the integrated stabilizing agent Laponite promote wound healing by 
releasing magnesium ions,154,273 but, even more importantly, previous studies have pinpointed the 
potential of mucin-based materials as promising vehicles for drug delivery.152,274 The negative net charge 
of the mucin molecules allows for creating drug depots with charge-dependent release kinetics: whereas 
the acting electrostatic forces lead to a quick release of anionic molecules, the release of positively 
charged cargos is retarded.152,274 Moreover, some mucin-based drug carriers were successfully designed 
to release their cargo in response to specific stimuli, such as the exposure to a physiological salt 
concentration or disease-specific nucleic acids.204,275,276 

Following the successful development of a mucin-based bulk material, the thesis proceeded to explore 
the potential benefits of mucin coatings generated on medical devices (chapters 3.2 and 3.3). In detail, 
contact lenses were chosen as one example and it was shown that mucin coatings considerably improve 
the ability of the lenses to interact with liquid environments (such as the tear film). Remarkably, 
shear-induced tissue damage inflicted on corneal tissue was strongly reduced or even fully prevented. 
These results showcase the efficiency of mucin coatings in mitigating the disruptive influence of synthetic 
medical materials – and this suggest a promising avenue for enhancing the biocompatibility of a broad 
spectrum of medical devices including tracheal tubes, catheters, or endoscopes. Furthermore, 

                                                      
* This section follows in part the publications Rickert et al., ‘A Mucin-based Bio-Ink for 3D Printing of Objects 
with Anti-Biofouling Properties’, submitted 2023; Rickert et al., Biomaterials Advances (2022); Rickert et al., 
Macromolecular Bioscience (2020); Rickert et al., ACS Biomaterials Science & Engineering (2021); Rickert et al., APL Machine 
Learning (2023); and Rickert et al., ‘Unsupervised Machine Learning to Topographically Analyze Corneal Tissue 
Surfaces’, submitted 2023 
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mucin-coatings could expand the range of materials available for biomedical applications by overcoming 
the limitations of insufficient surface wettability. Importantly, while improving interactions between 
medical surfaces and tissue, those mucin coatings still show excellent transparency – and owing to the 
extraordinary anti-biofouling properties of the mucin layer, this transparency can be maintained even in 
challenging environments. This particular characteristic can be highly valuable for optical devices that 
are susceptible to becoming opaque upon contact with tissue or bodily fluids. Hence, in addition to basic 
contact lenses, these kinds of coatings can also provide benefits for intraocular lenses, such as those used 
after cataract surgery, or even for other optical devices used in medicine: the functionality of endoscopes, 
for instance, crucially depends on the transparency of their lenses. On capsule endoscopes, mucin 
coatings might help maintaining the required transparency of those devices even though they are exposed 
to a variety of challenging environments when travelling throughout the gastrointestinal system.  

Overall, owing to the successful application-oriented integration of mucin molecules into medical 
devices – including those presented in this work – mucins have gained increasing attention as a versatile 
and multifunctional material for biomedical purposes. This development is further propelled by the 
continuously growing understanding of the structure-function relations of mucins and their influence on 
physiological processes,72,277,278 recent advancements in mucin purification,82,279 and the ability to conduct 
a variety of chemical conjugation and modification methods.95,280,281 However, to be used in a clinical 
context, strict requirements regarding sterility have to be met; and for a material that is derived from 
animal origin, this can be a challenging aspect. To circumvent this problem, recent efforts aimed at 
synthetically recreating mucin-like polymers to achieve better control over the material.282 These 
approaches typically combine small, basic monomers to create synthetic mucin substitutes that imitate 
the physical characteristics and functions of natural mucin glycoproteins (or specific domains of those). 
Even though, to a certain degree, individual mucin functionalities can be mimicked with those synthetic 
polymers,283-286 it is to date not possible to fully synthesize mucin surrogates that replicate the whole 
multifunctionality of the glycoprotein. Hence, so far, the only possibility to obtain mucin molecules in 
significant amounts remains the purification from animal sources. However, those purified mucins  
– that, even after purification, might still contain microorganisms – need to undergo a sterilization 
procedure, which could harm the physico-chemical or structural properties of the mucin molecules. 

Remarkably, the experiments carried out in the framework of this thesis revealed that mucins are indeed 
able to withstand several of those harsh decontamination treatments without suffering significant 
functional impairment or structural degradation (chapters 3.4 and 3.5). For the sterilization of mucins 
in their lyophilized form, ƣ irradiation was identified to be the most suitable among the tested treatments. 
The applied ƣ rays can permanently damage DNA and exhibit a high penetration efficiency across 
biological matter; thus, they cannot only inactivate bacteria and yeast cells but also (very sturdy) fungal 
spores can be efficiently killed. From an application point of view, however, instead of sterilizing the 
mucins first and then processing them under sterile conditions, it might be more practical to sterilize the 
final mucin-containing product as a whole. As evaluated for mucin coatings generated on three different 
medical devices, the biochemical integrity and the functionality were maintained best by fumigation with 
ethylene oxide. This very commonly used chemical sterilization method kills microorganisms by 
denaturing molecules that are responsible for cell reproduction. Importantly, to minimize the risk of 
toxic by-products remaining in the material, a suitable aeration strategy should be identified for each 
individual medical device. Overall, the presented results demonstrate an astonishing sturdiness of mucins 
towards selected sterilization strategies – a major step towards a clinical application of the glycoprotein. 

Whereas the first part of this thesis focused on exploiting natural materials for medical products, it is 
worth noting that, in addition to guiding materials design, nature also serves as a rich source of inspiration 
for many other fields of science. Mimicking natural systems that have evolved over billions of years to 
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solve complex problems has, for instance, revolutionized the development of computational algorithms 
and models.287,288 Impressive examples thereof are algorithms that mimic the behavior of ant colonies: 
models inspired by the ability of ants to optimize complex tasks through collective decision-making 
emerged as effective tools for solving difficult optimization problems including transportation routing, 
resource allocation, and network optimization.289,290 The probably most famous class of bio-inspired 
algorithms are neural networks, that aim at simulating the structure and functionality of the human brain. 
Owing to their ability to learn, process, and make predictions on complex data, neural networks have 
recently gained popularity for various Machine Learning applications. However, in ML, which aims at 
analyzing datasets to unveil patterns or make inferences on unknown samples, neural networks are just 
one of many techniques available. Importantly, the key to success is not necessarily using the most 
complex model (which often comes at the cost of good interpretability), but rather selecting the 
appropriate technique for the problem at hand. 

In the second part of this thesis, such ML methods were applied to analyze the surfaces of complex 
biological materials. These efforts were driven by the desire for a reproducible and efficient way to assess 
and compare the surface quality of tissue that was subjected to tribological stress induced by a medical 
device. In a first step, by employing supervised ML methods to sort a labelled dataset of biological 
surfaces, it was pinpointed that a meaningful surface classification is indeed possible using a set of 
topographical parameters as input features (chapter 4.1). Based on the dataset provided, the ML 
algorithms not only learned to distinguish the surfaces of different biofilm variants and plant samples, 
but they also correctly classified the samples according to their wettability. Similar approaches could 
streamline material design processes, enabling a precise customization of the surface behavior that would 
otherwise necessitate time-consuming trial-and-error investigations. Speculatively, other 
topography-dependent surface properties could include friction responses, biofouling susceptibility, 
surface reflectance, adhesion, or biocompatibility. However, by including additional input features, e.g., 
the chemical composition of a material or process parameters of the fabrication procedure, the number 
of predictable characteristics could be considerably extended. Furthermore, whereas the trained models 
generated in this work were limited to making predictions on samples from the same class of materials, 
providing multifaceted datasets with samples from other experimental techniques or new classes of 
materials might help to generalize the models for predictions on a broader range of materials. 

Generally, the reliability of ML-driven data analysis heavily relies on the dataset provided. Here, not only 
the quality and the distribution play a major role, but also the number of provided sample points is key: 
The multi-dimensional feature space has to be populated with a sufficient number of samples to allow 
for robust and accurate predictions. For most experimental research problems, however, data availability 
is very limited; and paradoxically, having more features to describe each sample can even result in 
reduced prediction accuracies (known as the 'curse of dimensionality'). Hence, one essential step to be 
integrated into ML pipelines is feature elimination – a method that aims at reducing the dimensionality 
of an input feature space. Most available strategies eliminate features based on their relation to a selected 
output label, by optimizing performance measures of a certain ML model, or they exclusively focus on 
analyzing pairwise correlations. However, those strategies do not necessarily remove redundant 
information from datasets and often cannot be applied to certain situations, e.g., to unsupervised learning 
models. Neither of these limitations applies to the correlation-driven redundancy elimination 
(NETCORE) algorithm introduced in this work (chapter 4.2). The proposed algorithm translates the 
dataset into a correlation network, which is then analyzed by conducting an iterative, three-step decision 
procedure. With this approach, the algorithm selects a subset of features that represent the full feature 
space on the basis of a (freely selectable) correlation threshold while taking into account the multi-
connectivity of a feature to its neighbors in the correlation network. It was shown that feature elimination 
conducted with NETCORE can indeed help to improve the prediction accuracy of a ML model. 
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Furthermore, the NETCORE algorithm offers the possibility to be adapted regarding several aspects 
that were not tested in this thesis. For instance, the metric used to calculate the correlation coefficient 
could be varied to increase the robustness of the coefficients and to capture a broader range of possible 
relations between the parameters (including non-linear relations). Moreover, the decision criteria used to 
assess centrality could be adjusted. However, the impact those modifications have on both, the 
elimination result and the computational runtime, need to be carefully evaluated. Overall, the 
NETCORE algorithm provides an interpretable solution to identify and remove redundant features 
from datasets, which could streamline the analysis of experimental data and ultimately help reducing the 
amount of experimental effort required to generate the dataset. 

In addition to providing an adequate number of samples when generating experimental datasets to be 
analyzed with ML methods, another significant challenge is to identify appropriate output labels for each 
sample; this can be expensive, time-consuming, or even outright impossible. In such cases, where no 
labels are accessible, supervised ML models cannot be applied as they rely on a predefined ground truth 
to be trained on. This is where unsupervised methods come into play, that draw conclusions solely based 
on the sample characteristics. Interestingly, such approaches often reveal hidden structures and 
associations within the data, which may not be apparent from a manual inspection. In this work, 
unsupervised ML was employed to analyze a dataset of corneal tissue surfaces (chapter 4.3). Among the 
different models tested, a k-Means clustering algorithm was demonstrated to be the most suitable for 
the task at hand. From a material science point of view, the algorithm indeed successfully generated four 
clusters that accurately sorted the samples based on their surface appearance. Additionally, it was able to 
achieve a similar surface classification as conducted manually for the tribological evaluation of rigid 
contact lenses (chapter 3.3). Overall, it was shown that the presented ML-driven approach can guide 
and improve the analysis of datasets that – either owing to their sample size, or their complexity – go 
beyond the cognitive capabilities of humans. Of course, more complex algorithms could equally be 
employed to support or replace human decision making: Instead of using a set of surface parameters 
that has to be calculated based on the 3D height profiles, deep learning algorithms could be used to 
directly analyze the profiles. An example of such an approach is presented in Appendix A8.11, in which 
a pre-trained neural network is used to extract features from the height profiles; and those features are 
then used as input features for the k-Means clustering approach. Additionally, if even larger amounts of 
surface data were acquired, or if the sample size would be increased by data augmentation, neural 
networks could be directly trained to encode corneal images. However, as discussed in chapter 4.3, each 
of those approaches has to be individually evaluated regarding meaningfulness. Ultimately, 
nature-inspired or nature-based materials design combined with ML-driven data analysis has the 
potential to revolutionize the way we approach materials development, enabling to create more 
sustainable, efficient, and effective solutions to face the challenges of a rapidly changing world. 
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Appendix 

 

Appendix A1: Additional experimental methods and results* 

 

A1.1 Tests to evaluate the 3D printing performance of the bio-ink 

 

Filament drop test 

To determine the required pressure to be applied to extrude the bio-ink during the printing process, a 
filament drop test was conducted. Here, extrusion pressure was applied in a static printer configuration, 
i.e., without any movement of the nozzle. The distance between the nozzle and the printing bed was set 
to 40 mm. Lateral images of the formed filament (or fragments of a filament) were captured using an 
EOS M50 system camera (Canon, Tokyo, Japan) in high-speed mode. 

 

Filament shape evaluation 

The identified pressure was then applied to print filaments at different moving speeds of the nozzle. 
Therefore, the nozzle height was calibrated to the printing bed and 5 straight lines (2 cm each) were 
printed. This procedure was repeated 3 times for each moving speed and images were captured using an 
EOS M50 system camera (Canon). Those images were analyzed using imageJ2 (version 2.3.0/1.53q) by 
measuring the width of each filament at 5 random positions (resulting in 75 datapoints per moving speed: 
3 repetitions of printing 5 filaments and measuring them at 5 different positions). 

 

Height increase measurements 

To assess the increase in sample height achieved when printing several layers of the PGM-MA-based 
bio-ink, cylinders with a diameter of 5 mm were printed (Bio XTM, Cellink) with a 25 G nozzle moving 
at a lateral speed of 20 mm s-1. An extrusion pressure of 80 kPa was applied, a layer height of 0.3 mm 
was targeted, and an infill density of 45 % with a rectangular pattern was selected. After extrusion of 
each layer, the sample was cured for 30 seconds with the in-built UV module for irradiation with 365 nm 
(Bio XTM Photocuring Toolhead 365 nm, Cellink). After printing each layer, a lateral photo was captured 
from the printed object, and the such obtained images were analyzed using ImageJ2 (version 
2.3.0/1.53q). To do so, two lines were manually fitted to approximate the bottom and top edge of the 
printed samples, respectively. The distance of those lines was then measured at the horizontal middle 
point of the sample. 

 

                                                      
* This section follows in part the publications Rickert et al., ‘A Mucin-based Bio-Ink for 3D Printing of Objects 
with Anti-Biofouling Properties’, submitted 2023; Rickert et al., Biomaterials Advances (2022), and Rickert et al., ACS 
Applied Materials & Interfaces (2020) 



Appendix 

 
 
102 

A1.2 Process parameters used to covalently attach mucins on different 
polymeric materials 

 

The process carried out to generate covalent mucin coatings on surfaces as presented in chapter 2.4.2 
was adapted for each polymeric carrier material tested. The process parameters used for samples made 
from PDMS (silicone lenses), PU (urinary catheters), PVC (endotracheal tubes), and Fasifocon (RGP 
lenses) are depicted in Figure A1.1. 

 
Figure A1.1: Covalent mucin coating procedure for different polymetric materials. The process 
parameters applied to generate covalent mucin coatings on PDMS, PU, PVC, and Fasifocon (RGP lenses) are 
displayed. 

 

 

 

A1.3 Incubation volumes used for ELISA measurements 
 

The ELISA described in chapter 2.4.3 was performed with different types of samples and different 
sample holders. For all those sample types tested, the volumes of the chemicals used in each step are 
listed in the following table. 

 

Table A1.1: Incubation volumes used for the ELISA. During the four incubation steps of the ELISA, different 
sample holders and liquid volumes were used to adapt the process to the respective sample shapes and sizes. 

sample type sample 
holder 

blocking 
step 

1st antibody 
incubation 

2nd antibody 
incubation 

color 
development 

PDMS lenses 24-well plate 800 µL 500 µL 400 µL 300 µL 
RGP lenses 24-well plate 800 µL 500 µL 400 µL 350 µL 
PU & PVC samples 48-well plate ����Ƭ/ 300 µL 200 µL 150 µL 
Passive mucin coatings 
in a 96-well plate 

- ����Ƭ/ 300 µL 200 µL 150 µL 
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A1.4 Detailed information regarding contact angle measurements 
 

Contact angle measurements on PDMS disks, biofilms, and plant samples were conducted manually, 
whereas all other measurements were performed using a drop shape analyzing device equipped with an 
automated water dosing unit (DSA25S, Krüss GmbH, Hamburg, Germany). For the manual approach, 
a droplet of 10 µL ddH2O was placed onto the cleaned and dried surfaces using a calibrated, mechanical 
pipet. The lateral images were then captured with a digital camera (Flea3, Point Gray Research, 
Richmond, Canada). Image processing was performed with the software ImageJ (public domain, version 
1.52k, April 2019), and the static contact angles were determined with the “drop snake” plug-in of 
ImageJ. 

For the automated approach using the drop shape analyzing device, a small droplet of 2 Ƭ/�GG+2O was 
placed onto the surface and transversal images were recorded with an integrated high-resolution camera 
(acA1920, Basler, Ahrensburg, Germany). These images were analyzed with the software ADVANCE 
(AD4021 v1.13, Krüss GmbH) using a manual drop shape fitting method with either a planar or a curved 
baseline (depending on the sample shape). 

 

 

A1.5 Preparation of PDMS pins 
 

PDMS is a silicone-based, chemically inert, non-toxic, biocompatible, and transparent elastomer that 
finds broad application in various medical and industrial areas. In this thesis, cylindrical PDMS pins were 
used to realize a ball-on-three-pins setup for tribological experiments. Those PDMS pins were produced 
using a commercially available two-component system comprising a PDMS pre-polymer and the 
corresponding crosslinker (PDMS, Sylgard 184, Dow Corning, Wiesbaden, Germany). After thoroughly 
mixing the PDMS base with the curing agent in a ratio of 10:1, the mixture was degassed in a vacuum 
chamber for 1 h, poured into custom-made molds, and finally cured at 80 °C for 4 h. After curing, the 
pins were tempered at 100 °C for 2 h to release unreacted residues.291  

 

 

A1.6 Viscoelastic properties of cured PGM-MA solutions 
 

 

 
Figure A1.2: Rheological characterization of 
PGM-MA solutions after curing. The viscoelastic 
moduli measured for cured PGM-MA solutions over 
a frequency spectrum are displayed. Error bars denote 
the standard error of the mean obtained from n = 3 
measurements. If not visible, error bars are in the size 
of the symbols. 
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A1.7 Viscoelastic properties of PGM-MA and methylcellulose 
 

When exploring alternative formulations for a mucin-based bio-ink, methylcellulose (viscosity 4000 cP, 
Sigma-Aldrich) was used as an additive to adjust the viscoelastic properties of the formulation (see 
chapter 3.1). Methylcellulose powder was added to the lyophilized PGM-MA and the mixture was 
co-dissolved; for those samples, the mixing time was extended to 12 h to ensure a well-blended 
formulation. 

 

 
Figure A1.3: Rheological characterization of mucin-based of a bio-ink stabilized with methylcellulose. 
The viscosity of the materials at different shear rates (a) and the viscoelastic moduli measured over a frequency 
spectrum (b) are displayed. Error bars denoting the standard error of the mean obtained from n = 3 
measurements are mostly smaller than the symbol size. 

 

 

A1.8 Zeta potential measurements  
 

The zeta potential of the PGM-MA macromolecules was measured via electrophoretic light scattering 
using a Litesizer 500 (Anton Paar) equipped with a 35 mW laser diode (ƫ = 658 nm). Therefore, 
PGM-MA was dissolved at a concentration of 0.1 µg mL-1 in ddH2O, injected into capillary cuvettes 
(Omega cuvette, Anton Paar), and inserted into the device. Then, the zeta potential was determined in 
automatic mode (T = 22ௗ°C, equilibration time: 1ௗmin) using the Smoluchowski approximation of the 
Henry equation (Henry factor: 1.5).  

 

 

 
Figure A1.4: Zeta potential of PGM-MA. The 
frequency distributions of PGM-MA as obtained 
during electrophoretic light scattering measurements 
are displayed. 
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A1.9 Additional methods to characterize mucin-based bio-inks 
 

Cytotoxicity tests 

For cytotoxicity tests, an established human epithelial cell line (HeLa) was used as a model system. Those 
HeLa cells were cultivated in Minimum Essential Medium Eagle (MEM; Sigma-Aldrich) supplemented 
with 10 % (v/v) fetal bovine serum (FBS; Sigma-Aldrich), 2 mM L-glutamine (Sigma-Aldrich), 1 % (v/v) 
non-essential amino acid solution (NEAA; Sigma-Aldrich) and 1 % penicillin/streptomycin 
(Sigma-Aldrich). The cells were then cultured at 37 °C and 5 % CO2 in a humidified atmosphere. 

To analyze cell/bio-ink interactions and to investigate possible cytotoxic effects of the different bio-ink 
formulations, samples were prepared as described for the swelling experiments; then, cell-based assays 
according to ISO 10993 were conducted. In brief, the cured bio-ink specimens were immersed in the 
corresponding cell culture medium for 24 h at 37 °C to allow loosely integrated gel components to leach 
out. Afterwards, a WST-1 (water soluble tetrazolium salt 1) assay was employed to assess the cytotoxicity 
of this ‘leaching’ medium. For this step, HeLa cells were seeded into the wells of a 96-well plate (5,000 
cells per well) and were incubated for 24 h at 37 °C. Subsequently, the cell culture medium was removed 
from the 96-well plate and replaced with sterile filtrated ‘leaching’ medium (as a control group, cells were 
incubated with fresh cell culture medium). After 24 and 48 h of incubation, respectively, the leaching 
medium was replaced with a 2 % (v/v) WST-1 solution (Sigma-Aldrich). After an incubation time of 
45 min, the absorbance values of the samples were obtained at a wavelength of 450 nm and at a reference 
wavelength of 630 nm using a microplate reader (ABSPlus, Molecular Devices, Wokingham, Berkshire, 
UK). The reference values were subtracted from the absorbance values obtained for 450 nm and the 
cellular viability was then calculated by normalizing the values obtained for test groups to that of the 
control group. 

 

 

Cell adhesion tests 

The attachment propensity of cells onto the bio-inks was analyzed by confocal laser scanning microscopy 
(CLSM; SP8, Leica; equipped with a 10× lens). For cell staining, the dye CellTracker Red CMTPX 
(ex.: 577 nm, em.: 602 nm; Thermo Fisher Scientific) was chosen; cells were stained prior to seeding 
them onto the bio-inks. To do so, HeLa cells were cultivated as described above, harvested, and 
resuspended in a serum-free medium (containing 10 µM of the dye) for 30 min. Then, the cells were 
washed twice with DPBS (pH 7.4; Sigma-Aldrich) and resuspended in the corresponding standard cell 
culture medium. Subsequently, the cells were seeded (10,000 cells per well) into 8-well chambers (80826, 
Ibidi, Gräfelfing, Germany) containing one of the bio-inks and incubated for 24 h at 37 °C. For each 
bio-ink variant, three sample replicates were prepared; empty wells were used as a control group. Then, 
using CLSM, 3D image stacks of the samples were collected by moving the focal plane (pinhole 
size = 1 airy disk) from the bottom of the samples to their top (nominal z-step size: 20 µm). The software 
Leica Application Suite X (Leica) was used for processing the 3D image stacks and cells were counted 
using ImageJ2 (public domain, version 2.3.0/1.53q). 
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Bacterial adhesion tests 

The adhesion of bacteria to bio-ink samples was evaluated for the strains S. epidermidis ATCC 14990 and 
E. coli ATCC 25922 (both American Type Culture Collection ATCC, Manassas, USA). Bio-ink samples 
were prepared in well plates as described for the swelling experiments (chapter 2.2.6), sterilized by 
exposing them to UV light at a wavelength of 254 nm for 2 h, and subsequently washed thrice with 70 % 
(v/v) ethanol. The bacterial strains were kept frozen in cryovials and were reconstituted in sterile PBS 
(pH 7.4). Afterwards, these bacterial suspensions were inoculated at a concentration of 108 CFU mL-1 
(colony forming units per mL) on the sterilized bio ink samples and incubated at 37 °C for 3 h. After 
incubation, the samples were thoroughly washed thrice with sterile PBS to remove the non-adherent 
bacteria. To detach the adherent bacteria from the bio-ink samples, the samples were transferred from 
the well plate into tubes and vortexed in sterile PBS for 1 min. For each sample, the bacterial suspension 
generated with this method was serially diluted and plated onto Chapman Agar (Sigma-Aldrich) in 
duplicates using the Interscience easySpiral Dilute (Interscience, Saint Nom la Bretèche, France). Then, 
to determine the number of adherent bacteria, those agar plates were incubated at 37 °C for 72 h, and 
the number of grown colony forming units was counted using the Scan Colony Counter 
(Interscience).The proportion of adhering bacteria was obtained by dividing the measured concentration 
by the concentration of the initial bacterial suspension. 

 

 

Pro/anti-inflammatory cytokine release of macrophages 

The immune response to the different bio-ink formulations was evaluated by determining the cytokine 
expression of monocyte-derived macrophages. The human cell line U937 (American Type Culture 
Collection ATCC) was kept in culture medium composed of RPMI 1640 medium (Gibco Life 
Technologies, Paisely, UK) supplemented with 10 % (v/v) fetal calf serum (Gibco), 2 × 10î3 M 
L-glutamine (Gibco), 1 × 10î3 M sodium pyruvate (Gibco), 1 U mL-1 penicillin and  
1 µg mL-1 streptomycin (Gibco). The cells were then differentiated into M0 macrophages by culturing 
them in cell culture medium supplemented with 100 × 10î9 M phorbol-12-myristate-13-acetate for 72 h, 
and they were subsequently allowed to rest in fresh culture medium for 24 h. They were then seeded at 
a density of 900ௗ000 cells cm-2 onto the samples, and after 72 h of incubation at 37 °C with 5 % CO2, 
the cytokine concentration in the supernatant was evaluated. Quantification of the released 
proinflammatory (tumor necrosis factor-ơ�DQG�LQWHUOHXNLQ-6) and anti-inflammatory (interleukin-10 and 
transforming growth factor-Ƣ�� F\WRNLQHV�ZDV� SHUIRUPHG�ZLWK� WKH�'XR6HW(/,6$� NLW� �5	'�6\VWHPV��
Minneapolis, USA) following the manufacturer's instructions using a multimode microplate reader 
(Spark, Tecan, Männedorf, Switzerland). 

 

 

 

 

 

 

 



Appendix 

 

 
107 

A1.10 Additional results from ocular tribology with PDMS lenses 

 

Friction coefficients 

Friction values were obtained during tribological measurements as described in chapter 2.5.2. Rotational 
stress was applied for a total duration of 90 min, during which a data point was acquired every minute. 
For each individual measurement, the data points of minute 15 to minute 75 were averaged. 

 

 
Figure A1.5: Friction coefficients obtained 
between PDMS lenses and porcine corneas. 
The individual friction coefficients obtained for 
PDMS lenses that were either left blank and 
untreated (grey) or that were covalently coated 
with either PGM (blue) or MUC5AC (cyan) are 
displayed. Red lines indicate the median as 
obtained from n = 5 samples. 

 

 

Quantification of wear formation by additional ISO parameters 

 
Figure A1.6: Relative surface roughness parameters of corneal tissue. Six relative surface parameters were 
determined according to ISO 25178-2 (see Appendix A3) to support the parameters shown in chapter 3.2. The 
error bars denote the standard deviation as obtained from n = 5 independent samples. The asterisks indicate 
significance at a level of p = 0.05. 
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Profilometric images of corneal samples 

 
Figure A1.7: Profilometry images of corneal tissue before and after tribological treatment. The images 

were obtained before (black boxes) and after tribological treatments using either an uncoated PDMS lens (grey 

boxes) or PDMS lenses that were covalently coated with commercial PGM (blue) and manually purified 

MUC5AC (cyan), respectively. 
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A1.11 Measuring the mucin layer thickness 

 

To attach a fluorescent label to the MUC5AC molecules, carbodiimide coupling was employed as 

described in chapter 2.4.3 for the protein detection of PGM. To then generate fluorescent, covalent 

mucin coatings on RGP lenses, those fluorescently labelled were dissolved in DPBS, and the covalent 

coating procedure was conducted as described in chapter 2.4.2. However, during all steps involving 

mucins, special care was taken to avoid light exposure. 

To then visualize the generated mucin layer, confocal microscopy was employed using a Leica TCS SP5 

II setup (Leica, Wetzlar, Germany) equipped with a DMI6000 microscope corpus (Leica) and a 40× 

objective (HCX PL APO; NA = 1.25; Leica). The fluorescently labelled mucins were excited at 488 nm 

and emission was detected in a window ranging from 500 to 527 nm. A z-stack of images was then 

recorded with a step-size of 0.1 µm (Figure A1.8a); from this stack, the thickness of the mucin layers 

was determined as follows: after converting the image stack from rgb to grayscale, the mean intensity 

was calculated for each individual image. From the obtained signal (which represents the average 

fluorescence intensity over the measuring depth; Figure A2.9b), the full width at half maximum 

(FWHM) was determined and used as an approximation of the thickness of the mucin layer. Importantly, 

to avoid any distortion of the intensity curve arising from the curved and tilted lens surface, this analysis 

was performed on 25 randomly selected 3x3 pixel patches of each image. All calculations were conducted 

in python (Python Software Foundation; Python Language Reference, version 3.9.12; 

http://www.python.org)102 with the Numpy (v1.20.3)103 extension for data handling and the scipy 

(v1.7.3)107 plugin for data analysis. 

 

 

Figure A1.8: Visualization of the mucin coating and estimation of the coating thickness. A confocal 

image obtained from a coating generated with fluorescently labelled MUC5AC is depicted (a). From this z-stack 

of fluorescence images, an intensity curve (b) was determined and the thickness of the coating was approximated 

as the full peak width at half maximum. 

 

 

 

http://www.python.org/
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A1.12 Validation of geometrical and physical lens properties 

 

Various geometrical and physical properties of contact lenses were characterized according to 

standardized tests. These measurements were conducted by the lens manufacturer Wöhlk Contactlinsen 

GmbH as described in the following. 

 

Spectral transmittance 

To evaluate the spectral transmittance of coated RGP contact lenses according to EN ISO 18369-3, a 

UV/VIS photo-spectrometer (Lambda 14; PerkinElmer, Waltham, USA) was used. Importantly, lenses 

with a low diopter strength were used to minimize the deflection of light rays through the lens. Prior to 

conducting measurements, the lenses were stored in PBS (pH 7.2 – 7.4) for at least 24 h. After drying 

the lenses, they were inserted into a cuvette, which was then placed into the instrument such that the 

lenses were aligned with the beam path (with the convex side facing the light source). Then, transmission 

values were measured for wavelengths ranging from 280 to 800 nm and normalized to the values 

obtained for an empty cuvette. According to EN ISO 18369-3, the measured values were averaged over 

the following three spectral regions: UV-A (280 – 315 nm), UV-B (315 – 380 nm), and VIS 

(380 - 800 nm). 

 

Geometrical characterization 

All geometrical parameters were determined according to EN ISO 18369-3. In brief, the lens diameter 

was measured using a V-groove diameter gauge (custom-made by Wöhlk Contactlinsen GmbH 

according to norm specifications; resolution: 0.05 mm). The radius of the central optical zone was 

assessed on the back surface of the lens at two different angles (8.5° and 25°) using a commercial 

ophthalmometer (CL 110; Zeiss, Jena, Germany; resolution: 0.005 mm). The thickness of the central 

area of the lens was determined with a classical dial gauge (Mitutoyo, Kawasaki, Japan; resolution: 

0.005 mm). Lastly, the diopter strength was measured with a vertex refractometer (Auto Lensmeter 

SLM-4000; Shin-Nippon, Chiyoda, Japan; resolution: 0.01 dpt). 

 

Refractive index 

The refractive index (RI) of RGP lenses was determined according to EN ISO 18369-4 using a digital, 

automated refractometer (CLR 12-70; Index Instruments Ltd., Huntingdon, UK) that measures light 

reflection at a wavelength of 589 nm. As the RI is temperature-dependent, a water bath (Lauda CS, 

Lauda DR. R. Wobser GmbH & CO. KG, Lauda, Germany) was used to cool the measuring system to 

20 °C. Moreover, the system was calibrated before each measurement by assessing the RI of a plate made 

from fused silica as a reference. To do so, the plate was placed onto the prism of the instrument and a 

few drops of 1-methylnaphthaline were added in between the two materials to serve as a contact liquid. 

The RI was then measured after 30 s, and the system was considered calibrated well when the obtained 

values were within a defined tolerance range. To determine the RI of a contact lens, the lens was attached 

to a sample holder that was wetted with 1-methylnaphthaline. After adding a few drops of 

1-methylnaphthalin onto the outer surface of the attached contact lens, the sample holder was mounted 

into the refractometer such that the lens was positioned on the prism. Then, the RI was again measured 

after 30 s. 
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Oxygen permeability quantification 

The thickness-independent oxygen permeability Dk was determined with a polarographic technique 

according to EN ISO 18369-4. In brief, a climatic chamber was lined with moistened paper towels to 

create a vapor-saturated atmosphere, and the temperature within the chamber was equilibrated to 35 °C. 

During equilibration, a current/temperature measuring instrument (O2 permeometer™ model 201T, 

Createch, Rehder Development, San Francisco, USA) with a measuring cell (radius of curvature of the 

electrode: r = 8.1 mm; diameter of the gold cathode: d = 4 mm) was placed into the chamber. Once 

atmospheric equilibrium was achieved, four lenses with different center thicknesses (ranging from 0.1 to 

0.4 mm) were analyzed. Therefore, a piece of cigarette paper was placed crease-free on the measuring 

electrode, moistened with PBS, and fixed in the holder. This paper serves as a ‘liquid bridge’ needed to 

measure anhydrous contact lenses. After 20 min (when a constant current and temperature should be 

measured), the first lens was placed onto the electrode; after another 20 min, the reached current was 

measured. Then, the lens was removed and the procedure was repeated with the other three lenses. 

Based on those measurements, the uncorrected Dk values were calculated as described in EN ISO 

18369-4. 

 

Flexural rigidity 

To evaluate the flexural rigidity of the lenses, deformation tests were conducted according to EN ISO 

18369-4 using a universal testing device equipped with a vertical jig system (EZ S; Shimadzu, Kyoto, 

Japan). Before each measurement, the contact lenses were immersed in freshly autoclaved PBS at 2-25 °C 

for 48 h and then dried with pressurized air. After adjusting the jig according to the lens dimensions 

(9.5 mm) and resetting the force gauge and the odometer, the contact lens was vertically inserted into 

the compression module of the instrument and the measurement was started: compression stress was 

applied with a constant speed of 200 mm min-1 (test mode: single; test type: compression), and the 

deformation force and the corresponding strain (% deformation with respect to the total lens diameter 

of 9.5 mm) were measured until fracture of the lens occurred. The key parameters derived from the 

resulting compression/strain curve are the compression force at a deformation of 30 %, the compression 

force at the time of breakage, and the maximum deformation before fracture occurs. 

 

 

 

 

 

 

 

 

 

 

 



Appendix 

 

 

112 

A1.13 Additional results from ocular tribology with RGP lenses 

 

Friction coefficients 

Friction values were obtained during tribological measurements as described in chapter 2.5.2. Rotational 

stress was applied for a total duration of 90 min, during which a data point was acquired every minute. 

For each individual measurement, the data points of minute 15 to minute 75 were averaged. 

 

 

 
Figure A1.9: Friction coefficients obtained 
between PDMS lenses and porcine corneas. 
The individual friction coefficients obtained for 

PDMS lenses that were either left blank and 

untreated (grey) or that were covalently coated 

with either PGM (blue) or MUC5AC (cyan) are 

displayed. Red lines indicate the median as 

obtained from n = 6 samples. 

  

 

Quantification of wear formation by additional ISO parameters 

 
Figure A1.10: Relative surface roughness parameters of corneal tissue. Six relative surface parameters were 

determined according to ISO 25178-2 to support the parameters shown in chapter 3.3. The error bars denote 

the standard deviation as obtained from n = 6 samples. The asterisks indicate significance at a level of p = 0.05. 
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Profilometric images of corneal samples 

 
Figure A1.11: Profilometry images of corneal tissue before and after tribological treatment. The images 

were obtained before (black boxes) and after tribological treatments using either an uncoated RGP lens (grey 

boxes) or RGP lenses that were covalently coated with manually purified MUC5AC (cyan). 
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A1.14 Antibiotic release experiments from mucin coatings 

 

To test the release of drugs encapsulated in the mucin layer, the covalent coating process was conducted 

as described above, but 1 mg mL-1 tetracycline hydrochloride (TCL) was added to the mucin solution 

used during the final incubation step of the coating protocol. To subsequently trap the co-incubated 

drugs in the mucin layer, a conformational change from elongated mucin molecules to a condensed state 

was achieved by immersing the coated lenses in 1mL ddH2O supplemented with 30 % (v/v) glycerol at 

4 °C for 16 h.292 This particle-like conformation was ionically stabilized by incubating the lenses in 1 mL 

ddH2O containing 30 % (v/v) glycerol and 100 mM MgCl2 at 4°C for 2 h.204 To remove unbound 

remnants from the preparation steps, the specimens were gently washed with ddH2O before further 

experiments were conducted. 

For the release experiments, each lens was placed into a well of a 48-well plate and 300 µL of DPBS 

were added on top. Then, the release of TCL was spectroscopically observed at 360 nm. Therefore, 

100 µL of the DPBS were taken from each sample well, transferred to a 96-well plate, and absorbance 

values were measured (ABSPlus; Molecular Devices, San José, USA). Afterwards, the liquid was returned 

to the wells containing the lens samples. Between the measurements, the well plate with the specimens 

was gently moved on an orbital shaker at 40 rpm and 37 °C. Last, the obtained optical density values 

were converted to drug concentrations based on a calibration curve measured for TCL in DPBS 

(Figure A1.12). 

 
Figure A1.12: Calibration curve obtained for tetracycline hydrochloride solutions. Optical densities are 

shown for different concentrations of tetracycline hydrochloride dissolved in DPBS. Error bars indicating the 

standard error of the mean were obtained from n = 3 samples but were smaller than the symbol size. 
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A1.15 SDS-PAGE and Coomassie staining 

 

Sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS PAGE) was conducted to visualize the 

molecular mass distribution of proteinous sample components in differently treated mucin solutions. 

Therefore, each mucin solution (ddH2O containing 1 % [w/v] mucin) was mixed in a ratio of 1:1 with 

2x sample buffer (0.4 M triethanolamine [TEA], 2 % [w/v] SDS, 20 % [v/v] glycerol, 2 mM 

ethylenediaminetetraacetic acid, and 0.02 % (w/v) bromophenol blue; pH 7.8). After boiling at 95 °C 

for 5 min, 20 µL of each mixture were then loaded into separate lanes of a pre-cast polyacrylamide gel 

(4-20 % TruPAGE™ Precast Protein Gels; Sigma-Aldrich). Furthermore, 4 µL of a protein marker 

solution (Marker Precision Plus Protein Kaleidoscope Standards; Bio-Rad Laboratories Inc., Hercules, 

USA) were loaded into a separate lane of the gel. The gel electrophoresis was run in TEA-tricine-SDS 

buffer (60 mM TEA, 40 mM tricine 0.1 % (w/v) SDS; pH 8.3) at 120 V for 1 h.  

A Coomassie staining (0.1 % [w/v] Coomassie R250, 10 % [v/v] glacial acetic acid, 40 % [v/v] methanol) 

was used to stain the gels for protein detection. Therefore, the gels were incubated in the staining solution 

while gently shaking at RT for 1 h. Afterwards, the gel was de-stained in 10 % (v/v) acetic acid overnight 

and then imaged. 
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Appendix A2: Modifications of the covalent mucin coating process* 

As described in chapters 2.4.2 and 3.3, various steps of the covalent coating process used for silicone 

contact lenses were adjusted to meet the requirements of the RGP lens material (i.e., its limited stability 

towards solvents and temperatures above 50 °C). However, altering some of the process parameters can 

considerably impair both, the lens transparency and the stability of the coating. For instance, replacing 

96 % (v/v) ethanol with ddH2O in the 1 h washing step resulted in turbid lenses, and decreasing the 

temperature applied during the 4 h of silane stabilization reduced the coating stability. To compensate 

for those effects, further alterations had to be implemented.  

 

Turbidity evaluation 

During the coating optimization process, turbidity was visually (and qualitatively) evaluated by 

subjectively classifying lenses as “turbid” or “clear”. After having developed the “final” process, the lens 

transparency was quantitatively evaluated as stated in chapter 2.4.5. 

 

Stability measurements 

To analyze the stability of the mucin coatings, the coated contact lenses were subjected to intensive 

cleaning; contact angles were measured to indirectly assess the integrity of the coating. Each cleaning 

cycle involved rubbing the lens surface with glove-protected fingertips using a conventional contact lens 

cleaner (CL44; Optosol Chemische Produkte GmbH, Miesbach, Germany) for 10 s. Contact angle 

measurements were conducted on the lens surfaces before the first cleaning cycle, and after every fifth 

cleaning cycle. Prior to each contact angle measurement, to remove contact lens cleaner residues and any 

particles from the lens surface, the contact lenses were washed with ddH2O, rinsed with 80 % (v/v) 

ethanol, and then washed again in ddH2O. The lenses were then air dried for at least 10 min. If necessary, 

excess water was removed from the edge of the lenses with a paper towel (KIMTECH Science, 

Kimberly-Clark, Dallas, United States). To measure contact angles, a 7 Ƭ/�GURSOHW�RI�GG+2O was applied 

centrally to the outer surface of each contact lens and lateral images were acquired using a digital camera 

(Point Grey, Flea 3 FL3-U3-32S2C-CS, lens: F1.8/9-90mm). The contact angles were evaluated using 

the "drop snake" application of the ImageJ (open-source software, v152.p). Subsequently, the measured 

contact angles were computationally reduced by 18° to compensate for the curvature of the contact lens 

surface, which is assumed by the software to be planar by default. 

 

Original coating process 

As described in chapter 2.4.2, the procedure conducted for generating covalent MUC5AC coatings on 

PDMS contact lenses consists of the following steps (see Figure A2.1): After cleaning the fresh lenses 

with 80 % (v/v) ethanol and ddH2O, the lens surfaces were activated via plasma activation using a 

pressure of 0.4 mbar and an intensity of 30 W for 90 s. This step is required to substitute the methyl 

groups on the surface with hydroxyl groups. To obtain a carboxylated surface (which is needed for the 

subsequent carbodiimide coupling), the lenses were incubated in 10 mM acetate buffer (pH 4.5) 

supplemented with 1.0 % (v/v) of the coupling agent TMS-EDTA at 60 °C for 5 h. To remove loosely 

                                                      
* This section follows in part the publication Rickert et al., Biomaterials Advances (2022) 
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bound silanes that could do both, induce turbidity on the lenses or destabilize the coating, the samples 

were dipped into isopropanol (>99.5 %) and were then washed in 96 % (v/v) ethanol on a rolling shaker 

at 70 rpm for 1 h. To stabilize the previously generated siloxane bonds, the specimens were cured at 

80 °C for 2 h. To attach the MUC5AC macromolecules onto the surface via carbodiimide coupling, the 

carboxyl groups on the contact lenses were activated by incubating the samples in 100 mM MES buffer 

(pH 5.0) comprising 5 mM EDC and 5 mM sulfo-NHS at RT for 30 min during gentle shaking (35 rpm). 

Finally, the samples were immersed into DPBS supplemented with 0.1 % (w/v) mucin molecules at 4 °C 

for 12 h. The coated samples were washed in 80 % (v/v) ethanol and stored in DPBS. 

 

 

Figure A2.1: Schematic representation of the covalent mucin coating process and the adjusted process 
parameters. Lens surfaces were activated using plasma generated with ambient air before they were 

carboxylated with a silane precursor. Subsequently, carbodiimide coupling was employed to covalently attach 

mucin molecules onto the lens surface. For the process to become suitable for RGP lenses, the following 

modifications were applied: first, the plasma intensity was increased. Moreover, the temperature for both, silane 

incubation and silane stabilization, was decreased and the corresponding incubation/stabilization times were 

increased. Furthermore, the silane stabilization step and the silane washing step were switched, and silane 

stabilization was conducted in an evacuated environment. For washing the lenses, ethanol was replaced with 

ddH2O, but the washing time was strongly increased. Lastly, 1 mM DTT was added to ensure that monomeric 

mucins were coupled onto the lens surface. 

 

 

Process modifications 

First, all steps containing organic solvents were changed such that both, ethanol and isopropanol, were 

replaced with ddH2O. Owing to the lower detergency of water compared to those solvents, however, 

this change initially resulted in turbid lenses. To compensate for this, the efficiency of the mechanical 

washing step was strongly increased by changing the washing time from 1 h to 24 h. With this alteration, 

coatings without noticeable turbidity were achieved.  

Next, all steps involving increased temperature levels were adjusted: The silane incubation step was now 

performed at 40 °C for 8 h (instead of at 60 °C for 5 h), and the silane stabilization step was conducted 

at RT for 16 h (instead of at 80 °C for 2 h). Furthermore, to ensure that covalent silane bonds were 

established before thoroughly washing the samples (and thereby possibly removing still weakly bonded 

silanes), the silane stabilization step was now performed before sample washing.  
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Yet, the coatings achieved with this process were still lacking stability: Contact angles measured on such 

coated lenses strongly increased after 5 cleaning cycles only (Figure A2.2, ‘reference process’). 

Therefore, additional modifications were tested (Figure A2.2): the plasma intensity was increased to 

100 W, the washing procedure was performed at 40 °C, the silane stabilization was conducted in a 

vacuum chamber, an additional polishing step (employing the commercial lens cleaner used for the 

cleaning cycles) was added before washing the samples, and DTT was added to the mucin solution in 

the final incubation step (to break down mucin oligomers into monomers). Interestingly, all of those 

alterations improved the stability of the coatings – at least to a certain extent. Especially when combined, 

considerable improvements with regard of the coating stability were achieved (Figure A2.2, 

‘combination of all’). Based on these findings and in consideration of good practicability in the 

laboratory, the final coating process described in detail in chapter 3.3 and Appendix A1.2 was 

developed. 

 

Figure A2.2: Wettability of differently coated lenses after various numbers of cleaning cycles. Contact 

angles obtained for lenses coated with different process modifications after different numbers of cleaning cycles 

are shown. Error bars denote the standard error of the mean as obtained for n = 3 samples each. 
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Appendix A3: Overview of topographical surface parameters* 

A3.1 Height parameters 

Arithmetical mean height: Sa 

The Sa represents the average of the absolute height values at each point of the analyzed area. 

ܵ௔ =
1
ܣ
ඵ ݕ݀ݔ݀ |(ݕ,ݔ)ݖ|

 

஺
 (A3.1) 

 

Root mean square height: Sq 

The root mean square height Sq quantifies the standard deviation of the height considering all individual 

points within the analyzed area. 
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Skewness: Ssk 

The skewness Ssk denotes the cubic (normalized) average of the height. It indicates an asymmetry of the 

height distribution with regard to the reference plane: Ssk < 0 and Ssk > 0 refer to the predominance of 

pits or peak structures, respectively. 
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Kurtosis: Sku 

The kurtosis Sku is a measure for the sharpness of the height profile, which is calculated as the average 

fourth power of the height normalized by the fourth power of Sq. An Sku of 3 denotes a height 

distribution similar to a normal distribution, whereas Sku < 3 or Sku > 3 indicate an arched or spiked 

shape, respectively. 
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Maximal individual values: Sp, Sv and Sz 

These individual values denote the maximum peak height Sp (i.e., the height of the highest point in the 

analyzed area), the maximum pit depth Sv (i.e., the absolute height value of the lowest point within the 

analyzed area), and the maximum height Sz calculated as the sum of both. 

ܵ௣ = max
஺

 (A3.5) (ݕ,ݔ)ݖ

 

ܵ௩ = ቚmin
஺
 ቚ (A3.6)(ݕ,ݔ)ݖ

 

ܵ௭ = ܵ௣ + ܵ௩ (A3.7) 

                                                      
* This section follows in part the publication Rickert et al., ACS Biomaterials Science & Engineering (2021) 
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Ten-point-height: S10z 

The S10z takes into account the height of the five highest local maxima above the mean surface and the 

depth of the five lowest local minima below the mean height. 

ଵܵ଴௭ =
1

10ቌ෍ܼ௜,௠௔௫

ହ

௜ୀଵ
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ହ
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A3.2 Spatial parameters 

Two of the following spatial parameters are calculated based on the autocorrelation function fACF: 
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Autocorrelation length: Sal 

The autocorrelation length represents the horizontal distance of the autocorrelation function with the 

fastest decay to a pre-defined value s (here 0.2). High Sal values indicate the dominance of long-

wavelength components, whereas small values indicate that small-wavelength features are dominant. 

ܵ௔௟ = min
௧ೣ,௧೤אோ
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Texture aspect ratio: Str 

The texture aspect ratio indicates the uniformity of the surface texture by dividing Sal by the horizontal 

distance with the slowest decay to the predefined value s. Str can range from 0 to 1: Str > 0.5 indicates an 

isotropic surface, whereas Str < 0.3 means that the surface texture has a certain orientation. 
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Texture direction: Std 

The texture direction Std denotes the value of the angle s, where the angular spectrum fAPS is maximized. 

With this parameter, no meaningful values can be obtained on isotropic surfaces (surfaces with Str > 0.5). 

The angular spectrum is defined as: 
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A3.3 Hybrid parameters 

Root mean square gradient: Sdq 

The Sdq value is calculated as the root mean square of the gradient at all points of the definition area. It 

is particularly suitable to distinguish surfaces that have the same arithmetical height Sa. There, small Sdq 

values indicate surfaces that are dominated by long-wavelength components, whereas the Sdq will 

increase for surfaces that are dominated by small-wavelength features.  
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Developed interfacial ratio: Sdr 

The Sdr quantifies the percentage of additional surface area contributed by the texture as compared to a 

completely planar surface. It is zero if the surface is completely flat and perpendicular to the orientation 

of the height. The Sdr parameter is sensitive towards both, feature amplitude and wavelength. 
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Arithmetic mean peak curvature: Spc 

Spc quantifies the arithmetic mean of the principal curvatures of peaks on the surface. Due to the inability 

to perform Wolf pruning (i.e., to merge the peaks of micro-hill areas with adjoining areas) with the 

software used here, this parameter does not conform with ISO 25178-2: 2012. 
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A3.4 Functional volume parameters 

Functional volume parameters can be calculated based on the Abbot Firestone curve, which displays the 

areal material ratio Smr at each height h. From this curve, two basic metrics can be calculated: first, the 

void volume (equation A3.17) which is defined as the volume of open space per unit area; second, the 

material volume (equation A3.18), which describes the volume of actual substance per unit area. In 

those equations, Smc refers to the inverse areal material ratio, which represents the height h that meets 

the areal material ratio. K is a constant introduced for converting the units to mL mm-2. From these 

definitions, four functional volume parameters were determined as depicted in Figure A3.1. 
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Dale void volume (Vvv) and core void volume (Vvc) 

The dale void volume indicates a void volume in the range of p = 80 % to 100 % of the areal material 

ratio. The core void volume is the void volume between the areal material ratios of p = 10 % and 

q = 80 %. 

 

Peak material volume (Vmp) and core material volume (Vmc) 

The peak material volume is the material volume when the areal material ratio equals p = 10 %. The core 

material volume denotes the material volume between p = 10 % and q = 80 % of the areal material ratio.  

 

 

 
 
Figure A3.1: Exemplary Abbot Firestone 
curve explaining the meaning of different 
functional volume parameters. The areal 

material ratio Smr is displayed for each height h. 
Based on this curve, four different functional 

volume parameters were determined here. 

 

 

 

A3.5 Functional parameters 

The following functional parameters were calculated using an Abbot Firestone curve as mentioned 

above. To do so, a regression line was determined as a secant on the curve for which first the slope and 

then the square sum of the deviation in the vertical axis direction were reduced to a minimum 

(Figure A3.2). From that, the core surface is defined as the remaining surface, that is left, when those 

surface regions are removed, which do not contribute to the areal material ratio of the regression line. 

 

Core height (Sk), reduced peak height (Spk), and reduced dale height (Svk) 

The core height describes the difference between the maximum core height and the minimum core 

height as determined from the regression line. Spk denotes the average height of the reduced peak section, 

and Svk describes the average depth of the reduced dale section. They are individually given by the height 

of the right-angled triangle whose area is equivalent to those grey peak/dale areas of the areal material 

ratio curve, that do not belong to the core section. 
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Upper material ratio (Smr1) and lower material ratio (Smr2) 

Smr1 and Smr2 refer to the areal material ratio at the intersection of the material ratio curve and the core’s 

upper-part height and lower-part height, respectively.  

 

Peak extreme height: Sxp 

The extreme peak height is defined as the difference in height between the areal material ratios of 

p = 2.5 % and q = 50 %. 

  

 

 

 
Figure A3.2: Exemplary Abbot Firestone 
curve explaining the meaning of different 
functional parameters. A regression line is 

drawn to reach a minimum square sum of the 

deviations in vertical direction. From that, the 

core surface can be defined, and different 

functional parameters can be calculated. 
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Appendix A4: Characterization of the tribological setup* 

For the tribological experiments performed with ocular samples, a custom-made assembly was used 

comprising a silicone-based contact lens holder (carrying the respective contact lens) and a full porcine 

eye that was fixed in a customized holder (see chapter 2.5.2). Considering the induced normal force of 

FN = 0.14 N, the resulting contact pressure p0 between the contact lens and the eye surface can be 

estimated based on the Hertzian model293 as described in equation A4.1: 
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Here, the radii of the contact lens holder (r1 = 7.35 mm) and the eye (r2 = 10.25 mm) were used to 

describe the setup curvatures. Moreover, the Young’s modulus E1 and the Poisson’s ratio ƭ1 of the 

contact lens holder were approximated with the respective values of pure PDMS (EPDMS = 2 MPa, 

ƭPDMS = 0.49).294 Then, together with the Young’s modulus and Poisson’s ratio of porcine eyes 

(Eeye = 0.2 MPa, ƭeye = 0.5),295 the Hertzian contact theory returned an average contact pressure of 

approximately 30 kPa and a radius of the contact area of rc = 1.23 mm – the latter of which agrees well 

with the visual impression from the tribological measurements. With an average sliding velocity of 

vs = 0.125 mm s-1 (estimated from the rotational speed used in the measurements at a radius of 

0.615 mm), a lubricant viscosity approximated as Ƨbuffer = 1 mPas and the contact pressure determined 

above, a Sommerfeld number of S = ௩ೞכఎ್ೠ೑೑೐ೝ
௣బ

 = 4.11 x 10-12 can be estimated for the system.  

Additionally, as the custom-made setup was used on a commercial rheometer, the measured friction 

coefficients were by default calculated under the assumption of a ball-on-three-pins geometry. To 

transfer those values to the ocular setup, a correction factor was applied to the determined friction 

coefficients according to equation A4.2. Here, ߙ denotes the inclination angle of the normal through 

the planar surface of a PDMS pin, which was defined by the rheometer manufacturer. 

 

௖௢௥௥௘௖௧௘ௗߤ = ௠௘௔௦௨௥௘ௗߤ כ
3 כ ௕௔௟௟ݎ כ sin (ߙ)

2 כ ௖ݎ כ cos (ߙ)  (A4.2) 

  

                                                      
* This section follows in part the publication Rickert et al., ACS Applied Materials & Interfaces (2020) 
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Appendix A5: Details on supervised ML for biofilm and plant samples* 

A5.1 Bacterial growth media and biofilm formation process 

If not stated otherwise, all chemicals were purchased from Carl Roth GmbH (Karlsruhe, Germany). 

 

MSgg (Minimal Salt Glycerol Glutamate) medium (according to Branda et al.101) 

5 mM potassium phosphate (K2HPO4 [Carl Roth] and KH2PO4 [AppliChem]), 

100 mM 3-(N-Morpholino)propanesulfonic acid, 

2 mM MgCl2·6H2O, 

700 Ƭ0�&D&O2, 

50 Ƭ0�0Q&O2·4H2O, 

50 Ƭ0�)H&O3·6H2O (Sigma-Aldrich), 

1 Ƭ0�=Q&O2, 

2 Ƭ0�WKLDPLQH�K\GURFKORULGH��$SSOL&KHP�� 

0.5 % (v/v) glycerol, 

0.5 % (w/v) glutamate (Sigma-Aldrich), 

50 ƬJ mL-1 L-tryptophan (AppliChem), 

50 ƬJ mL-1 L-phenylalanine (AppliChem), and 

50 ƬJ mL-1 threonine (AppliChem). 

 

LB (Luria/Miller) medium (purchased) 

5 g L-1 yeast extract, 

10 g L-1 tryptone, and 

10 g L-1 sodium chloride (NaCl). 

 

Biofilm formation process 

B. subtilis NCIB 3610 (also referred to as “3610”) and B-1 strains were kindly provided by Roberto Kolter 

and Masaaki Morikawa, respectively; the B. subtilis natto (27E3) strain was obtained from the Bacillus 

Genetic Stock Center (BGSC, Columbus, USA). To prepare planktonic cultures of each strain, a small 

piece from a frozen bacterial glycerol stock was inoculated in 10 mL of 2.5 % (w/v) LB medium at 37 °C 

overnight while shaking at a speed of 200 rpm (Certomat BS-1; Sartorius AG, Göttingen, Germany). To 

obtain biofilm colonies from these three strains, seven separate 5 Ƭ/�GURSOHWV�RI�D��� h old bacterial 

overnight culture were placed onto 1.5 % (w/v) agar plates enriched with either 2.5 % (w/v) LB or MSgg 

medium. All biofilm variants were grown for 24 h at 37 °C and 23׽ % humidity. The three Bacillus subtilis 
strains (natto, 3610, and B-1) used here to cultivate biofilms are closely related; nevertheless, the generated 

biofilms differ in terms of their physical behavior.296 

                                                      
* This section follows in part the publication Rickert et al., ACS Biomaterials Science & Engineering (2021) 
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A5.2 Wettability of biofilms (grown on LB agar) and plant samples 

 

 

Figure A5.1: Wetting characterization of B. subtilis strains grown on LB agar and different plant 
samples. Contact angles (a) and exemplary images of tilt experiments (b) are shown as obtained for biofilms 

generated from the three B. subtilis strains natto (blue, n = 20), NCIB 3610 (grey, n = 20), and B-1 (green, n = 20) 

when grown on LB agar. The contact angles were measured on the central regions of the colonies. Furthermore, 

contact angles (c) and exemplary images of tilt experiments (d) are shown as obtained for Rhododendron leaves 

(blue, n = 12), rose petals (red, n = 12), and Caladium leaves (green, n = 10). 

 

 

 

A5.3 Selection of k for the k Nearest Neighbors classifier  

 

 

 

Figure A5.2: Whisker-boxplots showing the 
prediction accuracy of the k Nearest 
Neighbors classifier with increasing values of 
k. For these trials, the kNN classifier was applied 

to the initial dataset (Bacillus subtilis NCIB 3610, 

B. subtilis B-1, and B. subtilis natto biofilms, each 

cultivated on MSgg agar, n = 1788). A repeated (10 

times) stratified 5-fold cross validation (see 

chapter 2.8.3) was used to evaluate the 

accuracies. The green triangles indicate the mean 

obtained from the 50 (= 10 x 5) runs per trial. 
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A5.4 Naïve Bayes’ theorem 

 

The Bayes theorem defines the relation between the conditional probability of a class ݕ and a dependent 

feature vector (ݔଵ, … ,  ௡) as follows:111,112ݔ

,ଵݔ|ݕ)ܲ … , (௡ݔ =
,ଵݔ)ܲ(ݕ)ܲ … , (ݕ | ௡ݔ

,ଵݔ)ܲ … , (௡ݔ . (A5.1) 

 

Applying the naïve assumption of conditional independence, which is 

௜ݔ)ܲ ,ݕ |  ,ଵݔ … , ,௜ିଵݔ ,௜ାଵݔ … , (௡ݔ = ௜ݔ)ܲ  (A5.2) (ݕ | 
 

for all ݅, the following simplification results: 

,ଵݔ|ݕ)ܲ … , (௡ݔ =
ς(ݕ)ܲ ௜ݔ)ܲ ௡(ݕ | 

௜ୀଵ
,ଵݔ)ܲ … , (௡ݔ  (A5.3) 

 

As ܲ(ݔଵ, … ,  ௡) is constant according to the input, a general classification rule as given byݔ

equations A5.4 and A5.5, respectively, is obtained: 

,ଵݔ | ݕ)ܲ … , (௡ݔ ן ௜ݔ)ෑܲ(ݕ)ܲ (ݕ | 
௡
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௬
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௜ୀଵ

 (A5.5) 

 

 

A5.5 Stratification of Data Splits 

 

The models used in this thesis were evaluated using repeated k-fold cross-validation. Since these 

evaluations tend to have issues with imbalanced datasets,297 a stratified version was used. This ensured 

that all created folds were good representatives of the whole dataset, i.e., that the proportions of each 

class found in the original dataset was respected in all the folds. A visual explanation of the stratified 

sample split is depicted in Figure A5.3. 

 

 

Figure A5.3: Stratification of a 
dataset. To compensate for 

imbalances of the class 

distribution within a dataset, the 

folds are created such that the 

class distribution in the respective 

training and test sets equals the 

class distribution of the whole 

dataset. 
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A5.6 Sensitivity and specificity of the classifiers for predicting biofilms 

grown on MSgg agar 

 

The B. subtilis strains natto, NCIB 3610, and B-1 were grown on MSgg agar. Data evaluation was 

conducted via repeated (10 times) stratified 5-fold cross validation – i.e., 80 % of the data were used to 

train the algorithm, while the other 20 % were used for testing. The sensitivity and specificity were then 

calculated according to the following equations: 

 

ݕݐ݅ݒ݅ݐ݅ݏ݊݁ݏ =  
݁ݒ݅ݐ݅ݏ݋݌ ݁ݑݎݐ

݁ݒ݅ݐ݅ݏ݋݌ ݁ݑݎݐ +  (5.6) ݁ݒ݅ݐܽ݃݁݊ ݁ݏ݈݂ܽ

 

 

ݕݐ݂݅ܿ݅݅ܿ݁݌ݏ =  
݁ݒ݅ݐܽ݃݁݊ ݁ݑݎݐ

݁ݒ݅ݐܽ݃݁݊ ݁ݑݎݐ +  (5.7) ݁ݒ݅ݐ݅ݏ݋݌ ݁ݏ݈݂ܽ

 

 

 
Figure A5.4: Categorization results obtained with four different ML algorithms fed with biofilm data 
obtained on MSgg agar. The confusion matrices compare the actual classes (i.e., the names of the bacterial 

strains the biofilms were grown from) with the predicted classes when a 5 Nearest Neighbors classifier (a), a 

Gaussian Naïve Bayes model (b), Multinomial Logistic Regression (c), and a Random Forest classifier (d) are 

applied to the data. Evaluation was performed by repeated (10 times) 5-fold cross validation including data 

shuffling before each iteration – i.e., each sample served 10 times as a test sample but was each time analyzed by 

a differently trained algorithm. The main diagonal (green boxes) contains the numbers of correctly classified 

samples whereas all other boxes represent wrongly assigned samples. Additionally, sensitivity and specificity for 

each prediction are depicted. 
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A5.7 Topographical surface parameters of biofilms grown on LB agar 

 

The B. subtilis strains natto, NCIB 3610, and B-1 were grown on LB agar as described in Appendix A5.1. 

From the central part of the colonies, 16 profilometric images were obtained from which the 

topographical parameters shown in Figure A5.5 were determined. 

 

Figure A5.5: Micro-topographical parameters of biofilms generated by three Bacillus subtilis strains 
grown on LB agar. The topographical parameters were calculated from profilometric images. Error bars denote 

the standard deviation obtained from n = 30 images. Asterisks indicate statistical differences as assessed with a 

Wilcoxon-Mann-Whitney test applying a p-value of 0.05. 
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A5.8 Validation of the classifiers applied on plant samples 

 
Figure A5.6: Categorization results obtained with three different ML algorithms fed with data obtained 
from plant samples. The confusion matrices compare the actual classes (i.e., the names of the plants) with the 

predicted classes when a 5 Nearest Neighbors classifier (a), a Gaussian Naïve Bayes model (b), and a Random 

Forest classifier (c) are applied to the data. The evaluation was performed by repeated (10 times) 5-fold cross 

validation with shuffling the dataset before each iteration – i.e., each sample served 10 times as a test sample but 

was each time analyzed by a differently trained algorithm. The main diagonal (green boxes) contains the numbers 

of correctly classified samples whereas all other boxes represent wrongly assigned samples. The accuracies 

denote the ratio of correctly classified samples to all tested samples. 

 

 

 

A5.9 Evaluation of cross-trained algorithms 

 

Trained on biofilms, tested with plant samples 

 

Figure A5.7: Categorization results of cross-trained algorithms. The confusion matrices compare the actual 

classes (i.e., the plant names with the respective wetting behavior) with the predicted classes (i.e., the names of 

the bacterial strains with the respective wetting behavior) when a 5 Nearest Neighbors classifier (a), a Gaussian 

Naïve Bayes model (b), and a Random Forest classifier (c) are applied to the data. The algorithms were trained 

on biofilms grown on MSgg agar and tested with plant samples. The colors indicate the wetting behavior of the 

surfaces: blue denotes hydrophilic behavior, green displays lotus-like hydrophobicity, and red indicates rose-like 

hydrophobicity. The main diagonal (green boxes) contains the numbers of correctly classified samples whereas 

all other boxes represent wrongly assigned samples. The accuracies denote the ratio of correctly classified 

samples to all tested samples. 
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Trained on plant samples, tested with biofilms 

 
Figure A5.8: Categorization results of cross-trained algorithms. The confusion matrices compare the actual 

classes (i.e., the names of the bacterial strains with the respective wetting behavior) with the predicted classes 

(i.e., the names of the plant names with the respective wetting behavior) when a 5 Nearest Neighbors classifier 

(a), a Gaussian Naïve Bayes model (b), and a Random Forest classifier (c) are applied to the data. The algorithms 

were trained on plant samples and tested with biofilms grown on MSgg agar. The colors indicate the wetting 

behavior of the surfaces: blue denotes hydrophilic behavior, green displays lotus-like hydrophobicity, and red 

indicates rose-like hydrophobicity. The main diagonal (green boxes) contains the numbers of correctly classified 

samples whereas all other boxes represent wrongly assigned samples. The accuracies denote the ratio of correctly 

classified samples to all tested samples. 

 

 

A5.10 Evaluation of pooled datasets 

 

 

Figure A5.9: Categorization results of three different algorithms when fed a pooled biofilm/plant 
sample dataset. The confusion matrices of three different classifiers used on the pooled dataset are shown. 

The dataset contains all data obtained for both, biofilms generated by three different bacterial strains grown on 

MSgg agar (natto: hydrophilic, 3610: hydrophobic rose-like, B-1: hydrophobic lotus-like) and plant samples 

(Rhododendron: hydrophilic, Rosa: hydrophobic rose-like, Caladium: hydrophobic lotus-like). All available 

metrological parameters were used. The evaluation was performed via repeated (10 times) 5-fold cross validation. 

The main diagonal (green boxes) contains the numbers of correctly classified samples whereas all other boxes 

represent wrongly assigned samples. The accuracies denote the ratio of correctly classified samples to all tested 

samples. 
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A5.11 Sensitivity and specificity with reduced input sets 

 

Here, the feature importance ranking described in chapter 4.1 is analyzed in more detail. Therefore, 

additional accuracy measures are calculated for the Random Forest classifier. Instead of the 21 available 

parameters, reduced input parameter sets are selected based on the importance analysis depicted in 

Figure 4.7: the initial input set contains the five highest-ranked parameters (i.e., Sdr, Sdq, Vvv, Spc, and Sa). 

Based on this, the sensitivity and the specificity are calculated for each class (i.e., for hydrophobic, lotus-

like, and rose-like samples). In addition to the overall accuracy shown in Figure 4.7b of chapter 4.1, 

those two measures provide information if samples from certain classes are more difficult to classify 

than others. Both, sensitivity and specificity are then re-assessed while further reducing the number of 

input parameters, i.e., by eliminating surface parameters in a stepwise manner (in full analogy to the 

accuracy calculation depicted in Figure 4.7b): starting with the Sa parameter, also Spc, Vvv, and Sdq are 

removed until only Sdr remains. Overall, it is observed that the sensitivity is lower than the specificity, 

and the former suffers more strongly than the latter when the parameter range is reduced (Figure A5.10). 

When comparing the three sample classes, the decrease of sensitivity is strongest for rose-like samples. 

This can be attributed to the intermediate surface roughness properties of this particular biofilm class,232 

which probably results in a higher probability of misclassification than for the two other classes. 

 

 

 

 

 

 

 

 
Figure A5.10: Sensitivity and specificity of the Random Forest classifier when fed with reduced input 
sets. The accuracy measures were calculated (as described in Appendix A5.6) based on a repeated (10 times) 5-

fold cross validation of the Random Forest classifier that was applied to the pooled dataset (including both, 

biofilm samples and plant samples). The range of five surface parameters (Sdr, Sdq, Vvv, Spc, and Sa) was reduced 

in a stepwise manner: starting with the Sa parameter, also Spc, Vvv and Sdq were eliminated one after each other 

until only Sdr was left. 
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A5.12 Evaluation by a cross-trained Deep Neural Network 

 

 

Figure A5.11: Categorization results of a Deep Neural Network trained and tested on different datasets. 
The confusion matrices of the Deep Neural Network either trained with biofilm data and tested with plant 

samples (a) or vice versa (b) are displayed. The biofilm dataset contains biofilms grown from three different 

bacterial strains on MSgg agar (natto: hydrophilic, 3610: hydrophobic rose-like, B-1: hydrophobic lotus-like). The 

plant set contains three different plant leaves/petals (Rhododendron: hydrophilic, Rosa: hydrophobic rose-like, 

Caladium: hydrophobic lotus-like). All available features were used. The main diagonal (green boxes) contains 

the numbers of correctly classified samples whereas all other boxes represent wrongly assigned samples. The 

accuracies denote the ratio of correctly classified samples to all tested samples. 
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Appendix A6: Molecular datasets* 

A6.1 Calculation parameters 

 

Table A6.1: Physicochemical properties determined for analyzed molecules. A set of 9 physico-chemical 

properties was used to characterize each molecule of the created datasets. Those properties were determined using 

the Calculator Plugins of MavinSketch (see chapter 2.9.1) applying the listed calculation parameters. 

Feature Calculation parameters 

rotatable bond count decimal places: 2; aromatization method: general; single fragment mode: 

no 

van der Waals volume energy unit: kcal/mol; decimal places: 2; set MMFF94 optimization: no;  

set projection optimization: no; calculate for lowest energy conformer: if 

molecule is in 2D; optimization limit: normal 

molecular weight  recognize formula in pseudo labels: yes; use D / T symbols for deuterium 

/ tritium: yes; single fragment mode: no 

charge decimal places: 2; show charge distribution: yes; pH step size: 0.1; keep 

explicit hydrogens: no; consider tautomerization / resonance: yes 

dipole moment - 

partition coefficient method: consensus; Cl- concentration (mol/dm3): 0.1; Na+/K+ 

concentration (mol/dm3): 0.1; consider tautomerization / resonance: no 

aromatic ring count decimal places: 2; aromatization method: general; single fragment mode: 

no 

hydrogen bond acceptor sites 

(average at pH 7.4) 

decimal spaces: 2; donor: yes; acceptor: yes; exclude sulfur atoms from 

acceptors: yes; exclude halogens from acceptors: yes; show microspecies 

data by pH: yes; pH lower limit: 7; pH upper limit: 8; pH step size: 0.1; 

display major microspecies: no 

hydrogen bond donor sites 

(average at pH 7.4) 

decimal spaces: 2; donor: yes; acceptor: yes; exclude sulfur atoms from 

acceptors: yes; exclude halogens from acceptors: yes; show microspecies 

data by pH: Yes; pH lower limit: 7; pH upper limit: 8; pH step size: 0.1; 

display major microspecies: no 

 

  

                                                      
* This section follows in part the publication Rickert et al., APL Machine Learning (2023) 
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A6.2 Pubchem references of the analyzed molecules 

 

Table A6.2 Molecules included in the molecular datasets. Four different datasets were created containing 14 

antibiotics, 10 antioxidants, 12 fluorophores, and 12 vitamins, respectively. 

Antibiotics PubChem CID URL 

Ampicillin 6249 https://pubchem.ncbi.nlm.nih.gov/compound/6249 

Bacitracin 6714010 https://pubchem.ncbi.nlm.nih.gov/compound/6714010 

Bambermycin 6433554 https://pubchem.ncbi.nlm.nih.gov/compound/6433554 

Chloramphenicol 5959 https://pubchem.ncbi.nlm.nih.gov/compound/5959 

Erythromycin 12560 https://pubchem.ncbi.nlm.nih.gov/compound/12560 

Friulimicin B 56842195 https://pubchem.ncbi.nlm.nih.gov/compound/56842195 

Gentamicin 3467 https://pubchem.ncbi.nlm.nih.gov/compound/3467 

Kanamycin 6032 https://pubchem.ncbi.nlm.nih.gov/compound/6032 

Piperacillin 43672 https://pubchem.ncbi.nlm.nih.gov/compound/43672 

Rifampicin 135398735 https://pubchem.ncbi.nlm.nih.gov/compound/135398735 

Spectinomycin  15541 https://pubchem.ncbi.nlm.nih.gov/compound/15541 

Streptomycin 19649 https://pubchem.ncbi.nlm.nih.gov/compound/19649 

Tetracycline 54675776 https://pubchem.ncbi.nlm.nih.gov/compound/54675776 

Vancomycin 14969 https://pubchem.ncbi.nlm.nih.gov/compound/14969 

   

Antioxidants PubChem CID URL 

N-Acetyl-L-Cysteine 12035 https://pubchem.ncbi.nlm.nih.gov/compound/12035 

Bendazac 2313 https://pubchem.ncbi.nlm.nih.gov/compound/2313 

Bilirubin 5280352 https://pubchem.ncbi.nlm.nih.gov/compound/5280352 

Butylhydroxytoluene 31404 https://pubchem.ncbi.nlm.nih.gov/compound/31404 

4-Butyl-resorcinol 205912 https://pubchem.ncbi.nlm.nih.gov/compound/205912 

Caffeic acid 689043 https://pubchem.ncbi.nlm.nih.gov/compound/689043 

Capsanthin 5281228 https://pubchem.ncbi.nlm.nih.gov/compound/5281228 

Carnosic acid 65126 https://pubchem.ncbi.nlm.nih.gov/compound/65126 

Trolox 40634 https://pubchem.ncbi.nlm.nih.gov/compound/40634 

Uric acid 1175 https://pubchem.ncbi.nlm.nih.gov/compound/1175 

Hesperidin 10621 https://pubchem.ncbi.nlm.nih.gov/compound/10621 

L-Cysteine 5862 https://pubchem.ncbi.nlm.nih.gov/compound/5862 

   

Fluorophores PubChem CID URL 

ATTO 390  16218729 https://pubchem.ncbi.nlm.nih.gov/compound/16218729 

ATTO 425-2 25164096 https://pubchem.ncbi.nlm.nih.gov/compound/25164096 

ATTO 488 102227067 https://pubchem.ncbi.nlm.nih.gov/compound/102227067 

ATTO 495 124202518 https://pubchem.ncbi.nlm.nih.gov/compound/124202518 

Calcein 65079 https://pubchem.ncbi.nlm.nih.gov/compound/65079 

Calcein AM 4126474 https://pubchem.ncbi.nlm.nih.gov/compound/4126474 

5-Carboxy-fluorescein 123755 https://pubchem.ncbi.nlm.nih.gov/compound/123755 

4',6-Diamidino-2-

phenylindole 

2954 https://pubchem.ncbi.nlm.nih.gov/compound/2954 

Doxorubicin 

Hydrochloride 

443939 https://pubchem.ncbi.nlm.nih.gov/compound/443939 

Fluorescein 91886391 https://pubchem.ncbi.nlm.nih.gov/compound/91886391 

Sybr green I 10436340 https://pubchem.ncbi.nlm.nih.gov/compound/10436340 

Oregon Green 488 10292443 https://pubchem.ncbi.nlm.nih.gov/compound/10292443 
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Vitamines PubChem CID URL 

Alpha-Tocopherol 14985 https://pubchem.ncbi.nlm.nih.gov/compound/14985 

Ascorbic acid 54670067 https://pubchem.ncbi.nlm.nih.gov/compound/54670067 

Beta-Carotene 5280489 https://pubchem.ncbi.nlm.nih.gov/compound/5280489 

Cholecalciferol 5280795 https://pubchem.ncbi.nlm.nih.gov/compound/5280795 

Ergocalciferol 5280793 https://pubchem.ncbi.nlm.nih.gov/compound/5280793 

Folic acid 135398658 https://pubchem.ncbi.nlm.nih.gov/compound/135398658 

Menadione 4055 https://pubchem.ncbi.nlm.nih.gov/compound/4055 

Menatetrenone 5282367 https://pubchem.ncbi.nlm.nih.gov/compound/5282367 

NHS-Biotin 6710714 https://pubchem.ncbi.nlm.nih.gov/compound/6710714 

Phylloquinone 5284607 https://pubchem.ncbi.nlm.nih.gov/compound/5284607 

Retinyl acetate 638034 https://pubchem.ncbi.nlm.nih.gov/compound/638034 

Thiamine hydrochloride 6202 https://pubchem.ncbi.nlm.nih.gov/compound/6202 
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A6.3 Molecular datasets 

 

Feature vector 

x RotBd  rotatable bond count [-] 

x vdWv  van der Waals volume [Å3] 

x MolW  molecular weight [g mol-1] 

x Chr  total charge at pH 7.4 [e] 

x DipM  dipole moment [Debye] 

x PartCo  partition coefficient (logP) of non-ionic species [-] 

x ArRiC  aromatic ring count [-] 

x HyBAS  hydrogen bond acceptor sites [-] 

x HYBDS hydrogen bond donor sites [-] 

 

Table A6.3: Molecular datasets. Each molecule is characterized by 9 physico-chemical features. 

Antibiotic RotBd vdWv MolW Chr DipM PartCo ArRiC HyBAS HyBDS 
Piperacillin 6 437.89 517.56 -1.0 1.75 -0.26 1 15 2 
Tetracycline 2 379.21 444.440 -1.19 8.61 -3.82 1 18.84 5.16 
Erythromycin 7 726.07 733.937 0.98 10.94 2.80 0 24.02 5.89 
Chlorampheni-

col 
6 249.14 323.13 -0.05 6.95 0.88 1 11.10 2.95 

Gentamicin 7 458.68 477.603 4.39 4.62 -3.14 0 14.55 15.45 
Vancomycin 13 1214.40 1449.27 0.94 8.47 -1.18 5 45.11 21.89 
Kanamycin 6 429.99 484.503 3.35 1.38 -7.06 0 22.59 18.41 
Streptomycin 9 502.21 581.580 2.83 5.81 -6.76 0 28.18 18.82 
Rifampicin 5 758.71 822.953 -0.5 8.09 3.62 2 25.46 5.54 
Spectinomycin 2 296.47 323.353 1.07 5.08 -1.40 0 14.90 6.10 
Bacitracin 31 1314.37 1422.71 0.03 3.79 -2.52 2 35.91 20.09 
Ampicillin 4 298.75 349.41 -0.60 4.41 0.26 1 9.60 3.40 
Friulimicin B 23 1198.18 1303.480 -2.11 9.39 -4.58 0 41.11 14.89 
Bambermycin 39 1416.16 1597.609 -2 7.81 -1.77 0 65 16 

          

Fluorophore RotBd vdWv MolW Chr DipM PartCo ArRiC HyBAS HyBDS 

390 carboxya 4 325.7 343.423 -1 13.83 4.08 2 8 0 

425 carboxya 7 370.58 401.459 -1 16.19 4.10 2 10 0 

488 carboxya 7 452.94 576.57 -2 19.82 0.34 4 24.95 4.05 

495 carboxya 6 338.66 352.457 0 1.28 -0.93 3 7 0 

Sybr green Ib 9 491.69 509.74 1.99 3.32 4.83 4 2.01 0.99 

Fluorescein 

(sodium salt)b 0 273.17 332.311 -0.07 5.66 3.88 3 6.05 1.95 

DAPIb 3 250.39 277.331 2 5.13 1.48 3 2 9 

Calceinb 12 510.57 622.539 -3.2 6.90 1.68 3 27.25 2.75 

5-Carboxy-

fluoresceinb 1 300.63 376.320 -1.07 3.08 3.54 3 11.05 1.95 

Calcein AMc 32 835.10 994.865 0 13.07 1.52 3 24 0 

Oregon Green 

488c 0 282.72 368.292 -0.62 7.10 4.17 3 6.47 1.53 

Doxorubicin 

hydrochlorided 5 461.53 543.525 0.78 3.75 1.50 2 22.0 7.80 

390 carboxya 4 325.7 343.423 -1 13.83 4.08 2 8 0 

425 carboxya 7 370.58 401.459 -1 16.19 4.10 2 10 0 

                                                      
a ATTO-Tec, b Sigma-Aldrich, c Thermo Fisher, d AppliChem 
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Vitamin RotBd vdWv MolW Chr DipM PartCo ArRiC HyBAS HyBDS 
alpha-

Tocopherol 12 476.24 430.717 0 0.67 10.51 1 4 1 
Ascorbic acid 2 139.85 176.124 -0.16 4.47 -1.91 0 11 3 
beta-Carotene 10 598.29 536.888 0 0.06 11.12 0 0 0 
Cholecaliferol 6 423.60 384.648 0 1.59 7.13 0 2 1 
Folic acid 9 365.61 441.404 -2 12.79 -0.91 3 19 5 
NHS-Biotin 7 287.01 341.38 0 4.25 -0.31 0 8 2 
Retinyl acetate 7 353.07 328.496 0 1.42 5.14 0 2 0 
Thiamine 

hydrochloride 4 237.79 265.35 1.12 7.29 -3.10 2 4.99 3.01 
Vitamin K1 4 486.44 450.707 0 4.76 9.70 1 4 0 
Vitamin K2 11 468.48 444.659 0 4.79 4.48 1 4 0 
Menadione 0 154.74 172.183 0 1.05 1.89 1 4 0 
Ergocalciferol 5 434.87 396.659 0 1.61 7.05 0 2 1 

          

Antioxidant RotBd vdWv MolW Chr DipM PartCo ArRiC HyBAS HyBDS 

Hespiridin 7 514.06 610.565 -0.06 4.72 -0.31 2 30.06 7.94 

L-Cystein 2 103.40 121.15 -0.02 1.62   0 5.02 3.98 

N-Acetyl- 

L-Cystein 3 139.71 163.19 -1 3.58 -0.71 0 7 2 

Trolox 1 233.60 250.294 -1 3.49 3.66 1 9 1 

Uric acid 0 121.49 168.112 -0.23 4.18 -1.54 2 7.22 3.39 

Bendazac 5 248.16 282.299 -1 4.75 3.06 3 9 0 

Bilirubin 12 531.94 584.673 -2 8.79 3.12 2 14 4 

4-Butyl-

resorcinol  3 166.58 166.220 -0.01 1.58 3.21 1 4.01 1.99 

Butylhydroxytol

uene 2 243.21 220.356 0 2.81 5.27 1 2 1 

Caffeic acid 2 154.68 180.159 -1.01 12.60 1.53 1 9.01 1.99 

Capsanthin 11 624.05 584.885 0 42.08 8.51 0 6 2 

Carnosic Acid 2 324.54 332.44 -1.01 3.01 5.14 1 9.01 1.99 

Hespiridin 7 514.06 610.565 -0.06 4.72 -0.31 2 30.06 7.94 

L-Cystein 2 103.40 121.15 -0.02 1.62   0 5.02 3.98 
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Appendix A7: NETCORE vs. other correlation-based approaches* 

The performance of the NETCORE algorithm is compared to two basic correlation-based feature 

selection approaches: For the first method (‘random’ selection), a correlation matrix is calculated based 

on the Pearson’s correlation coefficient as described for the NETCORE algorithm. Then, each column 

(corresponding to one feature) is searched for correlation coefficients that equal or exceed a predefined 

correlation threshold. If such coefficients are detected, the column (i.e., the feature) and its corresponding 

row are removed from the correlation matrix. Once all columns have been checked, only those features 

remain in the correlation matrix, that do not exhibit a high-enough correlation to any other remaining 

feature. The second method (‘upper triangle’ method) is a more advanced feature elimination strategy 

that filters features based on pairwise correlations while making sure to not drop features that are needed 

to represent others. Here, a very similar elimination strategy as described above is followed; however, 

instead of considering the whole correlation matrix, only the upper right triangle of the matrix is 

evaluated. 

The following comparison between the two simple correlation-based algorithms and the NETCORE 

method is conducted with 6 different datasets: In addition to the dataset introduced in chapter 4.2, that 

contains 14 antibiotics characterized by 9 physico-chemical characteristics, similar datasets describing 

the same set of molecular properties were generated for three additional molecular classes, i.e., 
fluorophores, antioxidants, and vitamins (see Appendix A6). Furthermore, another dataset was 

generated by pooling all entries of all four molecular classes. Last, a bigger (in terms of both, sample size 

and dimensionality) dataset was obtained from Wu et al.270. This dataset (in the remainder referred to as 

‘inhibitors dataset’) contains binary labels of binding results for 1513 (putative) inhibitors of human 

Ƣ-secretase 1; here, each inhibitor molecule is characterized by 590 physico-chemical features. 

When analyzing this big ‘inhibitors’ dataset with the random correlation-based elimination method 

(applying a correlation threshold of t = 0.6), a reduced feature vector containing 74 features is obtained. 

For all eliminated features, the representation strength, i.e., the maximal correlation strength these 

features have to a feature from the reduced feature vector, is calculated. It is observed that this random 

elimination strategy based on the correlation matrix alone is not able to provide a reduced feature vector 

that sufficiently represents all eliminated features according to the predefined correlation threshold 

(some features are only represented with a correlation of 0.25 even though a correlation threshold of 

t = 0.6 was applied; a detailed overview of the result is provided in Table A7.1). This problem mainly 

arises from the fact, that a feature that was previously chosen to represent an eliminated feature, can 

afterwards be eliminated itself. In contrast, the NETCORE algorithm creates a reduced feature vector 

that represents all eliminated features with representation strengths that exceed the predefined 

correlation threshold. 

To make sure to not drop features that are needed to represent others, it is possible to analyze only the 

upper right triangle of the correlation matrix. When applying such an ‘upper triangle’ method to the 

inhibitors dataset, a feature vector is obtained that indeed properly represents all eliminated features. 

However, the such generated reduced feature vector contains 91 features, whereas the NETCORE 

algorithm is able to reduce the original feature vector to only 84 features (when applying the same 

correlation threshold of t = 0.6; Table A7.1). At this point, it is important to reemphasize that the 

primary goal of NETCORE is to identify the smallest possible feature vector; then, for this minimal 

number of features, the representation strength is optimized. Hence, even though the upper triangle 

method can identify a suitable feature vector, its selection result is sub-optimal in terms of elimination 

efficiency. Most likely, this occurs since a feature can only be eliminated if it is redundant to a feature 

                                                      
* This section follows in part the publication Rickert et al., APL Machine Learning (2023) 
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that is described by a column of the correlation matrix which is located lefthand of the feature to be 

eliminated; this entails two major complications: First, the feature elimination process is subject to a 

certain bias: features that are located in the ‘beginning’ of the correlation matrix tend to stay in the feature 

vector, whereas features that are located in ‘later’ columns are likely to be discarded. Second, the reduced 

feature vector obtained from the upper triangle method strongly depends on the order by which the 

features appear in the correlation matrix. Thus, certain constellations in the correlation matrix also allow 

only for certain eliminations, and this limits the identification of an ‘optimal’ reduced feature vector. 

When applying these two correlation-based feature elimination strategies to the 5 small molecular 

datasets (antibiotics, fluorophores, antioxidants, vitamins, and pooled), the outcome is sub-optimal as 

well (the reduced feature vectors created by the different algorithms are depicted in the supporting 

information Figure A7.1): For all 5 small molecular datasets, the random feature selection based on the 

full correlation matrix delivers clearly unsatisfactory results (Figure A7.1 ‘random’): The representation 

strength of all eliminated features is considerably lower than those of the feature sets identified by the 

NETCORE algorithm – for several features, this value is even far below the initially selected correlation 

threshold. As mentioned above, this problem mainly arises from the fact, that a feature that was 

previously chosen to represent an eliminated feature, can afterwards be eliminated itself. A particularly 

pronounced example of this effect is observed for the ‘vitamins’ dataset. Here, only one feature is kept 

in the reduced feature vector, but 5 of the eliminated features are not sufficiently represented: the feature 

‘rotatable bonds’, for instance, only exhibits a representation strength of 0.04. In contrast, when using 

the NETCORE algorithm, all features are sufficiently represented by the reduced feature vector – for all 

molecular datasets tested. 

 
Figure A7.1: Reduced feature vectors and representation strengths obtained for different small 
molecular datasets using different correlation-based feature elimination strategies. Three different 

correlation-based algorithms were employed to perform a feature elimination on the molecular datasets. For all 

tests and methods, a correlation threshold of t = 0.6 was chosen. (a-e) Features that are kept in the new, reduced 

feature vector are marked with a green tick. For eliminated features, the maximal correlation strength those 

features exhibit to one of the features included in the reduced feature vector are displayed. (f) Mean 

representation strengths for eliminated features are displayed. Error bars denote the standard deviation obtained 

from the different numbers n of the eliminated features (according to a-e n ൒ 4 for all bars). 
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Different from the random feature selection algorithm, the ‘upper triangle’ approach does create a 

reduced feature vector that sufficiently represents all eliminated features (based on the predefined 

correlation threshold of t = 0.6). However, even though the created reduced feature vector contains the 

same number of features as the one created by NETCORE, the representation strength of the eliminated 

features is lower when the ‘upper triangle’ approach is used. As mentioned above, here, the elimination 

is strongly influenced by the sequence of the features in the correlation matrix. Hence, the feature 

‘rotatable bonds’, for instance, is kept in the reduced feature vectors of all 5 molecular classes – just 

because it is the first feature to be analyzed and has no other feature it can be considered to be redundant 

to. And this leads to a sub-optimal outcome: The feature vectors obtained when analyzing the pooled 

dataset with the NETCORE algorithm and the upper triangle method are very similar (four out of five 

features are identical). However, whereas the upper triangle method selects the rotatable bond count to 

be included into the feature vector (for reasons described before), the NETCORE algorithm instead 

chooses the more central ‘molecular weight’ feature. With this small but important difference in choice, 

the mean representation strength of the eliminated features is improved from 0.75 to 0.83.  

In conclusion, the NETCORE algorithm is able to outperform basic correlation-based feature 

elimination strategies as it more efficiently reduces the feature space while optimizing the representation 

strength of eliminated features. 

 

Table A7.1: Elimination result achieved using three different correlation-based strategies on the 
‘inhibitors’ dataset. As described in the previous section, a random correlation-based approach (‘rand’) and a 

correlation-based elimination considering only the upper triangle of the correlation matrix (‘uptri’) were 

compared to the NETCORE algorithm. Features included into the reduced feature vector are marked with a  

‘-‘, whereas for eliminated features, the representation strength (i.e., the maximum correlation the feature has to 

a feature that is included in the reduced feature vector) is displayed. 

feature rand uptri NETC feature rand uptri NETC 
MW 0.74 - 0.92 tCH_Cnt 1.00 1.00 1.00 
AlogP -  - - dsCH_Cnt 0.96 0.95 0.96 
HBA 0.61 0.61 - aaCH_Cnt 0.71 - 0.97 
HBD 0.70 0.76 0.80 sssCH_Cnt 0.75 0.71 0.79 
RB 0.74 0.89 0.83 tsC_Cnt 0.86 0.94 0.94 
HeavyAtomCount 0.74 0.99 0.83 dssC_Cnt 0.81 - 0.85 
ChiralCenterCount - - - aasC_Cnt 0.74 - - 
ChiralCenterCountAllPossible 0.66 0.72 0.78 aaaC_Cnt 0.99 1.00 - 
RingCount 0.90 - - ssssC_Cnt 0.68 0.82 0.82 
PSA 0.71 0.77 0.78 sNH3_Cnt 1.00 1.00 1.00 
Estate 0.71 0.77 0.78 sNH2_Cnt 0.66 0.70 0.70 
MR 0.73 0.97 0.93 ssNH2_Cnt 0.78 0.99 0.63 
Polar 0.75 0.95 0.90 dNH_Cnt 1.00 1.0 1.0 
sCH3_Key 0.92 - - ssNH_Cnt 0.68 0.73 0.73 
dCH2_Key 1.00 - - aaNH_Cnt 0.97 0.97 0.97 
ssCH2_Key 0.30 - 0.75 tN_Cnt 0.99 0.69 0.69 
tCH_Key 1.00 - - sssNH_Cnt 0.93 0.94 - 
dsCH_Key 0.99 - - dsN_Cnt 0.59 0.96 0.96 
aaCH_Key 0.35 - 0.67 aaN_Cnt 0.84 0.86 0.99 
sssCH_Key 0.55 - - sssN_Cnt 0.93 0.94 - 
tsC_Key 0.69 - - aasN_Cnt 0.99 1.0 1.0 
dssC_Key 0.69 - - sOH_Cnt 0.66 0.77 0.72 
aasC_Key 0.35 1.00 0.67 dO_Cnt 0.76 0.77 0.71 
aaaC_Key 0.99 - 1.00 ssO_Cnt 0.81 0.82 - 
ssssC_Key 0.54 - - aaO_Cnt 0.99 1.0 1.0 
sNH3_Key 1.00 - - aOm_Cnt 0.79 0.87 0.92 
sNH2_Key 0.66 0.70 0.70 sOm_Cnt 0.89 0.81 0.92 
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ssNH2_Key 0.78 - 0.64 sF_Cnt 0.70 0.79 1.00 
dNH_Key 1.00 - - ssS_Cnt 0.98 0.98 - 
ssNH_Key 0.52 - - aaS_Cnt 0.99 1.0 1.0 
aaNH_Key 1.00 - - dssS_Cnt 0.60 1.0 1.0 
tN_Key 1.00 0.69 0.69 ddssS_Cnt 0.66 1.00 0.99 
sssNH_Key 1.00 - - sCl_Cnt 0.80 0.96 1.00 
dsN_Key 0.61 - - sBr_Cnt 0.68 1.0 1.0 
aaN_Key 0.99 - 0.87 sI_Cnt 0.87 1.00 0.99 
sssN_Key 0.97 - 0.94 sCH3_Sum 0.76 0.99 0.67 
aasN_Key 0.99 - - dCH2_Sum 1.00 1.00 1.00 
sOH_Key 0.68 0.82 0.78 ssCH2_Sum 0.79 - 0.68 
dO_Key 0.42 - 0.68 tCH_Sum 1.00 1.00 1.00 
ssO_Key 0.98 - 0.82 dsCH_Sum 0.95 0.92 0.95 
aaO_Key 0.99 - - aaCH_Sum 0.74 0.97 - 
aOm_Key 0.90 - 0.81 sssCH_Sum 0.78 0.72 0.69 
sOm_Key 1.00 0.89 0.89 tsC_Sum 0.92 0.88 0.88 
sF_Key 0.63 - 0.81 dssC_Sum 0.61 0.85 - 
ssS_Key 0.99 - 0.98 aasC_Sum - 0.74 0.74 
aaS_Key 0.99 - - aaaC_Sum 1.00 0.99 0.99 
dssS_Key 0.60 - - ssssC_Sum 0.59 - 0.93 
ddssS_Key 0.66 - 0.99 sNH3_Sum 1.00 1.00 1.00 
sCl_Key 0.73 - 0.96 sNH2_Sum 0.65 0.70 0.70 
sBr_Key 0.68 - - ssNH2_Sum 0.78 0.99 0.64 
sI_Key 0.87 - 0.99 dNH_Sum 1.00 1.00 1.00 
sCH3_Cnt 0.72 - 0.99 ssNH_Sum 0.70 0.72 0.72 
dCH2_Cnt 1.00 1.00 1.00 aaNH_Sum 0.86 0.87 - 
ssCH2_Cnt 0.78 0.98 0.70 tN_Sum 0.99 0.69 0.69 
sssNH_Sum 1.0 0.99 0.99 ZM1 0.69 0.97 0.92 
dsN_Sum 0.59 0.95 0.95 ZM1V 0.62 0.86 0.69 
aaN_Sum 0.86 0.87 - ZM2 0.67 0.94 0.89 
sssN_Sum 0.93 0.89 0.97 ZM2V 0.59 0.79 0.71 
aasN_Sum 1.00 0.99 0.99 Pol 0.67 0.92 0.84 
sOH_Sum 0.67 0.79 0.75 NST 0.73 0.95 0.89 
dO_Sum 0.78 0.79 0.74 NHT 0.58 0.76 0.72 
ssO_Sum 0.82 0.80 0.99 NGT 0.61 0.72 0.72 
aaO_Sum 1.00 0.99 0.99 TSC 0.68 0.89 0.84 
aOm_Sum 0.78 0.87 0.92 W 0.75 0.89 0.85 
sOm_Sum 0.88 0.81 1.00 MW 0.71 0.95 0.89 
sF_Sum 0.67 0.81 - Xu 0.73 0.99 0.92 
ssS_Sum 1.00 0.99 0.99 QIndex 0.69 0.74 0.74 
aaS_Sum 1.00 0.99 0.99 RC 0.61 0.83 0.76 
dssS_Sum 1.00 0.60 0.60 MSDB 0.53 - - 
ddssS_Sum 0.68 0.99 1.00 SP 0.26 - 0.71 
sCl_Sum 0.81 0.96 - Har 0.74 0.98 0.91 
sBr_Sum 0.65 0.65 1.00 LPRS 0.75 0.99 0.92 
sI_Sum 0.92 0.99 - Pog 0.74 0.98 0.90 
sCH3_Avg - 0.92 0.92 SMT 0.74 0.89 0.84 
dCH2_Avg - 1.00 1.00 SMTV 0.72 0.88 0.85 
ssCH2_Avg 0.59 0.75 - MDDD 0.75 0.96 0.87 
tCH_Avg -  1.00 1.00 Ram 0.63 0.90 0.86 

dsCH_Avg - 0.99 - GMT 0.73 0.89 0.84 
aaCH_Avg 0.85 0.85 - GMTV 0.69 0.85 0.85 
sssCH_Avg 0.58 - 0.62 AVDD 0.77 0.97 0.89 
tsC_Avg 0.79 0.98 0.98 UP 0.76 0.96 0.90 
dssC_Avg - 0.69 0.69 CENT 0.75 0.90 0.81 
aasC_Avg - - 0.85 VAR 0.75 0.94 0.83 
aaaC_Avg - 0.99 0.99 MEV 0.68 0.86 0.73 
ssssC_Avg 0.62 0.93 - MEPV 0.50 0.68 - 
sNH3_Avg - 1.00 1.00 MENV 0.74 0.74 0.75 
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sNH2_Avg 0.65 0.70 0.70 ECCc 0.75 0.95 0.88 
ssNH2_Avg 0.77 1.00 0.64 ECC 0.76 0.95 0.87 
dNH_Avg - 1.00 1.00 AECC 0.68 0.90 0.83 
ssNH_Avg 0.59 0.99 0.99 DECC 0.60 0.79 0.73 
aaNH_Avg - 1.00 1.00 vX0 0.75 0.97 0.96 
tN_Avg - 0.69 0.69 vX1 0.74 0.96 0.97 
sssNH_Avg - 0.99 0.99 vX2 0.80 0.92 - 
dsN_Avg 0.60 0.99 0.99 vX3 0.74 0.89 0.95 
aaN_Avg - 0.99 0.86 vX4 0.74 0.80 0.92 
sssN_Avg - 0.97 0.93 vX5 0.73 0.73 0.88 
aasN_Avg - 0.99 0.99 AvX0 0.79 0.69 0.65 
sOH_Avg 0.68 0.83 0.80 AvX1 0.79 0.80 0.71 
dO_Avg 0.53 0.98 0.72 AvX2 0.80 0.73 0.68 
ssO_Avg - 0.98 0.81 AvX3 0.73 0.78 0.69 
aaO_Avg - 0.99 0.99 AvX4 0.72 0.78 0.67 
aOm_Avg 0.90 1.00 0.81 AvX5 0.69 0.74 0.68 
sOm_Avg - 0.90 0.89 QW 0.75 0.87 0.87 
sF_Avg 0.65 1.00 0.80 FM 0.65 0.82 0.77 
ssS_Avg - 0.99 0.98 SM 0.62 0.79 0.77 
aaS_Avg - 0.99 0.99 STN 0.70 - - 
dssS_Avg - 0.60 0.60 KBLI 0.79 0.80 0.71 
ddssS_Avg 0.68 0.99 - TCI1 0.60 0.83 0.83 
sCl_Avg 0.73 1.00 0.96 TCI2 0.56 0.73 0.64 
sBr_Avg 0.65 1.00 1.00 TCI3 0.46 0.68 0.68 
sI_Avg 0.92 0.99 1.00 Jhetp 0.55 - - 
TCI5 0.61 0.85 0.79 TD 0.66 0.88 0.79 
TCI6 0.59 0.87 0.81 TR 0.66 0.87 0.79 
TCI7 0.64 0.86 0.82 PJ2DS - - - 
TCI8 0.69 0.94 0.89 J 0.61 0.86 0.86 
TCI9 0.70 0.93 0.88 SCIX0 0.75 0.99 0.92 
TCI10 0.71 0.93 0.88 SCIX1 0.73 0.99 0.92 
MTCI1 0.71 - 0.94 SCIX2 0.68 0.98 0.93 
MTCI2 0.52 - - SCIX3 0.71 0.95 0.86 
MTCI3 0.53 - 0.63 SCIX4 0.70 0.91 0.85 
MTCI4 0.54 - 0.63 SCIX5 0.61 0.84 0.79 
MTCI5 - - - CIX0 0.75 0.99 0.92 
MTCI6 - - - CIX1 0.74 0.98 0.91 
MTCI7 0.63 0.60 0.69 CIX2 0.70 0.98 0.94 
MTCI8 0.53 - 0.63 CIX3 0.70 0.93 0.85 
MTCI9 - - - CIX4 0.69 0.89 0.83 
MTCI10 - - - CIX5 0.62 0.86 0.82 
GTC 0.81 0.94 - ACIX0 0.60 0.73 0.70 
HDPI 0.67 0.76 0.93 ACIX1 0.72 - - 
RHDPI 0.71 0.97 0.91 ACIX2 0.55 0.72 0.72 
SRDS 0.74 0.98 0.91 ACIX3 0.54 0.83 0.83 
MRC 0.72 0.99 0.91 ACIX4 0.53 0.85 0.85 
BC 0.33 - - ACIX5 0.51 0.79 0.79 
LC 0.33 0.99 0.99 RDR 0.71 0.97 0.91 
KHE 0.75 0.97 0.87 RDSR 0.72 0.97 0.90 
STD(N N) 0.51 0.67 0.80 KAMS1 0.77 0.99 0.91 
STD(N O) 0.61 0.71 - KAMS2 0.78 0.95 0.87 
STD(N S) 0.82 0.63 0.65 KAMS3 0.73 0.90 0.88 
STD(N F) 0.57 0.72 0.88 KF 0.79 0.93 0.85 
STD(N Cl) 0.78 0.88 0.94 RSIpw2 - 0.72 0.81 
STD(N Br) 0.46 0.80 0.80 RSIpw3 0.49 0.66 0.66 
STD(N I) 0.80 0.95 0.93 RSIpw4 0.59 0.60 0.60 
STD(O O) 0.64 0.63 0.95 RSIpw5 0.58 0.68 0.68 
STD(O S) - 0.66 0.68 ETP 0.71 0.94 0.81 
STD(O F) 0.59 0.74 0.78 RNGCNT3 - - - 
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STD(O Cl) - 0.73 0.81 RNGCNT4 - - . 
STD(O Br) 0.81 0.91 0.91 RNGCNT5 - - - 
STD(O I) 0.96 0.86 0.89 RNGCNT6 0.62 0.64 0.64 
STD(S S) - - - RNGCNT7 - - - 
STD(S F) 0.65 - - RNGCNT8 - - - 
STD(S Cl) - - - RNGCNT13 - - - 
STD(S Br) - 0.68 0.68 RNGCNT14 - 0.70 0.70 
STD(F F) - - 0.67 RNGCNT15 - - - 
STD(F Cl) - - - RNGCNT16 - - - 
STD(F Br) - - - ATMCNT 0.74 0.99 0.92 
STD(F I) - 0.87 0.92 BNDCNT 0.71 0.98 0.91 
STD(Cl Cl) - - - ATMRNGCN 0.89 0.90 0.90 
STD(Cl Br) - - - BNDRNGCN 0.97 0.94 0.94 
STD(Cl I) - - - CYCLONUM 0.90 1.00 1.00 
WhetZ 0.75 0.88 0.86 NRS 0.85 - 0.85 
Whete 0.75 0.88 0.86 NNRS 0.97 0.83 0.97 
Whetm 0.75 0.87 0.86 RFD - - - 
Whetv 0.75 0.88 0.86 RNGPERM 0.99 0.92 0.92 
Whetp 0.75 0.88 0.86 RNGBDGE - 0.90 0.90 
JhetZ 0.60 0.92 0.92 MCD 0.63 0.69 0.69 
Jhete 0.60 0.92 0.92 RFDELTA 0.62 0.70 0.82 
Jhetm 0.60 0.92 0.92 RCI - 0.85 - 
Jhetv 0.57 0.99 0.99     
TCI4 0.60 0.83 0.78 PEOE1 - 0.62 0.62 
VSA 0.78 0.96 0.95 PEOE2 - 0.80 0.60 
MR1 - - - PEOE3 - 0.63 0.69 
MR8 0.79 0.95 0.95 PEOE4 - 0.65 0.65 
ALOGP1 0.88 0.79 0.83 PEOE5 - - - 
ALOGP2 0.80 0.84 0.87 PEOE6 - - - 
ALOGP3 0.72 0.76 0.74 PEOE7 - - - 
ALOGP4 - - - PEOE8 - 0.79 0.80 
ALOGP5 0.75 0.66 0.66 PEOE9 - 0.71 0.73 
ALOGP6 - - - PEOE10 - - - 
ALOGP7 - - - PEOE11 - - - 
ALOGP8 - 0.67 0.67 PEOE12 - 0.74 0.68 
ALOGP9 0.69 0.73 - PEOE13 - - - 
ALOGP10 0.88 0.83 0.92 PEOE14 - 0.78 0.61 
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Appendix A8: Supporting material for unsupervised ML* 

A8.1 Other clustering algorithms 

 

All clustering algorithms were implemented using python (Python Software Foundation; Python 

Language Reference, version 3.9.16; http://www.python.org)102 with several extensions for data 

handling and visualization (Numpy103 v1.22.4, Pandas104,105 v1.5.3, Matplotlib106 v3.7.1) as well as the 

Machine Learning toolbox scikit-learn109 (v1.2.2).  

 

Mean Shift clustering 

The Mean Shift clustering algorithm iteratively shifts cluster centroids towards the densest areas of the 

dataset and merges clusters that are too similar. One advantage of the Mean Shift algorithm is that the 

number of clusters to be formed is automatically determined. Additionally, the clustering result can be 

optimized by adjusting the bandwidth hyperparameter, which describes how far the cluster centroids are 

shifted based on individual samples. A larger bandwidth results in fewer and larger clusters, whereas a 

smaller bandwidth results in more and smaller clusters. Mean shift clustering was conducted using 

different bandwidth values (see Figure A8.1). No seeds were used to initialize the kernels, bin seeding 

was disabled, the minimal bin frequency was set to 1, all points were considered for clustering (i.e., 
isolated points were assigned to its nearest kernel), and the maximum iterations per seed point was set 

to 300. 

 

Figure A8.1: Cluster results of a Mean Shift clustering algorithm. The cornea dataset containing 2775 

samples characterized by 12 surface parameters was analyzed using a Mean Shift clustering algorithm. The 

bandwith hyperparameter was varied (a-f) while all other cluster parameters were kept constant. The pie charts 

depict the number of clusters formed and the cluster cardinalities (i.e., how many samples were assigned to each 

cluster). 

                                                      
* This section follows in part the publication Rickert et al., ‘Unsupervised Machine Learning to Topographically 

Analyze Corneal Tissue Surfaces’, submitted 2023 
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Agglomerative Clustering 

Agglomerative Clustering is a hierarchical clustering technique that first initializes each sample point as 
an own cluster and then iteratively merges the closest pairs of clusters until the desired number of clusters 
is reached (based on Euclidean distances). 

Agglomerative Clustering was conducted to form a predefined number of 4 clusters (n_cluster = 4). 
Clusters were merged based on the ‘ward’ linkage criterion: pairs of clusters were merged such that that 
the variance of the new clusters is minimized (using Euclidean distances).   

 

Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH) 

The BIRCH clustering algorithm is a hierarchical approach that generates a tree data structure that stores 
the data points and their corresponding sub-clusters. In this tree, each node represents a sub-cluster and 
the nodes at the lowest level of the tree contain the actual data points. 

The radius of the sub-cluster obtained during merging a new sample and the closest sub-cluster was set 
to be smaller than 0.5. If this criterion was not met, a new sub-cluster was started. The maximum number 
of sub-clusters combined in one node was set to 50. In case a new sample would enter this node such 
that the number of subclusters exceeds this threshold, that node was split into two nodes with the sub-
clusters redistributed into each. 

 

Spectral Clustering 

Spectral Clustering is a data clustering technique that uses information from the eigenvalues and 
eigenvectors of a similarity matrix to group data points into clusters. In simple words, the algorithm 
considers how data points are related to each other (in a connected graph) and uses that information to 
find groups that are similar to each other. It is especially useful for identifying clusters of complex shape. 

Spectral Clustering was conducted to form 4 clusters (n_cluster = 4). The ‘arpack’ eigen-solver was used 
and the number of eigenvectors to use for the spectral embedding was set to equal the number of 
clusters. Labels were assigned to the data points using the 'discretize' method, which assigns the label of 
the closest cluster center to each data point. No random seed was provided and the affinity matrix was 
constructed using a radial basis function (‘rbf’) kernel with a kernel coefficient of 1.0. 

 

Gaussian Mixture model 

The Gaussian Mixture clustering algorithm is a probabilistic clustering technique that models the 
distribution of data points as a mixture of Gaussian distributions, and estimates the parameters of these 
distributions to cluster the data. 

Here, the number of mixture components (n_components) was set to 4, to obtain 4 clusters. For each 
of those 4 components, an individual covariance matrix was used (covariance_type = full). Furthermore, 
a convergence threshold 1 x 10-3 was used and 1 x 10-6 was used as a covariance regularization to assure 
that all covariance matrices are fully positive. A maximum of 100 iterations were performed, and one 
initialization of the weights, the means, and the precisions was conducted using the ‘kmeans’ method. 
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A8.2 Coefficient normalization 
 

To guarantee sufficient comparability of metrics calculated for clustering results that were generated in 
feature spaces of different dimensionality (here, either 21 or 12 features as displayed in Figure 4.17), the 
following procedure was applied: first, clustering was conducted in the desired feature space (i.e., using 
either 21 or 12 features). Then, for each clustering result, all metrics were calculated in both feature 
spaces and the results were averaged. For clustering results generated in feature spaces with the same 
dimensionality (Figure 4.20c) no such normalizations had to be applied. 

 

 

A8.3 Adjusted mutual information index 
 

To compare two clustering results, the adjusted mutual information score AMI was calculated as 
described by Vinh et al..136 Therefore, for two clustering results (i.e., assignments of labels) U and V of 
the same sample set of size N, the following metrics are calculated: First, the entropy of the label 
assignments is calculated as the amount of uncertainty for a partition set, as given by 

(ܷ)ܪ = െ෍ܲ(݅) log൫ܲ(݅)൯
|௎|

௜ୀଵ

 (A8.1) 

and 

(ܸ)ܪ = െ෍ܲԢ(݆) log൫ܲԢ(݆)൯
|௏|

௝ୀଵ

. (A8.2) 

 

Here, ܲ(݅) = | ௜ܷ|/ܰ and ܲᇱ(݆) = ห ௝ܸห/ܰ quantify the probability that a sample that was randomly 
picked falls into clusters ௜ܷ and ௝ܸ , respectively. The mutual information of U and V is then given by 

(ܸ,ܷ)ܫܯ = ෍෍ܲ(݅, ݆) logቆ
ܲ(݅, ݆)

ܲ(݅)ܲᇱ(݆)ቇ
|௏|

௝ୀଵ

,
|௎|

௜ୀଵ

 (A8.3) 

 

where ܲ (݅, ݆) = ห ௜ܷ ת ௝ܸห/ܰ denotes the probability that a randomly picked sample is assigned into both 
clusters ௜ܷ and ௝ܸ . Normalization of the MI is then achieved following equation A8.4. 

(ܸ,ܷ)ܫܯܰ =
(ܸ,ܷ)ܫܯ

 (A8.4) ((ܸ)ܪ,(ܷ)ܪ)݊ܽ݁݉

 
Next, the expected value of the MI is calculated as 

[(ܸ,ܷ)ܫܯ]ܧ = ෍෍ ෍
݊௜௝
ܰ

log ൬
ܰ כ ݊௜௝
ܽ௜ܾ௜

൰
ܽ௜! ௝ܾ! (ܰ െ ܽ௜)! ൫ܰ െ ௝ܾ൯!

ܰ!݊௜௝! ൫ܽ௜ െ ݊௜௝൯! ൫ ௝ܾ െ ݊௜௝൯! ൫ܰ െ ܽ௜ െ ௝ܾ + ݊௜௝൯!
,

୫୧୬ (௔೔,௕೔)

௡೔ೕୀ൫௔೔ା௕ೕିே൯
శ

|௏|

௝ୀଵ

|௎|

௜ୀ௜

 (A8.5) 
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where ܽ௜ and ܾ௜ denote the number of elements in ௜ܷ and ௝ܸ , respectively. Finally, the adjusted mutual 
information score (AMI) is calculated as 

ܫܯܣ =
ܫܯ െ [ܫܯ]ܧ

݉݁ܽ݊൫ܪ,(ܷ)ܪ(ܸ)൯ [ܫܯ]ܧ
. (A8.6) 

 

The mean values presented in chapter 4.3 were obtained as follows: For comparing clustering results 
obtained by the same approach (e.g., comparing multiple runs of the k-Means algorithm or comparing 
manual clustering results from 10 different individuals) the pairwise AMI of each sample to all other 
samples within the group was computed. Those pairwise AMIs were then averaged. To compare the two 
approaches to each other, the pairwise AMI of all results of the first algorithm to all results of the second 
approach was calculated. Once again, those values were then averaged. 
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A8.4 Detailed description of the features of the dataset 
 

Table A8.1: Statistical descriptions of the dataset. Different statistical descriptors are provided of each 
surface parameter included in the initial dataset (a), and the dataset after applying a Minmax-scaler (b), a 
Minmax-scaler after clearing the dataset using the inter quantile range (c), or a Power Transformation (d). 

a. initial dataset 
parameter count mean std min 25 % 50 % 75 % max 
Sa 2775 0.25 0.36 0.02 0.13 0.17 0.27 7.79 
Sz 2775 10.30 24.07 0.16 3.94 5.51 8.87 611.87 
Str 2775 0.62 0.18 0.02 0.52 0.63 0.74 0.98 
Sdr 2775 0.05 0.30 0.00 0.00 0.01 0.03 8.33 
Sq 2775 0.40 0.64 0.02 0.18 0.24 0.38 11.13 
Ssk 2775 1.00 2.36 -26.94 0.06 0.47 1.45 21.98 
Sku 2775 26.26 65.50 3.11 5.09 8.89 22.75 1917.40 
Sp 2775 5.52 14.17 0.09 2.43 3.45 5.22 390.68 
Sv 2775 4.77 11.00 0.06 1.31 1.89 3.31 221.19 
Sal 2775 9.92 4.09 2.09 7.29 9.67 12.03 38.83 
Sdq 2775 0.21 0.30 0.01 0.10 0.15 0.24 6.09 
Sk 2775 0.63 0.77 0.05 0.36 0.49 0.72 20.07 
Spk 2775 0.58 0.98 0.02 0.23 0.34 0.55 15.90 
Svk 2775 0.53 1.15 0.02 0.19 0.26 0.42 15.41 
Smr1 2775 12.43 2.24 8.34 10.97 11.90 13.24 36.31 
Smr2 2775 88.71 1.74 77.62 88.10 88.97 89.68 95.88 
Sxp 2775 0.79 1.25 0.04 0.36 0.49 0.78 22.77 
Vvv 2775 0.05 0.10 0.00 0.02 0.03 0.04 1.51 
Vvc 2775 0.37 0.50 0.02 0.19 0.26 0.39 11.49 
Vmp 2775 0.03 0.06 0.00 0.01 0.02 0.03 0.92 
Vmc 2775 0.24 0.31 0.02 0.13 0.18 0.27 7.82 

 

b. scaled with a Minmax-scaler 
parameter count mean std min 25 % 50 % 75 % max 
Sa 2775 0.03 0.05 0 0.01 0.02 0.03 1 
Sz 2775 0.02 0.04 0 0.01 0.01 0.01 1 
Str 2775 0.62 0.19 0 0.52 0.64 0.75 1 
Sdr 2775 0.01 0.04 0 0.00 0.00 0.00 1 
Sq 2775 0.03 0.06 0 0.01 0.02 0.03 1 
Ssk 2775 0.57 0.05 0 0.55 0.56 0.58 1 
Sku 2775 0.01 0.03 0 0.00 0.00 0.01 1 
Sp 2775 0.01 0.04 0 0.01 0.01 0.01 1 
Sv 2775 0.02 0.05 0 0.01 0.01 0.01 1 
Sal 2775 0.21 0.11 0 0.14 0.21 0.27 1 
Sdq 2775 0.03 0.05 0 0.01 0.02 0.04 1 
Sk 2775 0.03 0.04 0 0.02 0.02 0.03 1 
Spk 2775 0.04 0.06 0 0.01 0.02 0.03 1 
Svk 2775 0.03 0.07 0 0.01 0.02 0.03 1 
Smr1 2775 0.15 0.08 0 0.09 0.13 0.18 1 
Smr2 2775 0.61 0.10 0 0.57 0.62 0.66 1 
Sxp 2775 0.03 0.05 0 0.01 0.02 0.03 1 
Vvv 2775 0.03 0.07 0 0.01 0.02 0.03 1 
Vvc 2775 0.03 0.04 0 0.01 0.02 0.03 1 
Vmp 2775 0.03 0.06 0 0.01 0.02 0.03 1 
Vmc 2775 0.03 0.04 0 0.02 0.02 0.03 1 
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c. scaled with a Minmax-scaler on a cleared dataset 
parameter count mean std min 25 % 50 % 75 % max 
Sa 1857 0.36 0.17 0 0.24 0.32 0.44 1 
Sz 1857 0.27 0.15 0 0.17 0.24 0.34 1 
Str 1857 0.56 0.18 0 0.44 0.56 0.69 1 
Sdr 1857 0.19 0.20 0 0.05 0.12 0.25 1 
Sq 1857 0.37 0.17 0 0.25 0.33 0.45 1 
Ssk 1857 0.43 0.17 0 0.30 0.37 0.50 1 
Sku 1857 0.16 0.20 0 0.03 0.08 0.20 1 
Sp 1857 0.29 0.16 0 0.18 0.27 0.37 1 
Sv 1857 0.23 0.16 0 0.13 0.20 0.29 1 
Sal 1857 0.42 0.19 0 0.28 0.41 0.54 1 
Sdq 1857 0.34 0.21 0 0.17 0.29 0.45 1 
Sk 1857 0.35 0.17 0 0.23 0.31 0.43 1 
Spk 1857 0.28 0.15 0 0.18 0.25 0.35 1 
Svk 1857 0.29 0.14 0 0.19 0.26 0.36 1 
Smr1 1857 0.39 0.17 0 0.27 0.36 0.48 1 
Smr2 1857 0.53 0.16 0 0.43 0.53 0.63 1 
Sxp 1857 0.31 0.16 0 0.20 0.28 0.39 1 
Vvv 1857 0.33 0.16 0 0.22 0.29 0.42 1 
Vvc 1857 0.34 0.17 0 0.22 0.30 0.43 1 
Vmp 1857 0.27 0.15 0 0.18 0.24 0.33 1 
Vmc 1857 0.35 0.17 0 0.23 0.32 0.44 1 

 

 

d. transformed with a Yeo-Johnson PowerTransformer 
parameter count mean std min 25 % 50 % 75 % max 
Sa 2775 0.00 1.00 -2.98 -0.71 -0.15 0.67 2.34 
Sz 2775 0.00 1.00 -5.87 -0.64 -0.08 0.60 2.71 
Str 2775 0.00 1.00 -2.41 -0.65 -0.02 0.69 2.58 
Sdr 2775 0.00 1.00 -1.13 -0.78 -0.37 0.52 2.52 
Sq 2775 0.00 1.00 -2.99 -0.70 -0.17 0.65 2.26 
Ssk 2775 0.00 1.00 -13.94 -0.38 -0.20 0.21 8.06 
Sku 2775 0.00 1.00 -1.69 -0.88 -0.10 0.86 2.19 
Sp 2775 0.00 1.00 -4.88 -0.63 -0.03 0.61 3.12 
Sv 2775 0.00 1.00 -3.86 -0.68 -0.12 0.62 2.17 
Sal 2775 0.00 1.00 -2.62 -0.59 0.06 0.61 4.52 
Sdq 2775 0.00 1.00 -2.51 -0.76 -0.10 0.72 2.34 
Sk 2775 0.00 1.00 -3.38 -0.69 -0.09 0.69 2.80 
Spk 2775 0.00 1.00 -2.82 -0.75 -0.14 0.66 2.21 
Svk 2775 0.00 1.00 -2.71 -0.71 -0.17 0.61 2.22 
Smr1 2775 0.00 1.00 -4.09 -0.70 -0.03 0.67 2.93 
Smr2 2775 0.00 1.00 -3.79 -0.48 0.06 0.53 6.99 
Sxp 2775 0.00 1.00 -3.12 -0.70 -0.13 0.66 2.32 
Vvv 2775 0.00 1.00 -2.28 -0.70 -0.25 0.55 2.43 
Vvc 2775 0.00 1.00 -3.07 -0.69 -0.14 0.67 2.38 
Vmp 2775 0.00 1.00 -2.11 -0.73 -0.26 0.59 2.31 
Vmc 2775 0.00 1.00 -3.07 -0.70 -0.12 0.68 2.46 
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A8.5 Elbow method 
 

To identify the optimal number of clusters to be formed with a k-Means clustering algorithm, the ‘elbow 
method’ was employed.271 Here, k is varied from 1 to 10, the k-Means algorithm is conducted, and the 
within-cluster sum of squares (WCSS) is calculated using the k-Means inertia method of scikit-learn109 
(Figure A8.2). With increasing k-value, the number of samples contained in each cluster decreases, and 
the samples are located closer to their respective cluster centroid; consequently, the WCSS decreases. By 
assuming that the obtained WCSS plot resembles an arm, the ideal number of clusters is then given as 
the point of highest inflection (i.e., the location of the ‘elbow’). 

 

 

Figure A8.2. Elbow curves of a k-Means 
clustering algorithm. The within-cluster 
sum of squares (WCSS) achieved with a 
k-Means clustering algorithm applied to the 
cornea dataset is displayed for varying 
values of k. In the dataset, each sample 
(n = 2775) is characterized by a feature 
vector containing either 21 (cyan) or 12 
(blue) features. 

 

A8.6 Correlation matrix of the corneal dataset 
 

 
Figure A8.3: Correlation matrix of the full feature set. The Pearson’s correlation coefficient between all 21 
features of the initially obtained feature space is displayed. A value of 1 corresponds to full direct correlation, 
whereas a value of -1 denotes full antiproportional correlation. 
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A8.7 Data distribution of the 12-dimensional feature space 
 

 
Figure A8.4: Histograms of the 12 features of the feature vector used for clustering the samples. The 
frequency distribution after applying the Yeo-Johnson Power Transformation is depicted for the features of the 
reduced feature vector comprising 12 surface parameters. All y-axes represent the frequency (starting from 0). 
The displayed x-axes apply to all graphs of the respective column. 

 

 

A8.8 Data distribution of 4 clusters formed by a k-Means algorithm 
 

 
Figure A8.5: Frequency distributions of 4 clusters. The frequency distribution of the features (per cluster) 
as obtained from a k-Means clustering algorithm employed to form 4 clusters in the 12-dimensional feature 
space is depicted. All y-axes represent the frequency (starting from 0). The displayed x-axes apply to all graphs 
of the respective column. 
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A8.9 Central images of the clusters 
 

 
Figure A8.6: Clustering result achieved with a k-Means clustering algorithm. A k-Means clustering 
algorithm was employed to group the corneal surfaces into 4 clusters (based on 12 surface properties). For each 
cluster, the ten ‘most central’ samples of each cluster, i.e., those samples that have the smallest Euclidean distance 
to the respective cluster centroid, are displayed (a-d). The scale bars apply for all images. 
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A8.10 Sample classification using the pre-trained k-Means algorithm 
 

To classify unknown samples with a k-Means clustering algorithm, the k-Means model was first used to 
form four clusters from the corneal samples as described in chapter 2.10.3 (comprising 2775 surface 
samples characterized by 12 metrological parameters). The pre-trained model was then used to classify 
12 additional corneal images derived from the tribological measurements conducted with RGP contact 
lenses (see chapter 3.3) to the four clusters created above (none of those 12 additional samples was used 
to form these clusters). Therefore, each of those samples was sorted into the cluster with the closest 
centroid to the sample in the 12-dimensinal feature space. 

 

A8.11 Clustering based on features extracted by deep neural networks 
 

As presented in chapter 4.3, a k-Means clustering algorithm was successfully used to sort samples based 
on a set of metrological surface parameters. However, in addition to calculating this set of parameters, 
deep learning methods could be used to directly analyze the topographical surfaces. More specifically, 
Convolutional Neural Networks (CNNs) that were pre-trained for image classification (usually of 
everyday objects) can be used to extract features from the topographical profiles; and those extracted 
features can then be used as input for a k-Means clustering algorithm. 

When given an image as an input, CNNs use trainable weights to assign importance gradings to different 
aspects of an image or to objects within the image. The networks can then be used to analyze or classify 
images, or to identify objects. For this purpose, CNNs mainly make use of three procedures: 
convolution, pooling, and flattening. For image convolution, filters are applied to each pixel. This can 
help the network to identify certain structures such as edges or peaks. Pooling can lower the 
computational cost by combining pixels from the same region into one, thus reducing the size of the 
image. After applying (multiple) convolution and pooling steps, the individual pixels of the resulting 
image matrix are fed into a standard neural network – a process, which is referred to as “flattening”. 
When taking a pre-trained CNN and removing the layers designated for classification while keeping only 
those that perform the feature extraction tasks, a newly created feature vector (directly derived from the 
surface appearance) can be obtained for each analyzed image. 

To extract visual features from the topographical images (other than the calculated set of surface 
parameters), a pre-trained VGG16298 model was employed, a Deep Convolutional Network for large-
scale image recognition. The topographical profiles were imported from ISO-8859-1-encoded csv files, 
each containing a 768 x 1024 pixel matrix with the height value of every pixel. Missing height values were 
replaced by ‘0’ (the valid point density of the height profiles was usually >99.9 %). The individual height 
profiles were pre-processed inspired by Ghumman et al.:299 To reduce the influence of measurement 
errors and statistical pixel outliers, the 1st and 99th percentile values of each individual height profiles 
were identified, and any pixel height outside this range was adjusted to the corresponding threshold. To 
then normalize each profile to a baseline of 0, the first percentile value was subtracted from each pixel. 
Last, the profile height values were adjusted to the typical RGB scale (ranging from 0 to 255) such that 
the maximum height of all profiles corresponds to 255. 

Afterwards, the Python Imaging Library (version 8.4.0) was used to convert the (768 x 1024 x 1) arrays 
to grayscale images, to resize them to a shape of (224, 224, 1) and to triplicate the single layers to obtain 
a (224, 224, 3) image as required by the VGG16 model (this triplication simulates the RGB channels of 
a grayscale image). Subsequently, tensorflow keras300 (version 2.12.0) was used to preprocess the images 
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according to the VGG16 requirements. Finally, all images were analyzed using the VGG16 network that 
was pre-trained on the ImageNet300 dataset (a database containing more than 14 million images of more 
than 20,000 object categories). To obtain a feature vector instead of a classification result, the top three 
layers were dropped and all transformations were conducted with the first 16 layers. Layer 16 of VGG16 
delivers a (7 x 7 x 512) feature matrix, that was flattened (i.e., transformed into a one-dimensional array), 
pre-processed using a Yeo-Johnson Power Transformer, reduced to 100 features using a principal 
component analysis (from initially 25,088 features), and then used as an input feature vector for the 
k-Means clustering algorithm. Here, for better comparability, again 4 clusters were formed. To compare 
the results obtained with this strategy to that of the k-Means clustering based on surface parameters 
(chapter 4.3), the AMI (adjusted mutual information score) is calculated (Figure A8.7a). However, once 
again, the similarity of the two clustering results is rather low, as AMI values around 0.25 are obtained.  

 
Figure A8.7: Clustering based on features extracted using Convolutional Neural Networks. Images of 
corneal surfaces were analyzed by four different CNNs to create a new feature vector. This new feature vector 
was then used to conduct k-Means clustering. The obtained clustering results were compared to those previously 
obtained with the k-Means clustering based on topographical surface parameters (a). Additionally, the different 
clustering results were intrinsically evaluated using the Silhouette coefficient (b). Error bars denote the standard 
deviation obtained from n = 100 (a) and n = 10 (b) datapoints, respectively. 

 

However, the VGG16 network is only one of many available network architectures; to test, if other 
networks could possibly agree better with the parameter-based clustering, the same (224, 224, 3) images 
fed to the VGG16 network were also used to extract features using three other Convolutional Neural 
Networks: ResNet50,301 DenseNet121,302 and InceptionV3301 that were all pre-trained on the ImageNet 
dataset. All of those networks were specifically designed for image recognition, but they differ in terms 
of network architecture. VGG16, for instance, comprises 16 layers of neurons, whereas ResNet50, 
DenseNet121, and InceptionV3 comprise 50, 121, and 48 layers, respectively. Furthermore, each 
network architecture comes with different key features: The VGG16 model uses narrow 3x3 filters in all 
convolutional layers, which gives it the ability to learn very detailed feature representations; ResNet50 
uses residual connections between the layers, i.e., each layer does not only feed the next layer but also 
2-3 layers further down the network; DenseNet121 comprises an exceptionally dense architecture as 
each layer is connected to every other layer in a feed-forward fashion; and InceptionV3 uses factorization 
to reduce the dimensionality of the network.  

For each of those networks, individual image preprocessing was conducted using the network-specific 
preprocessors provided by the keras library (i.e., RestNet50 preprocessing for the ResNet50 network, 
DenseNet121 preprocessing for the DenseNet121 network, etc.). Then, feature extraction was 
conducted similar as previously described for the VGG16 network (i.e., the classification layers were 
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dropped, the multidimensional feature vector was flattened to a 1-dimensional array, all features were 
transformed using a Yeo-Johnson Power Transformer, and the feature dimensionality was reduced to 
100 using a principal component analysis). Among the tested networks, the ResNet50 delivers the highest 
AMI scores (~0.3). However, overall, the achieved scores are rather low. This once again underscores 
that there is no clear consensus or obvious sorting criterium for the provided dataset (Figure A8.7a). 

As already explained in chapter 4.3, when no clear consensus of the clustering results is observed, each 
cluster result has to be individually evaluated regarding meaningfulness. For the new analysis based on 
the features extracted by the neural networks, a detailed analysis goes beyond the scope of this thesis. 
However, the Silhouette coefficient can be used as a first indicator. When calculating the Silhouette 
coefficient for the clustering result achieved based on features extracted by the four different networks, 
clustering based on the VGG16 features delivers the highest coefficients, whereas clustering based on 
DenseNet121 features delivers considerably lower results (Figure A8.7b). Hence, VGG16 indeed seems 
to be a good starting point for a deep-learning based feature extraction approach. However, also 
ResNet50 and InceptionV3 might be worth considering: their Silhouette score is below that obtained 
with VGG16-extracted features, but the obtained error is quite high. This suggests that by adjusting the 
k-Means clustering algorithm (in terms of iteration depth and repetitions) could stabilize those results 
on a higher level that obtained here. 

Overall, the results presented here indicate, that clustering the corneal surfaces based on features 
extracted from deep neural networks should be very well possible. One aspect to keep in mind, however, 
is that the overall clustering pipeline becomes more and more difficult to interpret, once deep learning 
approaches are involved (as now, interpreting the features is outright impossible). 
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List of abbreviations 

3DP  3D printing 

AMI  adjusted mutual information score 

BW  band width 

CA  contact angle 

CFU  colony forming unit 

CH  Calinski-Harabasz index 

CLSM  confocal laser scanning microscopy 

CNC  computerized numerical control 

CNN  Convolutional Neural Network 

DB  Davies-Bouldin index 

ddH2O  double distilled water 

DMSO  dimethyl sulfoxide 

DNN  Deep Neural Network 

DOPC  1,2-dioleoyl-sn-glycero-3-phosphocholine 

DOPE  1,2-dioleoyl-sn-glycero-3-phosphoethanolamine 

DPBS  Dulbecco’s phosphate-buffered saline 

EDC  1-ethyl-3-(3-dimethylaminopropyl)carbodiimide hydrochloride 

ELISA  enzyme-linked immunosorbent assay 

EO  ethylene oxide 

FBS  fetal bovine serum 

FWHM  full width at half maximum 

GNB  Gaussian Naïve Bayes 

HeLa  human epithelial cell line (named after the donor Henrietta Lacks)303 

HEPES  4-[2-hydroxyethyl]-1-piperazineethanesulfonic acid 

IQR  inter quartile range 

kNN  k Nearest Neighbors 

LB  lysogeny broth 

MA  methacrylic anhydride 

MEM  Minimum Essential Medium Eagle 
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MES  2-(N-morpholino)ethanesulfonic acid 

MI  mutual information score 

ML  Machine Learning 

MLR  Multinomial Logistic Regression 

MSgg  minimal salt glycerol glutamate 

MUC5AC manually purified porcine gastric mucin 

MWCO  molecular weight cut-off 

NEAA  non-essential amino acid solution 

PBS  phosphate-buffered saline 

PDMS  polydimethylsiloxane 

PGM  porcine gastric mucin (commercially obtained from Sigma-Aldrich) 

PGM-MA porcine gastric mucin (PGM) functionalized with methacrylic anhydride 

PU  polyurethane 

PVC  polyvinyl chloride 

RF  Random Forest 

RGP  rigid, gas-permeable (type of contact lenses) 

RI  refractive index 

RT  room temperature 

SAL  sterility assurance level 

SDS-PAGE  sodium dodecyl sulfate polyacrylamide gel electrophoresis  

SIH  Silhouette coefficient 

sulfo-NHS sulfo-N-hydroxysuccinimide 

TCL  tetracycline hydrochloride 

TMS-EDTA N-[(3-trimethoxysilyl)propyl] ethylenediamine triacetic acid trisodium salt 

VIF  variance inflation factor 

WCSS  within-cluster sum of squares 

WST-1  water soluble tetrazolium salt 1
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