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Abstract

Inductive power transfer (IPT) technology enables electrical power transmission without a
physical connection, making it suitable for wirelessly charging electric vehicles (EVs). IPT
offers a range of benefits, including safe, reliable and convenient battery charging, as well as
the potential for dynamic and autonomous charging. These advantages can help drive the
widespread adoption of EVs and promote a more sustainable transportation future.

However, the lack of a physical connection means that there is no defined interface between
the charging infrastructure side and the vehicle, as is the case with conductive charging. In
inductive power transfer systems (IPTSs), energy is transferred across the air-gap from the
ground transmitter coil (primary) to the vehicle receiver coil (secondary) via magnetic field
coupling. This introduces additional degrees of freedom because of inherent tolerances due to
varying air-gaps and parking offsets that can negatively affect the quality of the coupling.

Ensuring interoperability between the primary and secondary sides of IPTSs is critical to
their success, especially in public charging situations, and requires careful consideration during
the design phase. Given the number of components involved and the potential differences
in performance targets between primary and secondary designers, it can be challenging to
evaluate, describe, and ensure interoperability without impeding the technology. This thesis
explores how interoperability can be incorporated into the design of IPTSs for EV battery
charging applications. A novel approach based on impedance planes (IPPs) is presented
that facilitates interoperability considerations during the design stage. An impedance plane
method (IPM), a highly flexible design and assessment methodology, is derived in this thesis
to achieve this goal.

The IPM is an extension of an existing standardization-oriented approach, developed
here to provide a comprehensive understanding of the performance of IPTS components
under various operating conditions. This was achieved by simplifying the IPTS topology and
formulating the necessary assumptions that are used to derive the IPM. Four impedance
interfaces were introduced together with operational constraints and system/component
requirements at each interface, to establish capability planes that can be applied to define
and assess design spaces at any other interface. The IPM was successfully applied to an EV
charging use-case, demonstrating its effectiveness in redesigning and assessing systems with a
focus on interoperability. The method provides real operational boundaries and can analyze
multiple operating points (such as battery voltage ranges) simultaneously.

The IPM was further improved by conducting separate studies of the individual components
of the IPTS, with a focus on their respective interoperability issues. The study of the magnetics
led to a novel approach for estimating leakage flux at various distances from the secondary
coil within the IPPs, enabling IPTS human exposure safety regulations for EV charging to be
considered within the IPM. The study also examined the effects of the coupling factor and
coil current limitations on the impedance zone that an IPTS can provide. The combination
of all considerations allowed the derivation of an interoperability zone linked to output power
and minimum coupling factor that ensures safe operation under all requirements.

In addition, the electronics aspects of power conversion within the IPTS, in particular
the rectifier stage and the power supply inverter, have been studied. The results of this



investigation led to an extension of the IPM that enabled losses to be taken into account,
thereby improving its significance. Consequently, six power interfaces were established and,
based on certain assumptions, loss estimations were derived for each component, neglecting
details of switching and core losses given that the model focuses on the fundamental component
and assumes linearization. Despite these simplifications, the incorporation of losses allows the
IPM to calculate heatmaps of efficiencies and other parameters, thus enabling a comprehensive
study of the distribution within the IPPs. This was demonstrated in a comprehensive public
charging use-case where a primary was evaluated for different secondaries under various
operating conditions, further highlighting the extensive performance analysis capabilities
of the IPM. This analysis identified limiting factors and suggested adjustments to improve
interoperability. The presented public charging use-case demonstrated how the primary
electronics can be re-evaluated to operate under all conditions, and how losses reduce the size
of the IPPs due to the increased power requirements that components must cover at each
interface.

Moreover, a sensitivity analysis was carried out on the tuning components of the IPTS to
gain deeper insight into their impacts on the system operation and their interdependencies. The
tuning parameters were varied to facilitate the design of the tuning process for interoperability,
as opposed to conventional approaches that often target a single operating condition. These
results were then applied to a 50 kW IPTS, demonstrating the ability of the IPM to account
for leakage, coupling, and current constraints while coping with battery voltage and coupling
variations.

Finally, to provide critical insight into vehicle assemblies designed for operation with
surface-mount systems but made to operate with a flush-mount ground assembly system and
vice versa, the full IPM, including its extension, was used to compare two 50 kW IPTSs. The
ability of the IPM to address interoperability issues by identifying the limiting factors and
suggesting improved design decisions was demonstrated. The results highlighted the challenge
of achieving full interoperability using only passive elements due to system complexity,
variation and tolerances. The study showed that the use of active elements or control can
reduce the stress on the entire IPTS, thereby improving interoperability.

Overall, the IPM provides a comprehensive approach to address interoperability in IPTSs,
particularly in EV charging applications. It has the potential to be widely applicable in other
areas due to its ability to be tailored to specific use-cases, allowing for the consideration of
numerous interoperability aspects. However, several assumptions and simplifications were
necessary to develop and present the IPM, and future work should consider incorporating
additional system boundaries, develop an improved method that incorporates other key losses
and important harmonics in order to further enhance the performance and applicability of
the IPM.



Kurzfassung

Die Technologie der induktiven Energieübertragung (IET) ermöglicht die Übertragung elek-
trischer Energie ohne physische Verbindung und eignet sich daher für das kabellose Laden
von Elektrofahrzeugen. IET bietet eine Reihe von Vorteilen wie sicheres, zuverlässiges und
bequemes Aufladen der Fahrzeugbatterie sowie das Potenzial für dynamisches und autonomes
Laden. Diese Vorteile könnten dazu beitragen, die breite Akzeptanz von Elektrofahrzeugen
voranzutreiben und eine nachhaltigere Zukunft des Verkehrs zu fördern.

Aufgrund der fehlenden physikalischen Verbindung gibt es im Gegensatz zum konduktiven
Laden keine definierte Schnittstelle zwischen Ladeinfrastruktur und Fahrzeug. Bei induktiven
Energieübertragungssystemen (IETSs) wird die Energie durch Magnetfeldkopplung über den
Luftspalt von der Senderspule am Boden (Primärseite) auf die Empfängerspule im Fahrzeug
(Sekundärseite) übertragen. Dieser zusätzliche Freiheitsgrad führt jedoch zu Toleranzen
aufgrund unterschiedlicher Luftspalte und Parkversätze, die sich negativ auf die Qualität der
Kopplung auswirken können.

Die Interoperabilität zwischen der Primär- und Sekundärseite von IETSs ist entscheidend
für deren Erfolg, insbesondere im öffentlichen Ladebereich, und muss in der Entwurfsphase
sorgfältig berücksichtigt werden. Aufgrund der Anzahl der beteiligten Komponenten und der
potenziell unterschiedlichen Designziele der Entwickler auf der Primär- und Sekundärseite
kann es eine Herausforderung sein, die Interoperabilität zu bewerten, zu beschreiben und
sicherzustellen, ohne die Technologie zu beeinträchtigen. Diese Dissertation untersucht wie
Interoperabilität im Entwurf von IETSs für Elektrofahrzeug-Batterieladeanwendungen integri-
ert werden kann. Es wird ein neuartiger, auf Impedanzräumen basierender Ansatz vorgestellt,
der die Berücksichtigung der Interoperabilität während der Entwurfsphase ermöglicht. Um
dieses Ziel zu erreichen, wird in dieser Disseration die Impedanzraum-Methode (IPM), eine
sehr flexible Entwurfs- und Bewertungsmethode, hergeleitet.

Die IPM ist eine Erweiterung eines bestehenden Ansatzes, um ein umfassendes Verständnis
der IETS-Komponenten unter verschiedenen Betriebsbedingungen zu ermöglichen. Dazu
wurde die IETS-Topologie vereinfacht und notwendige Annahmen formuliert, die dann zur
Herleitung der IPM verwendet wurden. Es wurden vier Impedanzschnittstellen eingeführt,
wobei Komponenten- und Systemgrenzen sowie Anforderungen an jeder Schnittstelle berück-
sichtigt wurden, um durch das IETS bedienbare Zonen abzuleiten. Diese können dann auf
jede andere Schnittstelle übertragen und flexibel zur Bewertung des Systems verwendet
werden. Die Fähigkeiten der IPM zur Bewertung und zum Design von IETSs im Hinblick
auf Interoperabilität wurden anhand eines Beispiels für das Laden von Elektrofahrzeugen
demonstriert. Die Methode erlaubt es, mehrere Betriebspunkte gleichzeitig zu untersuchen
und dabei individuelle Systemgrenzen an verschiedenen Schnittstellen zu berücksichtigen.

Die IPM wurde durch die detaillierte Betrachtung einzelner Komponenten des IETS er-
weitert. Der Schwerpunkt lag dabei auf den jeweiligen Interoperabilitätsproblemen. Die
Untersuchung der Magnetspulen lieferte einen neuen Ansatz zur Abschätzung der Streufluss-
dichten in verschiedenen Abständen von der Sekundärspule innerhalb der Impedanzräume.
Damit können sicherheitskritische Aspekte beim Laden von Elektrofahrzeugen mit der IPM
berücksichtigt werden. Darüber hinaus wurden die Auswirkungen des Kopplungsfaktors und



der Stromgrenzen der Spulen auf die Impedanzräume, die ein IETS zur Verfügung stellen
kann, untersucht. Die Kombination aller Untersuchungen ermöglichte die Ableitung einer
leistungs- und kopplungsabhängigen Interoperabilitätszone, in der ein sicherer Betrieb unter
allen Anforderungen gewährleistet ist.

Des Weiteren wurden die elektronischen Komponenten innerhalb des IETSs, insbesondere
die Gleichrichterstufe und der Wechselrichter, untersucht. Die Ergebnisse dieser Untersuchung
führten zu einer Erweiterung der IPM, die die Berücksichtigung von Verlusten und damit
detailliertere Ergebnisse ermöglicht. Dazu wurden sechs Leistungsschnittstellen definiert
und Verlustabschätzungen für alle Komponenten abgeleitet, wobei Aspekte der Schalt- und
Kernverluste aufgrund der Vereinfachung der Oberschwingungen und Linearisierung vernach-
lässigt wurden. Trotz dieser Vereinfachungen erlaubt die Einbeziehung der Verluste der IPM
die Berechnung von Wirkungsgraden und Kennfeldern anderer Parameter, wodurch eine
umfassende Untersuchung der Verteilung innerhalb der Impedanzräume ermöglicht wird. Dies
wurde in einem umfassenden Anwendungsfall für öffentliche Ladestationen demonstriert, in
dem eine Primärseite für verschiedene Sekundärseiten unter verschiedenen Betriebsbedingun-
gen untersucht wurde. Diese Analyse ermöglichte es, limitierende Faktoren zu identifizieren
und Anpassungen zur Verbesserung der Interoperabilität vorzuschlagen. Im vorgestellten An-
wendungsfall wurde gezeigt, wie die primäre Leistungselektronik neu entworfen werden kann,
um unter allen Bedingungen interoperabel zu sein. Weiterhin wurde aufgezeigt, wie Verluste
die Größe der Impedanzräume aufgrund des erhöhten Leistungsbedarfs der Komponenten an
jeder Schnittstelle verringern.

Zusätzlich wurde eine Sensitivitätsanalyse für die Kompensationskomponenten des IETSs
durchgeführt, um einen detaillierten Einblick in deren Auswirkungen auf den Systembetrieb zu
erhalten. Die Kompensationsparameter wurden zunächst einzeln variiert, um anschließend die
Erkenntnisse auf die Auslegung der Kompensationsnetzwerke zu übertragen, mit dem Ziel der
maximalen Interoperabilität. Diese Erkenntnisse wurden dann auf ein 50 kW IETS angewendet,
um zu zeigen, dass die IPM die Analyse von Streufluss-, Kopplungs- und Strombegrenzungen
bei gleichzeitiger Berücksichtigung von Spannungs- und Kopplungsschwankungen ermöglicht.

Schließlich wurde die gesamte IPM einschließlich der Erweiterung verwendet, um zwei
50 kW IETSs zu vergleichen. Dies ermöglichte einen detaillierten Einblick in den Betrieb von
oberflächenmontierten Systemen mit bündig montierten Systemen und umgekehrt. Dadurch
wurde die Fähigkeit der IPM demonstriert, Interoperabilitätsprobleme zu lösen, indem
einschränkende Faktoren identifiziert und verbesserte Designentscheidungen vorgeschlagen
wurden. Außerdem zeigten die Ergebnisse, dass es aufgrund der Systemkomplexität, der
Abweichungen und Toleranzen schwierig ist, eine vollständige Interoperabilität mit nur
passiven Elementen zu erreichen. Die Ergebnisse deuten darauf hin, dass die Verwendung
aktiver Elemente oder einer kontrollierten Steuerung die Belastung des gesamten IETSs
verringern und somit die Interoperabilität verbessern kann.

Insgesamt bietet die IPM einen umfassenden Ansatz zur Untersuchung der Interoperabilität
in IETSs, insbesondere in Elektrofahrzeug-Ladeanwendungen, und hat das Potenzial, auch in
anderen Bereichen anwendbar zu sein, da es auf spezifische Anwendungsfälle zugeschnitten
werden kann und die Berücksichtigung zahlreicher Interoperabilitätsaspekte ermöglicht. Für
die Entwicklung und Darstellung der IPM wurden jedoch einige Annahmen und Vereinfachun-
gen getroffen. Zukünftige Arbeiten, wie z.B. die Entwicklung einer verbesserten Methode zur
Berücksichtigung aller Verluste und Oberschwingungen, könnten die Leistungsfähigkeit und
Anwendbarkeit der Methode weiter verbessern.
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1 Introduction

Inductive Power Transfer (IPT) is a practical Wireless Power Transfer (WPT) method that
enables the transfer of electrical energy between a source and a load via magnetic field
coupling without the need for a physical connection. IPT is classified as a subcategory of
electromagnetic coupling WPT, which also includes Capacitive Power Transfer (CPT), which
uses electric fields, and other methods such as Acoustic WPT and Optical WPT, which
transfer energy via acoustic and light waves, respectively [1, 2].

Electromagnetically coupled WPT can be further categorized into short and long range
distance WPT as well as the method of coupling. However, coupling via magnetic or electric
fields can only be separated at short range distances. At far field distances the Poynting
vector, which describes the electromagnetic energy flow, can no longer be neglected. Thus, the
electric and magnetic fields are not decoupled, which usually happens at very high frequencies
(≥ 2 GHz, [3]). An overview of the different electromagnetic coupled WPT methods and WPT
technologies can be found in Fig. 1.1 and Fig. 1.2, respectively. This represents the state of
the art at the beginning of this thesis, while more recent research has led to increasing power
levels for up to 15 kW for CPT [4] and 500 kW–1 MW for IPT [5, 6].

WPT has a wide variety of applications due to its different operating principles. One
particular application that has generated a lot of interest in research and industry in recent
years is the idea of wirelessly charging the battery of an Electric Vehicle (EV). In addition
to being more convenient and safer, wireless charging of EVs has great potential to enable
dynamic charging of EVs as well as the push towards autonomous driving, as the charging
process can be fully automated [7]. In addition to wireless charging of an EV, the general
technology of WPT can be useful (and is already being used) in many different fields, some
of which are listed in Fig. 1.1.
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metal plates, capacitive CET systems 
also have the potential to reduce EM 
interference (EMI).

The power level and efficiency of 
these CET systems is in the range of 
5–50 W and 50–80%, respectively.

Typical applications of capacitive 
CET systems include supplying power 
to light-emitting diode (LED) lamps, 
mobile phones, soccer-playing robots, 
sensors for respiratory machines bio-
potential measurement systems, and 
other devices [11], [12].

Inductive CET Systems
Figure 5 shows the basic block diagram 
of inductively coupled CET systems. 
It consists of a primary-side dc/ac 
resonant converter, which converts dc 
into high-frequency ac energy. Next, 
the ac energy via a transformer with 
the inductive coupling factor k is trans-
ferred to the secondary-side receiver.

The secondary side is not connect-
ed electrically with the primary side 
and thus can be movable (linearly 
and/or rotating), giving flexibility, mo-
bility, and safety to supplied loads. On 
the secondary side, the high-frequen-
cy ac energy is converted safely by an 
ac/dc converter to meet the require-
ments specified by the load param-
eters. In most cases, a diode rectifier 
with a capacitive filter is used as an 
ac/dc converter. However, in some 
applications an active rectifier or in-
verter (for stabilized dc/ac loads) is 

required [15], [26]. Hence, the induc-
tively coupled CET system consists 
mainly of a large air gap transformer 
and resonant converter.

Variants of ICET
Depending on the power range and 
air gap length, different transformer 
cores can be used. A general overview 
representing a typical construction of 

inductive coupling used in CET sys-
tems is shown in Figure 6. It can be 
seen that for a high power and low 
air gap, transformers with magnetic 
cores in the primary and secondary 
sides are applied.

Contrary to this, for a large air gap 
and low/medium power, air trans-
formers (coreless) are preferred. A 
special case is a sliding transformer 

Table 1–Overview of CET technologies.

Technology 
(Medium) 

Converter 
switching 
frequency (kHz)

Output 
Power (W)

Distance 
length 
(mm)

Efficiency 
(%)

Properties Typical Applications 

Acoustic 
(sound) 

20–100 0.01–1000 0.2–1 
1–300 

1–80 Strong directional 
High distance/size 
When EM waves are not allowed 

Through–metal–wall 
Sensor nuclear technology 
Biomedical 
Ultrasonic CET 

Light 
(optical EM) 

(1012)  
700–1,400 nm 

1 –100 Long 
(m to km) 

20–30 Laser beaming 
Long distance 
Thermal derating 

Space 
Terrestrial technology 
Biomedical 

Capacitive 
(electric field) 

100 kHz to several MHz 1 –50 Low 
0.1–0.5 

50–80 Metal penetration 
Reduced EMI 
Low standing 
Power losses 

LED supply 
Mobile phones
Playing robots 
Sensors 

Inductive 
(magnetic field) 

20 kHz to several MHz 1 W–200 kW 0.2–2,000 80 90$ - High efficiency 
High EMI 
Low distance/size 
No metal penetration abilities 

EV and battery chargers 
Robots and manipulators 
Cranes and AG–EV 
Mobile devices 
Sensors and actuators 

Figure 3 – The basic principles of light CET system. The transmitting transducer (T) and the 
receiver (R).
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Figure 4 – The basic principles of the capacitive CET system.
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Figure 1.1 – Categories of electromagnetic coupling methods [3].
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1 Introduction

3.1.3 Relationship among WPT types

The relationship among nonresonant type, coupled-resonant type, and far-field type

WPT is shown in Figure 3.3. In this figure, horizontal axis represents transmission

distance and vertical axis represents the role of magnetic field and electric field.

The most traditional WPT scheme is magnetic induction and electrostatic

induction, shown as ‘‘Type 1’’ in Figure 3.3. In this scheme, the resonant capacitor

may be used for power factor compensation due to a leakage flux. However, load

impedance is determined by power demand of the load. As a result, when trans-

mission distance increases, transmission efficiency decreases in accordance with a

coupling coefficient.

One of the implementations of ‘‘resonant WPT’’ is magnetic induction with

optimum complex impedance, shown as ‘‘Type 2’’ in Figure 3.3. The difference

between Type 1 and Type 2 is that not only the imaginary part but also the real part

of the load impedance is adjusted to achieve simultaneous conjugate matching to

realize maximum power transfer efficiency for Type 2, while the real part of the

load impedance is determined by power demand for Type 1. From the viewpoint of

power transmission on the air, the principle of Type 2 is completely explained by

magnetic induction. It is remarkable that WPT based on power electronics con-

siders coupling coil as a part of the power conversion circuit [2]. On the other hand,

in the WPT based on RF technology, RF power source and RF coupling device are

designed independently, and then they are connected.

Magnetic
induction

Short range Long range

Coupling by both 
E- AND H-field 

Coupling by
 E- OR H-field

WPT without
resonance

Electrostatic
induction

Complex conjugate
matching

WPT with
resonance

E-field dominant
self-resonance

H-field dominant
self-resonance

Magnetic induction
+ resonant capacitor

Electrostatic induction
+ resonant inductor

Far-field (radiation)
WPT

Type 1 Type 2

Type 3

Type 4

Using far-field

Self-resonant
 structure

Figure 3.3 Relationship among various kinds of WPT scheme

Basic theory of resonance coupling WPT 25

Figure 1.2 – Overview of WPT technologies [1].

When it comes to the proper WPT technology, Fig. 1.2 shows that not every method
is suitable for EV charging. To compete with conductive charging, EV charging needs to
transfer several kW with high efficiency over a reasonably high ground clearance provided by
the vehicle. Due to the increasing demand for high power transfer capabilities, minimal radio
frequency interference potential and efficiency, acoustic, light and capacitive WPT are not
suitable for this application. This leaves IPT as the preferred solution.

The concept of IPT is based on the principle of transformers and magnetic induction
discovered, experimentally verified and theorized by scientists such as Faraday, Henry, Ampère,
Oersted, Maxwell and Hertz [8]. IPT can be thought of as a loosely coupled transformer, as
shown in Fig. 1.3, since the presence of an air-gap reduces the coupling of the magnetic fields,
but the principle remains the same.

This usually results in low efficiency, but can be solved by using magnetic resonance. This
helps to increase the range of the IPT, as seen in Fig. 1.2. For a better understanding of

Ip

Vp

Is

Vs

Φ
Ip

Vp

Is

Vs

Φ

Air-Gap δ

Figure 1.3 – Principle of a ideal transformer, left: strongly coupled, right: loosely coupled.
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1.1 A Brief History of IPT
 Wireless Power Transfer for Electric Vehicles andMobile Devices
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Figure . Examples of the Tesla coil, which is a type of resonant transformer (25 kHz–2 MHz), invented in 1891.

on three-phase AC power systems and induction motors, Nikola Tesla made the most signifi-
cant contributions to the era of electricity of the twentieth century.
Nikola Tesla was very interested in AC magnetic fields, which were the basis of many of his

inventions, such as wireless communications, induction motors, and WPT systems. As easily
recognized by experienced engineers, magnetic fields are very difficult to deal with compared
to electric fields and electric circuits. The design of magnets and coils is regarded as one of the
most challenging tasks in electrical engineering. A Tesla coil, as shown in Figure 1.4, is one of
the examples that is difficult to design and to understand in terms of its behavior. He invented
this coil as a means of generating a high-frequency and high-voltage power source and it is
still being used to generate electric sparks. At that time, there were no semiconductor switches
that could withstand high voltage, so he used a mechanical switch to ignite resonant ringing of
LC circuits. Utilizing the parasitic capacitances and inductances of the secondary transformer,
he boosted the resonant voltage to several tens of kV. This “resonant transformer” is a unique
characteristic of the Tesla coil and quite different from conventional transformers, which are
close to an ideal transformer. For example, the output voltage of a resonant transformer is not
simply proportional to the turn ratio of primary and secondary windings of the transformer
and it usually becomes much higher than the turn ratio when tuned. This strange phenomenon
has been amysterious issue in the design of the Tesla coil and can be explained by theories such
as the coupled inductor model and the gyrator circuit model in Part II of this book.
Understanding the Tesla coil is a good start in understandingWPT and gives us many useful

design tips forWPT because the Tesla coil design involves transformer design, coil design, stray
inductance and capacitance modeling, compensation circuit design, insulation issues, ground

Rim, Chun T., and Chris Mi. Wireless Power Transfer for Electric Vehicles and Mobile Devices, John Wiley & Sons, Incorporated, 2017. ProQuest
         Ebook Central, http://ebookcentral.proquest.com/lib/munchentech/detail.action?docID=4875240.
Created from munchentech on 2020-02-10 02:55:57.
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Figure 1.4 – Examples of the Tesla coil, which is a type of resonant transformer (25 kHz–
2 MHz), invented in 1891 [9].

resonant IPT, a brief history of the technology is provided in the following section. More on
the general history of WPT can be found in [1–3, 8, 9].

1.1 A Brief History of IPT
The first Inductive Power Transfer Systems (IPTSs) were proposed in 1890 by Hutin and
Leblanc (for an electric tram) [10, 11] and around 1900 by Nikola Tesla ([12–15]). Tesla is
also well known for his work on resonant circuits in transformers and invented the famous
Tesla coil (1891, [16]) which is a resonant transformer, see Fig. 1.4. He is also known for his
idea of free wireless power transmission around the world which he tried to realize with his
research project at the Wardenclyffe Tower [15].

Due to the lack of suitable power electronics (switches), these ideas could not be properly
applied and viable solutions came much later in history.

The first IPTS for EV charging was implemented about 40 years later by Babat in 1943
[17] and almost 30 years later, in 1972, Otto proposed and patented an inductively powered
vehicle [18], but the work was eventually abandoned [19].

In the 1980s, a project of the Partners for Advanced Transportation Technology (PATH)
was founded in California (UC Berkeley), where a roadway powered IPT vehicle with a
variable air-gap was developed [20], see Fig. 1.5. Due to the use of an iron core and the lack
of good control methods, only 60 % efficiency was achieved [21].

A wave of more recent work and academic interest began with the development of an IPTS
for materials handling by Boys and Green in 1991 at the University of Auckland (UoA) [22,
23], which also marks the first real success of the IPT technology as it was licensed and
funded by Daifuku Co. Ltd [19]. It is a track-based system using an elongated coil on the
primary driven by a resonant power supply.
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Fig. 2. Roadway-powered electric bus and cross section of roadway and
onboard power inductors.

of Caltrans and PATH in the national IVHS program, most of
the leading competitors for the National Architecture program
were willing to go through this additional step to gain the
Caltrans/PATH partnership on their team. Following an intense
competition, Caltrans and PATH chose the Rockwell team as
their partner and continued as members of the Rockwell team
through both phases of the National Architecture program.

The work on the National Architecture program provided a
good introduction to the mixture of technical and institutional
issues that characterize most ITS projects. Indeed, the major
focus of the Caltrans and PATH participants in the Architecture
project involved ensuring that the institutional issues were given
appropriate weight alongside the technical issues that are more
typical of aerospace system architecture work and evaluating
the transportation system impacts of eventual ITS deployments
based on the architecture.

California was among the most enthusiastic and persistent
advocates of changing the name of IVHS to ITS in 1992–1993
in order to emphasize the broader multimodal applications of
the systems. It was important that this be not just seen as a
program for “vehicle industry” and “highway” interests but that
it address the needs of the transportation system as a whole.
PATH changed its own name at about the same time in order to
make the same point.

VIII. RESEARCH ON AUTOMATED HIGHWAY SYSTEMS

PATH is the only ITS research program to make a compre-
hensive long-term investment in research on AHS. From the

Fig. 3. First PATH lateral control test vehicles (AMC Hornet with magnetic
guidance display and Toyota Celica with IMRA steering actuator and line-scan
cameras for independent measurement verification).

very start of the program, the primary goal was to develop the
capabilities that are needed to make a significant leap forward
in reducing congestion, and AHS has long appeared to be the
only alternative that could make such a strong contribution.
The original sponsors at Caltrans and the original researchers at
the University of California saw these opportunities and seized
on them.

PATH began building its vehicle experimental capabilities in
the late 1980s, acquiring the hardware and software support
staff, test vehicles, shop facilities, and test tracks to enable
experiments with vehicle automation technology. The first
PATH experiments on the use of permanent magnets that are
embedded in the roadway for vehicle guidance were conducted
in 1988–1989, proving the ability to detect vehicle position
accurately based on magnetic field measurements [11]. PATH
built a short test track (about 300 m) at the University of
California’s Richmond Field Station in 1991–1992 to provide
the venue for testing automatic vehicle steering control based
on the magnetic guidance concept and implemented its first
automatic steering control on a Toyota Celica that was provided
with an electronic steering actuator by IMRA America, Inc.
(Fig. 3).

In 1989, Ford provided PATH with four vehicles to use as
experimental platforms for automatic longitudinal control in a
close-formation platoon. PATH equipped these vehicles with
throttle and brake actuators, forward ranging radars, and wire-
less LAN communication systems, as well as control computers
and software to implement cooperative vehicle following at
close separations [12]. By 1992, the first vehicle-platooning
experiments were successfully concluded, and the four-vehicle
platoon capability was demonstrated for visitors on the I-15
HOV lanes in San Diego, CA, in 1994 (Fig. 4).

The ISTEA transportation reauthorization legislation in-
cluded a provision stating that, “The Secretary [of Transporta-
tion] shall develop an automated highway and vehicle prototype
from which future fully automated intelligent vehicle-highway
systems can be developed . . .. The goal of this program is to
have the first fully automated roadway or an automated test
track in operation by 1997.” This language was inserted by the

Authorized licensed use limited to: Technische Universitaet Muenchen. Downloaded on November 18,2022 at 01:08:53 UTC from IEEE Xplore.  Restrictions apply. 

Figure 1.5 – Roadway-powered electric bus and cross section of roadway and onboard power
inductors [20].

This marked the beginning of a widespread interest in resonant IPTSs, an overview of
which is given in Tab. 1.1 and Fig. 1.6. Other comprehensive reviews of the state of the art
or development can be found in [24–29].

Regarding EV charging, prominent magnetic resonance work has been published by Kurs
et al. [31], which seemingly “successfully mathematically formulated the resonant coupled
power transfer between two resonant coils, demonstrating the transfer of 60 W at a distance
of 1.8 m using 10 MHz AC electricity.” but ultimately uses the resonance principle already
demonstrated by Tesla [32]. A critical review of this controversy as well as an overview of the
history of magnetic resonance for WPT can be found in [32] and [33].

One reason for the slow development of WPT technology for EV charging was the lack of a
standard and the long development time. However, the first standards are in place since 2020
(more in Section 2.5.1), and recent development is focused on Heavy-Duty (HD) charging
and increasing power transfer [28, 49].
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present. The risk of human exposure, however, is unique to 
WPT. Incidental exposure can occur near the sides or bum-
per of the vehicle during charging. Guidelines set forth by 
the International Commission on Non-Ionizing Radiation 
Protection (ICNIRP) give reference levels for general public 
exposure to time-varying fields, including a limit of 27 nT rms  
magnetic field exposure in the frequency range from 3 kHz 
to 10 MHz [25], with additional considerations required for 
frequencies above 100 kHz [26]. The geometric design of the 
coil, ferrites, and conductive shielding elements (including 
the vehicle underbody) are required to ensure any possible 
human exposure remains below safe reference levels, even 
under misalignment.

Particularly for IPT, foreign metallic objects present 
an additional concern. Eddy currents induced in metal-
lic objects due to the magnetic fields can cause danger-
ous heating and ignition risk, e.g., gum wrappers, cans, 
or staples. If the system cannot be designed with suffi-
ciently small magnetic fields to prevent ignition, foreign 
object detection (FOD) sensing and control schemes are 
required [27].

The SAE J2954 specifies a multitude of design, communica-
tion, and testing procedures for light-duty wirelessly-charged 

EVs. Standardization facilitates interoperability of dissimi-
lar coil geometries and designs, and provides a common 
reference assessment for safety, EMC, and performance 
under misalignment. These benefits come at the cost of a 
limited design space, in particular due to the 85 kHz fre-
quency used for powers below 11 kW. Compliance with 
SAE J2954 is not required, however, proliferation of wire-
less charging in EVs will benefit from the interoperability 
afforded by standardization.

Figure 16 summarizes the state-of-the-art WPT sys-
tems for EV charger applications from both the indus-
try and academia. The color of dot represents the WPT 
technique applied. Critical performance specifications 
are also labeled, including system dc-dc efficiency, coil 
power density and power transfer distance. Compared 
to CPT, IPT is a relatively mature technology for WPT 
systems for EV chargers with air gap up to dozens of 
centimeters with power rating up to tens of kilowatts. 
Most use frequencies below 100 kHz, many of which 
use 85 kHz following SAE J2954. The highest coil sur-
face power density of the reviewed works is 250 kW/m2 
achieved by the 88.5 kHz, 50 kW three-phase series-com-
pensated coil in [28].
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Figure 1.6 – State of the art for wireless EV charging [30].

1.2 EV Charging: Interoperability and Challenges
Interoperability describes the ability of a system to work or communicate with another system.
In the context of EV charging, interoperability is a system characteristic that specifies the
ability of a charging station to address many different receiver sides or vice versa. Unlike
conductive charging, wireless EV charging does not provide a connector or plug that clearly
defines the interfaces and thus the interoperability between charger and receiver.

As a result, interoperability requires special consideration during the design process of a
wireless charging system. The structure of an IPTS is shown in Fig. 1.7. The application of
EV charging introduces interoperability challenges that can be categorized into magnetic and
electrical interoperability, highlighted in red and blue, respectively.

Due to the high air-gap, related to the ground clearance of an EV, the magnetic coupling
between the charging coil on the ground surface and the receiving coil on the bottom of the
EV is very low and also depends on the ground clearance of the EV. In addition, parking
over the charging coil will always involve some misalignment. There may also be differences
between coil sizes and coil topologies, which can lead to different fundamental magnetic field
distributions that may not be compatible with each other. Ultimately, this leads to tolerances
and variations in the magnetic coupling that must be handled by the IPTS.

In addition to magnetic interoperability, there may be fundamental differences in the
circuit topologies used by different EVs or charging stations. This may result in different
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Table 1.1 – A Sample of Important Milestones, Products and Projects related to IPT
Manufacturer/Project Applications Power/Frequency Air-Gap
IPT Technology/ENRX
[34]

Bus (static/dynamic) 180 kW –

WAVE [6, 35] Bus (static) 50 – 1 MW/20 kHz 15 – 25 cm
Momentum Dynamics/In-
ductEV [36, 37]

Bus (static) 300 kW –

WiTricity [38] Car (static/dynamic) 11 kW/85 kHz 25 cm
KAIST (OLEV) [39] Bus (dynamic) 200 kW/20 kHz 10 – 20 cm
EVATRAN (Gen 2) [40] Car (static) 7.2 kW/N/A 17.8 cm
ORNL [41, 42] Car (static) 200 kW/85 kHz 10 cm
FABRIC [43] Car (dynamic) 22 kW/85 kHz 25 cm
UNPLUGGED [44] Bus (static) 50 kW/25 kHz 25 cm
STILLE [45] Car (static) 11–22 kW/85 kHz 25 cm
BiPolPlus [46] Car (static) 22 kW/85 kHz 12.5 cm
InterOp [47] Car (static) 3 kW/140 kHz –
INTIS [48] Car (static) 22 kW/ 85 kHz –

Primary
Coil

Compensation
AC

DC

Inverter

=

∼

PFCMains

Secondary
Coil

Compensation

DC

AC
Rectifier Battery

Figure 1.7 – Overview of an IPTS for EV battery charging. Magnetics are highlighted in
red and electronics in blue.

system behavior and requirements (e.g., rated currents) that cannot be provided by the
other side. Also, the rated power or frequency of the primary or secondary side may be
different, which can result in inefficient charging or incompatible transmitters and receivers.
The magnetic coupling variation also affects the electrical components and influences the
choice of topologies, such as tuning networks. Typically, the two domains cannot be designed
separately.
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In the context of electrical interoperability, communication between the primary and
secondary sides is also very important, as it is necessary to clarify which protocol is to be
used and what type of information needs to be transmitted. This also applies to the control
of an IPTS, which is often related to cost issues.

At last, as mentioned above, there are standards to which an IPTS must comply. These
standards, most important for EV charging is SAE J2954 [50], define expected interoperability
requirements and set performance expectations such as frequency, efficiency, power levels,
air-gaps, alignment tolerance and communication. SAE J2954 also provides a framework
to describe system-level interoperability. It introduces two interfaces on the primary and
secondary sides and defines impedance zones that must be matched by the primary and
secondary electronics to be interoperable. Details of this approach are discussed in Section 2.5.

On the one hand, these standards are very helpful because they provide a design framework
that facilitates independent design of the primary and secondary sides. On the other hand,
each IPTS must be compliant with those standards, which may limit the design space. Thus,
conformity with all required standards must be considered during the design phase and may
be difficult to achieve in some cases.

For IPTSs for EV charging to be successful, interoperability between the primary and
secondary sides is crucial. Especially for use-cases like public charging, the prospect of having
an IPTS in an EV and only being able to charge at certain proprietary charging stations does
not look promising. On the other hand, installing a charging station in a public place that is
only capable of addressing a few EVs is not economically feasible and would most likely not
be well accepted. An example of what charging stations can look like when interoperability
is not properly considered is shown in Fig. 1.8. It shows a conductive charging station and
emphasizes the importance of interoperability, as this is a situation that should be avoided.

Even if a proprietary IPT EV charging system is the design goal (e.g., as Tesla (Inc.) does
with its own conductive chargers [52], or for other corporate design reasons), there will still
be tolerances in the coupling (parking offset, height tolerances due to luggage, etc.) that
cannot be avoided and will affect the overall system performance.

1.3 Motivation and Goals
With the presented IPT background and the challenges associated with achieving interop-
erability in EV charging, the following questions which this thesis aims to address arise,
are:

• How can interoperability be defined and evaluated in the context of IPTSs for EV
battery charging?

• How can a system design be achieved that balances both high interoperability and good
performance, given that the two are not always aligned?

• Is it possible to design an efficient system for interoperability when only one side or
part of the system is known or can be influenced?

• How can interoperability be incorporated into the complete design stage of IPT EV
charging systems?

• How can a high degree of freedom for designers be maintained when considering interop-
erability and regulations (and not slowing or stopping innovation for the technology)?

7
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Figure 1.8 – Example of a charging station for conductive charging with bad interoperability
from the infrastructure side [51].

To address these issues, this thesis aims to develop a design and evaluation methodology for
IPTSs with a focus on interoperability. To achieve this, the aforementioned impedance-based
approach from [50] is used. This thesis expands on that approach and uses it to develop a
design methodology. Furthermore, all components of an IPTS are examined for their magnetic
and electrical interoperability issues in order to better understand the impact of tolerances
and changes to the system, as well as interoperability aspects within the system behavior
and different interfaces. Therefore, an analytical model is established and four interfaces
are introduced. The most common topologies between these interfaces are discussed. Most
importantly, variations of important (to be identified) metrics such as coupling, tuning and
leakage and their consideration in the design methodology will be discussed.

Another goal of this thesis is to keep the design method as adaptable as possible, so that it
can be applied to as many use-cases as possible, while considering different interoperability
aspects at different design stages. The ultimate goal is to provide a customizable design
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1.4 Thesis Outline

method where the designer can set the interoperability requirements (which may be completely
different from system to system), apply the method, and get a reasonably good design. It
should not matter whether a system has to be built from scratch for public charging or an
inverter has to be redesigned for a specific proprietary system.

Finally, this thesis aims to present some examples where the method is applied to design
or evaluate different scenarios.

1.4 Thesis Outline
The thesis is structured as follows:

Chapter 2 provides an overview of the fundamental principles of an IPTS. This chapter
presents the different topologies of each part of the system, along with important equations
and the effects on system behavior. This section establishes the fundamentals necessary to
develop the methodology and presents the previous work done on it.

Chapter 3 introduces the Impedance Plane Method (IPM) and establishes the basic
interfaces necessary for its implementation. Different system boundaries are implemented
and the transfer of impedances between interfaces is introduced for different topologies. An
example with step-by-step explanations of the analytical method is included to provide a
clear understanding of the IPM.

After presenting the method, Chapter 4 elaborates on the magnetic parts of the system
and discusses the effects of changes in coupling factor, leakage flux, and coil design on the
Impedance Planes (IPPs). The effects of these investigations are then shown in another
example.

Similarly, Chapter 5 examines the electrical parts of the IPTS, such as different rectification
topologies. The method is extended by introducing losses in various parts of the system,
which are then incorporated into the IPP analysis. An extensive public charging use-case and
the impact of the loss extension of the IPM are presented.

In Chapter 6 the aspects of different compensation topologies as well as active tuning
effects are discussed. These aspects are studied in a sensitivity analysis and it is shown how
the method can be used for active tuning design.

After extending the methodology and studying the magnetics and electronics in detail,
the complete IPM is then applied to higher power, 50 kW systems in Chapter 7. The
interoperability of two independently designed 50 kW systems is assessed.

Chapter 8 summarizes the thesis, reflects on the contributions and results, and then gives
an outlook on open issues and suggests future work that could not be covered within this
thesis.
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2 Fundamentals of IPT

A comprehensive examination of the impact of interoperability aspects on IPTSs requires a
thorough understanding of their behavior. This chapter aims to provide such an understanding
by detailing the fundamentals of an IPTS and the specific functionalities of each of its
components.

The chapter begins with a discussion of the general requirements of an IPTS for EV
charging, followed by a detailed overview of the different topologies for each component.
Important metrics, notations, practical considerations, and common simplifications frequently
used throughout this thesis are derived. In addition, the chosen approaches for circuit analysis
and simulation methods are presented.

Furthermore, the interoperability aspects in the context of EV charging, which were
previously addressed in the last chapter, are further examined from a technical perspective.
Special emphasis is placed on their impact on the operation of the IPTS, which allows for a
more comprehensive understanding of the impact of interoperability aspects on the IPTS.

2.1 IPT for EV Charging

The structure of the IPTS shown in Fig. 1.7 can be simplified as shown in Fig. 2.1. The
magnetic coils in the central block transfer power across the air-gap. Due to the high air-gap
required by the application, IPTSs for EV charging have low couplings, so reactive power
compensation is required at each coil, along with operating at or near resonance. The inverter
provides high frequency electrical energy from the grid (or power factor correction (PFC)) to
the primary coil. The AC energy received on the secondary is rectified to provide DC power
to the battery (load).

The first assumption made throughout this thesis is that the grid and PFC are considered
ideal and can be replaced by an ideal DC voltage source. This is a feasible assumption since

Vs

Is

Source

DC

AC

Inverter

iin

vin

Primary
Compensation

i1

v1

Magnetic
Coils

i2

v2

Secondary
Compensation

iout

vout

AC

DC

Rectifier

Ibat

Vbat

Load

Figure 2.1 – Simplified topology of an IPTS.
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the power factors of modern PFCs are very high. This thesis will consider the apparent input
power provided from the grid, known as

S = v · i∗ = V I · ej(φv−φi) = S · ejφ (2.1)
P = Re (S) = S · cos(φ) (2.2)
Q = Im (S) = S · sin(φ) (2.3)

as ideal, which means that there is no reactive power provided by the grid, so φ = 0◦ and the
DC input power is purely active:

Sin = Pin = Vs · Is. (2.4)

The general equations for active power P and reactive power Q are given in Eq. (2.2) and
Eq. (2.3), respectively.

As can be seen in the previous equations, this thesis uses capital letters to indicate DC
and constant values and lower letters to indicate AC and time-dependent values, except for
commonly used metrics and Greek letters. Phasors and complex values are underlined, while
matrices are underlined with a curly bracket. The analysis performed in this thesis assumes
steady state conditions, which implies that only the phasor x of a time-varying sinusoidal
function x(t), usually described by x(t) = x · ejωt = X · ej(ωt+φx), is considered. Voltage and
current are also time-dependent and can be simplified using phasors.

The primary objective of an IPTS for EV charging is to ensure efficient charging of the
battery. To achieve this goal, each component of the IPTS in Fig. 2.1 should be designed
to operate as ideally as possible. However, it is important to recognize that perfection in
IPTS design is difficult to achieve in practical applications, and it is necessary to account for
various sources of tolerance that can affect system performance.

One such source of tolerance in IPTSs is the misalignment of the primary and secondary
coils in the x-, y-, and z-directions, which can lead to changes in the magnetic coupling
between the coils. The misalignment tolerance has a significant impact on the overall system
behavior and its effects must be considered in the design and operation of an IPTS.

In addition to the technical aspects, the regulatory and safety issues discussed in the
previous chapter must also be considered. The magnetic field generated by the coils can pose
a danger to pedestrians or animals, so appropriate safety measures must be taken. In this
thesis, only the leakage flux field distribution is discussed, while topics such as Foreign Object
Detection (FOD) and Live Object Protection (LOP) are beyond the scope of this research
(see [9, 53, 54]). Furthermore, the focus of this thesis is on unidirectional power transfer from
the grid to the battery, so bidirectional power transfer (e.g. [55, 56]), as well as dynamic
charging (e.g. [57–60]) and three-phase systems (e.g., [61–66]), are also not considered.

The regulatory framework has chosen a frequency of 85 kHz, which makes it possible to
ignore far-field radio frequency effects. In order to limit the variations, HD charging is also
excluded. The regulatory framework for this use-case is not far advanced, and the applications
and power levels are very different from static EV Light-Duty (LD) charging, which is the
use-case in this thesis.

2.2 Components of an IPT System
This section discusses all the components shown in the simplified circuit in Fig. 2.1, their
most common topologies, and the (steady-state) simplifications that can be made.
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2.2 Components of an IPT System

2.2.1 Battery Load

Fig. 2.2 shows a typical charging profile as observed for lithium-ion batteries [67]. For EV
charging, a constant current output is desired [68]. For the purposes of this thesis, ideal DC
values are assumed and DC ripple is neglected. Consequently, the output power is simplified
as active power only and can be calculated using the expression:

Pout = Vbat · Ibat, (2.5)

where Vbat is the constant voltage modeled for the battery, and Ibat is the current output.
By modeling the battery with a constant voltage, it can be simplified and represented as a
resistive load, as shown by the following equation:

Vbat = Rbat · Ibat. (2.6)

Vbat, Ibat

t

Ibat

Vbat

CC Mode CV Mode

Figure 2.2 – Typical battery charging profile.

2.2.2 Secondary Rectifier and Control

Efficient charging of an EV battery requires a mechanism to control the AC power received
from the secondary coil and convert it to DC power. To accomplish this, AC/DC converters
are used, as shown in Fig. 2.3.

Several rectification topologies are available, each with a different impact on the system
performance. Secondary power flow control is typically included in this stage. Although active
rectification can reduce losses, it also increases the cost of the system. The following sections
describe the most commonly used passive and active rectifier topologies. System behavior is
generally dependent on the primary topology and operation, and for simplicity this section
assumes a current-controlled primary.

Passive Rectification Topologies

Full Bridge Rectifier A full-bridge rectifier consists of four diodes arranged in a bridge
configuration. The secondary coil is connected to the input of the rectifier and the load (i.e.,
the battery and filter components) is connected to the output of the rectifier, as shown in
Fig. 2.4a.

During the positive half cycle of the AC voltage, diodes D1 and D4 are conducting and
current flows through the load in the forward direction. During the negative half cycle of
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iout

vout

AC

DC

Ibat

RbatVbat

Figure 2.3 – Secondary side AC/DC converter.

the AC voltage, diodes D2 and D3 are conducting and current flows through the load in the
reverse direction, see Fig. 2.4b.

In this case, the output of the compensation network represents the rectifier source, which
differs depending on the tuning topology chosen, and also affects the load filter (capacitive
or inductive filter). However, if the input is a sinusoidal current source, Fig. 2.4 shows the
rectifier topology and the resulting waveforms (with the fundamental output voltage vout(1)).

In many cases, only the fundamental wave is of interest, and in this case the entire rectifier
can be replaced by an equivalent AC resistor [69]. The relationship between DC and AC
resistances or values can be calculated as follows for a current source (series) converter:

Iout = π

2
√

2
Ibat (2.7)

Vout = 2
√

2
π

Vbat (2.8)

Rac = Vout
Iout

= 8
π2 Rbat = 8

π2
V 2

bat
Pout

. (2.9)

where Iout and Vout are the RMS values of iout and vout, respectively.

iout

D2

D1

D4

D3

Cf Rbat Vbat

ibat Ibat

(a)

v

t

|vout|

vout(1) Vbat

i

t

|iout|

ibat

Ibat

(b)

Figure 2.4 – Passive full bridge rectifier (current source), (a) topology and (b) waveforms.
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In the case of a voltage source (parallel) converter (topology and waveforms can be found
in [69]) the equivalent AC-values can be derived with:

Vout = π

2
√

2
Vbat (2.10)

Iout = 2
√

2
π

Ibat (2.11)

Rac = Vout
Iout

= π2

8 Rbat = π2

8
V 2

bat
Pout

. (2.12)

Current Doubler Another well known passive topology is the current doubler, which is very
useful for high current, low voltage systems [70]. The topology is shown in Fig. 2.5a and the
ideal relationships between equivalent AC and DC values are as follows:

Iout = 1
2 · 2

√
2

π
Ibat (2.13)

Vout = 2 · π

2
√

2
Vbat (2.14)

Rac = 4 · π2

8 Rbat = π2

2
V 2

bat
Pout

. (2.15)

It can be seen that this topology allows twice the DC current to be obtained for the same
AC current compared to the conventional full bridge rectifier. However, it also changes the
load presented to the coils. This topology has been used by Double-D Pad (DDP) systems
(informative appendix) in [50].

Voltage Doubler Contrary to the current doubler, the voltage doubler can be used. Here, the
DC voltage is doubled compared to the regular full bridge rectifier (current source converter)
for the same AC voltage. This rectifier topology has been used to reduce losses in [71], as well

iout

vout

Ibat

Cf Rbat Vbat

(a)

iout

vout
Lf

Ibat

Rbat Vbat

(b)

Figure 2.5 – Topologies of passive rectification stages, (a) current doubler and (b) voltage
doubler.

15



2 Fundamentals of IPT

as in a bidirectional system discussed in [72]. The topology of the voltage doubler rectifier is
shown in Fig. 2.5b, and the ideal equations for AC-DC conversion are given below:

Iout = 2 · π

2
√

2
Ibat (2.16)

Vout = 1
2 · 2

√
2

π
Vbat (2.17)

Rac = 1
4 · 8

π2 Rbat = 2
π2

V 2
bat

Pout
. (2.18)

Impedance Compression Network Another passive topology, commonly referred to as the
“Impedance Compression Network”, is utilized by the reference secondary coils (SAE Vehicle
Assembly (VA) WPT3 Z1-Z3, see Section 2.5.1) in [50], as shown in Fig. 2.6. The objective
of this topology is to reduce the stress on the AC side caused by battery voltage variations
(by compressing the range of the resulting impedances). An analysis of this topology can be
found in [73]. The total impedance of the rectifier can be expressed as

Zrect = X2 + R2
ac

Rac
, (2.19)

where Rac is calculated using Eq. (2.9).

iout

vout Cf Rbat Vbat

Ibat

X

Zrect

Figure 2.6 – Passive impedance compression network rectifier.

Active Rectification Topologies

Active rectification can be a useful technique to control power flow and to compensate
or reduce losses on the secondary side of an IPTS. There are several solutions for active
rectification, including phase shift control [74, 75], switched controlled capacitors [76], and
active impedance control [77]. For bidirectional power transfer, an active rectification stage is
inevitable to enable the direction of power flow to be changed [78].

However, a detailed discussion of active rectification is beyond the scope of this thesis.
Instead, this thesis focuses on simpler control methods, such as a rectifier followed by either
a buck or boost converter, depending on the tuning, which will be discussed in the following
section.
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2.2 Components of an IPT System

Boost Converter The boost converter is a widely used DC-DC converter that uses a
decoupled controller to regulate the output voltage. It operates by changing the duty cycle
of the switch to alter the load presented to the resonant converter. The amount of voltage
boost is proportional to the duty cycle. Therefore, the output voltage can be controlled by
adjusting the duty cycle.

The boost converter is often used to regulate the output voltage in parallel tuned systems
due to its current source nature (when using a current controlled primary).

One of the main advantages of the boost converter is its simplicity and few components,
making it a cost-effective solution for many applications. However, it should be noted that
the boost converter can affect the equivalent AC resistance of the system, which should be
considered during the design phase.

Applications of the boost converter can be found in various papers such as [23, 79, 80],
and its topology is shown in Fig. 2.7.

The AC to DC conversion of the load can be determined using a similar approach as that
used in the previous sections, but with the inclusion of the duty cycle D as an additional
degree of freedom that is restricted to the range of 0 − 1:

Vout = π

2
√

2
(1 − D)Vbat (2.20)

Iout = 2
√

2
(1 − D)π Ibat (2.21)

Rac = Vout
Iout

= π2

8 (1 − D)2Rbat = π2

8 (1 − D)2 V 2
bat

Pout
. (2.22)

vout

iout Irec

SVrec

Ibat

Cf Rbat Vbat

Figure 2.7 – Active rectifier with (decoupled) boost controller.

Buck Converter The buck converter is commonly used in series tuned systems for power
control due to its voltage source nature (when the primary side supplies a constant current).
The topology of the buck converter is shown in Fig. 2.8. More detailed discussions on the
application of buck converters can be found in studies such as [81–83].

The load can be controlled in a similar manner as in the boost converter by adjusting
the duty cycles, and the corresponding AC equivalent values can be determined using the
equation (as presented in [81]):

Rac = π2

8
D2

Rbat
. (2.23)
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vout

iout

CB

S Lf Ibat

Cf Rbat Vbat

Figure 2.8 – Active rectifier with buck controller.

Summary and Simplifications

To simplify the analysis, the effect of harmonics is usually neglected (see Section 2.3) and
continuous conduction is assumed. In many cases, only the fundamental wave is of interest
(First Harmonic Approximation (FHA) can be applied, see Section 2.3.1). In such scenarios,
the presented AC resistance Rac can be determined and replace the rectification stage in the
circuit, as shown in Fig. 2.9.

This approach eliminates the need to account for the non-linear switching behavior, and
the calculation can be simplified with fundamental harmonic analysis using RMS values.
An overview of all the presented rectifiers and their conversion from DC to equivalent
(fundamental) AC-values is given in Tab. 2.1.

iout

vout

AC

DC

Ibat

RbatVbat

Rac

iout

Racvout

Figure 2.9 – Secondary rectifier with FHA simplification.

Table 2.1 – Calculation of the AC-Values (FHA) for Different Rectifier Topologies
Rectifier Vout Iout Rac

Full Bridge Rectifier
(current source)

2
√

2
π Vbat

π
2
√

2Ibat
8

π2 Rbat

Full Bridge Rectifier
(voltage source)

π
2
√

2Vbat 2
√

2
π Ibat

π2

8 Rbat

Current Doubler 2 · π
2
√

2Vbat 1
2 · 2

√
2

π Ibat 4 · π2

8 Rbat

Voltage Doubler 1
2 · 2

√
2

π Vbat 2 · π
2
√

2Ibat
1
4 · 8

π2 Rbat
Impedance Compression
Network

2
√

2
π Vbat(X = 0) π

2
√

2Ibat(X = 0) R2
ac+X2

Rac

Boost Converter π
2
√

2Vbat(1 − D) 2
√

2
π(1−D)Ibat

π2

8 Rbat(1−D)2

Buck Converter 2
√

2
π·D Vbat

π
2
√

2Ibat · D 8
π2

D2

Rbat
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2.2.3 Secondary Compensation

As discussed in more detail in the Section 2.2.6, the primary coil induces a voltage in the
secondary coil. If the secondary coil is open-circuited, the induced voltage can be calculated
using the equation (2.24).

Voc = jωMI1. (2.24)

On the other hand, if the secondary is short-circuited, the current flowing through the coil
can be determined using

Isc = Voc
jωL2

= M

L2
I1, (2.25)

with L2, M and I1 being the secondary self-inductance, mutual inductance and primary coil
current, respectively.

Voc and Isc are fundamental characteristics of the secondary coil as they define the
uncompensated power Psu which can be transferred through the coil as

Psu = Voc · Isc. (2.26)

When a load is connected to the coil terminals, the maximum transferable output power is
(see [84])

Pout,max = 1
2Psu. (2.27)

However, in practical applications such as IPTSs for EV charging, the maximum transferable
output power is often insufficient at low coupling [85]. To compensate for this, a capacitor is
tuned to the resonant frequency fs and compensates for the inductive impedance.

The effects of tuning are illustrated in Fig. 2.10. There are basically two methods of
resonant tuning: series compensation and parallel compensation, and when used, they allow
the secondary to draw more power from the system. Series tuning holds Voc constant while
increasing the output current by Q2Isc, and parallel tuning holds Isc constant while increasing
the output voltage by Q2Voc. The load quality factor Q2 describes the ratio of reactive power
to active power.

Voc Series tuned

Isc

Parallel tuned

Q2Voc Resonance

Q2Isc

Psu = Voc · Isc

No Compensation

V

I

Figure 2.10 – Series or parallel resonance tuning principle for current-controlled primaries.
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The load quality factor is an important metric and primarily describes how much the power
transfer can be increased [85]. Using Eq. (2.24) and (2.25) the output power in a compensated
system can be calculated as

Pout = ω
M2

L2
I2

1 Q2. (2.28)

There are several ways to tune a system, and any topology can be used for interoperability,
so the most common topologies are described below. The naming convention for tuning is
always in the direction towards the coil terminals. The following analysis is done in steady-
state, considering only the RMS values and reactances (with the corresponding impedance
being Z = jX).

Series Tuning

A secondary series tuned and loaded circuit is shown in Fig. 2.11 on the left side. If the
impedance of the inductor and the capacitor are in resonance (ωL2 = XL2 = XCs2 = 1

ωCs2
),

they cancel each other out and the circuit simplifies as shown on the right side.
As previously mentioned, Voc is connected to the load and the current I2 is boosted and

can be calculated as
I2 = Isc · Q2 (2.29)

with Q2 being the loaded quality factor, which is

Q2 = ωL2
Rac

= 1
ωCs2Rac

(2.30)

in a series tuned circuit. Further information can be found in [84–86].

Parallel Tuning

A parallel tuned circuit is shown in Fig. 2.12 and can be simplified to a current source circuit
(in resonance) using the Norton equivalent [85]. The resonance condition is similar to the
series tuning, in this case XL2 = XCp2 = 1

ωCp2
. Here the load current is similar to Isc while

the output voltage is boosted by Q2Voc with

Q2 = Rac
ωL2

= ωCp2Rac. (2.31)

jωMI1

I2 L2

V2

Cs2
Iout

Rac Vout Voc

I2

Rac Vout
Resonance
ωL2 = 1

ωCs2

Figure 2.11 – Ideal secondary series tuned circuit.
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Voc

I2 L2 Iout

Cp2V2 Rac Vout Isc

I2

L2

Iout

Cp2V2 Rac Vout

Isc

I2

Rac Vout

Norton
Equivalent

Resonance
ωL2 = 1

ωCp2

Figure 2.12 – Ideal secondary parallel tuned circuit.

LCL Tuning

The circuit and simplification of an LCL tuned secondary is shown in Fig. 2.13. The LCL
circuit combines the previous two topologies as it acts like a parallel tuned system because it
provides a current source to the load.

However, it acts like a series tuned system when coupled to another coil [86]. The load
quality factor is similar to Eq. (2.31) and the resonance condition is X2 = ωL2 = 1

ωCp2
= ωLs2.

Voc

I2 L2 Ls2 Iout

Cp2V2 Rac Vout Isc

I2

L2

Ls2 Iout

Cp2V2 Rac Vout

Isc

Ls2 Iout

Rac Vout

Norton
Equivalent

Resonance
ωL2 = 1

ωCp2
= ωLs2

Figure 2.13 – Ideal secondary LCL tuned circuit.

LCC Tuning

The topologies shown above boost either current or voltage. More complex topologies, such
as LCC tuning, can be used when both need to be boosted. For this purpose, the load quality
factor can be divided into a current boost factor Qi and a voltage boost factor Qv (see [85]):

Q2 = Qi · Qv =
(∣∣∣∣

Iout
Isc

∣∣∣∣
)

·
(∣∣∣∣

Vout
Voc

∣∣∣∣
)

. (2.32)
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In the case of an LCC tuned circuit, the current and voltage boost factor can be calculated
as

Qi = ωL2
X2

(2.33)

Qv = Rac
X2

(2.34)

with X2 being the reactance of the partial compensated inductor X2 = ωL2 − 1
ωCs2

. The
resonance condition is X2 = ωL2 − 1

ωCs2
= 1

ωCp2
= ωLs2 and the circuit is shown in Fig. 2.14.

Partial-Series Tuning

Similar to the LCC tuned circuit, the partial-series tuned system increases current and
voltage, but does not have the additional inductance and actually acts like a parallel tuned
system. The circuit is shown in Fig. 2.15 and the quality factors and resonance condition are
similar to the LCC tuned circuit.

Summary

The resonance conditions, the ratio of coil current and voltage to load current and voltage,
and the quality factors for all the tuning topologies presented are summarized in Tab. 2.2.

Extensive research has been conducted on compensation and its design, with varying scopes.
Some comprehensive overviews and analyses can be found in the literature in [87–93].

2.2.4 Primary Power Supply

Inverters are required to energize the primary coil to provide the primary current (along
with the primary tuning, which will be discussed in the next section) needed for the power
transfer as described in the previous section.

Voc

I2 L2
Cs2 Ls2 Iout

Cp2V2 Rac Vout

X2

Isc

I2

X2

Ls2 Iout

Cp2V2 Rac Vout

Isc

Ls2 Iout

Rac Vout

Norton
Equivalent

Resonance
ωL2 − 1

ωCs2
= 1

ωCp2
= ωLs2

Figure 2.14 – Ideal secondary LCC tuned circuit.
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Iout

Cp2V2 Rac Vout

X2

Isc

I2

X2

Iout

Cp2V2 Rac Vout

Isc

Iout

Rac Vout

Norton
Equivalent

Resonance
ωL2 − 1

ωCs2
= 1

ωCp2

Figure 2.15 – Ideal secondary partial-series tuned circuit.

iac

vac

SW1

SW2

SW3

SW4

Cf−+Vdc

Idc

vA vB

Figure 2.16 – Schematic of the full bridge inverter topology.

The most common voltage source inverter topology is the H-bridge shown in Fig. 2.16.
Other topologies such as half-bridge, Class E or Class D inverter [94], Boost Active Bridge [95]
or the current sourced push-pull inverter [96], can be found in the literature and are not
discussed here.

The H-bridge has four switches (SW1-SW4) and is powered directly from the DC bus. It
consists of two legs that are typically driven 180◦ out of phase (conduction angle α) with a
duty cycle of 50 % and the typical waveforms are shown in Fig. 2.17a. This operating mode
is chosen to easily achieve Zero Voltage Switching (ZVS). In practice, it is necessary to add
some dead time to prevent current shoot through [97].

The load connected to a voltage source inverter cannot have a parallel capacitor across the
output terminals and should be inductive in order to achieve ZVS. Mostly MOSFETs are
used as switches, which have a higher turn-on energy and therefore higher turn-on losses,
thus ZVS is an important condition to achieve.
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Table 2.2 – Summary of all Tuning Topologies, their Resonance Conditions and Load Quality
Factor
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Figure 2.17 – H-bridge inverter waveforms with (a) α = 180◦ and (b) α = 120◦.

If only the fundamental wave is considered, the output voltage Vin can be calculated as a
function of the conduction angle and input voltage:

Vin = 2
√

2
π

sin
(

α

2

)
VDC. (2.35)

In some cases, the phase shift control is used as a control method to vary the output
voltage as seen in Eq. (2.35) under conditions where the DC bus cannot be lowered. When α
is set to 120◦, this condition results in the lowest Total Harmonic Distortion (THD) in the
voltage and current waveforms [97] and the waveforms are shown in Fig. 2.17b. Under these
conditions, it is more difficult to achieve ZVS.

Other ways to control the coil current (or output voltage) are to change the bus voltage
Vdc or the duty cycle D or the conduction angle α, which is basically a control of the primary
quality factor. However, these control methods are not necessarily the most efficient.

For most of the thesis, only the fundamental wave is needed, which allows the inverter to
be modeled as an ideal sinusoidal voltage source where Eq. (2.35) is used to calculate the
voltage vin. This approach neglects switching losses and this will be discussed in detail in
Chapter 5.

2.2.5 Primary Compensation
As mentioned above, the goal of the inverter is to supply current to the primary coil, and the
primary side compensation (or tuning) network is used to match the input impedance of the
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2 Fundamentals of IPT

resonant inverter to the resonant load (secondary side). This is necessary to ensure that the
system operates at or near resonance, which reduces the reactive load seen by the inverter,
which in turn reduces the ratings of the switches and therefore cost and space [68].

Without a compensation network, the input impedance of the resonant inverter may not
match the resonant load impedance, resulting in poor power transfer efficiency, increased
losses, and potential damage to circuit components. The compensation network is designed
to provide the necessary reactive components to achieve impedance matching between the
inverter and the load and to maintain resonance over a range of load conditions. In addition,
it acts as a natural bandpass filter, making the square wave more sinusoidal, allowing for
the approximation of considering only the fundamental, and also reducing Electromagnetic
Interference (EMI) [68].

The design of the compensation network depends on several factors, including the resonance
frequency of the coils, the load resistance, and the coupling coefficient between the primary
and secondary coils. In general, the compensation network consists of a series or parallel
resonant network tuned to match the resonance frequency of the coils and achieve maximum
power transfer efficiency.

As mentioned above, it is not possible to use a parallel network directly when using a voltage
source inverter. There are solutions that require current source topologies, transformers with
DC blocking caps (large) or push-pull inverters, and many others, but these are beyond
the scope of this thesis (see [68] for more background information). The three topologies
considered for primary tuning in this paper are series, LCL and LCC, as shown in Fig. 2.18.

One of the most important considerations in primary tuning is the effect of the reflected
impedance Zrefl. The reflected impedance is the impedance seen by the primary coil due to
the presence of the receiver coil, and is a function of the coupling coefficient between the two
coils as well as the secondary side tuning or load impedance.

Series tuning (Fig. 2.18a) is often used because it is simple and ZVS can be easily achieved.
The primary coil current can be calculated as

i1 = vin
jωL1 + 1

jωCs1
+ Zrefl

(2.36)

and if resonance (ωL1 = 1
ωCs1

) is achieved then the current can be simplified to

i1 = vin
Zrefl

. (2.37)

The primary current is controlled by the reflected impedance, and if Zrefl varies greatly,
as it does when using different secondaries (∆k), it will affect the tuning points and may
be difficult to control or achieve constant power transfer. When no load is present, the
primary current is infinite, so this must be avoided or the components may be damaged. In
addition, the harmonics introduced in a series-tuned coil can be very large (reflected from
the secondary) [97].

This can be avoided with a different tuning topology. In an LCL tuned circuit, as shown
in Fig. 2.18b, the primary current is independent of the load. Under resonance conditions
(ωL1 = 1

ωCs1
= ωLs1), the bridge current only has to supply the real power (if the secondary

is ideally tuned) and can be calculated as follows

iin = vinZrefl
ω2L2

1
. (2.38)
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Figure 2.18 – Primary compensation networks, (a) series tuning, (b) LCL tuning and (c)
LCC tuning.

The primary coil current can then be derived as

i1 = vin
jωL1

(2.39)

and it can be seen that the coil current is independent of the load. The topology allows the
inverter to act as a current source to the primary coil. In addition, the LCL tuning results in
the primary current having a low THD, regardless of the secondary side [97].

If the LCL topology is used and an additional current boost is required (due to Vin
constraints), the LCC topology (Fig. 2.18c) can be used. This will either allow a larger
primary current for the same inverter voltage as the resonance condition and the reactance
seen by the parallel capacitor is now ωL1 − 1

ωCs1
= ωLs1 = 1

ωCp1
or allows to drive the same

current with a lower inverter voltage compared to LCL tuning [97]. The current can then be
calculated as

i1 = vin
jωL1 − 1

jωCs1

. (2.40)
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To deal with variations in coupling or reflected impedance or self-inductance, active tuning
can be used, which adjusts the tuning values to achieve resonance over a wide range. This is
discussed in detail in the Chapter 6.

2.2.6 Magnetic Coils
As mentioned in Chapter 1, the coupling between the coils is based on the principle of
electromagnetic induction. When an AC current is passed through a transmitter coil, in this
case the primary side, a magnetic field develops around this coil. When a receiver (secondary
coil) is placed in the vicinity of the magnetic field, the coil captures the magnetic flux and
induces a voltage that drives a current. Thus, electrical energy is transferred from the primary
to the secondary via magnetic field coupling, similar to a transformer.

Depending on the position and relatively high air-gap, the coils in an EV charger are
usually loosely coupled, which means that only a fraction of the magnetic flux is captured. In
general, a distinction is made between the main flux, which determines the energy transfer,
and the leakage flux, which does not participate in the energy transfer and should be avoided,
especially in the proximity of humans.

The magnetic flux in a coil depends on the magnetic field flux density B⃗ and the coil area
A⃗ and can be calculated as

Φ =
∫∫

B⃗dA⃗, (2.41)

while the magnetic flux density is related to the magnetic field Ĥ generated by the AC current
through the coil (Maxwell’s equations). The magnetic flux density depends on the material
and its properties (relative permeability µr) in which it is distributed:

B̂ = µ0µrĤ. (2.42)

Consequently, magnetic materials with high permeability, such as ferrite, are used to increase
the flux density.

Using Faraday’s law, the induced voltage in a coil can be calculated as

v = N
dΦ
dt

(2.43)

where N is the number of the winding turns.
The inductance of a coil is defined as

v = L
di

dt
(2.44)

and with Eq. (2.43) it can be seen that the inductance is the ratio between magnetic flux
linkage Ψ = NΦ and the current i:

L = NΦ
i

. (2.45)

If the current and magnetic field come from the same coil, L is referred to as self-inductance.
If the magnetic flux couples to another coil, the ratio of the current (from the other coil) to
the flux from the source coil is called the mutual inductance M .

The magnetic flux through a coil can then be distinguished by the sources:

Ψ1 = Ψ11 + Ψ12 = N1Φ11 + N2Φ12 = L1 · i1 + M · i2 (2.46)
Ψ2 = Ψ22 + Ψ21 = N2Φ22 + N1Φ21 = L2 · i2 + M · i1 (2.47)
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Figure 2.19 – Fundamental flux coupling principle.

i1 L1 − M L2 − M i2

M

im

v1 v2

Figure 2.20 – Equivalent circuit of coupled coils based on the T-transformer representation.

with Ψ12 = Ψ21 = ΨM.
The differential voltage equations for coupled coils as shown in Fig. 2.19 can then be

calculated as

v1(t) = R1 · i1(t) + NdΦ1
dt

= R1 · i1(t) + L1 · di1(t)
dt

+ M · di2(t)
dt

(2.48)

v2(t) = R2 · i2(t) + NdΦ2
dt

= R2 · i2(t) + L2 · di2(t)
dt

+ M · di1(t)
dt

(2.49)

which can then be represented as a T-transformer circuit, as shown in Fig. 2.20.
An important metric for quantifying coupling quality is the ratio of the leakage flux to the

main flux, also known as the coupling factor k which can be calculated as

k = M√
L1L2

. (2.50)

This metric is very important because it quantifies the amount of power being transferred
across the air-gap by the coils.

The magnetic material and air-gap cannot be changed, so the coupling will be low, but the
shape of the coils can be adjusted to alter the field and improve coupling and unwanted leakage
flux. Factors such as size, area, material, and shape play a significant role in determining the
level of coupling, and extensive research has been conducted on this topic. Among the single
coil topologies, the Circular Pad (CP) and DDP are the most commonly used and are shown
in Fig. 2.21a and Fig. 2.21b, respectively. While numerous other topologies exist, this thesis
focuses on the CP and DDP, and a brief overview of multi-coils and other topologies will be
provided in Chapter 4.

The common structure is to have an aluminum shield at the bottom for shielding purposes,
shown in gray. The ferrite layer above the shield, shown in black, is for proper flux guidance
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Figure 2.21 – 3D perspective and cross-sectional view of the (a) CP and (b) DDP topologies.

and coupling increase and is also a topic in the literature [98–101]. Other materials are
possible (e.g. nanocrystalline [102], soft magnetic composite (SMC) [103, 104]) for reasons of
cost, robustness or weight and research is ongoing in this area, but throughout the thesis
ferrite is assumed since it is most common and has low loss. It has a high permeability
and usually saturation can be neglected, which is done in this thesis. Therefore a high and
constant µR is assumed.

The shape of the ferrite must match the flux distribution and there are two main field
types, polarized (DDP) and non-polarized (CP), often referred to as unipolar and bipolar
structures. They refer to the field distribution as shown by the blue arrows. The CP has
one pole in the center, whereas the DDP has two poles with different polarization, so that
the main flux goes from one pole to the other. These principles are fundamentally different
and lead to interoperability problems, since two different coils will not couple to each other
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when aligned at their centers, because they do not see their respective fields. More on coil
interoperability will be discussed in Chapter 4.

The CP creates a single sided vertical flux due to the ferrite layer underneath, and the
main flux is perpendicular to the main area of the coil. The main flux is in the center of the
coil, as such a similar receiver should be placed to capture the flux, which decreases with
increasing height (Biot-Savart equation, i.e. see [105]).

The DDP consists of a single figure eight, which can be thought of as two circular/rectangular
coils connected in such a manner that each coil has a different current direction. As a result,
the main flux is parallel to the main coil surface. Since the field has a direction (x, y), it is a
polarized field. The pole pitch is an important design metric because it determines the height
of the flux and therefore the coupling capability [106].

The top layer consists of litz-wire and is the most important part since the N · I generation
of the coil creates the field. Due to the high frequency, it is necessary to use litz-wire to
reduce skin and proximity effect losses. The main parameters are the number of strands, the
diameter of the winding, the number of turns and the area that is covered. Inductance L is
determined by the coil winding and is a key metric in power transmission because it affects
many other different system parameters. In addition, it affects several economic issues such
as weight and cost etc., but this is not the main interest of this thesis.

A good magnetic design comprises a stable coupling factor and inductance, but there are
so many different applications and requirements that a universal design or recommendation
is not possible.

As can be seen, the coils produce leakage flux and this is an important aspect of the
investigation in IPTS as there are safety rules, details on this are discussed in Chapter 4.

2.3 Practical Considerations and System Simplifications

This section presents a summary of the previously derived aspects of each component and
simplifies the IPTS to enable circuit analysis. This simplification is necessary because the
complexity of the system makes it difficult to study otherwise.

First, this section details the FHA and its assumptions. Next, the simplified circuit topology
is derived and the nomenclature used in the analysis is introduced. In addition, this section
provides the transfer function of the IPTS and the impedances and efficiency calculations in
a generalized form suitable for interoperability studies.

2.3.1 First Harmonic Approximation

The FHA is a common simplification used in IPTS analysis. This approximation is based on
the assumption that the current and voltage waveforms are near resonance and sufficiently
filtered to be sinusoidal. As a result, the circuit is assumed to behave as if it were driven by a
single frequency waveform, which is the fundamental switching frequency.

This approximation is justified for IPTSs because the harmonics have much higher frequen-
cies and, as mentioned earlier, are generally filtered out by the circuit components, such as
the inductors and capacitors in the tuning networks, which have low band-pass characteristics.
As a result, the FHA can be used to simplify the analysis of the IPTS by ignoring the
higher harmonic components and focusing on the fundamental frequency characteristics. This
simplification is especially useful when designing or optimizing WPT systems, as it allows for
faster and more calculations.
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However, it is important to keep in mind that this approximation may not be accurate in
all cases. Higher-order harmonics can affect the behavior of the circuit, especially in LCC
tuned systems. Additionally, the following assumptions are made during the analysis:

• Steady-state conditions are assumed, and as such, transients and system dynamics are
disregarded.

• The components of the WPT system are considered to be ideal, meaning that they
have no losses and operate at their rated values.

• Continious Conduction Mode (CCM) is assumed.

• Equivalent source resistance of the tuning components are neglected.

• The grid and PFC are considered ideal and behave like a DC voltage source.

• Saturation effects are neglected and components are assumed to be constant and linear.

As described earlier, this allows the rectifier stage to be simplified to an AC resistor
Rac and the inverter to be modeled as an ideal sinusoidal voltage source vin. In total, all
assumptions allow the IPTS circuit shown in Fig. 2.1 to be simplified as shown in Fig. 2.22
for an LCC–LCC tuned system.

Although good results can be obtained with FHA, a detailed loss study that includes
the switches is not possible, and the implications of this for system design are discussed in
Chapter 5.
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Figure 2.22 – Simplified IPTS circuit topology for an LCC–LCC tuned system.

2.3.2 Full Circuit Analysis
In order to analyze the system in Fig. 2.22, a discussion of nomenclature is necessary.

Since circuit analysis does not necessarily imply that the system is in resonance (especially
when there are variations such as ∆f , ∆L, or ∆C), changes in these variables and their
implications are examined. Furthermore, it is not sufficient to use RMS values, as was done
in the previous sections for reasons of simplification. A generalized description is required, so
proper complex vectors are used. Thus, AC voltages and currents are defined as

vac = V̂ · ej(ωt+φv) =
√

2 · v · ejωt (2.51)
iac = Î · ej(ωt+φi) =

√
2 · i · ejωt (2.52)
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where the AC voltage and current phasors (in steady state the ejωt parts of the phasors can
be eliminated) are described by

v = V · ejφv (2.53)
i = I · ejφi (2.54)

with V and I representing the RMS values. φv and φi describe the phase angles of each
phasor. The apparent power S, the active power P and the reactive power Q are then given
as stated in Eq. (2.1), (2.2) and (2.3) with φ = φv − φi.

In the case of the inverter input impedance Z in from Fig. 2.22, this impedance can be
described as

Z in = vin
iin

= Vin · ejφv

Iin · ejφi
= Vin

Iin
· ej(φv−φi) = Zin · ejφin = Rin + jXin. (2.55)

where Rin = Re(Z in) and Xin = Im(Z in). φin describes the phase angle of the input impedance
seen by the inverter, while in general the phase angle of any impedance is described by
φz = φv − φi.

Transfer Function

The transfer function is used in the analysis of the IPTS because it provides a mathematical
characterization of its behavior and relates the input to the output of the system. By using
transfer functions, the response of the system to various inputs, such as changes in load,
resonant frequency, or coupling coefficient, can be analyzed and optimized. In addition, such
transfer functions can be used to determine the stability, bandwidth, and other important
parameters of an IPTS that are critical to its design and operation.

Each transfer function varies depending on the system topology, and since interoperability
is of interest, a generalized approach is derived and illustrated by a series-series (S–S) tuned
example shown in Fig. 2.23.

ZVAZGAZ in Zout

vin

iin

vin

Cs1
i1 L1 − M L2 − M i2

M

im

v1 v2

Cs2
iout

Racvout

Figure 2.23 – Simplified IPTS circuit topology for a series-series tuned system.

In order to present the load defined by Vbat and Pout to the primary, while taking into
account the variation in secondary tuning topologies, the ZVA impedance is introduced. This
impedance summarizes all secondary electronics (VA) and was first defined in [107], as will be
discussed in Section 2.5. In the case of a series tuned secondary, the impedance is defined as

ZVA = ZCs2 + Rac (2.56)

with ZCs2 = 1
jωCs2

.
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2 Fundamentals of IPT

Table 2.3 – Expressions for ZVA and Z in for Different Secondary and Primary Tunings
Tuning Topology ZVA Z in

Series ZCs2 + Rac ZCs1 + ZGA

Parallel ZCp2Rac
ZCp2+Rac

−

LCL ZCp2(ZLs2+Rac)
ZCp2+ZLs2+Rac

ZLs1 + ZCp1ZGA
ZCp1+ZGA

LCC ZCs2 + ZCp2(ZLs2+Rac)
ZCp2+ZLs2+Rac

ZLs1 + ZCp1(ZCs1+ZGA)
ZCp1+ZCs1+ZGA

Partial-Series ZCs2 + ZCp2Rac
ZCp2+Rac

−

An overview of all ZVA impedances is given in Tab. 2.3 with all impedances being ZLs1 =
jωLs1, ZCs1 = 1

jωCs1
, ZCp1 = 1

jωCp1
, ZL1 = jωL1, ZL2 = jωL2, ZM = jωM , ZLs2 = jωLs2

and ZCp2 = 1
jωCp2

.
To study the effect of magnetics separately, the ZGA impedance can be used, which describes

the total impedance seen by the primary compensation. This consists of the primary self-
inductance and the reflected impedance as discussed in the previous section. The impedance
can be calculated with one equation independent of the secondary tuning when ZVA is used:

ZGA = jωL1 + Zrefl = jωL1 + ω2M2

jωL2 + ZVA
, (2.57)

and in the case of an ideal series tuned system, the reflected impedance would be Zrefl = ω2M2

Rac
.

It has to be noted that the AC-resistances of the coils are not shown in this study but can
easily be added in series with the self inductances.

The total impedance Z in seen by the primary inverter can then be calculated and depends
on the chosen tuning topology and the load presented to the primary electronics by the coils
ZGA. The equations for all impedances are given in Tab. 2.3.

Continuing with the example from Fig. 2.23, the total impedance Z in in an ideal series-
series tuned system would be Z in = Zrefl = ω2M2

Rac
since each inductance is canceled out. The

impedances for all other tuning combinations can now be calculated in a similar way.
To derive the transfer function in a generalized way it is more helpful to derive the current

ratios Y1 = iin
i1

, Y2 = i1
i2

and Y3 = i2
iout

and the results are listed in Tab. 2.4 for Y1 and Y3 for
all tuning topologies. Y2 can be calculated independently of the tuning as

Y2 = i1
i2

= jωL2 + ZVA
jωM

(2.58)

The transfer function is defined here as the output to input voltage gain

G =
∣∣∣∣
vout
vin

∣∣∣∣ =
∣∣∣∣
Rac · iout
Z in · iin

∣∣∣∣ (2.59)

and with iin = Y1i1 = Y1Y2i2 = Y1Y2Y3iout it can be derived to:

G =
∣∣∣∣
Rac
Z in

· 1
Y1Y2Y3

∣∣∣∣ . (2.60)
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2.3 Practical Considerations and System Simplifications

Table 2.4 – Expressions of the Current Ratios for Different Secondary and Primary Tunings
Tuning Topology Y1 Y3

Series 1 1

Parallel − Rac
ZVA

LCL ZGA
Zin−ZLs1

ZLs2+Rac
ZVA

LCC ZCs1+ZGA
Zin−ZLs1

ZLs2+Rac
ZVA−ZCs2

Partial-Series − Rac
ZVA−ZCs2

With the relations from Tab. 2.1 and Eq. (2.35) the DC-DC ratio can be derived. This is
effectively a function of the system parameters and the frequency and can now be used in
many ways.

Typically, a Laplace transformation is performed and the system is studied in the frequency
domain (ZVS range, required input voltage, frequency ranges, etc.), as was done in [75, 78,
108, 109], for example. As an illustration, the magnitude and phase for the system from the
next chapter are shown in Fig. 2.24 for different EV battery voltages.

50 60 70 80 90 100 110
0

0.5

1

1.5

2

(a) (b)

Figure 2.24 – Example of a transfer function for different loads (battery voltages) in the
frequency domain, (a) magnitude and (b) phase.
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Efficiency

With the results from the previous section, the input and out power of the circuit can be
calculated as

Pin = Re (Z in) · |iin|2 (2.61)
Pout = Rac · |iout|2 (2.62)

This allows the efficiency of the system to be derived to

η = Pout
Pin

= Rac
Re (Z in) · 1

(Y1Y2Y3)2 (2.63)

It has to be noted that various assumptions have been made and many losses have been
neglected. Consequently, this simplified analysis results in high efficiency values. However, it
can still provide reasonable approximations and useful insights into the behavior of the IPTS
in terms of how design changes such as power or voltage limits affect operation.

2.4 Simulation Tools
The many components comprising an IPTS can be complex, making analytical analysis
difficult or impossible. Therefore, simulation tools are commonly used to aid in the design and
analysis of such systems. This section provides a brief overview of the necessary simulation
tools and methods used in this thesis.

Typically, an IPTS can be divided into a magnetic and an electrical domain. Finite-Element-
Method (FEM) is used for the magnetic domain, while the circuit operation can be calculated
analytically or evaluated using physical simulation tools such as PLECS, LTspice or Simscape.

FEM is a numerical technique that can be used to solve partial differential equations, such
as those encountered in electromagnetics, and is useful for analyzing the magnetic fields in
an IPTS. FEM simulations can provide insight into magnetic field distributions and losses,
as well as assist in the design and optimization of magnetic components such as coils and
magnetic cores. Additionally, FEM simulations are used to investigate the coupling coefficient
and the mutual and self-inductance of the coils, which are important factors affecting the
efficiency and power transfer capability of the IPTS. In general, FEM simulations are time
consuming because 3D models are required to account for positional tolerances. In this thesis,
ANSYS Maxwell, an electromagnetic field simulation software, is used to obtain the magnetic
parameters such as inductances and leakage flux fields to feed the transformer in the circuit
analysis.

FEM simulation can also be used to study EMI and Electromagnetic Compatibility (EMC)
issues as well as core, coil and eddy current losses. However, obtaining reliable results of these
is very difficult as they depend on many factors in reality, such as temperature, manufacturing,
saturation and loss. Hence, these are out of scope of this thesis.

The simplified circuit analysis shown in the previous section can theoretically be done by
hand. In this thesis, a script-based approach is used in the MATLAB software. Computer-
aided circuit analysis provides the ability to test different design scenarios and evaluate their
impact on the performance of an IPTS. This helps in optimizing the design of the system for
maximum efficiency and performance.

Another advantage of computer-aided circuit analysis is the ability to perform sensitivity
analyses to determine the effect of component variations and environmental factors on system
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2.5 Interoperability Aspects

behavior. This is particularly important for IPTSs, where performance is highly dependent
on the coupling between the primary and secondary coils, as well as the operating frequency.

As already mentioned, FHA provides reasonably good first results, but when the design
process moves to the detailed design of a real system, it is inevitable to include the impact of
the inverter and rectifier and their (non-linear) switches. Therefore, physical simulation tools
such as LTspice, PLECS or Simscape can be used. In this thesis, PLECS, a toolbox within
MATLAB Simulink, is used.

PLECS allows a more detailed analysis of a circuit compared to FHA. By taking into
account the switches, a more accurate analysis is possible. In addition, changes in duty cycle,
harmonic effects, transient response, voltage and current ripple and waveforms, and ZVS
(generally losses) can be studied with this simulation method.

Compared to the FHA approach, this method is more time-consuming, but it is inevitable
when losses are of interest, as will be shown in Chapter 5.

Finally, validation of all simulation models is necessary to ensure that the simulation
results accurately represent the behavior of the real system. Simulation models are based on
mathematical equations and assumptions that may not always reflect the actual behavior
of the physical system. As such, it is important to validate the simulation models to ensure
that they can be used to accurately predict the behavior of the real IPTS under different
conditions.

Validation of simulation models can be done by comparing the simulation results with
experimental measurements of the physical system. If the simulation results agree with the
experimental measurements, then the simulation model is considered to be validated. This
validation process helps build confidence in the simulation results and ensures that the
simulation model can be used to make accurate predictions about the behavior of the physical
system under different conditions. This is undertaken in the Chapters 5 and 7.

2.5 Interoperability Aspects

This chapter presented the various components of which an IPTS consist. In the design
process, there are many variations caused by either unintentional tolerances or intentional
choices. These decisions are based on multiple factors such as design space, physical aspects,
regulatory issues, cost, weight, complexity, the chosen application, marketing, corporate
branding, and many more. All of these aspects have some level of impact on system behavior.

If the infrastructure side and the vehicle side develop their systems independently, the risk
of creating incompatible or non-interoperable systems is high. A common basis or set of rules
for interoperability is essential to avoid the development of proprietary systems that exist
in parallel. Otherwise, the issues that arose with conductive charging may be repeated, as
shown in Fig. 1.8. Ideally, this should be avoided or it would make WPT for EV charging
unattractive.

To avoid this, standardization in the broader sense (not just interoperability, but other
rules as well) is needed, and the state of the art will be discussed in the next section.

Regulating every aspect would discourage innovation and creativity and thus impede the
development of technology for this application. This makes standardization a balancing act.
There are unavoidable tolerances and variations, such as different air-gaps for a sports car
and an SUV, so interoperability must be addressed within the standards in a non-restrictive
way that still allows freedom of design so that the best solution for the technology can evolve.
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Standardization provides a ready framework for interoperability, but it is the goal of
this thesis to shed some insight on these interoperability aspects and to provide a scientific
method that addresses the mentioned aspects. Therefore, this section also reviews the state
of the art on interoperability studies at the start of this thesis and shows the description of
interoperability at the beginning, which provided the guidelines for the developed methods in
the following chapters.

2.5.1 Standardization
There are different standards and standardization groups related to WPT, depending on
region and scope. The two most important standards for this thesis are ISO 61980-3 [110]
and SAE J2954 [50], both of which were in development at the begin of this thesis and are in
place since October 2020. There is a lot of overlap in the content of the two standards, as
people are either on both committees or work closely together, so the rest of the thesis will
only focus on SAE J29541. A brief summary of the main provisions and definitions is given
in the next subsection and can also be found in [111].

SAE J2954 (and other standards) have been developed, but have focused separately on LD
and HD applications. Initially, the focus was on power levels (≤ 11.1 kVA) for LD vehicles
covered by SAE J2954, while on the other hand, higher power levels (≥ 60 kW) are being
targeted for HD vehicles covered by SAE J2954/2, a standard that is under development
at the end of this thesis and a draft (Technical Information Report, TIR) was released in
December 2022 [112]. Since only the LD version is currently active, the WPT for EV is only
regulated up to 11.1 kVA and the scope of this thesis is on the development on LD vehicles,
but the method will be applicable for higher power as will be shown in Chapter 6.

In addition, IPTS must comply with many other regulations and standards such as
International Comission on Non-Ionizing Radiation Protection (ICNIRP) [113], CISPR 11
[114], Communications [115] and many more. The additional required regulations are all
referenced within SAE J2954, so they will be included as well, with the exception of ICNIRP
since the leakage flux will be of particular interest in later chapters.

SAE J2954

To enable IPTS for EV charging, a common understanding of the details is required. Many
definitions are made within the SAE J2954 standard, and the nomenclature introduced here
is taken from [50]. The normalized frequency has been set to 85 kHz with a frequency range
of 79–90 kHz.

Other topics as communications, FOD, LOP, and positioning systems (basically all ancillary
systems) are also defined in [50], but are beyond the scope of this thesis. Further literature
regarding these topics can be found in [9, 53, 116].

WPT Power Classes The power transfer level is defined by the maximum power drawn
from the grid in volt-amps (VA), and Tab. 2.5 lists the defined power classes, noting that
WPT4 and WPT5 are only listed as under consideration for future versions of this standard.
As previously mentioned, WPT is only regulated up to 11.1 kVA or WPT3 at the end of this
thesis2. Therefore, anything above WPT3 will be referred to as “high power”.

1This also includes other standards such as GB/T 38775, which is applicable in China.
2SAE J2954/2 defines power levels from 20 kW to 500 kW (HD-WPT9) but also changed the definition

from input kVA to delivered output power in kW.
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Table 2.5 – SAE J2954 WPT Power Classifications
WPT1 WPT2 WPT3 WPT4 WPT5

Maximum Input VA 3.7 kVA 7.7 kVA 11.1 kVA 22 kVA 60 kVA

(a) (b)

Figure 2.25 – SAE J2954 definitions of (a) ground clearance and (b) GA mounting types
[50].

WPT Z-Classes The distance from the primary pad to the secondary pad is an important
parameter for power transmission and is defined as the ground clearance, which is the distance
between the ground surface and the lower surface of the VA coil. To classify different vehicle
types and their ground clearance range, three Z-classes are defined by [50] and listed in
Tab. 2.6.

Table 2.6 – SAE J2954 WPT VA Z-Classes
Z-Class VA Coil Ground Clearance Range in

mm
Z1 100 – 150
Z2 140 – 210
Z3 170 – 250

The definition of ground clearance for the Z-Class is illustrated in Fig. 2.25a and the
coil-to-coil distance, which is an important parameter as it defines the coupling, depends on
the mounting type of the Ground Assembly (GA). Different types are shown in Fig. 2.25b.
Mostly above ground mounting is covered in the active standard, which will be the default
assumption throughout this thesis.

Interoperability Classes On the GA side, there exist two interoperability classes with
different requirements. This allows designers to distinguish between GAs intended for public
use (Class I), which have more requirements to satisfy (such as being able to operate over
the full VA ground clearance ranges), and GAs developed as proprietary systems or systems
for a specific use (Class II), where fewer interoperability requirements are needed. The most
significant requirements are the power level and efficiency expectations over specific Z-ranges.

Tab. 2.7 lists the requirements for Interoperability Classes I & II. As noted, the requirements
for efficiency and alignment ranges are different, so the following sections also distinguish
between the two classes, in Tables 2.8–2.10.
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The scope of interoperability studies in this thesis, unless otherwise noted, focuses on
Interoperability Class I, which is intended for public use and is more complex to design for
interoperability.

Table 2.7 – Range of input kVA by Interoperability Class
Interoperability GA

Class
Minimum Input kVA

Rating
Maximum Input

kVA Rating
Class I 1 kVA 11.1 kVA
Class II 1 kVA specified by

manufacturer

Alignment Tolerance As mentioned previously, the coupling is affected by both the Z-Class
and the type of mounting. In addition, the coupling is also impacted by the misalignment of
the coils, which is why the operating ranges are also limited. The different limitations for
VAs and the different types of GAs are listed in Tab. 2.8.

In addition, there are requirements for VAs to operate over a certain range of roll, pitch,
and yaw (2 deg, 2 deg, and 3 deg). These effects are minimal and are neglected in this thesis.
An even alignment of the VA is always assumed.

Table 2.8 – SAE J2954 Operating Range Requirements
Offset

direction
VA Offset

in mm
GA Interoperability
Class I Offset in mm

GA Interoperability
Class II Offset in mm

∆X ±75 ±75 ±75
∆Y ±100 ±100 ±100

Z range manufacturer
specification

all Z-classes manufacturer
specification

WPT Efficiency System efficiency is measured from the AC grid connection to the HV
battery, and GA Interoperability Class I & II have different requirements. Tab. 2.9 shows the
requirements for Class I GA systems. These efficiencies must be met across all the variations
and requirements introduced above. Since they must cover the full power range, no distinction
is made between power classes as is done for Class II and shown in Tab. 2.10. More details
on the test specifications and requirements can be found in [50].

Table 2.9 – SAE J2954 Class I Minimum System Efficiency Requirements
WPT Class of Test

VA
At Centered

Position
In Alignment

Tolerance Area
WPT1 80% 75%
WPT2 82 % 77 %
WPT3 85 % 80%
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Table 2.10 – SAE J2954 Class II Minimum System Efficiency Requirements
WPT Class Difference of VA At Centered Position and Over

Alignment Tolerance Area
Same Power Class 80%

One Power Class Difference 77 %
Two Power Class Difference 75 %

WPT Reference Coils The appendix to SAE J2954 [50] provides reference coils that have
been used for normative interoperability (and requirements) testing. If a GA designer wants
to ensure the interoperability of a product, he must perform tests with all specified VAs and
vice versa.

These reference systems are equipped with compensation networks and rectifiers or inverters,
but for the purposes of this thesis, only the coils are being considered. An overview of these
systems and their corresponding nomenclature, as used throughout this thesis, is presented
in Tab. 2.11. All of the coils are circular in shape, and additional information can be found
in [50].

Table 2.11 – SAE J2954 Reference Coil Overview
Annex Type Power Level Z-Class Nomenclature

A.1 VA WPT1 Z1 SAE VA WPT1 Z1
A.2 VA WPT1 Z2 SAE VA WPT1 Z2
A.3 VA WPT1 Z3 SAE VA WPT1 Z3
A.4 VA WPT2 Z1 SAE VA WPT2 Z1
A.5 VA WPT2 Z2 SAE VA WPT2 Z2
A.6 VA WPT2 Z3 SAE VA WPT2 Z3
A.7 VA WPT3 Z1 SAE VA WPT3 Z1
A.8 VA WPT3 Z2 SAE VA WPT3 Z2
A.9 VA WPT3 Z3 SAE VA WPT3 Z3
B.1 GA WPT1-3 Z1-Z3 SAE UGA WPT3

2.5.2 Impedance Planes

In order to ensure, regulate, or assess interoperability, a method to describe it is required,
which is why SAE J2954 also contains an annex (J) to describe system interoperability. This
section is based on the work of Hassler et al. [73, 107, 117] and serves as a baseline for this
thesis.

This approach simplifies the system parameters behind the impedances, which allows
for independent design without overly restricting the designer (e.g., providing normative
inductances). The capabilities of the GA or VA provide different impedances and the area
of all Operating Points (OPs) form an impedance zone or plane that can be driven by the
system.

In order to do this, two impedance interfaces were introduced, the GA and VA interfaces, as
shown in Fig. 2.26. The idea behind this approach is on the one hand to distinguish between
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Figure 2.26 – Definition of the GA and VA impedance interfaces, taken from [107].

(a) (b)

Figure 2.27 – SAE J2954 IPPs, (a) creation of an IPP, (b) GA reference planes [50].

magnetics and electronics, but also between GA and VA designers. Different VA electronics
can be summarized in the VA impedance and, when tested with the reference electronics,
mapped to the GA interface and vice versa. The normative GA and VA systems then provide
impedance ranges that must be matched if interoperability is desired.

This approach allows design freedom and, as long as the reference impedance zone is
matched at the GA and VA interface, interoperability is ensured. The Fig. 2.27 shows the
creation of the impedance zone (Fig. 2.27a) and the GA reference IPP (Fig. 2.27b).

The focus of the previous work was to provide a regulatory framework to ensure inter-
operability testing procedures for standardization. As this work was the first attempt to
quantify and assess interoperability, it left many gaps. Consequently, a methodical approach
and investigation of the boundaries and consideration of many aspects (losses) still needed to
be developed, which served as the main motivation for the work of this thesis.

2.6 Summary
This chapter has provided a comprehensive overview of the fundamental aspects of IPTSs for
EV charging, with an emphasis on interoperability. In order to ensure the seamless operation
of the IPTS with different EV models and charging infrastructures, the establishment of
common standards and protocols is essential.

The chapter began with an explanation of the basics of IPTSs for EV charging, followed
by a discussion of the various components of an IPTS. The impact of rectification, control
and the different secondary tuning topologies were presented, along with their respective
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advantages and limitations. The primary power supply and tuning networks were discussed
in detail, including the functions and components used.

The basic principles of magnetic and resonant coupling, various coil topologies and their
magnetic field distributions and sensitivities were also explained. Practical considerations to
enable circuit analysis of the IPTS were introduced, and the transfer function and impedance
calculations of the IPTS were provided in a generalized form for interoperability studies. The
importance of simulation tools such as FEM and PLECS in the design and analysis of an
IPTS was also highlighted.

Finally, interoperability issues that need to be considered in the design of an IPTS were
described, with a focus on standardization and the existing IPP approach. This serves as a
foundation for the next chapter, which develops this approach into a scientific design and
evaluation methodology.
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3 Design and Assessment Method for
Interoperable IPT Systems Based on
Impedance Planes

As presented in the previous chapter, interoperability introduces a certain complexity in IPTSs
and their design. Interoperability is especially important in applications where proprietary
systems are not feasible, such as wireless EV charging in public spaces. In addition, tolerances
and parking offsets cannot be eliminated in wireless EV charging, and thus interoperability
must be emphasized in the design of such systems.

The design of IPTSs is affected by many factors or design choices such as cost, third party
requirements, regulations, available space in the EVs, corporate identity, preferred use-case
and many more. These considerations lead to the fact that a primary side or charging station
needs to address a variety of OPs, power classes and air-gaps instead of just one nominal
case, which may also apply to the secondary side depending on the application. Unavoidable
tolerances must also be taken into account. In summary, an IPTS has to deal with a lot of
variations and tolerances and the question is how to account for these factors in the design.

Hassler et al. proposed a methodology for describing interoperability in IPTSs in their work
[107]. The approach involved the use of impedances, which were found to be a useful tool for
summarizing the variations and tolerances of each component in a IPTS. Given the potential
of the impedance-based approach, the question is whether it can be effectively applied to the
design of an IPTS and help address interoperability concerns during the design phase.

This chapter presents a design methodology for interoperable IPTSs that utilizes and
extends the approach discussed in Section 2.5, and allows the constraints and limitations of
different components to be incorporated at each interface. The goal is to enable a deeper
understanding of the real capabilities and dependencies of different components, and also to
derive a design space for the primary or secondary electronics. The design method can also
be used to accurately evaluate an entire IPTS or just one component for many different OPs
at once. Further work on interoperability can be found in [63, 118–126].

First, the impedance interfaces within the IPTS and the assumptions are introduced and
the goals of the presented IPM are described. Second, the details of the IPM procedure
are described. Finally, various boundaries and their integration into the design method are
explained in detail. Before summarizing the chapter, the possibilities of the IPM are discussed
and to demonstrate the method, it is applied to a WPT3 example with a detailed discussion
of the procedure.

3.1 Assumptions and Goals
The goal of this method is to provide results during a design or assessment procedure which
give extensive insights compared to a conventional design process. Usually, a nominal OP is
chosen and the system is designed in such manner that it can address it properly. In IPTSs for
EV charging a lot of tolerances and changes can occur as previously described. The structure
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of an IPTS is shown in Fig. 3.1 and was already explained in Chapter 2. The topology of
each block may vary, making a universal system-level design complex. For example, the
compensation networks can consist of a simple passive series compensation or a more complex
active LCC compensation on both sides (with tunable Ls1 and Ls2). Furthermore, different
rectifier topologies and loads as well as coupling conditions change the system behavior and
the impedances seen by the inverter.

The goal of the IPM is to address these variations in detail and provide an understanding
of the system limitations and their causes. Common limitations in such systems are the
maximum or minimum currents that can be driven by the inverter and coils, the voltage
range and phase angles that can be provided by the inverter, and the maximum coil terminal
voltages. The goal of an IPTS for EV charging is to transfer a certain (active) power to the
battery, which imposes further requirements on the load and the transferred power at each
interface, with the additional limitation that the grid (or PFC) also provides only limited
(apparent) power.

The results can then be used to create design spaces with strong significance which help
guarantee the design of a system that can drive all OPs. IPPs have proved themselves (as
discussed in Section 2.5) to be well suited for handling many OPs and positions at once and
thus are chosen for the method.

Due to the number of variations and OPs, some additional assumptions must be made.
Considering the nonlinear switching behavior of the inverter and rectifier with physical circuit
simulations would be time consuming, so an analytical approach is used.

Other assumptions are:

• Switching behavior is considered ideal. The inverter can be modeled as an ideal voltage
source.

• For fundamental analysis, the inverter voltage source has no harmonics, only the
fundamental wave is modeled and the load and rectifier can be expressed by their
fundamental AC equivalent resistance Rac (see Section 2.3).

• Switching and conduction losses in the power electronics (inverter and rectifier) are
neglected.
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Figure 3.1 – Topology of an IPTS with impedance interfaces and FHA simplifications.
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• Saturation and thermal effects in the magnetics are neglected (resistances and induc-
tances are constant).

• The ESR of all capacitors are neglected.

The circuit simplifications for the IPM are also shown in Fig. 3.1. The four interfaces between
the inverter and rectifier, highlighted in red, represent the impedance interfaces which are
used for this design method. The indices “in”, “1”, “2” and “out” will be used to describe the
inverter, primary coil, secondary coil and the rectifier impedance interfaces, respectively.

By making these assumptions, the method can also be used to gain insight of the various
design elements at an early design stage. For a better understanding of the principle of the
method, the first iteration (Chapter 3) introduces it in a simplified way and then a second
iteration enhances the significance of the IPM by partially removing the assumptions and
taking a closer look on some of the magnetics (Chapter 4), power electronics (Chapter 5)
and system (Chapter 6) interoperability aspects and their impact on the IPPs.

3.2 Procedure of the Impedance Planes Method

The general idea of the presented method is to use the boundaries (if any) of each component,
such as voltage ranges, current limits, and maximum phase angles, to derive a capability
plane for a certain power level and describe it in terms of the real and imaginary parts of the
resulting impedance at the interface to the next component.

With circuit analysis those capability planes can be transferred to any other interface.
For better understanding a general two-port network is shown in Fig. 3.2. This approach
was first used (in WPT research context) in [126]. With the typically used conventions, the
relationship between voltage and current vectors for the ports on each side can be described
as [

v1
i1

]
= A∼ ·

[
v2

−i2

]
. (3.1)

So with Eq. (3.1), any impedance Z1 defined by v1 and i1 can be expressed in terms of v2
and i2 and vice versa.

For IPTSs for EV charging it is useful to change the current direction of the secondary
current in order to represent the power flow from the grid to the battery (bidirectional power
transfer is out of scope as mentioned in Chapter 1) and keep the conventions made in the
previous section.

Z1 Z2

i1

v1

Two-Port
Network

A
∼

i2

v2

Figure 3.2 – A general two-port network with its equivalent impedances.
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i1 L1 − M L2 − M i2

M

im

v1 v2

A
∼L

L1i1

v1

L2 i2

v2

−M −M

M

im

vm1 vm2

A
∼L1 A

∼M A
∼L2

Figure 3.3 – Coils Transformer Equivalent Circuit Diagram with Transfer Matrix Simplifi-
cations.

By using a general description of the matrix, the impedances on both sides of the two port
network can be directly related to each other. The renewed equation with the changed i2
current direction is given as

[
v1
i1

]
= A∼ ·

[
v2
i2

]
=
[
a11 a12
a21 a22

]
·
[
v2
i2

]
. (3.2)

For a comprehensive analysis, it is necessary to transfer impedances in both directions. In
this thesis, the direction of power flow from the source to the battery is defined as “forward”
and the opposite direction is defined as “reverse”. The matrix for the reverse direction is
defined as B∼ and the transfer equation can be derived as

[
v2

−i2

]
= B∼ ·

[
v1

−i1

]
=
[
b11 b12
b21 b22

]
·
[

v1
−i1

]
. (3.3)

From Eq. (3.2) and (3.3) the relations between the impedances on both sides can be
calculated depending on the given matrix with:

Z1 = a11 · Z2 + a12
a21 · Z2 + a22

= b22 · Z2 + b12
b21 · Z2 + b11

(3.4)

Z2 = −a22 · Z1 + a12
a21 · Z1 − a11

= −b11 · Z1 + b12
b21 · Z1 − b22

(3.5)

and from both equations it can be seen that B∼ can be derived from A∼ with

b11 = a22 (3.6)
b12 = a12 (3.7)
b21 = a21 (3.8)
b22 = a11 (3.9)

which makes impedance transfer in both directions very simple. The transfer matrices for
these impedance transfers can now be derived for each compensation topology, as well as the
coils, in order to be able to transfer an impedance to any other interface.

For a series connection of two or more two-port networks, their matrices can simply
be multiplied [127]. This can be used to derive the matrix for the T-transformer model
representing the coils (see Section 2.2.6). As shown in Fig. 3.3, the network can be divided
into three subnetworks. The transfer matrix A∼L of the coils can be split as follows:
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A∼L = A∼L1 · A∼M · A∼L2 =
[
1 ZL1
0 1

]
·
[

0 −ZM
1

ZM
0

]
·
[
1 ZL2
0 1

]

= 1
ZM

[
ZL1 ZL1ZL2 − Z2

M
1 ZL2

]
(3.10)

with the impedances being ZL1 = jωL1, ZL2 = jωL2 and ZM = jωM1. For the reverse
direction, the matrix B∼ can be derived as (with Eq. (3.6)–(3.9))

B∼ L = B∼ L2 · B∼ M · B∼ L1 = A∼L2 · A∼M · A∼L1

= 1
ZM

[
ZL2 ZL1ZL2 − Z2

M
1 ZL1

]
. (3.11)

This approach essentially allows an impedance to be transferred through any combination
of series or parallel branches by a simple matrix multiplication which is very powerful when
many different topologies need to be analyzed.

This process has been repeated for the most common compensation topologies and the
results are shown in Tab. 3.1 with the impedance notations from Section 2.3.

In summary, it can be stated that with Eq. (3.2), (3.4) and (3.5) any impedance Z i can be ex-
pressed in terms of Z j and vice versa, although in this thesis {i,j} ∈ {“in”,“GA”,“VA”,“out”}.

A generalized equation can be stated as

Z i = f(A∼,Z j) {i,j} ∈ {“in”,“GA”,“VA”,“out”} (3.12)

and an overview of the required matrices (for this thesis) for all combinations is listed in
Tab. 3.2, with A∼C1 and A∼C2 representing any primary or secondary compensation topology,
respectively.

3.2.1 Inverter Capability Planes
Based on the limitations at an interface, an impedance area which can be driven or accessed
by any component, a so called capability plane, can be derived. As shown, circuit analysis
allows the transfer of impedances to any interface and thus the transfer of capability planes
to any other interface, as first presented in [P.1] and extended in [P.2].

Using the impedance notation from Eq. (2.55), it can be seen that constraints on voltage
and current magnitudes (of any component) result in a maximum and minimum magnitude
of impedance, where

Zmin = Vmin
Imax

(3.13)

Zmax = Vmax
Imin

. (3.14)

In general, Eq. (2.55) can be rearranged and expressed in terms of its real and imaginary
parts as

R2 + X2 =
(

V

I

)2
(3.15)

1The matrix A
∼

M was created by further splitting up the matrix in each series or parallel branch which is
not shown.
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Table 3.1 – Overview of Transfer Matrices for all Compensation Networks
Circuit Topology Two-Port Network Matrix

Series Tuning
Cs1

is1

v1 v2
A∼S =




1 ZCs1

0 1


 , B∼ S =




1 ZCs1

0 1




Parallel Tuning

is1

Cp1

iCp1
v1 v2 A∼P =




1 0
1

ZCp1
1


 , B∼ P =




1 0
1

ZCp1
1




Series-Parallel Tuning
Cs1

is1

Cp1

iCp1
v1 v2

A∼SP =




ZCs1
ZCp1

+ 1 ZCs1

1
ZCp1

1


 , B∼ SP =




1 ZCs1

1
ZCp1

ZCs1
ZCp1

+ 1




Parallel-Series Tuning
Cs1

is1

Cp1

iCp1
v1 v2

A∼PS =




1 ZCs1

1
ZCp1

ZCs1
ZCp1

+ 1


 , B∼ PS =




ZCs1
ZCp1

+ 1 ZCs1

1
ZCp1

1




LCL Tuning

Ls1is1

Cp1

iCp1
v1 v2 A∼LCL =




ZLs1
ZCp1

+ 1 ZLs1

1
ZCp1

1


 , B∼ LCL =




1 ZLs1

1
ZCp1

ZLs1
ZCp1

+ 1




LCC Tuning

Ls1is1
Cs1

Cp1

iCp1
v1 v2

A∼LCC =




ZLs1
ZCp1

+ 1 ZLCC

1
ZCp1

ZCs1
ZCp1

+ 1


 , B∼ LCC =




ZCs1
ZCp1

+ 1 ZLCC

1
ZCp1

ZLs1
ZCp1

+ 1




with ZLCC = ZLs1 + ZCs1 + ZLs1ZCs1
ZCp1
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Table 3.2 – Overview of all Impedance Transfer Matrices
= \ f(·) Z in ZGA ZVA Zout

Z in 1 A∼C1 A∼C1 · A∼L A∼C1 ·A∼L ·A∼C2

ZGA
B∼ C1 1 A∼L A∼L · A∼C2

ZVA
B∼ L · B∼ C1 B∼ L 1 A∼C2

Zout
B∼ C2 ·B∼ L ·B∼ C1 B∼ C2 · B∼ L B∼ C2 1

which describes a circle in the complex plane with the magnitude of the impedance as the
radius. Consequently, maximum and minimum limitations result in inner and outer circles as
boundaries, where only the area in between defines an operating zone that does not exceed
the limits given by the component.

An example for the inverter interface (with limitations given by the inverter electronics)
is visualized in Fig. 3.4. Here the black shaded area lies outside of the inverter capability,
restricted by its voltage and current limits from Eq. (2.55). Further restrictions are given by
the phase angle limitations, shown in red, which narrow the resulting area down to a fraction
of the remaining “doughnut”. All inverter limitations together result in an Inverter Capability
Plane (ICP) as an usable impedance area, which is highlighted in green. The ICP serves as a
starting point for further analysis.

If Vmin or Imin is zero, then the inner or outer boundary disappears, because Zmin = 0 or
Zmax → ∞, respectively.

3.2.2 Integration of System Boundaries into Impedance Planes

In order to make the capability planes, or in this case the ICP, more significant, this section
describes how common boundaries can be incorporated into these IPPs in general. Since this
analysis can be applied to any interface, it is presented without indices.

Maximum Power

Power classes in [50] are defined by the maximum available apparent power (e.g. WPT3 =
11.1 kVA, see Section 2.5.1) and often also represent the limit which can be provided by the
grid. The magnitude of the apparent power from Eq. (2.1) can be written as

S = |S| = I2 · |Z| = V 2

|Z| (3.16)

and the impedance magnitude |Z| (with Z = R + jX) can also be expressed in circle equation
form in the complex IPP as

R2 + X2 =
(

V 2

S

)2

(3.17)

and

R2 + X2 =
(

S

I2

)2
. (3.18)
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Re (Z in)

Im (Z in)

Re (Z in)

Im (Z in)

ICP

Zin > Zin,max

Zin < Zin,min

φin,max

φin,min

Figure 3.4 – ICP (green) restricted by voltage and current boundaries (black and shaded
black) as well as phase angle limitations (red and shaded red).

Similar to the previous section, this results in two circles with the inner limitation set by

Zmin = V 2
min/Smax (3.19)

and the outer limitation by

Zmax = Smax/I2
min. (3.20)

This is visualized in Fig. 3.5a, where the red shaded area represents the restrictions
introduced by the current and the blue area is the added restraint from the voltage limitation.
It has to be emphasized, that these values may differ from the boundaries provided by the
inverter boundaries.

If apparent power is limited to a maximum rated value, active and reactive power are also
limited to the same value. To study the effects of a given Pmax and Qmax, Eq. (2.1) can be
split into real and imaginary parts:

S = R · i2 + j · Xi2 = P + jQ (3.21)

S = v2 · R

R2 + X2 + j · v2 · X

R2 + X2 = P + jQ. (3.22)

The following analysis focuses on the active power because the reactive power is usually not
directly restricted or may be less important in real operation. Nevertheless, similar conclusions
can be derived for reactive power limitations as is shown in Fig. 3.5e and Fig. 3.5f.
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When looking at the active power, Eq. (3.21) yields

R = P

I2 (3.23)

and this is maximized for
Rmax,P = Pmax

I2
min

. (3.24)

Eq. (3.24) defines the maximum real part of the impedance which cannot be exceeded and
is shown as the red area in Fig. 3.5c.

In terms of maximum active power and voltage limitations, Eq. (3.22) results in
(

R − 1
2

V 2

P

)2

+ X2 =
(

1
2

V 2

P

)2

(3.25)

which results in a circle with the smallest radius

rmin = 1
2

V 2
min

Pmax
(3.26)

and a real part offset with the same value. This is marked as the blue area in Fig. 3.5c. Again,
these boundaries diminish if one of both Vmin or Imin are zero.

If Smax = Pmax, then the restrictions from Eq. (3.21) and Eq. (3.22) are already included
in Eq. (3.17) and Eq. (3.18) or Fig. 3.5a, respectively. Nevertheless, the approach of this
method is to provide the possibility of imposing boundaries that are as general as possible,
since requirements may differ in each application.

Minimum Power

Usually, the purpose of a charging station is to transfer a certain amount of active power,
which leads to another requirement for the IPPs. The same equations as in the previous
section can be applied, with the results for the apparent power shown in Fig. 3.5b and for
the active power in Fig. 3.5d.

In the case of providing minimum power, the maximum values of the component voltage
and current limitations define the boundaries (instead of the lower limits as in the previous
section), and the relations are reversed. Imax now provides the inner circle (Fig. 3.5b) or left
side boundary (Fig. 3.5d) and now the outside of the Vmax circle is the restricted area (blue),
which represents a severe restriction especially for the P ≥ Pmin case.

Voltage, Current and Phase Angle Limitations

When the IPPs are directly related to a certain power level such as P = Pout further
boundaries may emerge from the voltage and current. With P = V · I the left and right
boundaries for the real part of the IPP can be calculated as:

Rmin,I = Pout
I2

max
(3.27)

Rmax,I = Pout
I2

min
(3.28)

Rmin,V = V 2
min

Pout
(3.29)

Rmax,V = V 2
max

Pout
(3.30)
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Re (Z)

Im (Z)

Re (Z)

I < Imin

V < Vmin

(a) S ≤ Smax

Re (Z)

Im (Z)

Re (Z)

V > Vmax

I < Imax

(b) S ≥ Smin

Re (Z)

Im (Z)

Re (Z)

I < Imin

V < Vmin

(c) P ≤ Pmax

Re (Z)

Im (Z)

Re (Z)

I > Imax V > Vmax

(d) P ≥ Pmin

Re (Z)

Im (Z)

Re (Z)

I < Imin

V < Vmin

(e) Q ≤ Qmax

Re (Z)

Im (Z)

Re (Z)I > Imax

V > Vmax

(f) Q ≥ Qmin

Figure 3.5 – IPPs (white) for different apparent, active and reactive power restrictions
caused by component voltage (blue) and current (red) limitations.
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where the larger of both lower limits and the smaller of both upper limits represent the ICP
boundaries.

Phase angle constraints do not directly affect active power transfer, but they do affect the
required apparent power with S = P cos(φ) and the impedance with Z = Z · ejφ, and must
be considered (at each interface) when constraints exist. Their effects on the ICPs are shown
in Fig. 3.4.

All discussed limitations together result in an updated ICP (compared to Fig. 3.4), shown
in green in Fig. 3.6. In this impedance area a minimum active power transfer of Pout,min
is now ensured whilst never exceeding voltage, current and phase angle limitations from
the inverter (Vin,min < V < Vin,max, Iin,min < I < Iin,max, φin,min < φ < φin,max) and never
requiring more apparent (grid) power than Sin,max.

Im (Z in)

Re (Z in)

ICP

S ≥ Sin,max

S ≥ Sin,max

P ≤ Pout,min

φin,max

φin,min

Zin,max

Figure 3.6 – ICP (green) for delivering P ≥ Pout,min (blue) with a maximum apparent power
limitation (red) and inverter boundaries (black).

3.3 Applications of the Impedance Plane Method

Impedance transfer is a very powerful design tool when focusing on interoperability because
of the many ways it can be used to assess the system. Some of these include the ability to:

• assess compensation topologies by exchanging the matrix A∼ and compare the resulting
IPPs,

• derive capability planes for the inverter or the magnetic coils and visualize them,

• present the many OPs associated to the different secondary positions as seen by the
primary electronics and derive a suitable design space for the electronics,
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• visualize and include actual operational boundaries of any selected component in the
design by including boundaries of other components,

• study the effects of various limitations,

• analyze in depth the effects of any chosen impedance matching network.

The impedance transfer approach is very general, making it applicable to a wide range of
cases. However, its versatility makes it difficult to explain in a generalized (or application
independent) flowchart. To better understand how the method works, the following section
presents an example application of the IPM, complete with actual values.

3.4 IPM Example 1: Inverter Assessment with Operational
Boundaries

The flowchart of the presented example is shown in Fig. 3.7. For a proper understanding of
the procedure, each stage will be described step-by-step. Experimental verification of the
investigated system will be presented later in Chapter 5.

Step 1

First, the topology has to be defined and every parameter between the inverter and rectifier
interface of the system has to be characterized.

For the purpose of this example, reference systems from the SAE standard [50] were chosen.
For the primary coil, the normative universal GA (SAE UGA WPT3, for more details see
[50], Appendix B.2) was chosen which is designed for the power classes WPT1–WPT3. The
dimensions of the bottom aluminum plate and the coil windings are 750 × 600 mm and
650 × 500 mm, respectively. The inherent FEM simulation model is shown in Fig. 3.8a. On
the secondary side, the coil which was designed for power class WPT3 and air-gap class Z2
was chosen (SAE VA WPT3 Z2, see [50], Appendix A.8) with the aluminum shield and coil
dimensions being 350 × 350 mm and 320 × 320 mm. The simulation model of the secondary
coil as well as both coils together are shown in Fig. 3.8b and Fig. 3.8c, respectively. A
“car-mimick” created using an aluminum shield (dimensions 800 × 800 × 2 mm) on the top of
the secondary was also used but is not shown.

To illustrate the effect of the coil limitations in the analysis, the coils were positioned
at their lowest coupling within air-gap class Z2 with a ground clearance of 210 mm and a
misalignment of (x,y) = (75,100) mm. The FEM simulation results for this coupling condition
as well as the nominal position (no misalignment) at the same ground clearance are listed in
Tab. 3.3.

Table 3.3 – FEM Simulation Model Inductance Results
x y z L1 L2 M k

(mm) (mm) (mm) (µH) (µH) (µH)
0 0 210 38.07 41.26 4.85 0.12
75 100 210 38.56 41.21 3.75 0.09
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1. Get system infor-
mation and position

Compensation topol-
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2. Get inverter limits
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Vin,max, Iin,max, φin,max,
Vin,min, Iin,min, φin,min,

Sin,max, Pout,min

Transfer back
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V1,max, I1,max
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secondary coil boundaries
V2,max, I2,max

5. Transfer ICP to
output interface

6. Calculate load for operat-
ing points/different voltagesPout, Vout,min −Vout,max

All
positions

done?

7a. Inverter design
space with real oper-
ational boundaries

7b. Assessment of system
capabilities for different

operating conditions

Repeat for
another position

No

Figure 3.7 – Flowchart of the IPM for an assessment of inverter capabilities for a given
system with load variation within real operational boundaries.

In [50], the secondary side uses an impedance compression network as shown in Section
2.2.2 for rectification, which is replaced here by a simplified passive rectifier (see Fig. 2.4)
in this example, since this represents worst-case operation in a low-cost installation. A full
bridge inverter is used on the primary side. In order to explain the IPM, FHA is used and
therefore both the rectifier and the inverter are simplified as shown in Section 2.3.

In terms of reactive power compensation, the proposed system uses an active tuning solution
with an LCC topology on both sides. For the purpose of this example, active tuning is not
discussed, so the compensation values were fixed and are listed in Tab. 3.4. The capacitor
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(a) (b)

(c)

Figure 3.8 – FEM simulation models of the SAE coils used for the IPM Example 1, (a)
primary coil, (b) secondary coil and (c) both coils.

Table 3.4 – Compensation Network Values
Cs1,s2 (nF) Cp1,p2 (nF) XGA,VA (Ω)

Primary Side 160 270 24
Secondary Side 135 145 −18

values were chosen according to the reference systems in [50], and the values of XGA and XVA
were set to give good results at low coupling for this example. Chapter 6 will examine the
effects of active tuning and how to choose these values. The fully determined and simplified
circuit is shown in Fig. 3.9.

Since the chosen system was designed for WPT3, a boundary of Pout ≥ 10 kW and an
assumption that the grid only provides 11.1 kVA was set. All boundaries, the battery voltage
range, and the component limitations which are based on [50] are listed in Tab. 3.5, which

58



3.4 IPM Example 1: Inverter Assessment with Operational Boundaries
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iout
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Rectifier +
Load

Figure 3.9 – IPM Example 1: Simplified circuit with LCC–LCC compensation and active
tuning and the IPP interfaces highlighted in red.

Table 3.5 – System Boundaries for the IPM Example 1
Grid/Inverter Coils Rectifier/Load
Sin,max = 11.1 kVA V1,max = V2,max = 2 kV Vbat = (280 − 450) V
Vs = (380−500) V (DC) (I1,max,I2,max) = (75,75) A Pout,min = 10 kW
Iin = (20 − 40) A (AC) (x,y,z) = (75,100,210) mm Rac = 8/π2 · V 2

bat/Pout

φin = (0 − 45) deg

also concludes Step 1. Losses, ZVS and harmonics are neglected for this example but will be
discussed further in Chapter 5.

Step 2

With the complete circuit determined and all boundaries given, the ICP can be constructed.
The initial ICP can be derived with the inverter voltage, current and phase angle limitations

at the inverter interface (DC values transferred to AC according to Section 2.3) with Eq. (3.13)
and (3.14):

Zin,min = Vs,min
Iin,max

=
2
√

2
π · 380V

40A = 8.553 Ω

Zin,max = Vs,max
Iin,min

=
2
√

2
π · 500V

20A = 22.5 Ω

φin,min = 0◦

φin,max = 45◦.

The resulting ICP is shown in Fig. 3.10.Following the explanations of Section 3.2.2 the
upper and lower limitations of Sin,max and Pout,min can be implemented into the ICP and the
results are shown in Fig. 3.11a and 3.11b, respectively.

When combined, all these boundaries lead to the green ICP, shown in Fig. 3.12. This area
represents the impedance area which can be driven by the inverter within its boundaries
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Zin,min

Zin,max

φin,min

φin,max

Figure 3.10 – IPM Example 1: ICP with inverter boundaries shown at the inverter interface.

S > Sin,max
(Vin,min)

S > Sin,max
(Iin,min)

(a)

Pout,min
(Vin,max)

Pout,min
(Iin,max)

(b)

Figure 3.11 – IPM Example 1: ICP with inverter and (a) Sin,max and (b) Pout,min boundaries
at the inverter interface.

and the imposed power requirements. With this approach, it is easy to distinguish which
boundary affects and restricts this zone and that allows a detailed assessment or streamlined
re-design. For this purpose, the analysis is continued with all four different ICPs (with the
coloring and naming shown in the legend) from Fig. 3.12 instead of only the final green ICP.

Step 3

As described in Section 3.2, all impedances can then be transferred to the GA interface.
Based on the primary LCC-topology of the circuit, the A∼LCC matrix from Tab. 3.1 with the
values from Tab. 3.4 is used for this step and the resulting ICPs of the transfer are shown
Fig. 3.13.

To further improve the significance of the ICP, the primary coil boundaries from Tab. 3.5
can be implemented in the ICP. The primary coil itself has a capability range (GA Coil
Capability Plane (CCP)) at the GA interface defined by its voltage and current limits. As
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Figure 3.12 – IPM Example 1: Resulting ICP (ICPin, green) with all inverter boundaries
and power requirements. Result of Step 2.

A∼LCC,1

ICP ICP Sin,max ICP Pout,min ICPin

Figure 3.13 – IPM Example 1: ICP transfer from inverter to GA interface with primary
LCC tuning.

a result, there may be impedances that can be driven by the inverter but are outside the
capabilities of the GA CCP. The intersection of the GA CCP and the ICP then describes
the real usable impedance range.

Since the coils have no component related lower limit for voltage and current, their CCPs are
very large. However, the lower limits usually result from the requirement that Pout ≥ Pout,min.
Details of magnetics and their CCPs will be discussed in detail in Chapter 4.

To demonstrate the effect of the Pout,min requirement on the CCP, the GA CCP of the
example coil is shown in Fig. 3.14 (left), once with the lower voltage and current limits of 10 V
and 1 A (GA CCP in purple) and again with the same limits and the additional requirement
of Pout,min ≥ 10 kW (GA CCP Pout,min in magenta).
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Rmin,I1max

ICP ICP Sin,max ICP Pout,min ICPin GA CCP GA CCP Pout,min

Figure 3.14 – IPM Example 1: ICPs and CCPs at GA interface, (left) GA CCPs, (right)
ICPs and I1,max limitation.

Rmin,I2max

A∼L

(75,100,210) mm

ICP ICP Sin,max ICP Pout,min ICPin ICPin+GA VA CCP Pout,min

Figure 3.15 – IPM Example 1: ICP transfer from GA to VA interface at (x,y,z) =
(75,100,210) mm.

The impact of the GA CCP on the ICP from Fig. 3.13 is shown Fig. 3.14 on the right. Due
to the primary coil current limitation of I1,max = 75 A, the GA CCP has a lower real part
limitation Rmin,I1max. Considering the complete system, the area left of Rmin,I1max cannot be
addressed and the real ICP gets further narrowed down and is shown on the left in Fig. 3.15.

Step 4

Step 4 is a repetition of Step 3, where the ICPs are first transferred and then new boundaries
are imposed. The GA ICPs are shown on the left side in Fig. 3.15 and are transferred to the
VA side with the A∼L matrix, where the relative coil position (with the values from Tab. 3.3)
determines the impedance transfer.
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The transfer results are shown on the right side and similar to the previous step, the VA
CCP is very large and only the current limitation has a relevant impact. With Rmin,I1max =
Rmin,I2max the limitations are the same, but as can be seen in the resulting ICPs in Fig. 3.16
on the left, the real usable area decreases further. On the VA interface, the orange envelope
now represents ICPin+GA+VA, which is the area that can be driven within the limitations of
the inverter, primary and secondary coils, and also ensures that the required output power
can be delivered while never exceeding Sin,max.

Step 5

This step is repeated, similar to Step 3, for the secondary side LCC-compensation topology
with transfer matrix A∼LCC,2 with the values from Tab. 3.4. This is shown in Fig. 3.16.

The intersection of all boundaries, requirements and limitations results in the area shown
to be enclosed by the orange envelope within which the inverter can deliver the required
output power and stay within all deployed limits.

It has to be emphasized that these envelopes can also be transferred back to the inverter
plane (if needed) as shown by the dotted arrows in Fig. 3.7. This was not done in this example
in order to point out the design process of the flowchart.

Step 6

The result of applying all the above steps is an ICP presented to the output interface,
where the limitations of all system components are considered. This allows a direct check
to determine whether the load of an OP can be driven by the system. As shown in step 6
and 7b, it is possible to assess the various system capabilities resulting from a change in
operation at a given output power because of battery voltage variation. All ICPs and the
OPs for transferring Pout = 10 kW at the battery voltage range provided in Tab. 3.5 are
shown in Fig. 3.17.

If required, this process can be repeated for different positions of the coil that affect the
transfer between the GA and VA interfaces and can decrease the resulting capability plane at

Final
ICP

A∼LCC,2

ICP ICP Sin,max ICP Pout,min ICPin ICPin+GA ICPin+GA+VA

Figure 3.16 – IPM Example 1: ICP transfer from VA to output interface with secondary
LCC tuning.
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= Inverter capability
plane (ICP)

= Plane within ICP
with Sin,max ≤ 11 kVA

= Plane within ICP
with Pout,min ≥ 10 kW

= 10 kW ICP within
all Inverter Boundaries

= 10 kW ICP within
GA CCP

= 10 kW ICP within
GA and VA CCP
× = OP with Vbat,max

∗ = OP with Vbat,min

Figure 3.17 – IPM Example 1: All ICPs and OPs at the output interface with all ICP
explanations.

the output. For this example only one position, (x,y,z) = (75,100,210) mm, was considered
which means that no repetition was required.

Step 7

Finally, the resulting capability planes and OPs from the output interface can be transferred
back to any interface and this is shown in Fig. 3.18.

These results can now be used in a number of ways. The flowchart from Fig. 3.7 offers two
possibilities. First, it can help define an inverter design space by narrowing down the real
inverter requirements (Step 7a), or second, it can assess the system capabilities for the given
operating conditions (Step 7b). Many other interpretations or conclusions are possible (e.g.,
adjustments of compensation values, topologies, and components), and because of the many
possibilities and the purpose of this example is only to introduce the method, only a brief
evaluation of the results is provided below.

If a designer considered only the initial ICP (black envelope), one might think that all OPs
could be driven by the system. A closer look at the final ICP (orange envelope) shows that
the OPs with the lower voltages (V ≤ 380 V) as well as the maximum voltage are outside
the secondary and primary coil limits (cutoffs at Rmin in Fig. 3.18c and 3.18b, respectively)
and in reality cannot be driven by the system.

So this method directly shows the practical limitations within the system. These envelopes
can now be used to tailor components or to re-define requirements in order to be able to
drive all necessary OPs.

Another approach could be to adjust the OPs using impedance regulators so that the final
ICP covers them all. There are many solutions to achieve this, including control strategies,
exchanging topologies, active tuning, and more. The initial secondary system from [50] uses
an impedance compression network as described in Section 2.2.2, which reduces the spread of
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(a) Inverter Interface (b) GA Interface

(c) VA Interface (d) Output Interface
ICP ICP Sin,max ICP Pout,min ICPin ICPin+GA ICPin+GA+VA

× OP Vbat,max ∗ OP Vbat,min OPs

Figure 3.18 – IPM Example 1: Final ICPs with all boundaries and OPs at all interfaces.

the OPs (by effectively changing Rac) as shown in [73]. Similar results can be achieved using
a boost converter. To demonstrate the effect on the OPs, Fig. 3.19 shows the previous results
(Fig. 3.18) with a boost converter added on the secondary side. The duty cycle of each OP
has been slightly adjusted to stay within the final ICP.

The last measure discussed here is the change in output power. The evaluation showed
that many OPs cannot be driven because of the high secondary current required. A simple
solution is to reduce the transferred power, since it is not necessary to transfer the rated
power over the entire misalignment range, see [50]. The dark red OPs in Fig. 3.19 represent
operation with reduced power to bring them closer to the final ICP. Since it is not the goal
to redesign the system to make it fully interoperable and improve performance, no further
measures were taken within this example.
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(a) Inverter Interface (b) GA Interface

(c) VA Interface (d) Output Interface
ICP ICP Sin,max ICP Pout,min ICPin ICPin+GA ICPin+GA+VA

× OP Vbat,max ∗ OP Vbat,min OPs Reduced Pout,min

Figure 3.19 – Example ICP: Final ICPs with an added boost converter on the secondary
side and partially reduced output power.

3.5 Summary and Results

A design and assessment methodology for IPTSs using IPPs has been presented. This method
allows different interoperability considerations at different IPTSs design stages due to its
general approach. Operational system boundaries from power electronics and magnetics are
used to derive capability planes that can be shifted to any interface by impedance transfer and
thus used to design or assess a system component. Furthermore, it was shown how different
operational boundaries for EV charging, such as the transfer of a minimum active power,
maximum available apparent power or component voltage, current and phase limitations, can
be implemented in these IPPs.

The method has been applied to an example to demonstrate the process and the complexity
introduced by interoperability in early stage design.
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3.5 Summary and Results

The main contribution of this chapter is an extension of the impedance-based approach
for describing interoperability by using additional impedance interfaces as well as a method-
ical approach that incorporates different boundaries from each interface to gain a deeper
understanding of the system capability. The interpretation of these IPPs provides a design
space for system-level design where constraints and boundaries can be easily implemented
and considered in the early stages of design with a focus on interoperability and real-world
tolerances such as battery voltage variation and positional offset. In addition to being useful
for system design, this method can also be used to evaluate existing systems at various
boundaries and verify that they meet interoperability requirements while taking constraints
into account. Evaluation of different compensation topologies is also easily possible.

This method can be used in many ways to contribute to a much deeper understanding
of system design, which justifies further research. With respect to high power systems,
the interoperability and compensation challenges will be more difficult to achieve without
improved magnetic topologies with higher coupling, otherwise the IPPs will be smaller and
harder to match.

In order to address these issues and enable their successful application and improvement,
the significance of IPPs needs to be increased, which requires a more detailed discussion of
all components and their interoperability issues. Therefore, a closer look at the magnetics is
provided in Chapter 4, the electronics such as inverters and rectifiers are extensively discussed
in Chapter 5, and compensation networks and active tuning are discussed in Chapter 6.
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4 Interoperability Aspects of Magnetics

Chapter 2 discussed the basics of magnetic coils, their coupling principle, and the interpretation
as a loosely coupled transformer. In the previous section, the coils were modeled using their
equivalent T-shape circuit diagram without discussing the details of the resulting parameters.

However, as the central link between the charging station on the ground side and the
receiver in the vehicle, the coils represent the most critical component where the most
tolerance or variety is introduced into the system, either by unintentional misalignment or by
intentional ranges that must be covered for interoperability or other reasons.

Therefore, a large part of the success of an IPTS can be addressed by good magnetic design
here, and a closer look is required. In addition, the focus in these components is more on
the magnetic and geometric properties, combined with the electronic and regulatory aspects,
which is a very different focus compared to other components with a large impact on system
behavior. The electronic and power conversion aspects of interoperability are discussed in
detail in Chapter 5.

To understand the interoperability aspects introduced into the IPTS by the behavior of the
magnetic coils, this section first discusses coils and their properties. Second, the integration of
these aspects into the IPM from Chapter 3 is presented, followed by an example to highlight
the impact of the coils on an IPTS.

4.1 Magnetic Coil Properties

As shown in Section 2.2.6, the coupling quality between primary and secondary coils relies
on the amount of flux captured by the secondary coil, which is heavily influenced by the
topology and relative position of the coils. The power transferred across the air-gap can be
determined by

Pout = k
√

VA1VA2 · sin(φ12) (4.1)

where VA1 = ωL1I2
1 and VA2 = ωL2I2

2 and φ12 = ∠I1,I2 [128]. This equation illustrates
that both the coupling factor and coil inductances significantly impact the power transfer,
emphasizing the importance of proper coil design.

In addition, the leakage flux, which is a function of both coil currents, plays a critical
role in the deployment of IPTSs as will be discussed in Section 4.1.2. This highlights the
significance of the coil design and designated currents through them.

This section summarizes research on magnetics for the context of the application of IPT
for EV charging.

4.1.1 Magnetic Coupling and Coil Topologies

The fundamentals chapter introduced important properties and the coupling principle. How-
ever, due to the nonlinear nature of materials such as ferrite, it is difficult to determine
the coupling analytically. Hence, FEM simulations are commonly used. As discussed in the
standardization Section 2.5.1, IPTSs must comply with regulations. Since the coupling is
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4 Interoperability Aspects of Magnetics

mainly defined by the air-gap, it must be considered in the design process. Fig. 4.1 shows the
coupling factors of two sets of circular coils (see [P.3]) at different horizontal offsets, while
Fig. 4.2 shows the coupling factor of the same coils but for different air-gaps ranging from
140 − 250 mm, without any misalignment (solid) and misaligned (dashed).

It can be seen, that the coupling factor varies greatly with a change in the air-gap and also
depends on the geometric design. The coupling factor map of P2 shows that the prototype
was designed to have more tolerance in the y-direction. Moreover, the secondary determines
the coupling quality, while the primary determines the shape of the coupling zones. As a
result, a large range of k must be addressed in IPTSs, especially if interoperability class I
is desired (public charging, see [50] and Section 2.5). In terms of Eq. (4.1), this means that
a lot of variety is introduced into the system, making it difficult to transfer constant rated
power over the whole coupling factor range.

The situation is even worse, when different topologies such as polarized (DDP) and non-
polarized (CP) topologies are combined. These topologies have no coupling when placed on
top of each other, requiring the introduction of a “natural offset” as defined in [50] to make
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Figure 4.1 – Coupling factor xy-maps of two sets of CP with different geometries, P1 and
P2, at z = 140 mm, (a) P1-P1 (primary side-secondary-side), (b) P2-P2, (c)
P1-P2, (d) P2-P1. [P.3]
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Figure 4.2 – Coupling factor over different air-gaps.

them compatible. This can lead to inherent positional sensitivity and increased leakage flux
emissions [129, 130].

A lot of research was conducted to address the above mentioned issues, such as coils with
increased coupling factor or less change in coupling factor [98–100, 106, 131–141], novel coil
topologies [28, 59, 63, 142–147, P.4, 148–151], and designs with focus on emission reduction
or novel (active) shielding [42, 64, 130, 152–162].

These designs are typically tailored to specific applications and power levels to optimize
the coupling factor range, which is a critical consideration. However, developing a design
for broad interoperability can be challenging because it requires both sides, and designing a
primary coil for multiple secondaries (or vice versa) can be difficult because all possible coil
combinations must be investigated. One possible solution to this problem is to establish a
fixed coupling range that designers of both sides must comply with.

It should be noted that an IPTS with low coupling can still transmit rated or high power if
the coil VA input is increased, as shown in Eq. (4.1). However, this is limited by other factors,
such as litz-wire current limitations, thermal limits, and leakage flux emissions, and cannot
be done indefinitely. This means that increasing power inherently leads to an increase in coil
size, especially on the secondary side (see [P.5]), or power density [144, 163], which can lead
to other issues such as thermal problems [164], cost, weight, volume, losses and emissions.

In general, the design of a coil is a multi-objective task that requires trade-offs in various
aspects. As a result, this thesis does not consider the coil design itself, which includes factors
such as winding turns, ferrite layout, shield size, and others, due to its complexity. Ultimately,
the key aspects of the magnetics within the IPM are typically limited to maximum VAs,
coupling, changes in coupling due to air-gap variations or interoperability requirements, and
leakage flux emissions.

4.1.2 Leakage Flux Density and Regulatory Issues

As discussed earlier, leakage flux emissions are dependent on coil design and position and
must be considered early in the design and evaluation. An important safety regulation is
defined by the ICNIRP limitation as discussed in Section 2.5.1. Fig. 4.3 shows the zones that
is critical and where the leakage flux emission limit of 15 µT applies to ensure safety for
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(a) (b)

Figure 4.3 – Safety regulations defined by SAE J2954 based on ICNIRP reference levels
(taken from [50]), (a) front view, (b) side view.

Cardiac Implantable Electronic Device (CIED)1. In this work, the leakage flux at the edge of
zone 1 is of interest.

It can be seen that the leakage flux at a certain distance is of interest, depending on the
car width. To ensure that the emissions are below the reference value, FEM simulations are
used. In order to capture this, leakage flux planes in XZ- or YZ-dimensions are placed in the
simulation at a distance of (800–1100) mm, depending on the studied car width and the size
of the measuring probe, from the center of the secondary coil (which is connected to the EV).
To cover a range of car widths, the presented approach considers many planes at different
distances. This also depends on the power level, as lower power IPTSs target smaller cars,
while high power IPTSs typically target larger cars or HD vehicles.

The maximum leakage flux density in RMS is of interest and will be referred to as Bx,max
for the YZ-plane (in the x-direction) and By,max for the XZ-plane (in the y-direction) in
the following. The total maximum of both planes is called Bmax. If the maximum at a
certain distance is required, the distance is added to the index, e.g. a distance of 800 mm in
x-direction is referred to as Bx,max,800mm.

To obtain the leakage flux fields from FEM simulations, the relative coil position and the
respective currents for the rated power level and the phase between the currents are needed.
This requires an FEM simulation for each position and OP, which is a time-consuming process.
When investigating interoperability, many combinations may be of interest, so another more
efficient and less time-consuming approach is presented later in this chapter.

There are many more restrictions and regulations that apply to an IPTS, such as SAR
levels (induced current in human skin), EMI/EMC (CISPR), H-field at 10 m distance and
touch currents. To investigate these aspect, a different scope of simulations is required, as
they depend on harmonics, frequency interference and EMC issues. Hence, these aspects are
out of scope and this thesis focuses on the Bmax = 15 µT limit. For more information on the
limits that an IPTS must meet, refer to [50] and the referenced standards in this document.

1The general public reference level from ICNIRP 2010 [113] is 27 µT, but since the CIED reference level is
lower, this is used. See [50] for more information.
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4.1.3 Shielding
The coupling factor and leakage flux are affected not only by the relative coil position, but
also by the proximity of the coils. To shield the main magnetic field from the car, an aluminum
backplate is usually deployed as shield2, attached to the bottom of the secondary side.

The secondary side of Fig. 3.8b with an 800 × 800 mm aluminum shield attached is shown
in Fig. 4.4. The underbody of an EV is usually made of steel, and the aluminum plate shields
the magnetic field. Eddy current losses in the thin aluminum shield are preferable to losses
in the steel underbody of the EV. [50] also requires a steel plate to mimic the EV. The
impact of a steel plate is minimal, but increases the simulation time significantly. Again,
these issues add up when focusing on interoperability, which necessitates such simplifications
or assumptions. Therefore, the steel plate is neglected in the FEM simulations within this
thesis because the aluminum plate shields the magnetic field sufficiently.

The aluminum shield is necessary, but it changes the shape of the magnetic field and can
lead to an increase in leakage flux, which is why a lot of research has been done on shielding
as mentioned above. Besides active shielding solutions, Mohammad et al. showed that a
magnetic shield (ferrite) is more effective for polarized coupling topologies and conductive
(aluminum) shielding should be used for non-polarized coils [130, 150, 158]. Furthermore,
studies have been conducted to determine if shielding on the primary side is sufficient enough
to reduce leakage flux and save weight on the secondary side [161].

Another effect of the need for shielding is the area to be simulated. A certain distance
between the outer edges of the simulated objects to the boundary is required in order not
to influence the magnetic field distribution by the boundary condition of the edges of the
simulation domain. The shield thickness is 2 mm and surface boundary condition is used
to save simulation time (aluminum shield is not meshed and solved inside). The FEM is
performed in steady-state and the material properties are linearized, so core losses are
neglected. The simulated domain has a size of 3 × 3 × 3 m and the coils are surrounded by
air with µr = 1.

Figure 4.4 – Secondary side aluminum shield in a FEM simulation.

2[50] requires an 800 × 800 mm shield on the secondary side for reference testing.
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4.2 Integration of Magnetic Aspects into the IPM

With the coil design details and interoperability aspects in mind, the integration of these
aspects into the IPM can now be performed. Naturally, the metrics to be considered will depend
on the application and interoperability requirements, but in any case the most important
aspect is the power transfer, which is determined by the coupling. If interoperability is
required between many coils or for many positions, a coupling factor range must be provided
as a requirement.

As mentioned earlier, considering all the details of the coil design (e.g., shielding, coil size,
turns) in interoperability studies (which typically involve many systems or coil combinations)
leads to an overly complex analysis. Thus, in this section, only the effects of coupling, coil
boundaries (VA1 and VA2) and leakage flux field distribution in the IPM are considered,
while the other aspects (such as active shielding, redesign of coil geometry) can be used
as measures to improve interoperability in a second iteration. It should be noted that this
section does not consider these aspects under the conventional coil design aspects (optimizing
or designing for an optimal OP/condition), but under interoperability aspects (variation is
inevitable and how to deal with it). In order to assess or consider interoperability during
design, a different view of these metrics is required.

First, a CCP is introduced, similar to the ICP from Section 3.2.1, then the transfer between
the GA and VA interface is discussed, followed by the impact of coupling and its change on
the CCPs. Fourth, the coil boundaries that are considered in the method integration are
discussed. Finally, an approach is presented for integrating leakage flux information into the
IPPs and for introducing a new leakage flux boundary.

4.2.1 Coil Capability Planes

A CCP, as already briefly described and showed in Section 3.4 and Fig. 3.14 can be derived
in a similar way to the ICP and will have a shape like the ICP in Fig. 3.5d. The magnetic
coils used for IPT are usually limited in maximum voltage and current only by the material
(litz-wire). The VA of the coils must be large because they must compensate for the low
coupling (see Eq. (4.1)) and there is no phase angle limitation as there was for the ICPs.

In addition, there are no lower bounds for voltage and current, and a minimum active power
boundary P ≥ Pmin is required to create a meaningful CCP to aid in design or evaluation.
As a result, each CCP is associated with a specific output power. The minimum active power
limit also implies a minimum current to be supplied (Imin = Pout,min/Vmax). It should be
emphasized that the minimum current should be determined with interoperability in mind, as
the rated Pout,min does not necessarily need to be provided over the entire coupling range and
could be reduced in maximum offset situations. However, the CCP itself must be designed
for the output power under consideration.

The CCPs then can be created at each interface and the GA CCPs are shown in Fig. 4.5
in black (no output power boundary, I1,min = 5 A), blue (Pout,min = 10 kW), and purple
(Pout,min = 9 kW) at the GA and VA interfaces on the left and right side, respectively.
Additionally, the VA CCPs are shown at the same interfaces in red (Pout,min = 10 kW) and
magenta (Pout,min = 9 kW). This was done for a fixed position and consequently a fixed
coupling factor of k = 0.22.

To evaluate the magnetic coupling between two coils, the CCP of the VA coil on the GA
interface or vice versa is of interest, since it represents the coil capabilities on the other side
of the air-gap. Because of the low coupling in IPTSs (due to the high ground clearance), the
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A∼L

B∼ L

GA CCP GA CCP10 kW GA CCP9 kW VA CCP10 kW VA CCP9 kW

Figure 4.5 – Different CCPs at the GA and VA interface.

Figure 4.6 – VA CCPs at the GA Interface (zoomed in on Fig. 4.5).

large CCP of the VA coil at the VA interface becomes very small at the GA interface (and
vice versa), as can be seen in Fig. 4.5. A closer look at the GA interface of Fig. 4.5 is provided
in Fig. 4.6. It can be seen that the CCPs are very sensitive to the transmitted power level.

Besides the sensitivity to the power level, the main aspect that defines a CCP at its
opposite interface is the coupling factor k. A closer look at the matrix A∼L from (3.10) and
Fig. 3.3 shows that it can be split into three parts, each of which is only affected by L1, L2
or M , respectively. The matrices A∼L1 and A∼L2 are upper triangular matrices and represent
(like series tuning) a simple shift of the IPP up or down in the complex plane (see Chapter
6), depending on the sign of the impedance (capacitive or inductive). As such, the shrinking
effect is mostly related to the mutual inductance M , and since the variations in L1 and L2
are usually small (especially at high air-gaps), it is mainly due to the coupling factor k.

To illustrate this, the same VA CCP from Fig. 4.5 (Pout,min = 10 kW) is transferred from
the VA to the GA interface (using B∼ L from Eq. (3.11)) for different couplings and the results
are shown in Fig. 4.7.
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(a) (b)

Figure 4.7 – GA CCP (blue) for Pout = 10 kW with VA CCPs (red, green and magenta)
transferred to the GA interface at different coupling conditions, (a) Detailed
view of the VA CCPs for different couplings and (b) the resulting interoper-
ability zone for kmin.

It can be seen that the coupling factor k is directly related to the size of the VA CCP, which
shrinks drastically with lower coupling. The coil boundaries were set to V1,max = V2,max = 2
kV and I1,max = I2,max = 75 A for all cases, as in the previous example presented in Section
3.4.

If this transfer of the VA CCPs to the GA interface (or vice versa) is repeated for multiple
secondaries, or for one secondary at many different positions and air-gaps, an interoperability
zone can be derived in which safe operation can be ensured at all positions or all coil
combinations (within the coil boundaries). The interoperability zone for Fig. 4.7a is shown in
Fig. 4.7b. It can be seen in Fig. 4.7a that the case k = 0.079 does not overlap with the GA
CCP and therefore this VA cannot operate with the GA under this condition or coupling. As
a further result of this process, a minimum coupling factor kmin can be derived for the coils
(or coil sets) to be interoperable. For this example, it was determined that the lowest allowed
coupling factor to overlap with the GA CCP must be kmin = 0.085.

This approach allows the evaluation of different magnetic coils and their coupling by
comparing the resulting IPPs without having to consider the electronics. An example of this
application was first presented in [P.1].

4.2.2 Boundaries and Limitations of CCPs

The implications of some of the limitations have already been discussed in the previous section.
However, this section provides a brief summary of the most important defining aspects of
CCPs in terms of interoperability.

Minimum and Maximum Power Boundaries Limiting Sin,max is not as important as it was
for the ICP in Section 3.2.1. As mentioned above, the VA of the coils is very high, resulting
in large CCPs as shown in Fig. 4.5, e.g. the coils from IPM Example 1 in Section 3.4 were
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designed to transfer Pout = 10 kW, but their maximum rating allowed them to transfer
2000 · 75 = 150 kVA.

The importance of the Pout,min limit has been explained in the section above. It defines
the lower coil limits and the size of the CCP as shown in Fig. 4.5 for a power change from
10 kW to 9 kW.

Voltage, Current and Phase Limitations These limitations were discussed in the previous
section. The phase angle does not restrict the CCP which is why the full circle can be used.
The upper voltage and current limitations are restricted by material ratings. Furthermore,
these can be restricted by parasitic effects (maximum coil voltage) and leakage flux limitations
(current and phase angles), which will be discussed in detail in the next section.

However, the importance of the upper coil limit on the CCP and therefore the choice of
the correct litz-wire must be emphasized here. Fig. 4.8 shows the VA CCP of Fig. 4.7a for
different upper secondary coil current limits.

Two things can be drawn from this figure. First, the choice of litz-wire capabilities can
help increase the CCP, which is of course limited by cost and weight issues and other effects
such as volume, skin and proximity losses, and thermal effects. Second, if this is repeated for
more currents, isolines can be introduced into the IPPs. This is shown in the next section.

Figure 4.8 – GA (red) and VA CCPs at the GA interface for Pout,min = 10 kW for a fixed
coupling of k = 0.1224 and different secondary coil limitations: I2,max = 60 A
(turquoise), I2,max = 75 A (blue) and I2,max = 90 A (purple).

Inductance Limitations As discussed above, the self-inductances are relatively constant
and cause the IPP to move up and down. Most of the variation, such as power and current,
is due to the change in mutual inductance and hence the coupling factor k.

4.2.3 Magnetic Leakage Flux Density in the IPM

Due to Electromagnetic Field (EMF) exposure and for safety reasons, another requirement
of the IPTS for EV charging is that the magnetic leakage flux density must remain below
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Bmax,800mm

Figure 4.9 – FEM simulation with planes for obtaining the leakage flux values.

the reference value Bmax = 15 µT around the vehicle [50, 113]. In order to comply with this,
measurements and simulations of the maximum magnetic flux density are performed in the
XZ- or YZ-planes at a distance of (800–1000) mm (in x- or y-direction) from the center of
the secondary coil, which is where the vehicle body is assumed to end, and thus this is the
area of interest for safety [64, 130, 147, 150].

Typically, this is done with an additional FEM simulation step by using the determined coil
currents and their phases from the designed OP to validate that the system remains within
the guidelines (see [42, 101, P.1, 131, 132, 157, 158]). An example of such an FEM simulation
is shown in Fig. 4.9. The leakage flux planes show the magnetic field distribution at the area
of interest, in this case at a distance of 800 mm, and the maximum can be extracted from
these planes.

In terms of interoperability studies, where many combinations or positions need to be
investigated, the time taken by this approach due to the second step is a disadvantage.
Furthermore, in early design stages, the system (phase angles, worst case design, nominal
design approach) may not be fully defined, which means that the OPs or control strategies
are not known, and this also means that the currents are unknown and no early statements
about the leakage flux can be made with this approach.

Therefore, in this section, an approach is presented that allows the leakage flux information
of the coils to be considered in the IPPs without the need for additional FEM simulation,
thus allowing leakage flux assessment at an early design stage.

The idea of this approach is to extract the leakage flux information once for each position
and then scale it with the corresponding currents and phases. If ferrite saturation effects are
neglected, which is a reasonable assumption for the currents at power levels P ≤ 10 kW, the
leakage flux Bmax is linearly proportional to i1 and i2. The smallest non-brittle ferrite tile
sizes are usually large enough at this power level.
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The magnetic flux density B⃗ at each point in the simulation domain is a three-dimensional
vector with the X, Y, and Z components of the magnetic field. For comparison with reference
values, the magnitude (root sum squared) is required and can be calculated with Eq. (4.2).

Bmax =
∣∣∣B⃗
∣∣∣ =

√
Bx · B∗

x + By · B∗
y + Bz · B∗

z . (4.2)

The magnetic flux density vector is a superposition of both coil currents and thus can be
divided into the contributions of the primary and secondary currents I1 and I2:

B⃗ =




Bx
By
Bz


 =




Bx,I1 + Bx,I2
By,I1 + By,I2
Bz,I1 + Bz,I2


 , (4.3)

which can be further divided into a fundamental leakage flux contribution per current. For
example, the x-component of Bx,I1 can be written as

Bx,I1 = Bx1 · i1 = Bx1 · I1ejφi1 (4.4)

with Bx1 = Bx1,re + j · Bx1,im being the contribution of the x-component for i1 = 1∠0 A. This
can be applied similarly to the other components and the secondary current. As a result, the
contributions can be divided into:

B⃗ =




Bx1
By1
Bz1


 · i1 +




Bx2
By2
Bz2


 · i2 = B⃗1 · i1 + B⃗2 · i2 (4.5)

with B⃗1 being the flux density for i1 = 1 A while i2 = 0 and B⃗2 vice versa.
Scaling the flux density vector with currents can be achieved if the fundamental contributions

are known. These contributions can be extracted as complex values from the FEM simulation,
which requires two simulation steps ((i1,i2) = (1,0) A and (i1,i2) = (0,1) A), only one more
than for the inductance calculation. Despite doubling the time required, this approach allows
early assessment of leakage flux.

In summary, the leakage flux contribution of each coil can be determined per current and,
through linearization, extrapolated for any current and phase. The contribution of each coil
can then be superpositioned to obtain the maximum flux density (Bmax). This approach was
first published in [P.2].

To illustrate this, the x-, y-, z-components from the IPM Example 1 (Section 3.4) are shown
in Fig. 4.10a, Fig. 4.10b and Fig. 4.10c at the BY-plane. In the following, the more critical
BY-plane at a distance of 800 mm will be examined, but the principle is similarly applicable
to the BX-plane, and its x-, y-, and z-components are shown in Fig. 4.10d, Fig. 4.10e and
Fig. 4.10f.

These planes were created for I1 = 75 and I2 = 0 A and the sum of all components,
Bmax = |B⃗|, is shown in Fig. 4.10g (BY-plane). It can be seen that the most dominant
component is the z-component. This varies for different coil topologies and studies on leakage
flux patterns for different topologies can be found in [130, 150, 161].

Aluminum shielding was used here and the study shows the effect of shielding on the field
distribution and that scaling is still possible.

To estimate the true leakage flux, the contribution of the secondary cannot be neglected.
And the leakage flux plane at the BY-plane for Pout = 10 kW at 420 V (I1 = 75 A and
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Figure 4.10 – Leakage flux plane analysis of the IPM Example 1. (a)-(c) x-, y-, and z-
components and (g) Bmax of BY-plane at I1 = 75 A and I2 = 0 A at
(x,y,z) = (0,75,210) mm, (d)-(f) x-, y-, and z-components of BX-plane for
the same operating conditions, (h) Bmax of BY-plane at same position with
I1 = 75 A, I2 = 70 A and φi2 = 90◦, (i) similar to (h) but with phase adjusted
to φi2 = 60◦.

I2 = 70 A) at ideal phase (φi2 = 90◦) is shown in Fig. 4.10h. It can be seen that the
contribution to the leakage flux arises mainly from I1, as there is almost no difference to the
leakage flux distribution with I2 = 0 A. The phases were assumed to be ideal and a change in
phase of i2 (which can occur without active rectification or proper system control) is shown
in Fig. 4.10i where the phase was set to φi2 = 60◦.

Furthermore, to emphasize the effect of distance, i.e. car width, Fig. 4.11 shows the BY-
planes at 800 mm, 900 mm and 1000 mm distance. This shows the sensitivity of the leakage
flux distribution, as the maximum leakage flux decreases significantly with increasing distance.
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Figure 4.11 – Leakage flux plane analysis of IPM Example 1 (10 kW OP) at different
distances (BY-plane), (a) 800 mm, (b) 900 mm and (c) 1000 mm distance of
the secondary coil center.

For the implementation of leakage flux planes into the IPM, it is helpful to distinguish
between matched (same primary and secondary coil size) and non matched systems. In
general, only the maximum of the whole plane is of interest. The flux density depends on
both coil currents i1 and i2, but for systems with small secondaries, the primary is the main
contributor to the leakage flux [130, 143].

This was also shown in Fig. 4.10 and can be confirmed by observing the magnetic leakage
flux of IPM Example 1 (Section 3.4) from the previous section for different coil currents,
as shown in Fig. 4.12a. This approach was repeated for a range of primary and secondary
currents, with only the maximum flux density in either the BY- or BX-plane being extracted.
The gradient on the I2 axis indicates that the contribution of the secondary current can be
neglected and that, in this case, the maximum leakage flux can be simplified to be a function
of only i1.

The graph from Fig. 4.12a can be used to determine the maximum allowed primary coil
current I1,Bmax for a given Bmax limit. This results in a new coil current limit for the IPP at
the GA interface, and thus a new Rmin,I, see Eq. (3.27). As a result, a new boundary for the
ICP is introduced from Fig. 3.6 and illustrated in Fig. 4.13.

This was done for Bmax = 15 µT for the system from Fig. 4.12a. The resulting I1,Bmax
values for different air-gaps are shown in Fig. 4.12b for nominal (solid red) and offset (dashed
red) positions. Fig. 4.12b also shows the primary current required to transmit Pout = 10 kW
for different air-gaps (series-series tuning assumed for simplicity).

It can be seen that the allowed primary current is very high for small air-gaps, but decreases
significantly with offset as well as with increasing air-gap. In some cases, the required primary
current (to transfer a certain output power) cannot meet the EMF exposure limits. Usually,
there is another limitation on the coil currents caused by the litz-wire capabilities, which
depend on the material as well as the turns of the coil and should generally also be considered
in such assessments.

For the CCP, this means that the minimum allowable real part (impedance) depends on
the coil positioning and thus on the coupling factor k. As a result, for example, this can
change the kmin from Section 4.2.1, as shown in Fig. 4.12c. This will be discussed in more
detail in the next section.

As shown earlier, even small changes in the I2 constraint have a huge impact on the CCPs
(see Fig. 4.8), which is similar to I1. It is therefore important to keep this in mind when
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Figure 4.12 – Integration of leakage flux effects into the CCP, (a) Bmax,800mm as a function
of i1 and i2, (b) maximum allowed primary coil current for B < 15 µT
(red) and required I1 for Pout = 10 kW (blue) and (c) effects of leakage flux
consideration on the CCP with a new interoperability zone and new kmin.

designing the magnetics. A metric such as leakage flux per current or leakage flux per power
could help to assess this in early magnetic design studies, as was done in [143, 146, P.5]. But
the details of the geometric design of the magnetics are beyond the scope of this thesis.

The new interoperability zone now also ensures that the desired leakage flux limits are
met. To achieve this, only the relations Bmax = f(i1) and Bmax = f(i2) are required.

It must be emphasized that the proposed method also works for systems with larger
secondaries when the leakage flux contribution of i2 is not negligible. The same procedure
can be applied with the difference that IBmax at the GA interface is also a function of i2.

Fig. 4.14a shows the leakage flux density similar to Fig. 4.12a, but for identical coils on the
primary and secondary (the primary is mirrored to the secondary). This does not resemble a
good design, but is only done to show matched system effects. The primary coil from the
previous section was used with the same air-gap as in Fig. 4.12a. It can be seen that the
influence of I2 increases significantly. As a consequence, the maximum allowable primary
current cannot be described by a single curve as was done in Fig. 4.12b. It now changes with
different I2 values as shown in Fig. 4.14b. Since I2 is usually known in a fully determined
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Im (Z in)

Re (Z in)

ICP

S ≥ Sin,max

S ≥ Sin,max

P ≤ Pout,min

φin,max

φin,min

Zin,max

B > Bmax
(Re(Z) < Rmin,Bmax)

Figure 4.13 – ICP (green) for delivering P ≥ Pout,min (blue) with a maximum apparent
power limitation (red), inverter boundaries (black) and leakage flux consider-
ations (purple).

circuit, this is not a problem. Otherwise, a worst-case assumption for I2 can also be made.
Further information can be found in [P.6], where the methodology was applied to a 50 kW
matched system.

Additional complexity is added by the coupling dependence. The leakage flux as a function
of both currents is again shown in Fig. 4.14c but for three different coupling conditions.
The effect of misalignment is critical as it is not scalable and also changes the gradient in
both directions differently. For each coupling condition, the maximum allowable primary
current was derived for a range of I2 = 0 − 200 A and is shown Fig. 4.14d. These graphs now
show different combinations of I1 and I2, and it can be seen that operation under the kmin
condition can be challenging (depending on the current limits, which could be even more
critical at higher power, see next Chapter 6).

A comprehensive solution for matched systems can be derived using isolines in the IPP.
The CCP (similar to an ICP) can be divided into a fine grid and for each point in the IPP
the current can be calculated with

I = Pout
Re (ZGA) . (4.6)

This can also be extended to many other parameters and will be discussed in the next
chapter. The results for the GA and VA CCPs from Fig. 4.5 with I1- and I2-heatmaps are
shown in Fig. 4.15a and 4.15b.

The current information for each point in the CCP is linked to the impedance, and when
the CCP is transferred to another interface, the current information is transferred as well.
As a result, the I2-heatmap can also be applied to the GA CCP at the GA interface, as
illustrated in Fig. 4.15c.
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Figure 4.14 – Leakage flux effects for a matched coil system. Bmax as a function of I1 and I2
for (a) nominal coupling and (c) three coupling conditions (both at 800 mm
distance); (b) maximum allowed primary coil current for B < 15 µT for
different values of I2 and (d) the maximum allowed coil current combinations
to stay below 15 µT for the coupling conditions from (c).

In general, this approach allows to consider different aspects, such as calculating losses
etc., which will be described in the next chapter, while the focus of this section remains on
the leakage flux.

In addition to evaluating the VA operation (finding low current regions) at the GA interface,
this heatmap, together with Fig. 4.15a, allows the leakage flux to be calculated for each
OP. With these heatmaps, the coil current combinations for each point within the CCP are
known, and this can be used (with the approach described above) to calculate Bmax for each
point. This has been done for the leakage flux planes at 800 mm distance and is shown in
Fig. 4.15d.

Overall, the leakage flux is less than 15 µT and therefore not critical. However, as can
be seen, the effect of the secondary current is not negligible, in contrast to the unmatched
system. The boundary is no longer parallel to the y-axis (new Rmin,I). The isolines are curved
and new hull curves have to be created as new boundaries (instead of Rmin boundaries).
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Figure 4.15 – CCP heatmaps of the matched 10 kW system at kmin, GA CCP with (a) I1,
(c) I2 and (d) Bmax heatmaps; (b) VA CCP with I2 heatmap.

The phase angle was assumed to be 90 degrees, but in (real) matched systems the control
of the secondary and thus the effect on the phase influence is more important, as was the
case in Fig. 4.10i. This will be discussed in more detail in Chapter 5.

The presented approach is also applicable to non-matched systems, but since the influence
of I2 can be neglected, the effort is not necessary and it is easier and time-saving to derive a
new Rmin,I1max and apply it to the CCP.

4.3 IPM Example 2: Inverter Design Space for an Interoperable
Primary System

The second example is described by the flowchart in Fig. 4.16 and can be seen as a continuation
of Section 3.4. The aim of this example is to derive a design space for the electronics of
a primary side in a public charging scenario. This requires interoperability with different
secondaries. To avoid further simulations and validations, in this case different secondaries
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1. Choose primary coil
and all secondary coil

sets and positions

2. Get FEM data sets
of all combinations

and positions/offsets

3. Create VA coil capa-
bility plane(s) (VA CCP)

V2,max, I2,max,
Pout

4. Transfer VA CCP to
GA impedance interface

All sets of (L1, L2, M)
from Step 2.

Repeat for all
coils and positions

5. Create GA coil capa-
bility plane (GA CCP)V1,max, I1,max

6. Extract common area/in-
tersection of all planes

7a. Design space for primary electronics
of an interoperable GA system

7b. Transfer to inverter interface
for given compensation and
derive inverter requirements

Figure 4.16 – Flowcharts of the methodology for evaluation of the coil couplings and
guideline for deriving a design space for interoperable GA electronics.

are simulated by changing the air-gap of the secondary side from 140–210 mm in steps of 10
and 20 mm, which can be interpreted as cars with different ground clearance. Since only the
difference in magnetic parameters or couplings is important in this case, it is sufficient to
show the effects of the aspects studied in this chapter.

In the first two steps, the number of different secondary coils and the ground clearances
that the primary must operate with must be defined, and the corresponding simulation data
of the magnetics (or measured data) must be obtained for all positions/offsets and coil sets.

In the next step, the limits of the VA coils are used to derive the VA CCPs of all coils for
a given output power level, and the results are transferred to the GA impedance interface in
step 4. This must be repeated for all coils (sets of inductors). It is assumed that all secondary
coils have the same limits and differ only in their inductances and coupling factors with the
primary.

A similar GA CCP can then be derived with the primary coil boundaries. The common
area of all transferred VA CCPs and the GA CCP marks the interoperability zone. This is the
impedance range in which all the studied secondary sides and their offsets can be operated
within the boundaries of both coils.
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The interoperability zone can serve as a design space for interoperable primary side
electronics because this area ensures operation within the coil boundaries for all air-gaps and
offsets. The GA designer must provide the primary-side electronics capable of driving this
“golden” area to achieve full interoperability. This includes the assumption that the secondary
is also capable of matching this impedance range.

Furthermore, the results can be used to derive inverter requirements if a given compensation
topology is used to transfer the interoperability zone to the inverter impedance interface.

As done with the IPM Example 1, this process was also applied to the system from Section
3.4. The results for different operating conditions are presented in Fig. 4.17.

The first figure (Fig. 4.17a) shows the GA CCP on the GA impedance interface with the
boundaries of Tab. 3.5 for WPT3 (Pout = 10 kW). This CCP is a large IPP because the
coil boundaries are not critical and are usually very high. The power level and the terminal
voltage limits both affect the circle radius r1 defined by Eq. (3.30).

The current limit in the primary coil can be seen as the dashed blue line in Fig. 4.17b,
which shows a small part of Fig. 4.17a. The minimum real part of the GA impedance is
limited by Eq. (3.28).

The VA CCP on the VA impedance interface looks similar because the same coil boundaries
are applied. To transfer the VA CCP from the VA to the GA impedance interface (step 3 in
Fig. 4.16) the matrix A∼L (see (3.10)), which changes for each position, is used. This has been
done for the nominal position (0,0,210) mm and is shown as the dark blue area in Fig. 4.17b.
The red boundary now marks the area that can be driven by the primary coil but does not
meet the boundaries of the secondary side. The dark blue area is the impedance range that
lies within the boundary conditions of both coils. The smaller size of the resulting impedance
region is due to the low coupling of IPTSs in general.

If this process is performed with the secondary at maximum offset, the impedance zone will
deteriorate even further as the coupling decreases. Fig. 4.17c shows the results of repeating step
4 for the positions (0, 100, 210) mm, (75, 0, 210) mm and (75, 100, 210) mm. The color gradient
heatmap indicates how many OPs could be driven in these areas (within the boundaries),
where dark blue corresponds to the impedance area where only one of the four positions
can be driven (nominal position (0, 0, 210) mm) and the golden area marks the impedance
zone where all four examined positions can be driven within the coil boundaries. This is the
interoperability zone resulting from step 6 (Fig. 4.16).

It is important to note that only the magnetics and coil boundaries are used to derive this
interoperability zone. The electronics of both sides are not considered yet/here. The golden
area allows the coupling to be evaluated for interoperability at the impedance interfaces. The
interoperability requirements can be freely selected and adjusted.

To show the effect of larger coupling, the same study from Fig. 4.17c was repeated with the
air-gap between the coils reduced to z = 140 mm and the results are shown in Fig. 4.17d. It
is noteworthy that the interoperability zone increases with better coupling, which can serve
as a design guide for a magnetics designer while also relaxing the design requirements on the
electronics.

The effect of choosing a higher secondary coil current limit on the interoperability zone can
be seen in Fig. 4.17e. Here, the analysis of Fig. 4.17c has been repeated with a secondary coil
current limit set to I2,max = 100 A. It shows that a robust coil design can help to relieve stress
on other components, as a higher current limit significantly increases the interoperability
zone.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.17 – Different WPT3 CCPs, (a) GA CCP at the GA interface. In (b)-(f) the
red zone describes the impedance area which lies within the primary coil
boundaries but outside the secondary coil boundaries. In (c)-(f) the blue
and golden zones represent the impedance areas which lie within both coil
boundaries, where the golden zone describes the interoperability zone. The
gradient of the blue color represents the amount of operable points from
almost all positions in light blue to only one in dark blue.
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Figure 4.18 – IPM Example 2: CCPs with leakage flux heatmaps under (a) kmax and (b)
kmin coupling conditions.

To further explore the relationship between coupling and interoperability zone, the study
was repeated a third time, but this time with 20 different positions covering the entire
Z2 air-gap class3 with the results shown in Fig. 4.17f. In particular, the inclusion of these
additional couplings has a significant effect on the size of the interoperability zone.

As a last step, the leakage flux heatmaps were derived as explained in the previous section
and the results for kmax at (0,0,140) mm (Fig. 4.18a) and kmin at (75,100,210) mm (Fig. 4.18b)
of Z2 are shown in Fig. 4.18.

Overall, the study shows that it will be very challenging to achieve full interoperability
at high power with the SAE J2954 reference system [50] unless there is an active tuning
network on both sides that can shift the impedance to the desired area. Another conclusion is
that simple, low-cost secondary systems with passive tuning are very restrictive because they
cannot provide the same impedance and cannot mitigate against varying battery voltages.

To emphasize this, some OPs with constant output power (P = 10 kW) and different
battery voltages (Vbat = 280 − 450 V) were calculated and transferred to the GA interface,
similar to the first example presented (Section 3.4). This was done with the secondary placed
at its nominal position (green asterisk marker) and also at its maximum offset (magenta
asterisk marker) as shown in Fig. 4.17f. The different battery voltages result in a varying
load distribution outside the controllable region, and active elements are required to shift the
load into a feasible impedance zone. To show the effect of impedance tuning, these OPs were
calculated and transferred back to the GA IPP with different values in the secondary LCC
compensation. The results are shown as “+” markers (same colors) in Fig. 4.17f. While the
OPs of the nominal position have been moved closer to the interoperability zone, the offset
position cannot be driven by the new secondary tuning setup because the required primary
current would be too high. This illustrates the complexity of an interoperable IPTS design.

This conclusion was reached after only evaluating the coils. However, the situation becomes
more complex when the limits of the inverter are considered. For emphasis, Fig. 4.17f shows

3The total range of coil positions studied was (0, 0, 140) − (75, 100, 210) mm.
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the ICP from Section 3.4 for two different primary LCC compensation settings. While one
combination adequately covers the interoperability zone (green), the other is misaligned and
the system cannot address offset positions (magenta).

In practice, many additional assumptions may be imposed on a real system, making it
even more difficult to establish an interoperability zone.

4.4 Summary
This section provided a more in-depth look at the magnetics aspects of interoperability,
introducing the CCPs and identifying the parameters that define them, while also providing a
sensitivity analysis. The assessment of magnetics for full system interoperability was discussed
and ferrite linearization was considered.

The impact of magnetic leakage flux on the system and its compliance with standards was
presented, along with a solution to study it using FEM. These aspects were then integrated
into the IPM from the previous section, and an example of how to evaluate magnetics with
the IPM was given. The coils of the previous system were shown to have no leakage flux
issues at the Z2 air-gap class, and the sensitivity of the ICP to tuning was discussed. An
interoperability assessment of the coils was also demonstrated, emphasizing the need for early
interoperability assessments implied by the small interoperability zone.

Before examining the sensitivity analysis in Chapter 6, the next chapter focuses on the
electronics side of the system, providing a comprehensive analysis of the entire IPTS.

It is important to note that this study focused on examining the magnetics and accurately
representing them in the IPM. There is potential to extend this to the design of the magnetics;
however, the magnetic coupling between the coils is a significant challenge to independent
design. Coil normalization could be a solution, as presented in [126], which provides a way to
normalize and use the IPPs. The future work section 8.4 will explore this topic further, but
magnetic design is out of the scope of this thesis.
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Losses on Interoperability of IPT Systems

In Chapter 3, several simplifications such as the FHA and idealized switches in the inverter
and rectifier were used. As a result, harmonics and losses were neglected. These are reasonable
assumptions when a ballpark solution is desired in a first iteration, and allowed to focus on
explaining the procedure and introducing the interfaces and the method. Chapter 4 reversed
these assumptions for the magnetic parts as it covered the details of the magnetics in the
power transfer.

However, the efficiency of IPTSs, particularly in EV charging applications, is still a major
concern. Despite the simplifications introduced in FHA, the complexity and losses of the
power conversion stages make fundamental analysis insufficient in the long term.

Furthermore, efficiency becomes more important as the power transfer level is increased,
as will be done in Chapter 6 and 7. This is also true for leakage flux emissions, since coil
currents increase with higher power transfer, but the EMF exposure limit remains the same.
It is therefore essential to consider system losses and leakage flux emissions comprehensively.

Therefore, this chapter aims to provide a full system and loss analysis, with a focus on
interoperability. These issues are addressed by extending the IPM, introducing losses into
the IPPs, and reversing some of the previously made assumptions in order to provide more
information about various parameters, such as leakage flux exposure, within the created
IPPs. However, the loss calculations in detail are very complex and individual, making it
challenging to grasp them entirely. In addition, many dependencies affect these losses, which
is why it is impossible to cover all of them in this thesis. Consequently, simplifications are
necessary when integrating losses in the IPM, which is done in this chapter by investigating
the losses on a system level. System efficiency can then be evaluated within the IPPs, allowing
for better design decisions and extending its usefulness for evaluating control approaches.
The extended approach including losses is then compared against the simplified approach
and experimentally verified with the 10 kW system used in Chapter 3 and 4.

First, the losses in an IPTS are investigated for each component separately, starting with
the inverter, followed by the rectifier stage and continuing with the remaining components.
The losses are then integrated into the IPM, allowing isolines/heatmaps of different metrics
to be introduced into the IPPs. The loss estimation and integration procedure is shown in
two different ways, fixing either the input or the output power. The extended method is then
applied to a 10 kW system in a comprehensive use-case, and comparisons are made with the
simplified analytical approach, a physical circuit simulation, and the experimental results,
which serve as a summary of the work in Chapters 3, 4 and 5. The results and an evaluation
of how the different simulation methods can account for the losses are then discussed. Finally,
a summary is given.
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5.1 Modeling of Losses in IPT System Components
Chapter 3 introduced four impedance interfaces along the IPM. An IPTS topology with the
impedance interfaces and their simplifications is shown again in Fig. 5.1. For the purpose of
loss calculation, the four impedance interfaces must be extended and six power interfaces
(Pin, Pinv, PGA, PVA, Prect and Pout,) are introduced as shown. This is necessary to cover the
power conversion effects in the inverter and rectifier.

As mentioned earlier, the exact calculation of all system losses is challenging and may not
be possible without the help of simplifications, simulations or physical experiments. However,
many approaches for analytical loss estimation can be found in the literature (e.g., [164–172])
that can be applied here.

The assumptions made for the components of each interface and the equations used in this
thesis are discussed below, separately for each component.
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Figure 5.1 – IPTS topology with simplifications, impedance interfaces, transfer matrices
and power definitions.

5.1.1 Primary Side Inverter Losses
The operating principle of the inverter and its important parameters have been described in
Section 2.2.4. As mentioned, it is desirable to achieve ZVS to reduce losses, as MOSFETs
have high turn-on losses and ringing can occur [172]. An important metric for achieving ZVS
as well as balancing losses and control current is the conduction angle α. Losses are generally
a function of the inverter current iin, which in turn depends on the input voltage Vs. The
design of the nominal voltage and current should always consider the losses that will occur
because higher voltage means higher stress on the components and higher current leads to
more generated heat, both of which increase the losses.

Inverter losses can be divided into switching (MOSFET) and conduction (MOSFET and
diode) losses, which depend on conduction angle, characteristics of the switches such as
forward voltage, on-state resistance, and dead time, and current.
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The equations for the conduction losses of a full-bridge inverter are derived in detail in
[165–167]:

Pl,diode = 2
√

2
π

VfIin

[
sin
(

α

2 + δd

)
− sin

(
α

2

)]

+ 2
π

RDI2
in

[
δd + 1

2 (sin(α + 2δd) − sin α)
]

(5.1)

Pl,mos = 2
π

RDSI2
in

[
π − δd + 1

2 (sin α − sin(α + 2δd))
]

(5.2)

where Vf, RD, RDS and δd are the threshold (or forward) diode voltage, equivalent on-state
resistances of diodes and MOSFETs and dead-time, respectively. These values can typically be
found in a data sheet. α and Iin are the conduction angle and inverter output RMS current.

The main loss contribution of the inverter arises from the switching of the MOSFETs.
Depending on the phase angle φin (between the inverter voltage and current, also called the
input impedance angle) and the conduction angle α, a conduction current can occur when
a switch is operated, resulting in turn-on and turn-off losses. In this thesis, it is assumed
that ZVS operation is achieved and therefore no turn-on losses exist when the condition of
Eq. (5.3) is satisfied, according to [165]. Therefore, the next part focuses on turn-off losses,
but these equations are similarly valid for turn-on losses when ZVS cannot be achieved.

φin ≥ π − α

2 + δd. (5.3)

The turn-off losses can be calculated with Eq. (5.4) and depend on the switching frequency
fs. The turn-off energy Eoff,sw of each switch must be determined individually and can be
found in the data sheet as a function of the DC source voltage Vs, and the amplitude of
the instantaneous current Iinst,sw through the switch at the turn-off moment1. This current
depends on the waveform of the inverter bridge current which in turn depends on the selected
tuning topology and the operating and coupling conditions.

Pl,sw = fs · (Eoff,sw1 + Eoff,sw2 + Eoff,sw3 + Eoff,sw4) (5.4)

Fig. 5.2 shows Iinst and Iin in an LCC–LCC tuned system. The conduction angle in this
case was α = 180◦, and it can be seen how turn-off losses could be reduced by changing the
conduction angle to α2, but advanced control methods are beyond the scope of this thesis.

Furthermore, it can be seen, that the harmonics strongly influence the current wave-
form [173]. As a result, FHA is no longer applicable and a physical circuit simulation model
(e.g. PLECS or LTSpice) is required to obtain Iinst. Thus, the switching losses are neglected
in the IPP when the inverter current is sinusoidal.

Generally, these switching losses could be considered in the IPP. However, a physical
simulation for each of the numerous OPs studied within an IPP to obtain the switching losses
would be required. Since these losses are small compared to the magnetic losses, as will be
shown later in Section 7.3, this approach is too time consuming. A Fourier decomposition
can be used to derive the switching losses analytically, but this is beyond the scope of this
thesis (see future work, Section 8.4).

1If no ZVS is achieved, then the turn-on losses can be considered by adding the turn on energy Eon,sw
which is a function of the instantaneous turn-on current through the switch.
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Figure 5.2 – Waveforms of the MOSFET switch gate voltages and currents and the resulting
inverter output current (LCC–LCC system).

If the bridge current is sinusoidal (e.g., in a series-series tuned system), then the approxi-
mation in Eq. (5.5) can be used to obtain the switching losses [165, 167]. Eon and Eoff are
the turn-on and turn-off energy of the MOSFET switch under reference conditions, VR and
IR are the reference drain-source voltage and source current, respectively. QRR and IRD are
the reverse recovery charge and the reference current of the diode.

Pl,sw = 2
√

2VsIin cos
(

α

2

)
· fs

(
Eon + Eoff

VRIR
+ QRR

IRD

)
(5.5)

In both cases, the total inverter losses can then be calculated as

Pl,inv = Pl,diode + Pl,mos + Pl,sw. (5.6)

For the purpose of this thesis, the analysis is performed under the assumption that only the
conduction angle α of the inverter (see Fig. 5.2) can be varied as a control variable. Due to the
system level approach, the dead-time is considered to be zero and any thermal dependencies
(e.g., of the resistors in data sheets) are also neglected. Furthermore, all components such as
diodes etc. are assumed to be linear.

5.1.2 Rectifier Losses
Rectifier losses are highly dependent on the topology chosen. If an active switching solution
is chosen, the calculation of losses is similar to the inverter losses and switching effects must
be considered in a similar way.

Within this thesis only a passive diode full-bridge is considered, which has similar conduction
losses as the inverter [165]:

Pl,rect = 4
√

2
π

VrfIout + 2RRDI2
out. (5.7)
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Here, the rectifier diode forward voltage is Vrf and equivalent on-state resistance is RRD which
can be obtained from the data sheet of the diodes.

Other effects such as ripple currents and their impact on efficiency are neglected because
they are comparatively small. Another assumption is that the rectifier always operates
in CCM. If the rectifier goes into Discontinious Conduction Mode (DCM), then the Rac
simplification of the FHA can no longer be made, and the effect of the passive rectifier on the
phase angle φ12 is unclear, since more harmonics are also introduced into the system [174].
This also depends on the secondary tuning, which makes the DCM complex and is all part of
the control strategy decisions. Finally, the effect of the passive rectifier on the phase angle is
neglected and an ideal phase angle of φ12 = 90◦ is assumed. Chapter 7 will discuss the effects
of the rectifier on the phase angle in detail.

5.1.3 Magnetic Losses

Magnetic losses are an important consideration in the design and analysis of IPTSs as they
can have a significant impact on the efficiency and performance of an IPTS, but it is difficult
to obtain reliable simulation results. Accurately modeling these losses is challenging and
requires detailed knowledge of the system components and operating conditions [68]. These
losses can be divided into three main components: coil losses, core losses, and eddy current
losses.

Coil losses occur in the windings of the coils due to the resistance of the wire and are the
major source of magnetic losses. The use of litz-wire helps to minimize the proximity and
skin-effect losses that can occur in high-frequency applications. The modeling of litz-wire is
very complex, so it is usually simplified and skin and proximity effects can be neglected or
estimated with an AC/DC factor.

Core losses occur in the magnetic core of the ferrite due to hysteresis and eddy current
losses. Hysteresis losses occur when the magnetic domains in the core are magnetized and
demagnetized with each cycle of the alternating magnetic field. Eddy current losses occur
when the magnetic field induces circulating currents in the core material, resulting in resistive
losses [169].

Accurately calculating core losses is challenging because they depend on several factors,
including the material properties of the core, the frequency and amplitude of the magnetic
field, and the temperature of the core. The most common method for estimating core losses
is to use the Steinmetz equation [138]. However, these methods are only approximations and
do not account for local heating or saturation effects.

Eddy current losses occur in conductive materials, such as aluminum shields, when they
are exposed to a varying magnetic field. Eddy current losses can be reduced by using non-
conductive materials or by minimizing the exposure of conductive materials to the magnetic
field.

The most common approach to characterize losses is to use the simplified Equivalent-Series-
Resistance (ESR) measured with an LCR-meter [169]. An analytical calculation is difficult
due to the magnetic material. FEM simulations can give an estimate that is difficult to
agree with under all varying conditions and is therefore not preferred. The ESRs are usually
obtained by small signal measurements and these include but underestimate the core losses
[169]. This is discussed further in Section 7.3 where a loss breakdown is provided.
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To summarize, within this thesis, the magnetic losses are only related to the ESR RGA
and RVA of the primary and secondary coils and their respective currents and the magnetic
loss can be calculated as

Pl,mag = RGA · I2
GA + RVA · I2

VA. (5.8)

5.1.4 Other System Losses

There are other component losses in IPTS, such as parasitic effects, ripple effects, and DC
inductor losses, which are usually not considered due to being negligible.

Similar to the magnetic losses, the compensation network losses are related to the ESR RC
of the capacitors and are usually very small or negligible. However, this could change as the
ESR depends on the chosen capacitors and tuning networks. In this case, the losses of the
primary and secondary compensation networks can be calculated as

Pl,comp = Pl,comp1 + Pl,comp2

= RC1 · I2
in + RC2 · I2

out. (5.9)

5.1.5 Efficiency

In Section 2.3, the efficiency was defined as ratio between output and input power (Eq. (2.63)).
With the consideration of losses this can be rewritten to

η = Pout
Pl,inv + Pl,mag + Pl,comp1 + Pl,comp2 + Pl,rect + Pout

. (5.10)

5.2 Loss Extension of the IPM

In Chapter 3 the ICPs were derived for the same output power at all interfaces. Only the
magnetic losses in the impedances ZGA and ZVA were considered in the ESRs. However, this
introduces a slight error because each component must be supplied with more power to cover
its own losses. In other words, the source must supply more power to the system to achieve a
desired Pout = Pout,min. This changes the Pout,min boundary that must be imposed, as shown
in Fig. 3.5d, and therefore affects the size of the ICP or IPPs in general. In addition, the
need for higher input power also changes the FHA calculations of the circuit, as higher rated
currents and voltages result.

To account for this, this section shows an extension to the IPM to correctly integrate the
losses while maintaining correct boundary imposition and nominal metric estimation. In
particular, the estimation of the coil current, as it is important for the calculation of the
leakage flux.

There are two general ways to include losses in the IPPs. One way is to fix Pin at the DC
interface (see Fig. 5.1) and calculate the losses from the inverter to the output interface while
subtracting the losses from Pin at each interface to see how much output power Pout can be
achieved for a given input power. The other way is to set the required Pout at the DC output
and then add the losses at each interface (from the output to the inverter interface) to see
how much input power Pin is required under the assumed conditions.

Both approaches aim for different results, and it is important to choose the correct one
when performing an efficiency study. They are based on the different power class definitions
that exist in SAE J2954 (LD) and J2954/2 (HD) [50, 112].
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In the first version, the active LD standard, the power class is defined by the maximum
apparent input power in kVA (see Section 2.5.1). Assuming unity power factor, this means
Sin,max = Pin,max. In this case, it is often interesting to see how much output power can be
achieved for a given power class, and to assess whether the efficiency regulations are still met.
In terms of IPPs, this means that the same input power should be transferred at the input
or DC interface, while the power at the output interface can vary for different OPs, as each
point within the IPP produces individual losses.

The HD standard, which is still in the Technical Information Report (TIR) stage at the
time of this writing, aims to define power classes by active output power in kW. This means
that a designer of an IPTS must ensure that a certain amount of active power Pout,min is
transferred to the EV battery. As a result, the same power level at the output interface is of
interest, while the input power can vary for certain OPs, as long as the desired output power
is achieved.

To account for both cases, the flowcharts for the first (Pin is constant) and second (Pout is
constant) approaches have been derived and are shown in Fig. 5.3 and Fig. 5.4, respectively.
For simplicity, the compensation loss calculation steps have been neglected in the first
approach, but they can easily be added at the right places between the inverter and the
magnetic and rectifier losses.

Since both approaches work in a similar way, only the second approach will be detailed
below by examining the IPM Example 1 from Section 3.4.

Pout constant: To illustrate the extension of the method, the (lossless) results of IPM
Example 1, the ICP with the various component constraints (for kmin) are again shown
in Fig. 5.5 at all interfaces. In addition, heatmaps of each interface current are shown, as
introduced in Chapter 4. These ICPs were all obtained with the assumption that Pout = 10 kW
must be transferred at each interface. As a result, the same Pout,min = Pout = 10 kW limit
was imposed on all interfaces.

Using the current heatmaps to calculate losses would introduce an error. Taking losses into
account requires that the output power, and thus the Pout,min boundary, be adjusted so that
the input power required by each component is increased by the amount of losses because
the component must compensate for the losses. To solve this problem, the flowchart from
Fig. 5.4 can be used, which will be demonstrated below.

To study and visualize the implementation of the losses, the ICPin (green) from Fig. 5.5
is used as a starting point (step 1 in the flowchart). The implementation of the limits must
be done separately at each interface after the power level adjustments, because they also
depend on the individual power transfer requirements that each OP now has. Only the initial
Pout,min boundary, in this case 10 kW, should be implemented. This step can be skipped (and
the black ICP can be used as a starting point instead), since each ICP will be updated with
its new Pout,min limit after the loss calculation.

As shown in Chapter 4, the usable zone can be divided into a fine grid and transferred
to the output interface. Each point represents an OP that can be addressed by the system
within the initial system boundaries. The first step is to associate each OP with the selected
output power Pout,min = Pout = 10 kW at the output interface.

With P = Re (Z) · I2, the current (Iout) required to transmit Pout can be derived for each
OP within ICPout. Using the rectifier datasheet [175] (see next section for details), Iout and
Eq. (5.7) the losses of each OP can be calculated. With the IPM, these losses can now be
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Figure 5.3 – Flowchart for loss implementation with constant Pin into the IPM.

studied at any interface. The rectifier losses shown at the output interface and transferred to
the inverter interface for the previously discussed ICP are shown in Fig. 5.6.
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Figure 5.4 – Flowchart for loss implementation with constant Pout into the IPM.

Since Pl,rect depends only on the output current, the heatmap also indicates where high
output currents are expected at the inverter interface within the ICP, which can be useful
for design or control considerations.

To transfer 10 kW at the output interface, the system must provide the rectifier losses, so
the next step is to change the required power at the output interface to Prect = Pout + Pl,rect.
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Figure 5.5 – ICPs of IPM Example 1 with the respective interface current as heatmap.
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Figure 5.6 – Rectifier losses in the ICP at the rectifier and inverter interface. The ICP
without losses is shown in green for comparison.

Due to the different losses of each OP, the required power now varies within the ICP, as can
be seen in Fig. 5.7, which shows the same ICP but with Prect as the heatmap.

When imposing the boundaries at the rectifier interface (according to Chapter 3), it is
important to update Pout,min to Pout,min = Prect for each OP, since the change in required
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Figure 5.7 – ICP with Prect heatmap at the inverter interface.

output power affects the ICP (higher power means smaller ICP) and the boundary imposing
results. The hull curve of the initial lossless ICPin is shown in green in Fig. 5.6 for comparison.
It can be seen that increasing the required power has a negative effect on the size of the ICP,
which illustrates the need to consider the losses within the IPM.

This process must be repeated at each interface as described in the flowchart, and it is
important to use the correct data sheets, limits, and equations to calculate the losses and
impose the limits step-by-step.

To provide further insight into the process and demonstrate the ability of the approach
to represent the losses of each component separately, Fig. 5.8 and show the magnetic and
inverter losses under different considerations.

To illustrate how high the magnetic losses can get within the complete ICP, Fig. 5.8a
shows the magnetic losses without considering any limitations. However, to follow the process
flowchart, the real usable ICP with all losses and component boundaries considered and
the magnetic loss heatmap is shown in Fig. 5.8b with the lossless (golden) hull curve from
Fig. 5.5a for comparison.

The next step in the flowchart is the calculation of the inverter losses and the results without
switching losses (as this is an LCC–LCC system only conduction losses are considered and
Eq. (5.5) does not apply) are shown in Fig. 5.8c. Again, not all boundaries were considered to
show the distribution within the (then larger) ICP. To demonstrate the impact of switching
losses, the inverter losses including switching losses are shown in Fig. 5.8d over the entire
ICP area. Although the calculated switching losses only apply to a series-tuned system, the
results can provide a ballpark solution and illustrate the importance of switching losses as
they significantly increase the total losses.

However, only the golden area is of interest for system design, and after calculating the
inverter losses, the total loss heatmap can be calculated as shown in Fig. 5.9a. To illustrate
the effect of changing the desired output power on the ICP, the lossless ICP is used. It can
be seen that Pout,min increases due to the loss and results in a smaller ICP. This is very
important because some OPs that were previously inside the ICP are now outside the IPP.

The process ends when the inverter’s constraints, such as the grid limits (Sin,max), are
imposed, and the final step is to update the minimum required output power for the ICP at
the inverter interface to Pout,min = Pin. Pin can also be used to calculate efficiency, since it
indicates the required power that must be supplied to the system to obtain the predefined
Pout.
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Figure 5.8 – Loss analysis of the IPM Example 1 at kmin with (a)-(b) magnetic loss and
(c)-(d) inverter loss heatmaps.
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Figure 5.9 – (a) Loss and (b) efficiency analysis of the IPM Example 1 at kmin with isolines
for different power levels.
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Figure 5.10 – Bmax,800mm leakage flux heatmap of the IPM Example 1 at kmin.

The entire process can be repeated if another Pout value is of interest. The efficiency
map with the OPs from Chapter 3 (Fig. 3.17) is shown in Fig. 5.9b. Two repetitions with
Pout = 9.5 kW and Pout = 9 kW have been performed and are also highlighted. An evaluation
of the system efficiency is now directly possible for all OPs and varying conditions.

Similar to Chapter 4, the leakage flux heatmap within the final ICP are shown in Fig. 5.10,
which is also a very valuable evaluation step.

In terms of interoperability, the loss extension is a powerful and useful feature of the
methodology, since variations in power and battery voltage need to be covered by an interop-
erable system, and it is quite difficult to study this with a conventional approach due to the
amount and complexity of the generated data sets. The loss-extension IPM provides a fast
and convenient solution to analyze and visualize such aspects.

The impact of losses on an IPTS design is discussed in next section, where the method is
applied to an extensive use-case using the constant Pout approach (see flowchart in Fig. 5.4).
Another loss study is presented in Chapter 7 for a 50 kW system.

5.3 IPM Example 3: Public Charging

In this example, the IPM and its loss extension are applied to a system already known from
Chapters 3 and 4 and the previous section. The aim is to integrate the knowledge gained from
the previous chapters in a comprehensive study relevant to a practical scenario. A scenario
for a public charging primary side is created and the goal is to achieve higher interoperability.

First, the system and the use-case are presented, along with the boundaries used. A
flowchart of the process for this example is then provided. To evaluate the accuracy of
the simulation tools used, experimental measurements were performed and the results are
compared with the simulation results. The flowchart is then implemented and the results are
discussed in detail. Finally, potential measures to improve interoperability are presented and
the estimated losses are discussed.

5.3.1 System, Use-Case and Boundaries

In order to assess whether a primary can be used for public charging, the interoperability of
this primary should be investigated. To demonstrate the IPM’s ability to investigate this, a
scenario was created where a primary needs to operate with four different secondaries, each
differing either in their respective air-gap or tuning topology (Case 1–4). This results in four
coil combinations with different couplings.
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Figure 5.11 – Overview of the use-case scenario. The electronics of Case A or Case B are
connected to the primary coil and four different cars are parking over this
charging station and should be charged under different parking and battery
voltage conditions with Pout = 10 kW.

The goal of the use-case scenario is to compare two different sets of primary electronics
consisting of the same inverter with different tuning, Case A and Case B in Fig. 5.11, and to
assess which one is better suited to work with the primary coil (SAE UGA WPT3 [50]) as a
public charging station under these requirements.

The secondary coil for Cases 1 and 2 is similar to the already used SAE VA WPT3 Z2 system
from Section 3.4 (tuning topology is changed), while Cases 3 and 4 use the SAE VA WPT3 Z3
system from [50], see Tab. 2.11.

As for the secondary electronics, Case 1 is series-tuned with a passive diode rectifier, which
can be simplified to Rac with Eq. (2.9). Case 2 uses a partial series tuned system and a
passive rectifier which can be simplified to Rac2 with Eq. (2.12). Cases 3 and 4 use the same
electronics, both LCC tuned with an impedance compression network (Eq. (2.19)). These
two cases use the reference electronics topologies from [50] and differ only in the air-gap of
their EVs – Case 3 is at the maximum height of Z3 and Case 4 is at the minimum Z3 height.
Cases 1 and 2 have the same air-gap, but differ in the electronics.

In total, four completely different EVs (coil, electronics and coupling conditions) are pre-
sented on the primary side, which is not unusual for a public charging scenario. The schematics
of the described use-case are shown in Fig. 5.11. Case 2 is similar to the experimentally
validated system in Section 5.3.3.

Each case is considered at its air-gap (z-height) and its nominal as well as offset (x = 75 mm
and y = 100 mm) position, resulting in 8 different CCPs presented to the GA interface.
Battery voltage variations are also considered, as in the previous examples, resulting in
different loads and thus different OPs presented to the GA.

The system boundaries set for this example are summarized in Tab. 5.1. The boundaries
were estimated and differ from the previous examples in Chapters 3 and 4 because the use-case
was specifically created for this example. In addition, the loss parameters in terms of forward
voltages and on-state resistances are listed. The datasheets of the (used) switches and diodes
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Table 5.1 – IPM Example 3: System Boundaries for the Use-Case Scenario
Grid/Inverter Coils Rectifier/Load
Sin,max = 11.1 kVA V1,max = V2,max = 2.5 kV Vbat = (280 − 420) V
Vs = (50 − 500) V (I1,max,I2,max) = (100,100) A Pout = 10 kW
Is = (5 − 60) A (x,y,z)min = (0,0,140) mm Rac = 8/π2 · V 2

bat/Pout

φin = (0 − 45) deg (x,y,z)max = (75,100,250) mm Rac2 = π2/8 · V 2
bat/Pout

Bmax = 15 µT Rac3 = (X2
rect + R2

ac)/Rac

Vf = 0.7 V R1 = 34.1 mΩ Vrf = 3.7 V
RD = 49 mΩ R2 = 35.5 mΩ RRD = 7.8 mΩ
RDS = 25 mΩ RC1 = 10 mΩ
α = 180◦ RC2 = 10 mΩ
δd = 0 s

Table 5.2 – Overview of Tuning Equations for the IPM Example 3
Topology Cs1,s2 Cp1,p2 Ls1,s2 X1,2

Series 1
ω2L1,2

– – ωL1,2

Partial-Series 1
ω2L1,2−ωX1,2

1
ωX1,2

– ωL1,2− 1
ωCs1,s2

LCC 1
ω2L1,2−ωX1,2

1
ωX1,2

X1,2
ω ωL1,2− 1

ωCs1,s2

were taken according to the components used in the experiments of the next section and can
be found in [175].

Information on the tuning values is listed in Tab. 5.3, and the equations on how to calculate
the values can be found in the fundamentals (see Section 2.2.3) and are summarized again
in Tab. 5.2. Perfect or active tuning is beyond the scope of this use-case and is thus not
discussed in detail2. The approach of this use-case is to present four secondaries to each
primary and to analyze the capabilities of the primaries even if the secondaries are detuned,
with which a public charging station may nonetheless has to deal with.

With the circuits fully parameterized, the IPPs and OPs can be derived for all cases of the
use-case. The details of the procedure are explained in the next section.

5.3.2 Process Flowchart of the Use-Case
In Fig. 5.12 the flowchart of the target application is shown. The blue colored steps describe
the electronic part of the process to derive the ICP, while the green colored steps describe
the magnetic part of the process to derive the CCPs. The inverter boundaries and power
limits can be implemented with the procedures described in Section 3.2.2 to derive the ICP

2The sensitivity study in Chapter 6 will discuss the impact of active tuning.
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Table 5.3 – Overview of Tuning Values for the IPM Example 3
Case X1 X2

S-S ωL1 ωL2
S-PS ωL1 5.5
S-LCC1 ωL1 7
S-LCC2 ωL1 11
LCC-S 4.5 ωL2
LCC-PS 4.5 5.5
LCC-LCC1 4.5 7
LCC-LCC2 4.5 11

1. Choose desired
Output Power

Pout and fs

2. Load in-
ductances

3. Derive
VA CCP

4. Impose
secondary coil

boundaries

5. Transfer
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Figure 5.12 – IPM Example 3: Flowchart of the public charging use-case.
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and must be repeated for each inverter under investigation, in this case (twice) for Case A
and Case B. With the primary tuning topology, the transfer matrices A∼S and A∼LCC can be
determined and each ICP can be transferred to the GA interface.

With the inductances as input, any VA CCP can be derived for the given power level as
shown in Section 4.2.1. After imposing the VA limits on the CCP, the IPP can be transferred
to the GA interface using the corresponding A∼L, where the primary side as well as the leakage
flux limits can be imposed as described in Section 4.2.3 (a simplified approach is sufficient
since the coils are non-matched). This must be repeated for each offset position and each
secondary coil considered.

As a third part of the procedure, the OPs depending on the power level, battery voltage
and frequency have to be calculated and transferred back to the GA interface using the
transfer matrices defined by each secondary tuning topology and the coil transfer matrices of
each coil position and secondary coil.

The investigated ICPs, the considered CCPs and their respective OPs from the use-case
conditions can now be combined at the GA interface and directly compared or evaluated.

These steps were intentionally done without considering the losses to allow an initial
comparison to highlight the impact of the losses later. The loss extension with constant Pout
must be performed for each of the eight combinations. The results of the flowchart process
and the loss extension are presented and discussed in Section 5.3.5.

5.3.3 Experimental Verification

It is not feasible to set up experiments for all OPs of an IPP and for all system combinations.
Therefore, measurements have been performed for a known system (Case 2) to validate the
simulations in general (also used in Chapters 3 and 4, thus validating these results as well),
so that they can be used to apply the presented method in the next section.

The system used for experimental verification consists of two circular coils similar to the
SAE UGA WPT3 and SAE VA WPT3 Z2 systems from [50]. The circuit of the measurement
setup is shown in Fig. 5.13.

The switching frequency was set to fs = 85 kHz and the input and output voltages were
set to Vs = 450 V and Vbat = 420 V, respectively. The compensation networks consist of an
LCC topology on the primary and a partial series compensation on the secondary, and the
values are listed in Tab. 5.4. A boost converter was used on the secondary to regulate the
output voltage. All measurements were made with a car mimic plate (aluminum shielding,
(800 × 800 × 1) mm) on top of the secondary and a picture of the measurement setup in the
lab is shown in Fig. 5.14.

Two OPs were set up and the input and output voltages and currents were measured, with
the results shown in Tab. 5.5. The difference between the two OPs was in the coil position,

Vs

Is
DC

AC

iin

vin

Ls1 Cs1

Cp1

L1 − M

i1

L2 − M

i2

M

im

v1 v2

Cs2

Cp2

iout

vout

Ldc D

S Cdc

Ibat

Vbat

Figure 5.13 – Circuit topology of the measured system.
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Table 5.4 – Tuning Values of the Experimental Setup
Parameter Value Parameter Value

Ls1 12.3 µH – –
Cs1 122 nF Cs2 110 nF
Cp1 356 nF Cp2 287 nF

Primary
Electronics

Secondary
Electronics

Bmax

Electronic
Load

Figure 5.14 – Lab leakage flux measurement setup.

which in the first OP was set at the nominal position, (x,y,z) = (0,0,210) mm, and in the
second OP at the offset position, which is (x,y,z) = (75,100,210) mm.

To keep the output voltage constant, the duty cycle of the boost converter was set to
D = 0.23 in the nominal position and D = 0 in the offset position. Fig. 5.15a shows the
recorded waveforms of the coil currents and the inverter bridge and Fig. 5.15b shows a
screenshot of the measured output values, both for the nominal OP. A loss breakdown and
comparison with simulation results will be discussed in the next section.

The leakage flux probes were placed at the same position where B = Bmax occurred in the
FEM simulation as discussed in Section 4.2.3 and shown in Fig. 4.9. These measurements
were performed for two distances, 800 mm and 1000 mm, both in the XZ- and YZ-planes,
and the leakage flux measurement results as well as the inductances and coupling factors are
listed in Tab. 5.6.

5.3.4 Full System Simulation

To validate the simulation models, the same system and similar OPs were set up in the
circuit simulations and the results are also shown in Tab. 5.5. Ansys Maxwell was used for
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Table 5.5 – Comparison between Measurements and Circuit Simulations
I1 I2 Is Ibat Pin Pout Ploss ηdc-dc

(A) (A) (A) (A) (kW) (kW) (kW) (%)
Nominal Position → (x,y,z) = (0,0,210) mm, Vin = 450 V, Vbat = 420 V, D = 0.23

Meas. 75.5 59.2 25.0 24.6 11.3 10.4 0.9 92.0
Sim. 71.8 66.9 25.7 26.3 11.6 11.1 0.5 95.7

Offset Position → (x,y,z) = (75,100,210) mm, Vin = 450 V, Vbat = 420 V, D = 0
Meas. 77.5 68.3 25.0 24.5 11.3 10.4 0.9 92.0
Sim. 75.6 76.8 25.1 25.5 11.2 10.7 0.5 95.6

Table 5.6 – Comparison between Magnetics Measurements and FEM Simulations
L1 L2 k Bmax,800mm Bmax,1000mm

(µH) (µH) (µH) (µH)
Nominal Position → (x,y,z) = (0,0,210) mm

Meas. 38.16 43.41 0.116 5.9 2.5
Sim. 38.03 41.03 0.122 6.7 (6.68) 2.6 (2.63)

Offset Position → (x,y,z) = (75,100,210) mm
Meas. 38.78 43.44 0.088 13.6 5.2
Sim. 38.56 40.99 0.089 14.3 (14.17) 5.1 (5.04)

the FEM simulations and the coil models are identical to those used in the IPM Example 1,
see Fig. 3.8. PLECS was used for the circuit simulations and the model is shown in Fig. 5.16.

The simulated waveforms are shown in Fig. 5.17 and can be used to compare the simulation
results with the measured scopes.

To obtain the maximum leakage flux values at their exact position (which was necessary for
comparison with the measurements), the measured currents of both OPs were set in another
FEM simulation and the results are listed in Tab. 5.6. The second value shown in brackets
was determined using the simplified scaling method described in Section 4.2.3. The values
are almost identical, confirming that the simplified approach can be used in this case.

The boost converter can either be modeled (in circuit simulations) or included in the Rac
load. The formula is given in Tab. 2.1:

Rac = π2

8 (1 − D)2Rbat. (5.11)

The comparison between measured and simulated values in Tab. 5.5 shows very good
agreement with the simulations and with the measurements in general. There are slight
deviations in the secondary currents caused by the rectifier. The thermal and ohmic losses of
the diodes and MOSFETs were not modeled in PLECS and account for about 3.5 % of the
efficiency and also explain the slightly higher current in the simulations.

The losses could not be measured separately for each component, but the equations
from Section 5.1 can be used to investigate the loss distribution and the deviation between
measurements and simulation, which is done below for the offset position (kmin).
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(a)

(b)

Figure 5.15 – Scopes of the circuit measurements for the nominal position, (a) waveforms
of coil currents and inverter bridge and (b) captured output values.

Tab. 5.5 shows that the total measured losses were Ploss = Pin − Pout = 11.3 kW − 10.4 kW
= 0.9 kW. The datasheet parameters for the loss calculation of each component are listed in
Tab. 5.1. The losses of the inverter (conduction only), the magnetics and the rectifier can
then be calculated with Eq. (5.1), (5.2), (5.8) and (5.7):

Pl,inv = 51 W
Pl,mag = 370 W
Pl,rect = 175 W.

To account for the switching losses, a closer look at the currents through the MOSFET
switches from the PLECS simulation is shown in Fig. 5.18. It can be seen that the instantaneous
currents at the turn-off moments are Iinst,1 = 18.9 A and Iinst,2 = 25.3 A for the left and
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Figure 5.16 – Schematics of the PLECS simulation.
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Figure 5.17 – Waveforms of the PLECS simulation.

right legs of the inverter, respectively. The data sheet [175] can be used to obtain the turn-off
energy for each switch, and Eq. (5.4) can be used to calculate the switching losses.

Pl,sw = fs · (0.2 J + 0.2 J + 0.2 J + 0.2 J) = 70 W

To narrow it down further, the core losses in the ferrite and the eddy current losses in the
aluminum shielding for this specific operating condition were derived in a FEM simulation3:

Pl,core = 24 W
Pl,shield = 43 W

The total calculated losses then add up to Ploss = Pl,inv + Pl,mag + Pl,rect =
121 W + 437 W + 175 W = 733 W, leaving about 170 W for the boost converter and other
losses such as compensation capacitors and DC inductors.

Furthermore, the simulated leakage flux values at 800 mm distance are slightly higher than
the measured ones. This can be explained by the fact that it is very difficult to place the
probe in exactly the same position as in the simulation and to place the coils in exactly the
same position, which also explains the slight offset in L2. Especially at low leakage flux, it is

3Ansys allows the core loss to be extracted and is able to calculate the surface loss density on the aluminum
surface, which can be integrated over the entire surface to obtain the eddy current losses.
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Figure 5.18 – Waveforms of the inverter switches in the PLECS simulation.

difficult to capture the correct leakage flux since there is also a manufacturing margin of the
probe.

Overall, the results agree quite well, and with the loss estimation the results are even closer,
hence the simulation models and loss equations can be considered validated.

5.3.5 Results and Discussion

Steps 1 to 7 of the flowchart in Fig. 5.12 have been done separately for each secondary coil
and the results are shown in Fig. 5.19a–Fig. 5.19d while all results are visualized together in
Fig. 5.20 (step 8).
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

Figure 5.19 – Results of the process flowchart from Fig. 5.12 for (a)-(d) each secondary
case.

Figure 5.20 – Results of the process flowchart from Fig. 5.12 for all cases at kmin.
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As shown in Fig. 5.12, these results can now be used to evaluate the ICPs and thus the
inverters with their tuning topologies, or the resulting combination of ICPs and CCPs (if
any) can be used as a design space for a new set of primary electronics.

In each subfigure of Fig. 5.19, the red and green planes represent the CCP at the nominal
and offset positions, respectively. The OPs are also shown for the nominal (black) and offset
(magenta) positions. The ICP of Case B, the series tuned ICPS, is shown in purple and the
ICPLCC of Case A is shown in blue.

It can be seen that although Case B provides a much larger ICP, fewer OPs can be driven
compared to Case A. Here, the OPs for the offset positions are mostly outside the ICPS.
The reason for this is the current limitation of the inverter. The current flowing through the
inverter is similar to the coil current in series tuned systems, and the required primary coil
currents exceed the inverter current limit for Case B. Increasing the inverter coil current
limitation moves the left boundary of the ICPS to the left.

Furthermore, it can be seen that the coupling quality is sufficient for all cases, since all
nominal (black) OPs lie within their corresponding CCP (red), which is also true for the
offset cases (magenta OPs in green CCP), although Case 2 and Case 3 provide very small
CCPs.

Another observation is that the secondary LCC tuning OPs (Cases 3 and 4) are very closely
grouped at the GA interface. This simplifies the design of the primary-side electronics because
there is less area to cover. In addition, closely grouped OPs place less stress on the electronics,
result in a more tolerant system, and are therefore preferable. Another design goal should be
to create CCPs that have a small buffer to the OPs or vice versa. If most of the OPs are close
to the left CCP boundary, as in Cases 1, 2, and 3, the system will always operate close to the
coil current limit. This means that the real system may exceed the leakage flux limit, given
the assumptions made for this use-case (FHA) and the comparison of measurements and
results from Section 5.3.3, which show slightly higher primary currents in the measurements.

The previous results were obtained without loss consideration. The presented loss approach
of Section 5.1 was performed for a constant Pout and the new ICPs with their efficiency
maps are shown in Fig. 5.21 for Case A and in Fig. 5.22 for Case B (with each secondary) at
nominal position. The lossless ICPs (blue) are also shown for comparison.

If misalignment is introduced, these figures change again and the efficiency degrades, an
example for both Cases A and B at kmin is shown in the Appendix A.1.

Since the magnetics do not pose a significant constraint, interoperability in this case can be
ensured for both Cases A and B if all OPs lie within their ICPs. To achieve this, the tunings
and boundaries of both cases were adjusted and the redesigned ICPS and ICPLCC (with
losses and lossless) are shown in Fig. 5.23 and their new boundaries are listed in Tab. 5.7.

By increasing the allowed current and the phase angle, the ICPS now reaches almost all
OPs. It is not mandatory for a charger to deliver rated power at the rectifier interface under
all conditions and positions [50], so the OPs from Case 1 that are still outside the ICP can
be reached if the required output power is reduced slightly as the ICP then increases (see
Fig. 5.9b). The initial ICPLCC already covered almost all OPs, so in this case only the allowed
phase angle and the tuning had to be slightly adjusted to ensure interoperability.

There are many other ways to approach this use-case to improve a case or achieve interop-
erability. The interoperability zone of all coil combinations could be used as the ultimate
design space since it is guaranteed to stay within the magnetic and leakage flux limits. If
both primary and secondary electronics are designed to match the CCP, interoperability is
assured. The same is true for active tuning designs, which could be designed to move all OPs
(secondary tuning) or the ICP (primary tuning) into the CCP.
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Figure 5.21 – Results of the loss considerations (black hull curve with efficiency heatmap)
for Case A on the primary and (a)-(d) each secondary case at the GA interface
and knom. The blue hull curve represents the lossless ICP.

Table 5.7 – New Inverter Boundaries
Inverter

Case A Case B
Vin = (50 − 500) V Vin = (50 − 500) V
Iin = (5 − 66) A Iin = (40 − 100) A
φin = (0 − 65) deg φin = (0 − 65) deg
X1,new = 4.2 X1,new = ωL1

Another approach could be to evaluate the system and derive constraints on its interoper-
ability. For example, the consequences of the evaluation could be to allow only coils with
a coupling factor higher than a certain kmin, to allow only lower air-gap classes (e.g., only
Z1 can be driven), or to reduce the transferred power (e.g., the system is only capable of
providing WPT1-2). Some of these limitations lead to the conclusion that the system may not
be suitable for public charging, but could be reasonably good for cost-reduced or fleet-based
systems.
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Figure 5.22 – Results of the loss considerations (black hull curve with efficiency heatmap)
for Case B on the primary and (a)-(d) each secondary case at the GA interface
and knom. The blue hull curve represents the lossless ICP.

With slight changes in the flowchart from Fig. 5.12, the proposed method can also be used
to evaluate coupler geometries for given electronics. An evaluation can be done by comparing
the resulting CCP sizes, interoperability zones and IBmax curves of all combined couplers.

The loss extension shows that the redesign still addresses most of the OPs, while some
move out of the ICP. It can be seen that the ICPs decrease because the inverter has to cover
the losses and that this affects only a few OPs from Case 1 that can no longer be driven by the
ICPS,wLoss (the series tuned ICP with losses considered). However, the efficiency distribution
varies and the leakage flux is within limits for the presented OPs.

It must be emphasized that these results were obtained without considering the inverter
(switching) losses and harmonics. These losses are highly dependent on the actual circuit and
the OP itself. Therefore, it is quite difficult to derive exact losses for a variety of OPs. A
thorough study of losses, harmonics and their impact on ICPs and CCPs is important for
good quality results and is part of future work (see Section 8.4).

The compensation topologies in Tab. 5.2 were designed to cover most of the associated
ICPs, and in some cases a trade-off had to be made between covering the CCP or the ICP.
Perfect or active tuning is beyond the scope of this example and will be covered in the next
chapter.
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Figure 5.23 – Results of the redesigns of the Case A (light-blue) and Case B (purple)
electronics in (a), with (b)-(c) efficiency heatmaps and (d)-(e) leakage flux
heatmaps, respectively.
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5.4 Summary
In this chapter, the electronics of an IPTS were studied with the aim of improving its reliability.
An extension of the IPM to include loss analysis was introduced, and the losses of individual
components were studied, with the necessary assumptions for each component discussed. The
effects of harmonics and switching losses were still neglected in the interoperability study
due to the required calculation effort.

Two different flowcharts for integrating losses into the IPTS were presented, one for keeping
output power constant and the other for keeping input power constant. The application of
the constant output power flowchart to the IPM Example 1 from Chapter 3 demonstrated
that losses have an impact on the size of the ICP, as higher input power is required to cover
the losses. The extension now allows a comprehensive study of the IPTS with heatmaps such
as leakage flux and efficiency. However, it has also been shown that heatmaps can be derived
for almost any circuit parameter.

In addition, a comprehensive use-case, IPM Example 3, was presented to summarize the
contents of Chapters 3, 4, and 5. This example focused on a primary charging station design
with the requirement to address various secondaries under public charging assumptions.
The IPM was first applied without losses to allow comparison of the lossless approach
with the loss extension and to evaluate the extension. Although it is challenging to achieve
full interoperability under public charging conditions, especially without active tuning or
adaptation of the secondaries, the presented redesign demonstrates that interoperability still
can be achieved.

This chapter concludes by highlighting that achieving full power transfer under all coupling
conditions for a primary without active tuning is challenging and comes at a high cost to
the inverter or component stress. However, active tuning can significantly reduce component
stress by allowing the IPPs and OPs (and efficiency) to be shifted. The next chapter examines
the sensitivity of an IPTS, with a focus on active tuning and how it can help achieve greater
interoperability. In general, a better understanding of system sensitivity is necessary to make
better design decisions.
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Systems

In the previous two chapters a comprehensive study of magnetic and power conversion
components was conducted. The IPM was expanded to incorporate losses. This method was
then applied to a broad use-case aimed at evaluating primary electronics for public charging
scenarios, with various secondaries under different conditions, including battery voltage and
positional offset.

The results enable the sensitivity of IPTSs to be studied under specific conditions. Designing
a compatible primary can be challenging even for seemingly similar secondaries, and this
difficulty escalates as the number of secondaries that must be driven increases. Several
factors contribute to this complexity and make achieving interoperability a challenging task.
Consequently, a deeper understanding of the factors that influence and shape IPPs is essential.

Achieving interoperability requires an understanding of how an IPPs can be designed or
moved to minimize stress on the electronics while allowing more OPs to be driven overall.

This is important for two reasons. First, it can be used at the design stage to develop
efficient and universally deployable systems. On the other hand, it can facilitate a good
understanding of system control to find the optimal setting for different operating conditions.

Sensitive parameters in this regard are the compensation networks on both sides, which
are also the last components of the IPTS targeted for deeper analysis in this thesis. This
chapter investigates the impact of tuning topologies, the design of their nominal values as
well as the variations of these values and how this can be utilized for system design or control
in terms of active tuning.

Therefore, a sensitivity analysis is first performed focusing on variations in tuning and how
this shapes an IPP as well as how this can be used to move an IPP into an impedance zone
or towards a better operating region, for various parameters such as efficiency, leakage flux,
loss, and system currents. The primary objective of this study is to achieve interoperability,
which means addressing numerous OPs under reasonably efficient conditions, as opposed
to conventional design approaches that usually prioritize efficiency for a single condition.
Furthermore, as mentioned above, this can be utilized for control, although this is beyond
the scope of this thesis, see Section 8.4. In this work, the focus will be on deploying it for
system design.

Variations in each tuning component are investigated, followed by an analysis of active
tuning and its impact on the system requirements, all under consideration of various heatmaps.
The focus of this work is to determine how both tuning networks can improve interoperability.

The knowledge gained from this study is then used to design and assess tuning networks for
a set of 50 kW coils intended for EV charging applications. Here the objective is to compare
S–S tuning with LCC–LCC tuning. Lastly, a summary is provided.
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6.1 Impact of Tuning Changes on IPT Systems

For simplicity, losses are initially disregarded and the primary tuning focuses on the ICP
while the secondary will be looked at by the means of moving the OPs. To study this, the
IPPs from Chapter 3 will be used, see Fig. 3.13.

The coil component boundaries (GA and VA boundaries) are first neglected (the green ICP
with the Pout,min = 10 kW boundary from Fig. 3.17 is used). Section 6.1.3 will investigate their
impact via heatmaps. For a better understanding, each edge of the ICP will be represented
by a different color and the initial ICP (LCC–LCC tuning) with the inverter boundaries from
Tab. 3.5 is shown in Fig. 6.1 at all interfaces.

(a) (b)

(c) (d)

Figure 6.1 – 10 kW ICPin with different colored edges at all four impedance interfaces for
ideal resonance LCC–LCC tuning (XGA = 7.2 Ω, XVA = 8.5 Ω). The OPs for
Vbat = 280 − 450 V are shown in yellow with the nominal voltage Vbat = 400 V
highlighted in magenta.

This system was tuned in a conventional way under ideal resonance conditions, as explained
in Section 2.2.3. The position was set to (0,0,140) mm with a resulting coupling factor of
k = 0.22. With Eq. (4.1) and the assumption of VA1 = VA2, an initial primary current can
be derived to

I1 =
√

VA1
ωL1

=
√

Pout
k · ωL1

= 48.1 A. (6.1)
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Without a series capacitor Cs1, this results in a required DC voltage (2.39) of

Vs = π

2
√

2 · ωL1 · I1
= 1010 V. (6.2)

Since this value is very high, a series-tuned capacitor can be used on both the primary and
secondary coils to adjust the coil voltages to a more desirable value. If an I1 of 50 A and an
inverter DC input voltage Vs of 400 V is desired, Eq. (2.40) can be used to determine XGA to

XGA = 2
√

2
π

Vs
I1

= 7.2 Ω (6.3)

which then can be used with Tab. 2.2 to determine Ls1, Cs1 and Cp1.
Generally, there are various ways on how to approach this and here only one “conventional”

way is shown. When I1 is determined, Voc and Isc can be calculated (for a fixed position and
battery voltage, here Vbat = 400 V was set) which then in turn can be used to determine Q2
and X2 as described in Section 2.2.3.

The nominal tuning point is highlighted in magenta in Fig. 6.1. It can be seen that the
system is in resonance since ideal tuning conditions were assumed for this example. However,
the full battery voltage range of Vbat = 280 − 450 V is shown in yellow and the results show
that some OPs cannot be addressed by the ICP.

A conventional approach always requires designer experience and is an iterative approach.
The complexity increases drastically with more OPs and secondaries. Designing a primary
that can drive all existing secondaries is impossible which is why standardization proposes an
IPP approach which both sides can follow to achieve interoperability.

Therefore, the following section will study how typical variations within the tuning pa-
rameters affect the ICP, and then how they can be used to design a tuning that focuses
on addressing all OPs. This will be done for the primary side, but the results are similarly
applicable to the secondary side. It must be noted that the definition of tuning for the
secondary side is in the opposite direction to the impedance definitions, as explained in
Section 2.2.3.

6.1.1 Variations in Ls, Cs and Cp

In Fig. 6.2, a closer look on the inverter to GA transfer (from Fig. 6.1a to Fig. 6.1b) is shown.

The LCC matrix can be deconstructed, as was done for the T-Transformer of the coils in
Fig. 3.3. It can be seen that the series elements represent a shift upwards (C) or downwards
(L) in the imaginary axis, as already discussed in Section 4.2.1, where the influence of the
mutual inductance on the size of the transferred CCP was shown. The Cp1 value affects the
size of the IPP and also mirrors the edges as is highlighted by the different colors.

The first impedance ZLs1 shifts the IPP on the imaginary axis by −XGA. However, the
transfer due to the parallel ZCp1 results in the lower black line being at +XGA. The subsequent
series ZCs1 transfer, moves the ICP up on the imaginary axis, with the black line being at
the impedance ωL1, when ideally tuned at resonance condition.

The deconstructed LCC transfer was repeated for different tuning values and is shown in
Fig. 6.3a and Fig. 6.3b for XGA = 5 Ω and XGA = 10 Ω, respectively. The ICP always ends
up with the initial bottom line being at ωL1.

However, changes in XGA (and therefore in ZCp1) change the size of the final ICP as well
as the location on the real axis. As a result, a larger XGA results in a larger ICP and shifts
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6 Tuning Sensitivity Analysis within IPT Systems

Figure 6.2 – Deconstructed IPP transfer from inverter to GA interface for an ideal LCC
tuned primary side (XGA = 7.2 Ω).

the ICP towards the positive real axis (to the right). Fig. 6.3c shows the deconstructed LCC
IPP transfer for a range of XGA values (3.6 − 10.8 Ω).

To get a better understanding of the effect of the ZCp1 element, Fig. 6.3d shows the LCC
tuning transfer for a range of XGA = 2.16 − 21.6 Ω, without the L and C series elements
(ZLs1 = ZCs1 = 0 Ω), thus a plain parallel tuning. Without the series shift first, a rotation is
introduced in the ICP, based on the XGA value, where a high value means less rotation and
a larger ICP size.

Additional complexity is introduced if one of the three elements is out of resonance or
if only one parameter of the LCC network is varied. Thus, variances of ZLs1 while keeping
ZCp1 constant and vice versa are shown in Fig. 6.3e and Fig. 6.3f, respectively. The constant
value was set to XGA = 7.2 Ω and the variation range was set to ZCp1 = 0.5 − 20 Ω. The
ZCs1 series transfer is not shown since it is only an upward shift as discussed earlier.

This effectively shows that variations in tuning have a significant effect on the IPP and
its size and position, even if only one parameter is varied, either actively tuned or due to
unintentional tolerances. As shown, the variation of all potential tuning parameters is complex.
To show the complexity of this, variations of all three separate LCC parameters are shown in
Fig. 6.4.

This illustrates the possibilities of active tuning. In principle, a IPP could be moved in
many ways. However, it may be impractical or costly to introduce variations in all parameters,
especially variations in Cp1 or Cs1. Therefore, a tuning setup that requires minimal variations
in LCC tuning values while providing a large ICP is desired. In detail, these ranges have to
be individually tailored to the requirements of a primary side. This is shown in an example
in Section 6.2.

To fully utilize all tuning variations for perfect system control and design is beyond the
scope of this thesis and can be part of future work and is further discussed in Section 8.4.
Further complexity is introduced when the secondary also employs active tuning, making
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(a) (b)

(c) (d)

(e) (f)

Figure 6.3 – Sensitivity analysis of the IPP transfer from inverter to GA interface for various
conditions; (a)-(c) LCC transfer for (a) XGA = 5 Ω, (b) XGA = 10 Ω and
(c) XGA = 3.6 − 10.8 Ω; (d) ZLs1 = ZCs1 = 0 and ZCp1 = 2.16 − 21.6 Ω; (e)
ZCp1 = 7.2 Ω (const.) and ZLs1 = 0.5 − 20 Ω (f) ZLs1 = 7.2 Ω (const.) and
ZCp1 = 0.5 − 20 Ω.
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6 Tuning Sensitivity Analysis within IPT Systems

Figure 6.4 – IPP transfer from inverter to GA interface for variations in each LCC parameter
and their combinations.

conventional analysis difficult. However, the IPM is well suited for such complexities. To
explore this further, the next section looks at the active tuning of the series Ls1 element in
both compensation topologies as it is used in the SAE J2954 reference systems [50].

6.1.2 Active Tuning

As discussed in Section 2.5.1, a public charging station is required to have Class I interoper-
ability. This means that the primary is required to address the full power and air-gap range
(Z1–Z3) under certain conditions. From a magnetics point of view, this results in a wide range
of coupling factors that the primary has to cover, and this can be difficult as was shown in
previous studies within this thesis.

To achieve interoperability, the reference systems in SAE J2954 introduce an additional
degree of freedom by deploying active tuning on both sides with variable series Ls1 and
Ls2 elements as shown in Fig. 6.5. The ranges are defined in [50] as XGA = 8 – 32 Ω and
XVA = −30 – 0 Ω.

To study the impact of these tuning ranges on the interoperability of the full IPTS, first Z2
(red) and Z3 (blue) WPT3 VAs are investigated at their maximum coupling conditions for

vin

iin
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jXGA Cs1
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iCp1

i1 L1 − M L2 − M i2
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Figure 6.5 – IPTS circuit with LCC–LCC compensation and active tuning.
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Figure 6.6 – OPs of Z2 (red) and Z3 (blue) VAs with passive rectification for different
coupling conditions (each at their kmin and kmax) over the full battery voltage
and active tuning XVA ranges.

the full XVA and variation of the battery voltage range in Fig. 6.6a at the GA interface. The
increase in battery voltage is highlighted with a colormap (darker color = higher voltage)
and the change in XVA is also shown.

The results allow several conclusions. First, the OP range can be distributed quite differently,
depending on the secondary coil as well as the chosen XVA value. Second, it seems challenging
to address the entire voltage range. Ideally, however, this can be made easier by tuning
each voltage separately. Furthermore, this could be utilized to achieve constant operating
conditions, e.g. constant current in the primary coil.

Fig. 6.6b shows the same OPs, but also for the kmin coupling conditions of both secondaries
(Z2 red and Z3 blue) and an ICP for only one XGA = 16 Ω condition in magenta. The ICP
covers only a fraction of the impedance range and is therefore not able to operate with the
coils under all coupling conditions.

As mentioned earlier, variations in primary tuning are possible, and the ICPs for different
XGA values are shown in Fig. 6.7a in yellow, and if the entire XGA range of the primary LCC
tuning is considered, then the green ICP is the area which can be addressed by the primary
electronics. With this ICP and an appropriate setting of the XVA value, almost all OPs can
be driven.

However, this ICP does not take into account other system limitations (as discussed in
Chapter 3). If a GA coil current limit of I1 = 75 A is imposed, the ICP changes and the
final ICP is shown in Fig. 6.7b in orange. This ICP never violates the primary coil current
boundary1. Thus, by considering the primary current limit, an essential part of the ICP can
no longer be driven and interoperability is limited.

To emphasize the impact of the secondary rectification topology (as discussed in Chapter
5), the OPs in Fig. 6.7b were derived under the same conditions as previously shown, but
with an impedance compression network (see Section 2.2.2) deployed. The distribution of the
OPs is now completely different, with less spread, especially for the Z2 system. On the other
hand, the kmin condition of the Z2 system cannot be addressed at all. Here, Fig. 6.7c shows
only the OPs with properly selected XVA values (−2 Ω and −8 Ω at kmax and −23 Ω and

1Other limits could be imposed, but are beyond the scope of this study.
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(a)

kmax

kmin

(b)

(c) (d)

Figure 6.7 – Impact of active tuning on the ICP and the system interoperability; (a) varia-
tions of XGA and the resulting ICP (green), (b) new OPs (same conditions but
with impedance compression network) and final ICP (orange) after GA current
boundary is imposed, (c) selections of XVA values and (d) adjusted XVA values
and minimum XGA range (16 − 20 Ω, new ICP in blue) for achieving full
interoperability.

−31 Ω at kmin for Z2 and Z3, respectively). The values at maximum coupling were chosen to
have the least variance in primary coil current.

To operate the Z2 system at kmin, a slight re-tuning of the Cs2 capacitor was conducted
(iteratively changed from 135 nF to 150 nF) and the results are shown in Fig. 6.7d. With this
adjustment the full battery voltage range of both secondaries under all operating conditions
can be driven by the IPTS.

The proper control of the secondary OPs is very important, as can be seen. It is needed to
stabilize the system, to enable power transfer, or to achieve full interoperability. The choice of
rectifier and tuning topology has a significant impact, as discussed in Section 2.2.2. Various
other works discussing secondary tuning and active rectification solutions can be found in
the literature, e.g. [28, 74, 78, 87, 88, 90, 176–178], and could also be evaluated, but this is
beyond the scope of this thesis.

To conclude the study, Fig. 6.7d shows that the ICP does not need the full XGA range for
the operational requirements in this study. The range can be reduced to XGA = 16 − 20 Ω
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(blue ICP) and still cover all OPs. For example, if this range were covered with variable
capacitors, the range would be reduced from 0−780 nF (initial range is 8−32 Ω) to 0−470 nF,
allowing a smaller and less expensive tuning board.

This highlights an advantage of the IPM in that it can be utilized and tailored to the
desired operating conditions, and once this is done, tuning ranges and design decisions in
general can be made while considering many different aspects at once. This can help to
make IPTS designs smaller and more efficient because they can be designed precisely to the
requirements using this method.

6.1.3 Impact on Efficiency and Heatmaps
The above section has shown how active (or changes in) tuning impacts the ICPs and the
OPs, and how this can be used to assess or determine design ranges with the IPM.

However, as shown in Chapter 5, the IPM can be used to extract more information from
the IPPs. This usually helps to get a better insight and allows to make better design decisions.
Thus, Fig. 6.8 shows the previously discussed ICPs with different heatmaps. For simplicity,
losses have been neglected. Nonetheless, the study could easily be extended to include a loss
analysis.

When an ICP is moved to a desired area, it is useful to know more about the system
conditions within the ICP and an important parameter is the inverter current as it affects
ZVS and switching losses. The ICP over the entire XGA range with Iin as a heatmap is
shown in Fig. 6.8a. If a constant or low inverter current is desired, this map can help shift
the OPs in the desired area. However, such a strategy requires active secondary tuning and
communication between the primary and secondary, which is beyond the scope of this thesis.

For further analysis, a XGA = 8 Ω was set and the ICP at the GA interface with I1
(Fig. 6.8b), I2 at kmax (Fig. 6.8c) and I2 at kmin(Fig. 6.8d) are shown using heatmaps in
Fig. 6.8. The GA current is independent of the coupling, but the heatmaps of the VA current
vary greatly2. As discussed in Chapter 4 and 5, this ultimately impacts the leakage flux
distribution and the heatmaps of Bmax,800mm for kmax and kmin are shown in Fig. 6.8e and
Fig. 6.8f, respectively.

This again demonstrates the dominance of the primary current in the leakage flux distri-
bution. Nevertheless, the total value depends on the I2 current or coupling condition. This
was repeated for the ICP over the full XGA range and is shown in Fig. 6.9, again for both
coupling conditions.

As shown, the OPs can be evaluated directly and countermeasures can be initiated if
the results are unsatisfactory. Besides the assessment and design of tuning networks, this
approach can also be used for efficiency control approaches, as is discussed in Section 8.4.

Much more can be implemented and studied with the methods and approaches provided in
this thesis. However, the scope of this thesis is to provide a method that is versatile enough
to be used for a wide range of interoperability problems. The user of the method must always
adapt the method to the application and the interoperability requirements, otherwise the
problem will be too complex and it will be too difficult to find a satisfactory result. This is
further discussed in Section 8.4.

With a better understanding of the tuning impact on the IPP provided, the next section
deploys this knowledge to a high power use-case. The goal is to decide on a tuning topology
for an already designed coil set and the desired inverter boundaries.

2It has to be noted that no boundaries were introduced to the IPP in this study for simplicity.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.8 – ICP Heatmaps with variations in active tuning; (a) full ICP with Iin heatmap,
(b)-(f) ICP (XGA = 8 Ω) with (b) I1, (c) I2 at kmax, (d) I2 at kmin heatmaps,
(e) and (f) respective Bmax,800mm heatmaps.
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(a) (b)

Figure 6.9 – Leakage flux heatmaps of ICP over full active tuning range for (a) kmax and
(b) kmin coupling conditions with the OPs from Fig. 6.7d.

6.2 Application of the IPM: Compensation Design for a 50 kW IPT
System

In this section, the IPM is used to evaluate two common compensation topologies, series
tuning and LCC tuning, for a given 50 kW coil set3. Leakage flux limitation is a key aspect
in high power IPTS to enable safe operation and is therefore part of the assessment. Primary
and secondary compensations are designed separately with the objective that the resulting
IPPs cover the coil capabilities and as many OPs as possible for different coupling and load
conditions.

The previous sensitivity analysis of the tuning topologies is used to determine the IPTS
behavior with LCC–LCC or series-series (S–S) tuning, and to discuss how to parameterize the
tunings to achieve maximum interoperability. The goal is to find two compensation designs
for the coils, so this section focuses on the coils and less on the power electronics (although
they should be considered in a real design stage).

First, the coils and their limitations (some assumed) are described. Second, the design
considerations are presented, using a two-step approach where secondary and primary tuning
are first examined separately. A full system analysis with a discussion of the results concludes
this chapter.

6.2.1 Coils and Boundaries
The coils for this study are based on results from [P.5] and were designed within a research
project (NIIKOHLA, see Section 8.3).

A matched system with circular topology is used (both coils are identical) and the FEM
simulation models are shown in Fig. 6.10. The simulations were conducted for an air-gap
range of z = 170 − 210 mm and the horizontal offset is considered at each air-gap and set to
x = 75 mm and y = 100 mm, according to SAE J2954 [50]. An aluminum shield as a car
mimic plate is used on the secondary (800 × 800 × 1) mm. The inductances and coupling
factors for six investigated positions are listed in Tab. 6.1. For simplicity, the study focuses

3Parts of this study were first published in [P.6].
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Figure 6.10 – FEM simulation models of the matched primary and secondary coils, (a)
3D view and (b) top view. The car mimic aluminum shield is not depicted.
The aluminum is shown in grey, ferrite in black and the litz-wire winding in
brown.

Table 6.1 – Inductances and Coupling of the 50 kW Coils for all Positions
Index (x,y,z) (mm) L1 (µH) L2 (µH) k

1 (0,0,170)(kmax) 35.05 34.99 0.3438
2 (75,100,170) 34.86 34.88 0.2465
3 (0,0,190)(knom) 34.71 34.63 0.2922
4 (75,100,190) 34.63 34.59 0.2127
5 (0,0,210) 34.50 34.40 0.2488
6 (75,100,210)(kmin) 34.47 34.40 0.1835

on three main positions, each labeled by its coupling (maximum, nominal and minimum)
kmax, knom and kmin.

As previously discussed, IPTS for EV charging must ensure that the leakage flux surrounding
the vehicle remains below Bmax = 15 µT for safe operation. The maximum leakage flux
densities of the XZ- and YZ-planes at 800 mm and 900 mm from the center of the secondary
coil as a function of different coil currents are shown in Fig. 6.11a and Fig. 6.11b for different
couplings, with the isolines for B = Bmax shown in Fig. 6.11c (800 mm) and Fig. 6.11d
(900 mm).

It can be seen that in the case of minimum coupling, the primary coil current is limited
and the secondary coil current must remain below 180 A to keep the leakage flux within
these limits. This affects the IPPs and makes the compensation design challenging, as shown
in the next section.

One solution to this is to implement an interoperability restriction and require that this
system can only be used for car widths greater than 1700 mm. It is assumed that the leakage
flux measurements will be made with a 100 mm diameter flux probe, with the flux captured
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(a) (b)

(c) (d)

Figure 6.11 – Leakage flux study for changing currents and couplings; (a) Bmax,800mm and
(b) Bmax,900mm as a function of (I1, I2) for three coupling conditions. The
maximum allowed coil current combinations to stay below 15 µT for the same
coupling conditions at (c) 800 mm and (d) 900 mm distance.

in the center of the probe. This must be taken into account in the simulation and in the
placement of the leakage flux planes. As a result, the leakage flux plane at 900 mm from the
secondary coil represents a car width of 2 × 850 mm instead of 2 × 900 mm. The 900 mm
leakage flux results in Fig. 6.11b showing that this greatly simplifies the problem. Since most
cars are wider than 1700 mm, this does not represent a real limitation.

However, the IPM enables different leakage flux planes to be considered without additional
effort. Consequently, the leakage flux planes at both distances (800 mm and 900 mm) are
included in the following analysis. The results can then be used to determine a minimum car
width requirement for the designed system, with the lowest possible width being preferred.

6.2.2 Design Considerations: Series-Series and LCC–LCC Compensation

The system boundaries and load conditions for this compensation design study are summarized
in Tab. 6.2. The design and comparison of the two compensation topologies is done in two
steps.
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6 Tuning Sensitivity Analysis within IPT Systems

Table 6.2 – System Boundaries for the Compensation Design
Grid/Inverter Coils Rectifier/Load
Sin,max = 75 kVA V1,max = V2,max = 3 kV Vbat = (280 − 420) V
Vin = (500 − 900) V (I1,max,I2,max) = (200,200) A Pout = 50 kW
Iin = (20 − 100) A (x,y,z)min = (0,0,170) mm Rac = 8/π2 · V 2

bat/Pout

φin = (0 − 60) deg (x,y,z)max = (75,100,210) mm
Bmax = 15 µH
(I1,Bmax,I2,Bmax) = f(k,Q2)
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Figure 6.12 – IPTS topology, impedance interfaces (red dashed), impedance transfers and
coupling conditions for the compensation design procedure.

The secondary side is designed by evaluating the OPs for each tuning topology and the
CCPs for the different coupling conditions at the GA interface, as was done previously. In
a second step, the CCPs are evaluated for different primary tuning topologies and design
values at the inverter interface. The motive is to study how secondary and primary tuning
design can be conducted separately and still achieve interoperability.

The design procedure using the IPP is shown in Fig. 6.12. Variations in battery voltage
and coupling (three coil positions, kmax, knom and kmin as described in Tab. 6.1) are taken
into account in order to achieve a power transfer of 50 kW under different interoperability
conditions.

Once the results have been evaluated, the full S–S and LCC–LCC system can be compared,
along with any limitations of the two step approach examined.
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6.2 Application of the IPM: Compensation Design for a 50 kW IPT System

Table 6.3 – Overview of Tuning Design Values for 50 kW Coils
Case X1 X2 X1 X2

Series-Series Tuning LCC-LCC Tuning
kmax ωL1,max ωL2,max 5.85/10.13 2.54
knom ωL1,nom ωL2,nom 5.85/10.13 2.53
kmin ωL1,min ωL2,min 5.85/10.13 2.55

Secondary Tuning

The compensation networks for the coils are designed separately, starting with the secondary
side.

The output impedances are a function of output power and battery voltage, and all OPs are
transferred to the VA interface with the secondary compensation transfer matrix A∼C2. This
is done for both series and LCC tuning using the matrices from Tab. 3.1. Each topology is
tuned three times (resonance at kmax, knom or kmin) in order to find the best tuning condition.

In the case of the secondary LCC tuning, XVA was varied for each coupling condition based
on the findings of the previous sensitivity analysis in Section 6.1. The design goal was to
balance the coil currents and stay below the limits of Fig. 6.11. The values for both tunings
are summarized in Tab. 6.3. The compensation parameters can be calculated with XVA and
Tab. 2.2.

The OPs for secondary series and LCC tuned systems are shown in purple in Fig. 6.13a
and Fig. 6.13c respectively. A closer look at both can be found in Fig. 6.13b and Fig. 6.13d.
To distinguish between the different tuning conditions, the OPs are marked with an asterisk
(kmax), a circle (knom) or a plus sign (kmin). This is kept consistent throughout the study.

To see if the coils can drive these impedances, the GA CCPs are transferred to the VA
interface, also for the same coupling conditions, and shown in Fig. 6.13 in red (maximum
coupling), blue (nominal coupling) and green (minimum coupling). This shows that all OPs
(for both tunings) lie within the CCPs, meaning that the coils are capable of driving them
under all conditions. However, some OPs of the series tuned system are close to the boundary
and if losses are included, as shown in Chapter 5, the CCP can become smaller and some
points cannot be driven anymore.

To determine if the OPs can be driven within the given leakage flux limitation, the OPs
from Fig. 6.13 are transferred to the GA interface with the matrix A∼L. The results are shown
in Fig. 6.14. The series tuned OPs are shown in Fig. 6.14a and the LCC tuned in Fig. 6.14b.
The transfer was done for the three coupling conditions kmax (red), knom (blue) and kmin
(green) and the OPs are no longer position independent, so they are colored with respect to
the coupling condition.

The VA CCPs transferred to the GA interface are also shown, similar to Fig. 6.13.
The series tuned OPs lie all within their respective CCP (coupling condition dependent).

However, the overall distribution of the OPs is wider in x- and y-direction than for the LCC
tuned OPs. This can lead to stress and complexity in the power electronics as many different
conditions have to be set.

To study the leakage flux limitation issue, the simplified approach from Section 4.2.3 is
deployed first. The maximum allowed coil currents and thus new Rmin,Bmax values are derived
(again for each coupling condition) using the results from Fig. 6.11 and are shown in Fig. 6.14a
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6 Tuning Sensitivity Analysis within IPT Systems

(a) Secondary series tuning at VA
interface

(b) Zoomed in Fig. 6.13a

(c) Secondary LCC tuning at VA
interface

(d) Zoomed in Fig. 6.13c

Figure 6.13 – VA interface analysis of the secondary compensation design. The CCPs are
shown for maximum (red), nominal (blue) and minimum (green) coupling.
Each topology was tuned for resonance at each coupling condition and the
OPs are represented in purple with an asterisk (kmax), circle (knom) or plus
(kmin) marker.

and Fig. 6.14b with the leakage flux boundary imposed at 800 mm distance and in Fig. 6.14c
and Fig. 6.14d at 900 mm distance. The restricted area is shown as a shaded area where the
color matches the coupling condition.

It can be seen that the leakage flux limit is violated only at the minimum coupling condition
at 800 mm distance (for both tuning topologies). Due to the different tuning designs, more
OPs are affected when using the LCC topology. For the series tuned system, only a few OP
are affected at minimum coupling. At 900 mm, the leakage flux does not interfere with the
CCPs and OPs, so it is not a problem if this distance is set as the minimum requirement. It
is important to note that this is only an evaluation of the fundamental wave of the leakage
flux and neglects harmonics which may change the results.

However, in Chapter 4 it was shown that matched systems cannot neglect the impact of the
secondary coil current when it comes to leakage flux. To study this issue for these 50 kW coils,
Fig. 6.15 provides a closer look on the CCP at maximum coupling. The CCP is shown with
the GA and VA current heatmaps in Fig. 6.15a and Fig. 6.15b, respectively. The calculations
are based on the output power requirement of 50 kW, the coupling factor k and Eq. (4.1) and
are therefore independent of the tuning and only evaluate the coils. These CCPs can be used
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6.2 Application of the IPM: Compensation Design for a 50 kW IPT System

(a) Secondary series tuning at GA
interface

(b) Secondary LCC tuning at GA
interface

(c) Secondary series tuning at GA
interface

(d) Secondary LCC tuning at GA
interface

Figure 6.14 – GA interface analysis of the secondary compensation design. The differently
tuned OPs (asterisk (kmax), circle (knom) and ’+’ (kmin) marker) are presented
at the GA interface for the three coupling conditions in red, blue and green;
simplified leakage flux boundaries for kmax (red), knom (blue) and kmin (green)
are shown as shaded areas in (a)–(b) 800 mm and (c)–(d) 900 mm distance.

to obtain the leakage flux field distribution as shown in previous studies and Bmax at 800 mm
and 900 mm distance is shown as a heatmap in Fig. 6.15c and Fig. 6.15d, respectively.

The results confirm that matched systems require a detailed leakage flux study. The
maximum values are similar to the simplified approach, but the GA current isolines parallel to
the imaginary axis are no longer dominant. The leakage flux heatmap has more of a circular
isoline distribution which resembles the impact of the VA current. These results again show
how the leakage flux issue is more relaxed at the 900 mm boundary.

Primary Tuning

For the design of the primary compensation, the VA CCPs at the GA interface are transferred
to the inverter interface for the same three coupling conditions by using the same matrices
(Tab. 3.2) with different values (this time tuned to the primary coil resonance at kmax, knom
or kmin). As such, nine CCPs result in total (three primary tunings combined with three
secondary tunings). This allows for the consideration of mistuned cases. The XGA values are
listed in Tab. 6.3.
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6 Tuning Sensitivity Analysis within IPT Systems

(a) (b)

(c) (d)

Figure 6.15 – CCP assessment at kmax coupling condition with (a) I1, (b) I2, (c) Bmax,800mm
and (d) Bmax,900mm heatmaps.

The ICP can be derived with the data from Tab. 6.2. The resulting ICPs and CCPs
for primary series and LCC tuning are shown in Fig. 6.16. The OPs from the secondary
assessment were also included in the results and will be discussed in the next section.

The mapped CCPs for the different primary series tunings are shown in Fig. 6.16a, with a
closer look in Fig. 6.16b. The change of the tuning condition is so small that the different
CCPs cannot be distinguished. As a result, there are few degrees of freedom when S–S
tuning is chosen as the topology, so this topology should be considered from scratch, as its
operating mode has a direct impact on the design of all components. To cover more OPs, the
inverter boundaries must be adapted or the coupling variation must be restricted (e.g. no kmin
allowed), which affects the interoperability capability of the system (class I interoperability is
no longer possible).

It can be seen that the given inverter is only capable of driving a small part of the kmin-plane
when the system is series tuned. More of the ICP of this coupling condition can be covered
with LCC tuning which is shown for two different XGA settings in Fig. 6.16c and Fig. 6.16e,
again with close looks provided in Fig. 6.16d and Fig. 6.16f, respectively.

The changes of the resonant conditions (resonance at kmax, knom or kmin) for the primary
tunings has a visible impact when LCC tuning is used. As described in Section 6.1, there is
an additional degree of freedom which is why two settings of the LCC tuning are shown.
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6.2 Application of the IPM: Compensation Design for a 50 kW IPT System

(a) Primary series tuning at inverter
interface

(b) Zoomed in Fig. 6.16a

(c) Primary LCC tuning at inverter
interface (XGA = 10.13 Ω)

(d) Zoomed in Fig. 6.16c

(e) Primary LCC tuning at inverter
interface (XGA = 5.85 Ω)

(f) Zoomed in Fig. 6.16e

Figure 6.16 – Inverter interface analysis of the primary compensation design. The differently
tuned OPs (’∗’ (kmax), ’o’ (knom) and ’+’ (kmin) marker) are presented at
the inverter interface for the three coupling conditions in red, blue and green.
The ICP is shown in black.

The first compensation in Fig. 6.16c has an XGA = 10.13 Ω and targets to address the
kmax and knom operating condition. The compensation parameter can be calculated (similar
to the secondary side) with Tab. 2.2.
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6 Tuning Sensitivity Analysis within IPT Systems

The second setting targets the kmin condition and is shown in Fig. 6.16e (XGA = 5.85 Ω).
The size and position of the CCP varies greatly with the chosen XGA. However, in both cases
the ICP is greatly covered, but a full assessment needs to consider the resulting OPs at the
inverter interface, which will be done in the next section. Furthermore, the sizes of the CCPs
with LCC tuning are similar for different coupling conditions which means LCC tuning is
more robust against offset tolerances.

For comparison, a third setting is shown in Fig. 6.17, where, similar to the S–S system,
knom was targeted, while still being able to drive some OPs at kmin and kmax. This shows
that a balanced solution can also be achieved, while some minor adjustments (here in Ls1)
would be required to shift more OPs in the ICP, which is beyond the scope of this study.
This configuration achieves a similar result to the S–S tuning in terms of driveable OPs.
However, the operating conditions for the inverter are inverted at kmin and kmax coupling
conditions. As a result, the inverter operates with high inverter current at maximum (and
nominal) coupling with the LCC–LCC tuning, while requiring high current at minimum
coupling with the S–S tuning.

Figure 6.17 – Balanced configuration of the primary LCC tuning at the inverter interface
with XGA = 8 Ω.

6.2.3 Evaluation and Results

To evaluate the characteristics of the full IPTS, the secondary and primary series tuning and
the LCC tuning on both sides were combined. The ICP assessment can then be repeated
with the OPs transferred to the inverter impedance interface and the results are shown in
Fig. 6.16.

The results show that the S–S tuning is more sensitive to the different resonance tuning
conditions compared to the LCC–LCC tuned system. The OPs are widely distributed over
the inverter impedance range, requiring the inverter to address a large range of voltages and
currents.

Active tuning (here a change in Cs1) can be used to shift the ICP down to address more
OPs. However, a shift to the left or right is not possible, as shown in Section 6.1.2.

In addition, the ICP covers many blue OPs in the S–S tuning, and so this system represents
a viable solution for mid-range air-gaps around z = 190 mm. This could be a practical
solution for an Interoperability Class II system if coupling variations can be restricted (and
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6.2 Application of the IPM: Compensation Design for a 50 kW IPT System

the system does not have to cover the full air-gap range). A passive S–S tuned system is not
well suited for a wide range of couplings.

However, many OPs at different air-gaps and tuning conditions are within the ICP of the
LCC–LCC tuned system. Hence, LCC–LCC tuning is preferable for this coil system when
different air-gaps are to be covered.

Again, if no active tuning is used, LCC–LCC tuning is not able to address all OPs under the
investigated conditions with the used boundary conditions and power electronics. However,
an additional degree of freedom can be used to move the OPs and CCPs to a desired position.
Overall, LCC–LCC tuning provides greater flexibility and robustness for a wide range of
couplings.

When active tuning is used as shown, the entire range can be addressed by varying XGA
accordingly4.

For a more comprehensive assessment, the different inverter current heatmaps at the GA
interface are shown in Fig. 6.18a and Fig. 6.18b for the S–S and LCC–LCC tuned systems,
respectively. Since the primary compensation affects the ICP mapping on the GA interface,
the required inverter current is different depending on the tuning topology chosen. The
OPs for all coupling conditions are also shown, allowing a direct assessment of the system
operation and therefore better design decisions.

As the primary series tuning only represents an upward shift in the IPP, Iin remains
proportional to the real part of Z in. This distribution is completely different for the LCC
tuned primary, as can be seen. As a result, the LCC–LCC tuned system requires less inverter
current to drive the OPs, which is an important information when designing the primary
electronics and selecting components.

Additionally, Fig. 6.18 shows the previously presented leakage flux heatmaps for Bmax,800mm
(Fig. 6.18c) and Bmax,900mm (Fig. 6.18d) at the GA interface, this time at the kmin coupling
condition to show the worst case in terms of leakage flux fields.

For direct evaluation, the OPs of the S–S and LCC–LCC tuned systems are shown in green
and orange, respectively. This method allows a designer to easily evaluate the leakage flux
fields of many OPs, and it can be seen that all OPs violate the limit at kmin at 800 mm
distance. Since most EVs are wider than 1.5 m, the requirement of a minimum distance of
900 mm is not a real restriction in terms of interoperability class I (if desired), and if used,
the leakage flux problem is greatly alleviated.

In both cases, not all OPs can be covered by the ICP. There are various conditions and
tolerances that IPTS must deal with, especially if a high degree of interoperability is desired,
which makes it difficult to design a system that transfers full power with high efficiency in
all OPs. This is a common problem in IPTS design, which is why SAE J2954 [50] requires
only 75-85% efficiency while operating at rated power under offset, low coupling conditions
or across power classes. Thus, a feasible solution to improve system interoperability is to
reduce the required output power for the OPs (at the rectifier interface) outside the ICPs in
Fig. 6.16 to make them accessible to the inverter.

As this study shows, the use of IPPs is an effective tool to understand and improve system
characteristics or interoperability. The presentation of many OPs, the CCPs and the ICP on
the same interface allows a comprehensive evaluation of the entire system, since the transfer
of the OPs is affected by each component. Furthermore, the transfer between impedance

4Here XGA was set and Ls1, Cs1, and Cp1 were adjusted, which may be impractical or costly to change all
parameters in a real system. However, Section 6.1 can be used to determine the minimum tuning range as
shown.
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(a) S–S tuning at GA interface (b) LCC–LCC tuning at GA
interface

(c) (d)

Figure 6.18 – Full system tuning, OP and leakage flux assessment at kmin coupling condition.
The OPs are shown in black, green (S–S tuning) and orange (LCC–LCC tun-
ing); Iin heatmaps for the (a) S–S and (b) LCC–LCC systems, (c) Bmax,800mm
and (d) Bmax,900mm leakage flux heatmaps (tuning independent).

interfaces can be done step by step, enabling a designer to study the impact of each system
component separately.

The results can then be used in various ways, such as re-designing the compensation
networks or a re-design of an inverter which covers all OPs. Other possible improvements can
be achieved by reducing the required interoperability, e.g. limiting the magnetic coupling
factor to greater than 0.1 or allowing only one air-gap class.

6.3 Summary

This chapter provided a look at the sensitivity of tuning networks in IPTSs, and thus
investigated the remaining components of an IPTS in detail. The goal was to gain a better
understanding of the impact of tuning and its variation on an IPTS, and how this can be
utilized for design in such a way that maximum interoperability can be achieved, instead
of maximizing efficiency for an OP. Usually, both efficiency and a large operating range are
important.
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6.3 Summary

However, to emphasize the possibilities of the IPM in terms of interoperability, the design
goal in this chapter has been used to design a system that can drive many OPs under the
best possible conditions, which is an important goal (e.g. if Interoperability Class I (see
Section 2.5) is desired). Tolerances and different topologies as well as wide coupling ranges
are inevitable for such a system, as shown in the IPM Example 2 in Section 4.3.

First, the ICP from the IPM Example 1 (Section 3.4) was deconstructed and the general
effects of series and LCC tuning investigated with each boundary highlighted in a different
color to provide better insight into the shifts and rotations of the ICP during impedance
transfer. For comparison, a conventional design approach was presented, detailing the design
limitations over a wide range of battery voltages (or many operating conditions).

Second, variations in the parameters of an LCC tuning network were studied separately.
To get a better understanding of how an IPP can be influenced, different LCC XGA tuning
conditions were studied.

The above work was used to design active tuning ranges for the primary and secondary
tuning networks. Various tunings with different XGA and XVA were assessed with the goal of
providing a large total ICP on the primary side and reducing the range of distributed OPs on
the secondary side. It was shown that the IPM can be used to design the necessary tuning
ranges to achieve interoperability for given conditions, in this case for the primary side to
operate with two secondaries at Z2–Z3 air-gap class under aligned and misaligned positions
over a varying battery voltage range of 280 − 450 V. The importance of an appropriate power
electronics topology was highlighted, as the use of an impedance compression network had a
major impact on the results.

Heatmaps can be used to better assess the ICPs and these were used to evaluate and show
that the tuning has a large impact on the operating conditions such as leakage flux and
inverter current. The IPM allows for a comprehensive system assessment while designing the
tuning.

Last, these insights were applied in a sensitivity analysis of a 50 kW system. Two designed
coils were used as a base and the goal was to utilize the sensitivity analysis and the IPM
to design an interoperability focused compensation network. Three coupling conditions and
various battery voltages were considered together with two sets of tunings (S–S and LCC–
LCC) while looking at various operating conditions such as inverter current and leakage flux
distribution at 800 mm and 900 mm distance.

The results showed that it is difficult to design a S–S system for a wide range of coupling
conditions as there is little flexibility in design. If a S–S system is to be designed, it must be
considered from scratch, including all appropriate voltages, currents, and winding turns from
all known systems, so much more must be properly selected at the outset.

The LCC–LCC system proved to be more flexible and robust against coupling variations,
but also struggles to operate under all conditions when no active elements are used in the
tuning. The tuning was designed for two conditions to show that it is capable of achieving
interoperability when actively tuned.

This study was conducted for a set of coils, and achieving full interoperability (Class I)
becomes even more complicated and challenging when different coils are combined, as discussed
in the next chapter, where an interoperability assessment of two different 50 kW coil sets is
performed.
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7 Assessment of Two High-Power 50 kW IPT
Systems

In the previous chapters, the IPM was introduced and extended, with different use-cases
exploring different components of the IPTS in detail. This chapter aims to apply all the
insights gained and to investigate the interoperability of two independently designed IPTSs.

Both systems were designed to deliver high power (50 kW systems) but they were intended
for different applications, one for flush mount and the other for surface mount GA operation.
Using the IPM, the interoperability between the two systems will be investigated by analyzing
aspects such as their ability to transfer full power over the operating and air-gap ranges and
compliance with standards. Since there are no reference coils in this power class, it is unclear
whether independently designed coils can actually work together, as there are no guidelines
for design such as coil sizing, among other factors.

The purpose of this chapter is to assess the degree of interoperability between the two
systems, examine limitations, and suggest ways to improve interoperability.

Both IPTSs are introduced in the following section, followed by a discussion of the selected
use-case and the applied system boundaries. Before conducting the interoperability assessment,
one of the systems is used to validate the IPTS simulation models by comparing them with
the simplified analytical approach (derived in Chapter 3), physical circuit simulation, and
experimental results. Finally, the results of the interoperability assessment are discussed and
evaluated, and a summary is provided.

7.1 50 kW Coil Systems
A set of coils (primary and secondary) was introduced in the previous chapter (see Fig. 6.10).
As mentioned, these were designed as part of a research project at the Technical University
of Munich (TUM) and will therefore be referred to as the “TUM” coils in this chapter. The
other set of coils was designed independently at the same time at the UoA and will be referred
to as the “UoA” coils. If the systems are mixed, e.g. UoA at the primary and TUM at the
secondary, the system is labeled UoA–TUM, with the primary always listed first.

To make this study possible, it was decided to design each system completely independently
and then compare them to mimic real-world conditions where different infrastructure providers
design different GA systems, while different VA designers provide different VA systems, and all
of these designs must be interoperable with each other, even if the design scope is different1.

7.1.1 TUM Coils
The coils were discussed in the previous chapter and are shown in Fig. 6.10 (an 800×800×1 mm
aluminum shield was used on the secondary). This system was the result of an extensive
design study published in [P.5].

1Under the assumption that Interoperability Class I is desired.
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Figure 7.1 – Lab prototype of the TUM coils. Photo Credits: Reiner Nowitzki.

The coils were designed as a surface mount system with a nominal air-gap of 190 mm. For
practical reasons it was decided to use a matched system for the laboratory prototype and
the coil (used on both sides) is shown in Fig. 7.1.

The boundaries used in the study in Section 6.2 (see Tab. 6.2 and Tab. 6.3) were primarily
based on assumed limitations, as this was an early stage study where the rest of the IPTS
had not yet been designed. Practical considerations within the research project required
that the topology and details of the entire IPTS be designed differently, deviating from the
results of the previous chapter. As a result, series-series tuning was used and the (slightly)
changed system boundaries and tuning network values are shown in Tab. 7.1 and Tab. 7.2,
respectively. The full series-series circuit is similar to Fig. 2.23 and essential coil parameters
are summarized in Tab. 7.3. The battery voltage was set to 350 − 450 V. The rectifier utilizes
diodes from [179], and SiC-MOSFETs from [180] are used in the inverter.

7.1.2 UoA Coils

The second set of coils is used in this chapter are also circular in shape, rated to transmit
50 kW and were first published in [140, 155]. The FEM models are shown in Fig. 7.2. The
coils are a non-matched system and the coil sizes are 720 × 675 mm and 605 × 620 mm for
the primary and secondary, respectively. The coils were designed as a flush mount system for
air-gap class Z2 (140 − 210 mm ground clearance). More details on these coils can be found
in [140, 155, 174] and essential coil parameter are compared to the TUM system in Tab. 7.3.

As can be seen, the nominal ground clearance is comparable to that of the TUM system.
However, due to the flush mounting of the GA, the resulting magnetic air-gap (coil-to-coil
distance) is greater. In addition, there is a difference in the number of turns and size of the
coils.

The compensation networks consist of an LCC topology on both sides and the complete
circuit topology is similar to Fig. 2.22. The coils each have a lead inductance of 2.04 µH (pri-
mary) and 0.93 µH (secondary) which has to be considered when designing the compensation
networks [174], the values of which are given in Tab. 7.2.

The boundaries of the electronics of the UoA system are listed in Tab. 7.1 and the inverter
and rectifier deployed the switches in [181] (the rectifier only uses the body diodes).

It has to be noted, that the UoA system was intentionally designed to use an active rectifier
or a boost converter on the secondary side. However, in the following study, the system will be
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Table 7.1 – System Constraints and Component Limitations of both 50 kW IPTSs
Grid/Inverter Coils Rectifier/Load

TUM System
Sin,max = 60 kVA VGA,max = VVA,max = 3 kV Vbat = (350 − 450) V
Vs = (550 − 1000) V IGA,max = IVA,max = 150 A ∆Vbat = 10 V
Is = (30 − 120) A (x,y,z)min = (0,0,170) mm Pout = 50 kW
φin,max = 60◦ (x,y,z)max = (75,100,210) mm Rac = 8/π2 · V 2

bat/Pout

Bmax = 15 µT

Vf = 5.3 V RGA = 25.2 mΩ Vrf = 1.15 V
RDS = 8 mΩ RVA = 25.2 mΩ RRD = 0.8 mΩ
α = 180◦ RC1 = 1.5 mΩ
δd = 0 s RC2 = 1.5 mΩ

UoA System
Sin,max = 60 kVA VGA,max = VVA,max = 2.5 kV Vbat = (600 − 800) V
Vs = (500 − 1000) V IGA,max = IVA,max = 250 A ∆Vbat = 10 V
Is = (30 − 100) A (x,y,z)min = (0,0,170) mm Pout = 50 kW
φin,max = 60◦ (x,y,z)max = (75,100,210) mm Rac = 8/π2 · V 2

bat/Pout

Bmax = 15 µT

Vf = 1.92 V RGA = 23.1 mΩ Vrf = 1.53 V
RDS = 13 mΩ RVA = 19 mΩ RRD = 7.8 mΩ
α = 180◦ RC1 = 1.5 mΩ
δd = 0 s RC2 = 1.5 mΩ

Table 7.2 – Tuning Values of the 50 kW IPTSs
System Parameter Value Parameter Value
TUM Cs1 100 nF Cs2 100 nF
UoA Ls1 7.5 µH Ls2 7.4 µH

Cs1 263 nF Cs2 304 nF
Cp1 536 nF Cp2 533 nF

evaluated using a passive rectifier for three reasons. One, to allow comparison with the TUM
system, two, to represent passive worst-case situations, and three, because the electronics
were not yet built at the time the measurements were made (which would make an evaluation
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Table 7.3 – Comparison of both 50 kW Coil Parameters
Parameter TUM System UoA System

Prim. Coil Size (x,y) 600 × 600 mm 720 × 675 mm
Sec. Coil Size (x,y) 600 × 600 mm 605 × 620 mm

Winding Turns (N1/N2) 8/8 5/5
Nom. position (0,0,190) mm (0,0,190) mm

Nom. coil-to-coil distance 170 mm 211.9 mm
knom 0.29 0.19

kmin − kmax 0.18 − 0.34 0.13 − 0.22

(a) (b)

Figure 7.2 – FEM simulation models of the UoA coils, (a) primary coil and (b) secondary
coil with aluminum shield (1000 × 1000 × 1 mm).

impossible). The topology was chosen to be based on the measured experimental system (see
Section 7.3.1), which used passive rectification.

7.2 System Boundaries and Use-Case
Six positions were selected for this study to investigate system performance over the full
range of air-gaps and misalignments as well as tolerances in nominal air-gaps. The positions
are similar to the previous study2 from Tab. 6.1 and the simulated inductances and coupling
factors of both systems and their combinations are shown in Tab. 7.4. First index represents
the primary side.

The component limits and constraints used in this study are summarized in Tab. 7.1. The
leakage flux planes will be investigated at 900 mm distance from the secondary coil center
and the study will be conducted at the GA interface.

The ICPs for each system determined for this use-case are shown in Fig. 7.3 for all six
positions, with Fig. 7.3a showing the UoA-UoA system and Fig. 7.3b showing the TUM-TUM
system.

2Due to practical considerations regarding the measurements, the directions of the misalignments were
changed to negative. Since the TUM system is symmetrical, the inductances do not change.
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Table 7.4 – Simulated Inductances of the 50 kW IPTSs and their Combinations
Position x y z L1 L2 k L1 L2 k
Index (mm) (mm) (mm) (µH) (µH) (µH) (µH)

TUM–TUM UoA–UoA
1 0 0 170 35.05 34.98 0.34 18.96 17.87 0.22
2 -75 -100 170 34.88 34.86 0.25 19.00 17.82 0.17
3 0 0 190 34.71 34.63 0.29 18.93 17.80 0.19
4 -75 -100 190 34.63 34.58 0.21 18.96 17.78 0.15
5 0 0 210 34.51 34.40 0.25 18.90 17.78 0.16
6 -75 -100 210 34.48 34.40 0.18 18.94 17.75 0.13

TUM–UoA UoA–TUM
1 0 0 170 35.03 18.10 0.32 18.93 34.39 0.24
2 -75 -100 170 34.89 18.00 0.25 18.94 34.30 0.17
3 0 0 190 34.69 17.94 0.27 18.89 34.23 0.20
4 -75 -100 190 34.63 17.88 0.21 18.90 34.12 0.15
5 0 0 210 34.48 17.84 0.23 18.87 34.14 0.18
6 -75 -100 210 34.47 17.80 0.18 18.89 34.12 0.13

A comparison of the efficiency of both systems is given in Fig. 7.4 under nominal and
minimum coupling conditions. The blue isoline marks the Bmax,900mm = 15 µT limit. Losses
were implemented using the approach outlined in the flowchart of Fig. 5.4, where Pout,min is
held constant and losses are added to the required input power Pin. It is important to note
that the limits of the heatmaps differ between systems, which must be taken into account
when evaluating the systems. Aligning the heatmap boundaries will make a comparison
between the system much more convenient. However, the information about the efficiency (or
other parameters) distribution within the ICP is no longer clearly visible, so the heatmaps
are not aligned for the entire study and attention must be paid to the correct values.

(a) (b)

Figure 7.3 – ICPs of the (a) UoA–UoA and (b) TUM–TUM systems for all coupling
conditions and system constraints.
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7 Assessment of Two High-Power 50 kW IPT Systems

(a) UoA–UoA at knom (b) TUM–TUM at knom

(c) UoA–UoA at kmin (d) TUM–TUM at kmin

Figure 7.4 – ICP efficiency analysis of both 50 kW systems under different coupling condi-
tions. The OPs (Vbat see Tab. 7.1) are shown in black with Vbat,max highlighted
in turquoise and the blue isoline represents the Bmax,900mm = 15 µT constraint.

The final ICPs and OPs with all boundaries (everything within the blue isoline from
Fig. 7.4) considered are shown in Fig. 7.5 at kmin with the Bmax,900mm leakage flux heatmap
(UoA–UoA in Fig. 7.5a and TUM–TUM in Fig. 7.5b). The effects of reducing the transferred
output power are shown in Fig. 7.5c and Fig. 7.5d for the UoA–UoA and TUM–TUM systems,
respectively. The black, purple and golden isoline represent the areas in which the system
can transfer 45 kW, 48 kW and 50 kW, respectively (Pout,min). The efficiency heatmaps were
calculated at Pout,min = 45 kW. The heatmaps show minimal changes with power variations,
which can be ignored and are thus not displayed.

The results indicate that not all OPs can be addressed in both systems (under the studied
restricted operation modes), particularly under minimal coupling conditions. Nevertheless,
the LCC-LCC tuning of the UoA–UoA system can address more OPs under all operating
conditions, confirming the results of the previous chapter (see Section 6.2.3), where it was
shown that a series-tuned system (here the size of the TUM–TUM ICPs in Fig. 7.3) is highly
sensitive to changes in coupling.

With decreasing the power transfer, the UoA–UoA system meets the full operation range (see
Fig. 7.5c) while the TUM–TUM system cannot operate over the whole battery voltage range.
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(a) UoA–UoA at kmin (b) TUM–TUM at kmin

(c) UoA–UoA at kmin (d) TUM–TUM at kmin

Figure 7.5 – ICP leakage flux heatmaps and output power variation analysis of the two
50 kW systems at minimum coupling. The black, purple, and gold isolines
mark the IPPs at which the system can transfer 45 kW, 48 kW, and 50 kW,
respectively (Pout,min). The corresponding OPs are shown in the same color.

However, this demonstrates that passive systems without the ability to adjust anything (active
tuning or rectification or control) will face significant challenges in achieving interoperability,
let alone Class I interoperability.

Approaches to improving interoperability were presented in Chapters 3–6, but are not
applied here, where the focus lies on interoperability assessment. A full discussion of the
results is given in Section 7.4.2.

7.3 Validation of the UoA System

Before proceeding with the interoperability assessment, it is important to first validate the
results presented in order to derive assumptions and allow for a meaningful evaluation. This
section begins with an examination of the measurement conditions, followed by a comparison
of the measured values with various simulated values, and concludes with a discussion of the
results.
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7 Assessment of Two High-Power 50 kW IPT Systems

7.3.1 Measurement Setup

In order to validate the presented ICPs and OPs, experiments were conducted with the
UoA–UoA system from Section 7.1.2 under the described conditions and boundaries from
Tab. 7.1. The laboratory setup is shown in Fig. 7.6.

An experimental validation of the FEM model (inductances and coupling) was presented
in [140] with less than 5 % deviation and is therefore not shown here.

In order to circulate high power with the equipment available in the lab, the input DC and
the output DC were connected. Thus, the experiments were limited to Vs = Vbat.

Leakage flux probes were placed in the Bx,max and By,max spots from the FEM simulation
at kmin and at a distance of 950 mm from the center of the secondary coil as shown in Fig. 7.7

Secondary Coil

Primary Coil

Power Supply

Bx-Probe By-Probe

Electronics

(a)

(b)

Figure 7.6 – Experimental setup for full circuit and leakage flux measurements, (a) front
view and (b) side view.
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7.3 Validation of the UoA System

(φi1−i2 = 90◦ was assumed in this FEM simulation setup). The measured results are shown
in Tab. 7.5 and will be discussed in the next section.

Measurements of the full circuit were performed for all six positions. However, this discussion
focuses only on positions 1, 3, and 6 (kmax, knom, and kmin) and the results are shown in
Tab. 7.6. The aim of the measurements was to transfer a constant output power of 48 kW,
with the bus voltage adjusted accordingly.

7.3.2 Comparison with Simulation Models

FEM models (Leakage Flux) As mentioned in Chapter 4, any values can be obtained
from the leakage flux planes and validation is still possible even if the probes are not placed
precisely at the maximum leakage flux point. The comparison of measured and simulated
leakage flux values and the relative error for all positions are listed in Tab. 7.5.

Due to the linked bus voltages and the passive rectification, the phase angle between the
coil currents is no longer ideal (̸= 90◦, see [174]) and the FEM simulations have been adjusted
accordingly in Tab. 7.5. The FEM results show very good agreement with the experiments as
the deviations are always less than 9 % (absolute error is less than 0.7 µT).

Bx-Probe

By-Probe

YZ-Plane (Bx,950
mm) XZ-Plane (By,950mm)

Figure 7.7 – Leakage flux planes and probes in FEM simulation.

Table 7.5 – Leakage Flux Comparison between Measurements and FEM Simulations
Pos. Bx,meas. Bx,sim. By,meas. By,sim. ∆Bx ∆By

(µT) (µT) (µT) (µT) (%) (%)
1 5.15 4.76 6.62 6.73 -7.63 1.68
2 7.69 8.35 9.89 9.70 8.60 -1.96
3 6.54 6.06 7.85 7.92 -7.34 0.85
4 8.71 9.24 11.58 11.30 6.08 -2.43
5 8.06 7.48 9.11 9.18 -7.20 0.82
6 9.69 10.18 13.39 13.06 5.05 -2.47
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7 Assessment of Two High-Power 50 kW IPT Systems

Table 7.6 – Comparison between Measurements, Analytical Calculation (FHA) and Circuit
Simulation (PLECS)

Pos. Vbus Iin I1 I2 Ibat Pout Ploss Pin ηdc-dc
(V) (A) (A) (A) (A) (kW) (kW) (kW) (%)

1
Meas. 600 92.75 153.7 156.6 80.60 48.36 2.29 50.65 95.48
FHA 586 93.82 146.08 154.13 80.67 48.40 0.95 49.35 98.09
Sim. 600 97.82 153.26 158.90 80.36 48.22 1.63 49.85 96.73

3
Meas. 656 89.25 168.3 171.1 74.10 48.60 2.45 51.05 95.20
FHA 649 85.23 162.69 168.40 74.08 48.60 1.15 49.75 97.69
Sim. 656 88.72 167.20 172.72 71.50 46.90 1.82 48.72 96.26

6
Meas. 800 76.40 206.4 205.7 59.90 48.00 3.08 51.08 94.00
FHA 762 73.00 189.60 205.18 60.12 48.10 1.63 49.73 96.72
Sim. 800 76.77 202.70 207.30 59.40 47.55 2.35 49.90 95.30
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Figure 7.8 – Leakage flux study of the UoA–UoA ICP for Pout,min = 50 kW; (a) maximum
allowed currents for B ≤ 15 µT under all coupling conditions and two leakage
flux plane distances, (b) ICP with leakage flux Bmax,950mm-heatmap and
Bmax = 15 µ T isolines.

The FEM models and leakage flux planes can be used to derive the maximum allowed
GA and VA currents to stay below 15 µT and this is shown in Fig. 7.8a for the leakage flux
planes at 950 mm and 850 mm (dashed) distance.

As discussed in Section 6.2, the plane distance affects the limit, and although this study is
conducted with the assumption of a minimum distance of 900 mm, the UoA–UoA design
targeted vehicle widths of ≥ 1800 mm, so the nominal leakage flux plane was set at 950 mm
distance for the measurements3.

3An additional 50 mm was added to account for the size of the probe.
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7.3 Validation of the UoA System

The corresponding kmin ICP at the inverter interface with the center of the probe placed
at 950 mm distance with heatmaps for Bmax is shown in Fig. 7.8b. The phase angle between
the coil currents φi1−i2 was assumed to be 90◦ for this ICP. However, generally the IPM
allows the phase angle to be varied for each OP.

The ability to evaluate the leakage flux density within the ICP for different OPs and
different conditions is a very helpful feature of the IPM, as it now allows another constraint
to be placed on the ICP. To illustrate the effect of different vehicle widths, Fig. 7.8b shows
the isoline for Bmax ≤ 15 µT at 950 mm and 900 mm (represents a smaller car) distance.
The heatmap shows that the leakage flux at 950 mm distance is always below 14 µT, while
the ICP is reduced when the same boundary is applied only at 900 mm distance from the
secondary coil center (heatmap is not valid for this distance). Depending on the car width,
the resulting ICP (one of the golden isolines) is now an impedance range that ensures the
ICNIRP limit is never violated.

In addition, different isolines can be obtained and highlighted to provide more information
about the leakage flux density at the OPs, which could initiate control schemes to reduce the
leakage flux fields.

Full Circuit Simulation The comparison of the experimentally measured values and the
analytical calculations is given in Tab. 7.6 for positions 1, 3 and 6.

As mentioned in Section 2.3.1, the FHA neglects harmonics, making it difficult to properly
estimate the losses in the switches and diodes, so a physical simulation of the circuit was also
performed in PLECS, and the results are also shown in Tab. 7.6 (index Sim.).

It should be noted that this simulation considered the measured inductances, which are
slightly different from the simulated inductances in Tab. 7.4 as well as the lead inductances.
The simulation model used a similar circuit as shown in Fig. 5.16.

The bus voltages in the experiments were set to achieve a constant output power of 48 kW
and were also set in the circuit simulation. The FHA analysis was set up to transfer a similar
output power in order to have comparable data sets.

A comparison of the scope screenshots of the measurements with the PLECS simulation
outputs is shown in Fig. 7.9. In general, the measurements, analytics and simulations are in
reasonably good agreement. However, the losses are underestimated in both simulations.

To interpret the results, a closer look at the deviations between the measured, simulated
and calculated power, losses and efficiency is provided in Tab. 7.7 for the three coupling
conditions.

Tab. 7.8 also shows the comparison of the switching loss estimate for all positions calculated
using the simplified sinusoidal waveform equation (Eq. (5.5), α = 180◦, Eoff = 0.86 mJ,
VR = 600 V, IR = 120 V, QRR = 2.2 µC, IRD = 173 A, taken from [181]) and the approach
using Eq. (5.4) with extracting the instantaneous currents (as described in Section 5.1) with
PLECS.

It can be seen that although the power and efficiency are in good agreement, the losses are
underestimated by about 24-29 % in PLECS and 47-59 % in the FHA analysis. The FHA
analysis only considers the ESR of the coils (without temperature dependency) and does not
take into account other losses such as conduction or switching losses, which explains the large
deviation from the measured results. The PLECS simulation is closer to the measurements
because it includes conduction and switching losses, but still has an offset of about 30 % due
to core losses. These are not properly accounted for in the ESR of the coils when they are
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Figure 7.9 – Screenshots of the waveforms and scopes, (a) primary measurements, (b)
PLECS primary waveforms, (c) secondary measurements and (d) PLECS
secondary waveforms.

Table 7.7 – Offset in Power and Losses between Measurements and Simulations
Pos. ∆Pout ∆Ploss ∆Pin ∆ηdc-dc

(%) (%) (%) (%)
Measurements vs. Simulations

FHA/PLECS FHA/PLECS FHA/PLECS FHA/PLECS
1 0.1 / -0.3 -58.8 / -28.8 -2.57 / -1.58 2.7 / 1.3
3 0 / -3.5 -53.05 / -25.71 -2.55 / -4.56 2.6 / 1.1
6 0.2 / -0.9 -47.1 / -23.8 -2.64 / -2.31 2.9 / 1.4

captured with small signal analysis (as was done in the experiments for this chapter) because
they dominate at higher currents (and temperatures) [169].

The overall power and efficiency match well as these losses are not significant in the
operations of this system, which is also reflected in the switching loss calculation in Tab. 7.8.
Here, ZVS and a conduction angle α = 180◦ were assumed, resulting in switching losses
of less than 140 W. These losses will likely increase under different operating conditions.
However, it can also be seen that the simplified approach for a sinusoidal waveform greatly

156



7.4 Interoperability Assessment

Table 7.8 – Offset in Switching Loss Calculations for all Positions
Sim./Pos. 1 2 3 4 5 6

Pl,sw,FHA (W), Eq. (5.5) 17 23 22 27 26 32
Iinst,sw (A) 9.1 17.6 14.2 24 20.4 31.2
Eoff,sw (mJ) 0.2 0.25 0.25 0.35 0.3 0.4

Pl,sw,sim (W), Eq. (5.4) 68 85 85 119 102 136
Err in % 75 72.9 74.1 77.3 74.5 76.5

(a) (b) (c)

Figure 7.10 – Final ICP with experimentally measured values, leakage flux isolines and
OPs for different coupling conditions, (a) kmax, (b) knom and (c) kmin.

underestimates the switching losses, highlighting the need to investigate in future the impact
of harmonics in an LCC-LCC tuned system.

This validation section emphasizes the general importance of loss considerations, which
becomes particularly important for high-power IPTSs. The approach presented here for
extending the IPM is very well suited for the general consideration of the losses. Future work
needs to focus on improving and incorporating a variety of loss contributions, such as core
losses (the authors in [169] present a method to better integrate the core losses into ESR
measurements) and harmonics as discussed further in Section 8.4.

As a final validation step, the ICPs for all coupling conditions at Pout = 48 kW, with
measured inductances, all system boundaries from Tab. 7.1, the measured OPs (with Vs = Vbat)
with the efficiency heatmap, and Bmax = 15 µT isolines, are shown in Fig. 7.10.

The results show that leakage flux limitation only affects the ICP at minimum coupling.
Furthermore, Fig. 7.10 confirms that the measurements were taken deliberately under well
chosen conditions as each OP is located in the highest efficiency region.

7.4 Interoperability Assessment
In the previous sections, both 50 kW systems were presented and studied with the designed
VA placed over the corresponding GA, followed by experimental validation of the simulation
models used.

The coil sets were found to be fundamentally different in many aspects, such as winding
turns, tuning topologies and targeted voltage ranges, as well as their nominal coil-to-coil
distance (flush and surface mount GAs) and their coupling ranges.
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The primary goal of this section is to evaluate the interoperability of these crossover
systems, namely the TUM-UoA and UoA-TUM systems. However, for a complete evaluation,
each GA will be examined with both VAs on top. Parts of this study were first published in
[P.7].

7.4.1 Combination of Systems

The ICPs for all positions of the crossover systems (similar to Fig. 7.3) are shown in Fig. 7.11.

Comparing the UoA–UoA and TUM–TUM systems, it can be seen that the position of the
VA affects the coupling quality (size of the ICP), while the GA dictates the shape of the ICP,
similar to the observation made in Section 4.1.1.

To assess the operation of the GAs with both VAs, Fig. 7.12 shows the ICPs of each
primary at the GA interface with only the inverter and GA boundaries incorporated (similar
to the ICPin+GA of Fig. 3.18) with the OPs of both secondaries over each full battery voltage
range. The results are shown for three coupling conditions (kmin, knom and kmax) and three
power levels (Pout,min = 45, 48 and 50 kW).

By considering the different power levels, systems can be evaluated for either HD or LD
applications, as they differ in the power level definitions (see Section 2.5.1). The Pout,min =
50 kW results allow performance evaluation under HD WPT5 requirements, since the power
class is defined as minimum transferred output power, and the other power levels can be used
for LD WPT5 evaluation, since 50 kVA input power will presumably result in about 45 or
48 kW transferred output power at the load, depending on the efficiency. This again shows
how universal the method is and how many different applications it can be applied to within
a single study. In this study, however, only the LD evaluation is performed for simplicity.

Fig. 7.12 can now be used to evaluate the performance of each GA. It can be seen that the
UoA GA performs well under kmin coupling, but without an active rectifier or output boost
converter (for which it was designed), it is unable to address the full voltage range at higher
coupling conditions. The TUM GA, on the other hand, is able to drive many OPs at higher
coupling conditions, while it has limited interoperability at kmin.

(a) (b)

Figure 7.11 – ICPs of the (a) UoA–TUM and (b) TUM–UoA systems for all coupling
conditions and system constraints.
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(a) UoA GA at kmax (b) TUM GA at kmax

(c) UoA GA at knom (d) TUM GA at knom

(e) UoA GA at kmin (f) TUM GA at kmin

Bmax,900mm = 15 µT:
OPs:

TUM/UoA ICPin+GA: 45 kW 48 kW 50 kW
TUM VA UoA VA
TUM VA UoA VA

∗ /∗ /∗ + /+ /+
/ / / /

Figure 7.12 – Interoperability Assessment of the UoA and TUM GAs at three different
coupling conditions and three power levels.
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(a) UoA–UoA (b) UoA–TUM

(c) TUM–UoA (d) TUM–TUM

Figure 7.13 – Efficiency analysis of all four systems at knom.

However, the evaluation of critical points or non-interoperable combinations must always
focus on the VAs as well, since the limitation may also come from the secondary side. To
demonstrate this and to further investigate the systems, all four system combinations and
their OPs will be examined in the following at their nominal coupling position. A similar
analysis is shown in the Appendix A.2 for kmin and kmax.

Fig. 7.13 shows the systems under these considerations with efficiency heatmaps and leakage
flux limit isolines. Again, the heatmap axis limits are not aligned and are set individually for
each system to allow analysis of the efficiency within the IPPs. The OPs are shown in black,
with Vbat,max OP highlighted in turquoise.

The results show that the UoA VA operates close to the highest efficiency regardless of
the GA used. Moreover, the TUM GA has good interoperability with both VAs, with some
minor leakage flux limitations of the TUM–TUM system at lower voltages (Fig. 7.13d). The
UoA–TUM system can only operate at high battery voltages and shows poor interoperability.
The reason for this is the combination of the targeted battery voltage of the TUM VA
(Vbat = 350 − 450 V), the low couplings due to the operation with a surface flush GA, and
the coil current limitation of IVA,max = 150 A. When the battery voltage drops, the required
currents are too high and the inverter cannot deliver the full power. This will be further
discussed in the next section.

In addition, the results show a slightly higher efficiency for the TUM GA due to the higher
coupling factor because the system is designed for surface mount. Higher coupling requires
lower coil currents (see Eq. (4.1)), which reduces magnetic losses, the main loss contribution
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(a) UoA–UoA (b) UoA–TUM

(c) TUM–UoA (d) TUM–TUM

(e) UoA–UoA (f) UoA–TUM

(g) TUM–UoA (h) TUM–TUM

Figure 7.14 – Magnetic loss analysis of all four systems at knom; (a)-(d) total coil losses
Pl,mag and (e)-(h) only VA coil losses Pl,mag,VA.
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(see Section 5.1.3). To illustrate this, Fig. 7.14 shows the same systems at knom with a total
magnetic loss heatmap in Fig. 7.14a–Fig. 7.14d.

The distribution of the magnetic losses is similar to the efficiency heatmap, emphasizing
the magnetic losses being the main loss contributor in IPTSs. To get an understanding of
how much the loss distribution is impacted by the VAs, Fig. 7.14 shows also the VA magnetic
losses as heatmap in Fig. 7.14e–Fig. 7.14h.

The results show that the distribution is completely different between the two designed
system. This is due to the different tuning topologies in both systems. While the losses with
the UoA VA are more evenly distributed between primary and secondary side, the TUM VA
is the main contributor of the losses when operating with the TUM GA, see Fig. 7.14h. The
heatmaps indicate that the UoA VA is not operating in its most efficient condition which also
applies to the TUM VA when operating with the TUM GA. This will be discussed further in
the next section.

Besides the magnetic losses, it is important to determine the inverter losses for proper
power electronics design and safe switch operation. As presented in Section 5.2 the IPM is able
to incorporate the inverter losses to some extent. While it is difficult to consider harmonics
and switching losses in LCC tuned systems (see Section 5.1.1) the rectifier conduction losses
can be incorporated along with the inverter losses without switching losses (only Eq. (5.1)
and Eq. (5.2)) and are shown in Fig. 7.15 for all systems at knom.

(a) UoA–UoA (b) UoA–TUM

(c) TUM–UoA (d) TUM–TUM

Figure 7.15 – Inverter conduction loss analysis (Pl,inv = Pl,diode + Pl,mos) of all four systems
at knom.
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(a) kmax (b) kmax (c) knom

(d) knom (e) kmin (f) kmin

Figure 7.16 – Switching loss analysis of the series-series tuned TUM–TUM system at three
coupling conditions with (a)-(c) showing the total inverter losses (Pl,inv +Pl,sw)
and (d)-(f) showing only the switching losses Pl,sw.

The results show that the losses in the inverter are lower than the magnetic losses.
Nevertheless, it can be seen that UoA inverter operates with higher currents because the
conduction losses are related to Iin. As a result, the UoA design imposes more stress on the
inverter components (i.e., switches) which will be discussed in the next section.

However, it has to be emphasized that Fig. 7.15 does not include switching losses, which,
if high, reduces its significance. To show the impact of the switching losses on the inverter
loss distribution, Fig. 7.16 shows the total inverter losses Eq. (5.6) and the switching losses
Eq. (5.5) separately of the TUM–TUM system for three coupling conditions. Since the
TUM–TUM system is a series-series tuned system, Eq. (5.5) can be used for the calculation
of the switching losses because a sinusoidal waveform can be assumed.

The change in the distribution of the total losses and the change in the heatmap boundaries
show that the switching losses are dominant in the inverter, which is why an analysis for an
LCC-LCC system provides only limited insight. This will be further discussed in the outlook,
see Section 8.4.

Furthermore, it can be seen that the TUM–TUM system operates in good inverter conditions
since the OPs are located in low loss areas. If the losses are higher in the ICP, then the phase
angle of the input impedance is higher, which results in a higher turn-off current and thus
more switching loss, see Eq. (5.5) and (5.3).

7.4.2 Results and Evaluation

This study shows that achieving full interoperability for IPTSs can be very difficult. It is
important to point out that the limits of the present study were deliberately set to present
many challenges by using systems with different tuning topologies, battery voltage ranges
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(a) UoA–UoA (b) UoA–TUM

Figure 7.17 – Adjustments for increased interoperability (shown at kmax), (a) boost con-
verter and (b) change of battery voltage range to Vbat = 600 − 800 V.

and coil-to-coil distances (large ∆k), while only allowing passive rectification on the output
side. This represents worst case assumptions and allows the evaluation to identify measures
to improve the OPs that are not interoperable or systems in poor condition.

Despite this, the systems generally showed good performance and high interoperability,
with a few issues identified that will be addressed in the following.

Fig. 7.12 shows that the UoA GA has good performance at kmin and is not interoperable
with systems at kmax under the restricted operating conditions of this use-case, while the
TUM GA has good performance at kmax and poor performance at kmin.

As stated earlier, the UoA system was studied with an passive rectifier while initially being
designed with an active rectifier or boost converter in mind. This explains the performance
of the UoA–UoA system at kmax and knom where only a few OPs can be addressed (see
Fig. 7.12). Fig. 7.17a shows the UoA–UoA system at kmax with an output boost converter
(shown in orange) deployed on the secondary side (duty cycle set to D = 0.4). For comparison,
the old OPs are shown in black.

This shows that the OPs can now be driven. The use of a boost converter comes at the
cost of a small loss in efficiency, which is not considered in this figure. However, this is a
trade-off that is necessary and feasible for the system to be interoperable. Additionally, the
boost converter could be used to move the OPs to a higher efficiency zone (using Fig. 7.13).

The interoperability issues of the UoA–TUM system at high coupling are related to the
different voltage range and series tuning used by the TUM VA. Due to the series tuning,
the reflected impedance changes and the required primary coil current is low, which means
that the required inverter voltage Vin is below the lower limit. In an LCC primary tuned
system the bridge voltage and coil current are proportional to each other, see Section 2.2.5.
In addition to the inverter voltage being out of bounds, the required inverter current is also
too high. At kmin, the required primary coil current is higher, resulting in a higher inverter
voltage and lower current, which is why the system works well under this condition.

Again, challenges arise from the assumption that the secondary is completely passive, with
no active measures to change the load presented. Furthermore, the assumption of transferring
50 kW at 350 − 450 V is unlikely to be used in a real system, given at this power level a
battery voltage of 800 V is more likely. As such, the UoA–TUM system at 600 − 800 V
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battery voltage is shown in Fig. 7.17b. It can be seen that this increases interoperability to
some extent, but an active element such as active tuning or active rectification with a boost
converter would still be required to cover the full battery voltage range. A redesign of the
primary tuning network would also improve interoperability, but is beyond the scope of this
study.

The poor performance of the TUM–TUM system at low coupling is related to the high
coil currents required. Due to the series tuning on the primary, the required inverter current
is similar to the coil current, which reaches the limit of the primary power electronics. In
addition, the low required coil currents at high coupling require a high inverter voltage, which
then also exceeds the limit. Again, as shown in previous chapters, the series-tuned system
runs into difficulties at large coupling ranges, while the UoA GA shows more stability due to
the LCC tuning.

Regarding the loss analysis, the different heatmap limits show that these systems operate
at varying currents, resulting in different losses. Even though the analysis and loss calculation
is done with some underlying assumptions and simplifications, the drawn results are still
valid and can be transferred to real systems.

Furthermore, this study shows that even though the leakage flux is a difficult constraint
at these high power classes, many OPs are still within the imposed leakage flux limitations.
In particular, the TUM–TUM system does not operate the coils in the best condition as
Fig. 7.14 shows. This leads to the leakage flux limit being exceeded at low battery voltages.
Again, an active element can be used to solve this problem.

In general, the leakage flux constraint will be difficult to meet at low couplings due to the
high coil currents required. However, this study also shows that the IPM presented here is
very well suited to investigate this issue in depth by being able to study different aspects
within the systems while considering many constraints.

The comparison of surface-mount and flush-mount systems in this chapter shows how
difficult it can be for IPTSs to be interoperable under all circumstances. This issue will be
even more challenging for real product systems, as this study was conducted in a laboratory
environment and designed in a specific way with assumptions that may need to be revised for
product systems. This highlights the problem of implementing IPTSs, the need for further
guidance from standardization at higher power levels to help guide design, and the need
to consider active secondary control while maintaining design freedom and not restricting
innovation.

Although achieving full interoperability will be challenging, the study also shows good
performance of the TUM-UoA system at nominal and maximum coupling. Furthermore, the
UoA GA works well with the TUM VA at minimum coupling, which means that it is possible
to achieve interoperability between surface and flush mount systems in general. In addition,
Fig. 7.12 also shows that reducing power can alleviate many problems while still allowing for
reasonable power transfer. When power is varied and active control measures are taken as
suggested, full interoperability can be achieved for different IPTSs with different design goals.

This study has again shown that the IPM developed in this thesis is a powerful and useful
tool to address and visualize design and interoperability problems. By using this method, the
chance of creating a system with higher interoperability increases or measures to be taken
can be accurately identified. Given its ability to help designers easily assess and evaluate
numerous interoperability issues and problems.
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7.5 Summary
This chapter presented a final study that applied the findings of all the previous chapters. An
interoperability study was conducted on two different 50 kW IPTSs, with both coils designed
separately for different rated operating conditions and design objectives. As such, this study
serves as a comparison between surface mount and flush mount systems.

The first system (TUM) was presented in the previous chapter. The second system (UoA)
was described in detail and the experimental verification of the simulation models was
presented with measurements performed on the UoA system. Both, the leakage flux and the
circuit simulations showed good agreement with measured values.

The boundaries of the study were presented and the IPM was first applied to both systems
to provide a initial performance analysis. After validation, the IPM was then used to study
both systems as well as the combination of them to allow a full interoperability assessment.

The systems were studied under three coupling conditions and different power levels by
investigating the efficiency, magnetic and inverter losses for the full battery voltage ranges
under many different constraints such as leakage flux and current limits.

The results were extensively discussed and interoperability issues identified and examined
in detail. Conclusions were then drawn about the impact of surface mount and flush mount
systems on system interoperability.
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This chapter summarizes the thesis by providing conclusions and discussing the main contri-
butions of the presented method. In addition, possible future work on this topic is outlined.

8.1 Conclusions and Contributions
The primary goal of this thesis was to investigate the interoperability of IPTSs and to explore
how aspects of interoperability can be incorporated into the design phase of IPTSs with a
focus on EV battery charging applications. To achieve this goal, a novel approach based
on IPPs, referred to as the IPM, was developed. The IPM is an extension of an existing
standardization-focused approach that has been methodically and scientifically expanded to
incorporate general interoperability considerations while allowing for design freedom. The
approach aimed to develop a method that is widely applicable and as variable as possible.

In Chapter 3, the general methodology was established by simplifying the IPTS topology,
making necessary assumptions, and then deriving the methodology. Subsequently, the indi-
vidual components of the IPTS were examined in detail in Chapters 4–6, in particular the
associated interoperability issues and critical limitations with respect to magnetics (Chapter
4), power electronics (Chapter 5), and tuning networks (Chapter 6). The IPM was then
extended to enable various interoperability aspects to be considered. Each chapter presents
tailored use-cases to demonstrate the capabilities of the IPM, focusing primarily on EV
battery charging applications and typical interoperability issues. The IPM is sufficiently
general such that the techniques used can be applied to other WPT applications, provided
that the relevant underlying physics are taken into account.

In Chapter 7, all the findings were summarized and used to study and compare two 50 kW
IPTSs to evaluate their interoperability.

The key contributions of this thesis and the advantages of the developed IPM are summa-
rized in the following.

Variable Usage/Versatility of the IPM By utilizing the four impedance interfaces (or
six power level interfaces) and introducing capability planes (ICPs and CCPs) based on
component limitations, the IPM can be effectively applied to various use-cases and address
multiple interoperability issues simultaneously or separately, as demonstrated in this thesis.

The IPM can be tailored to specifically address the design or assessment of individual
components or the entire IPTS, while varying other components or imposing constraints
on specific components, such as air-gap variations, battery voltage ranges, or output power
variations.

This novel approach allows for more practical results while providing a comprehensive
understanding of system performance under different operating conditions. In addition, the
IPM is not limited to a specific circuit, and components of an IPTS can be exchanged during
a study, allowing comparisons with the IPM.

As a result, instead of designing the system for a nominal OP, the IPM allows for broad
interoperability as a system design goal.
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Integration of Leakage Limitations Chapter 4 presented an approach that enables the
consideration of leakage flux at multiple distances of the secondary coil within the IPPs with
minimal computational effort and scalability to different coil currents and phase angles. The
resulting heatmaps or constraint isolines provide essential information about leakage over
the entire operating range, providing valuable insight for multiple OPs. This information is
particularly critical during the design phase, as safety requirements demand that the leakage
flux remain below certain limits, especially in EV charging applications.

Loss Considerations in the IPM The IPM extension presented in Chapter 5 allows the
derivation of information about each parameter as a heatmap over the entire operating range
or impedance zone. The distributions, especially the current values, can be used to calculate
the loss distribution within the ICP, thus enabling the evaluation of OPs and ICPs. This
in turn can be used to design or evaluate components. The extension improves the quality
of results by incorporating losses into the information provided, leading to more educated
interoperability decisions. Losses were incorporated in two ways, suited to evaluations for
either HD and LD applications. Efficiency heatmaps were also used to identify regions where
attention should be given to control system design. For example, it may be possible to select
better operating states with higher efficiencies or desired system conditions.

Design of Active Tuning Networks Chapter 6 provided a sensitivity analysis that explored
the impact of tuning variations on the operation of IPTSs. This analysis demonstrated that
the IPM can be utilized to develop compensation tuning network solutions that address
variations and tolerances in IPTSs resulting from interoperability requirements (such as full
Z1–Z3 coverage for Class I interoperability).

The IPM enables specific interoperability conditions to be examined that could help
establish a minimum required active tuning range that results in a more efficient IPTS design
to avoid over-design.

Interoperability Assessment of 50 kW Flush and Surface Mount IPTS In Chapter 7,
the full IPM, including its extension, was applied to two 50 kW use-cases, providing critical
insight into the operation of surface mount systems with flush mount systems and vice versa.

The results demonstrated the capabilities of the IPM, highlighting its suitability for
addressing such problems by clearly identifying the limiting factors and enabling suggestions
to be made to improve interoperability. As a result, the IPM allows for better design decisions.

8.2 Publications

Some parts of the work in this thesis were published in several conferences and journals. A
full list of publications is provided in the bibliography section.

Chapter 3 and 4 contain elements of [P.1] and [P.2]. Chapter 5 and 7 contain elements of
[P.2] and [P.7], while Chapter 6 includes parts of [P.5] and [P.6].

8.3 Contributions to Research Projects

Besides the supervision of the student works [S.1–S.34], the research conducted for this thesis
partially contributed to two different research projects, which are summarized below.
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UnIndCha – Universal Inductive Charging (November 2016 – January 2020) A 3-year
government-funded collaborative research project with the participation of the authors’
institute was conducted from November 2016 to January 2020. The aim was to investigate
and develop a new concept for a universal charging station for wireless public charging of EVs
(3.7 kVA–11.1 kVA). The main research focus was on interoperability of WPT systems and
coils, efficient inverter topologies, EMC and adaptive (intelligent) compensation technologies.
Besides a system with high tolerance and efficiency, a design methodology for interoperable
WPT systems was another motivation. Three prototypes were designed and built (circular
and DDQ coils). Some key results have been published in [P.1–P.4, P.8–P.10].

NIIKOHLA – New Intelligent, Interoperable Contactless High Power Charging Station
(August 2020 – August 2023) As a follow-up to the UnIndCha project, another 3-year
government-funded research project was started in October 2020. The main motivation in the
NIIKOHLA project is the development of a 50 kW WPT charging station. Major issues to be
addressed in this project are (again) interoperability, coil design, development of an efficient
PFC and inverter, intelligent compensation, reduction of leakage fields, thermal issues and a
design study for interoperable high power WPT systems will also be conducted. The results
have been published in [P.5–P.7].

8.4 Suggestions for Future Work

The development and presentation of the IPM in this thesis required several assumptions
and simplifications. As a result of this work, additional areas of improvement for the method
were identified that could further increase its performance and applicability. These areas of
improvement include:

A Relaxation of Some Assumptions The most significant simplification made to the
operation of IPTSs is FHA. Although it allows for fast circuit analysis, it limits the analysis
to the fundamental and does not consider the impact of harmonics. Future work could
explore eliminating the FHA simplification and using a complex Fast-Fourier-Transformation
(FFT) to select relevant harmonics to obtain better current waveforms. This would allow the
calculation of switching losses for all tuning topologies and also facilitate the use of crest
factors as a performance indicator, thus allowing the IPM to perform harmonic evaluation.
Some approaches to consider harmonics can be found in [182–185].

In addition, the assumption of CCM could be further investigated, as DCM changes the
presented load and introduces errors in the results.

Incorporation of Additional Boundaries While this thesis has addressed several important
aspects of IPTS design and interoperability, many other requirements must be met to ensure
the safe and effective operation of these systems. Future work could investigate additional
requirements, such as FOD and LOP, and consider their associated constraints, such as the
maximum surface flux and the H-field at 10 meters (EMC), which can be introduced as
additional boundaries within the IPPs.

The work of this thesis could be extended to include other design aspects of concern
in future standardization such as bidirectional power transfer and multi-coil systems (e.g.,
three-phase systems), making the IPM more universally applicable. These extensions could
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significantly improve the usability of the IPM and enable its use in a wider range of IPTS
applications.

Extensions of the Loss Considerations The incorporation of losses in this thesis was
presented with several assumptions. Future work could extend the loss calculations to
include neglected losses such as core losses, eddy current shielding losses, and switching
losses (harmonics) and the impact of thermal effects. These losses can significantly affect
the performance and efficiency of IPTSs, especially in high power applications, and their
inclusion in the IPM could provide more accurate and comprehensive information for design
and evaluation purposes. Consideration of these neglected losses would require more detailed
and complex modeling approaches, such as the FEM and the FFT, which would increase the
computational complexity of the IPM, but also improve its accuracy and applicability.

Utilization of the IPM for Control of an IPTS As mentioned earlier, the IPM can
be applied to numerous use-cases, and future work could focus on utilizing the IPM for
control considerations. For example, the IPM could be extended to actively identify the
best operating conditions and provide measures for the ICPs or OPs to operate under these
desired conditions. This approach could enable the development of control algorithms that
adjust the IPTS operating parameters, optimizing performance in different use-cases and
ensuring interoperability with other systems. Such an approach would require a detailed
understanding of the IPTS operating conditions and associated performance trade-offs, which
the IPM can provide, making it an ideal tool for developing such control strategies.

Expansion of the IPM for Magnetic Design Future work could focus on developing the
IPM so that it can be used to design interoperable magnetics. One possible approach could
be to normalize the inductances to decouple the coils as much as possible, as presented
in [126]. This would allow the IPTS designer to make separate design decisions for each
component, providing more flexibility in the design process. This approach could help to
derive additional interoperability design guidelines, such as the ∆k used in this thesis, to
enable the development of more efficient and interoperable IPTSs.

Variation of other Parameters This thesis focused on investigating the impact of parameter
variations, such as transferred output power, on the interoperability of IPTSs. Future studies
could extend this work by investigating the impact of other parameter variations, such as
frequency and duty cycle, to gain a better understanding of their impact on the IPPs and
the interoperability of IPTSs.

Use-Case Database Designers of IPTSs for EV battery charging often face recurring issues
that can be addressed using the IPM. Future work could identify the most common design
issues and challenges faced by designers in this area and use the IPM to develop solutions for
these use-cases. This approach could include the development of flowcharts and guidelines to
address these issues, making it easier for designers to use the IPM to develop efficient and
interoperable solutions.

Deployment for Optimization Future work could focus on investigating the use of the IPM
to optimize IPTS performance for specific use-cases, such as wireless EV charging, while
ensuring interoperability with other systems.
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Future work in all of these areas could potentially increase the applicability and usefulness
of the IPM and contribute to the continued advancement of IPTS design and interoperability.
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A Appendix

A.1 Extension of the IPM Example 3: Loss Analysis under
Misalignment
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Figure A.1 – Results of the loss considerations (black hull curve with efficiency heatmap)
for Case A (a)–(d) and Case B (e)–(h) on the primary and each secondary
case at the GA interface and kmin. The blue hull curve represents the lossless
ICP.
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A Appendix

A.2 Extension of the 50 kW Interoperability Assessment: Results
at kmin and kmax

(a) UoA–UoA (b) UoA–TUM

(c) TUM–UoA (d) TUM–TUM

Figure A.2 – Efficiency analysis of all four systems at kmin.

(a) UoA–UoA (b) UoA–TUM

(c) TUM–UoA (d) TUM–TUM

Figure A.3 – Efficiency analysis of all four systems at kmax.
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A.2 Extension of the 50 kW Interoperability Assessment: Results at kmin and kmax

(a) UoA–UoA (b) UoA–TUM

(c) TUM–UoA (d) TUM–TUM

Figure A.4 – Magnetic loss analysis (coil losses Pl,mag) of all four systems at kmin.

(a) UoA–UoA (b) UoA–TUM

(c) TUM–UoA (d) TUM–TUM

Figure A.5 – Magnetic loss analysis (coil losses Pl,mag) of all four systems at kmax.
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(a) UoA–UoA (b) UoA–TUM

(c) TUM–UoA (d) TUM–TUM

Figure A.6 – VA magnetic loss analysis (only VA coil losses Pl,mag,VA) of all four systems
at kmin.

(a) UoA–UoA (b) UoA–TUM

(c) TUM–UoA (d) TUM–TUM

Figure A.7 – VA magnetic loss analysis (only VA coil losses Pl,mag,VA) of all four systems
at kmax.
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A.2 Extension of the 50 kW Interoperability Assessment: Results at kmin and kmax

(a) UoA–UoA (b) UoA–TUM

(c) TUM–UoA (d) TUM–TUM

Figure A.8 – Inverter conduction loss analysis (Pl,inv = Pl,diode + Pl,mos) of all four systems
at kmin.

(a) UoA–UoA (b) UoA–TUM

(c) TUM–UoA (d) TUM–TUM

Figure A.9 – Inverter conduction loss analysis (Pl,inv = Pl,diode + Pl,mos) of all four systems
at kmax.
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