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Abstract

In magnetic con�nement fusion experiments, the generated heat and particle
�uxes from the plasma onto the vessel walls can exceed material limits. Ra-
diative cooling via injection ("seeding") of small amounts of nitrogen into the
plasma edge has been proven to be an e�ective measure to limit these �uxes in
the tokamak experiment ASDEX Upgrade (AUG). This nitrogen is partially
stored in the surface layers of the tungsten walls and re-enters the plasma after
being eroded due to heat and particle loads on the wall elements. To e�ectively
control the radiation induced by nitrogen in the plasma, a model for nitrogen
retention in the wall and nitrogen �uxes into the plasma is required.
Previous work has successfully demonstrated the applicability of the WallDYN
simulation scheme coupled to 2D plasma and impurity transport simulations
to interpret the retention of nitrogen in the divertor region of AUG, where a
tokamak is essentially toroidally symmetric. However, at the outer mid-plane,
where probes and limiters break this symmetry, the nitrogen deposition as
computed by WallDYN coupled to 2D models for plasma and impurity trans-
port was overestimated by at least one order of magnitude.
This work aims to investigate the in�uence of non toroidally symmetric �rst
wall geometries on both the background plasma solution and the �nally re-
sulting migration of nitrogen. To that end the 3D plasma modelling code
EMC3-EIRENE and the recently developed WallDYN-3D scheme are applied
to AUG thereby resolving the 3D geometry of its �rst wall.
The in�uence of the 3D geometry on the plasma backgrounds is investigated
by modelling a AUG discharge, where nitrogen was seeded from the divertor
dome. In these calculations di�erent approximations of the �rst wall are com-
pared: a 2D case with a toroidally symmetric wall geometry and a 3D case that
includes poloidal rib limiters and a mid-plane collector probe. First, the input
parameters for perpendicular transport are adjusted such, that the simulated
plasma solution in 3D wall geometry matches the available experimental data.
Then, using the same input parameters, the simulations are repeated in 2D
geometry and the resulting 2D plasma solution is compared to the 3D solution.
In previous work the same discharge has been modelled with a 2D toroidally
symmetric �rst wall and a 2D plasma modelling code, but the nitrogen areal
densities found experimentally by ion beam analysis on the outer mid-plane
manipulator could not be matched by simulations. The explanation then was
that the 3D geometry of the manipulator could not be properly approximated
in the 2D calculation. To test this hypothesis the simulated plasma background
in full 3D wall geometry is used in 3D WallDYN simulations to calculate the
nitrogen deposition at the mid-plane collector probe and in the divertor.
The in�uence of the poloidal position of the seeding location on nitrogen depo-
sition in the divertor and on the mid-plane collector probe is then investigated
in a set of dedicated AUG discharges. During these discharges also the �uence



dependence of nitrogen accumulation on the manipulator is investigated by ex-
posing di�erent positions of the manipulator to di�erent numbers of identical
discharges. These discharges are then modeled using EMC3-EIRENE with 3D
wall geometry and the resulting plasma backgrounds are used in 3D WallDYN
calculations of the nitrogen deposition on the manipulator and divertor.
The �ndings in this work resolve discrepancies between simulated nitrogen de-
position pro�les and experimentally obtained results at the outer mid-plane
manipulator of AUG, by extending the simulation models to 3D. They further
highlight the importance of including 3D geometry for impurity transport in
the plasma edge and underline the crucial role of neutral particles in simula-
tions.
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Zusammenfassung

In Fusionsexperimenten, die auf magnetischem Einschluss basieren, überschrei-
ten Wärme- und Teilchen�üsse aus dem Plasma schnell die Materialgrenzen
der Wandelemente. Im Tokamak experiment ASDEX Upgrade (AUG) wur-
de gezeigt, dass Strahlungskühlung durch das Einbringen kleiner Mengen von
Sticksto� in den Plasmarand, eine e�ektive Maÿnahme zum Kontrollieren die-
ser Flüsse ist. Dieser eingebrachte Sticksto� lagert sich teilweise in den oberen
Schichten der Wolframwand ab und wird wieder in das Plasma eingebracht,
nachdem er durch die Wärme- und Teilchenbelastung der Wandelemente ero-
diert ist. Zur e�ektiven Kontrolle der Strahlung durch Sticksto� ist daher ein
Modell zur Sticksto�anreicherung in der Wand und der Sticksto�emission aus
der Wand nötig.
In früheren Untersuchungen wurde die Anwendbarkeit des WallDYN Simula-
tionsschemas, gekoppelt an 2D Codes für Plasma- und Verunreinigungstrans-
port, bei der Anreicherung von Sticksto� im Divertor demonstriert. Während
ein Tokamak im Divertor im Wesentlichen toroidal symmetrisch ist, brechen
Sonden und Limitierer diese Symmetrie an der äuÿeren Mittelebene. In diesen
Bereichen wird die Anreicherung von Sticksto� durch WallDYN ummindestens
eine Gröÿenordnung überschätzt, wenn 2D Modelle verwendet werden.
In dieser Arbeit wird der Ein�uss einer nicht toroidal symmetrischen Wand-
geometrie auf simulierte Plasmalösungen und der resultierenden Migration von
Sticksto� untersucht. Dazu wird der 3D Plasma-Modellierungs-Code EMC3-
EIRENE und das neu entwickelte WallDYN-3D Schema auf AUG angewendet,
um die 3D Geometrie der ersten Wand aufzulösen.
Der Ein�uss der 3D Geometrie auf simulierte Plasmalösungen wird durch die
Modellierung einer AUG Entladung untersucht, bei der Sticksto� im Diver-
tor eingeleitet wurde. In diesen Rechnungen werden verschiedene Näherungen
der Geometrie der ersten Wand verglichen: Eine 2D Variante mit einer to-
roidal symmetrischen Wandgeometrie and eine 3D Variante, mit poloidalen
rib Limitierern und einer Kollektorsonde an der äuÿeren Mittelebene. Im ers-
ten Schritt wurden die Eingabeparameter für den senkrechten Transport so
angepasst, dass die simulierte Plasmalösung in 3D Wandgeometrie und die
vorhandenen experimentellen Daten übereinstimmen. Dann wurde die Simu-
lation mit identischen Inputparametern in 2D Wandgeometrie wiederholt und
die resultierende 2D Plasmalösung wird mit der 3D Lösung verglichen.
In früheren Untersuchungen wurde die selbe Entladung mit einer 2D toroi-
dal symmetrischen Wand und einem 2D Plasma-Modellierungs-Code unter-
sucht. Dabei haben die simulierten Flächendichten von Sticksto� am Mitte-
lebenenmanipulator die mit Ionenstrahlanalyse bestimmten Ergebnisse weit
überschätzt. Die Erklärung dafür war, dass die 3D Geometrie des Mittelebe-
nenmanipulator nicht in den 2D Rechnung abgebildet werden konnte. Um diese
Hypothese zu überprüfen, wurde die Plasmalösung in 3D Wandgeometrie in



WallDYN-3D Simulationen genutzt, um die Sticksto�deposition am Mittele-
benenmanipulator und im Divertor zu berechnen.
Der Ein�uss der poloidalen Position des Sticksto�ventils auf die Sticksto�de-
position im Divertor und am Mittelebenenmanipulator wird in einer weiteren
AUG Entladungsreihe untersucht. Während dieser Entladungen wurde auÿer-
dem die Abhängigkeit der Sticksto�deponierung von der Fluenz am Mittelebe-
nenmanipulator untersucht, indem verschiedene Positionen am Mittelebenen-
manipulator unterschiedlich vielen Entladungen ausgesetzt werden. Diese Ent-
ladungen werden dann mit EMC3-EIRENE in 3D Wandgeometrie modelliert
und die resultierenden Plasmalösungen werden in WallDYN-3D Rechnungen
genutzt, um die Sticksto�deponierung am Mittelebenenmanipulator und im
Divertor zu berechnen.
Die Ergebnisse in dieser Arbeit klären Unstimmigkeiten zwischen simulier-
ter Sticksto�deponierung und experimentellen Ergebnissen am Mittelebenen-
manipulator von AUG durch die Erweiterung der Simulationsmodelle auf 3D
Geometrien. Sie verdeutlichen weiterhin die Bedeutung von 3D Geometrie für
Verunreinigungstransport im Plasmarand und belegen die wichtige Rolle von
Neutralteilchen in Simulationen.
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Chapter 1

Background and motivation

In times of rapidly changing climate the need for sustainable energy sources is
rising to ensure a working infrastructure and to cope with humanity's growing
energy demands. Common renewable sources like solar and wind are on the
rise, but their intermittency and dependence on favourable weather conditions
are struggling with providing a base power load. Nuclear fusion, the power
source of the sun, is a promising candidate to provide this base power load
in the future and could shape the energy landscape combined with intermit-
tent energy sources. Additionally, nuclear fusion is extremely e�cient: 1 g of
fusion fuel delivers as much energy as 10 t of coal [1]. Fusion power plants
would therefore run with very small amounts of fuel and are inherently safe
as the energy providing fusion reaction is a non cascading reaction and can
only be sustained if external parameters are favourable. However, the techno-
logically feasibility of a power plant based on nuclear fusion has not yet been
demonstrated.
A very promising fusion reaction to achieve a net energy gain in a reactor on
earth is the fusion of deuterium (D or 2H) and tritium (T or 3H), which can be
achieved by heating up a D-T mixture to a temperature of about 100 million
Kelvin. At these temperatures matter turns into a plasma, where electrons are
no longer bound to their nuclei. In magnetic con�nement fusion devices the
plasma is con�ned by magnetic �elds inside a vacuum chamber and is heated
by external heating systems. With devices in the tokamak con�guration, tem-
peratures and densities to achieve net energy gain were in principle already
achieved [2], but instabilities arising in the plasma thus far prevent actual
net energy gain. Next generation fusion experiments like ITER in the EU or
SPARC in the US are currently under construction and are explicitly aiming
to demonstrate net energy gain by magnetic con�nement fusion devices.
Even if the plasma performs well, another fundamental challenge related to
high power and particle �uxes reaching the wall, has to be solved. The power
load can damage the wall material and particles bombarding the wall lead
to erosion of the wall material and accumulation of impurities in the plasma,
which leads to worse performance. To reduce the accumulation of impurities
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1: Background and motivation

in the central plasma, the region of strong plasma-wall interaction is directed
away from the plasma onto speci�cally designed target plates, often consisting
of tungsten for its favourable properties under high heat loads. This design is
called divertor con�guration and has the disadvantage of focusing the power
and particle loads from the plasma onto a small area, which can easily exceed
material limits [3]. Therefore so called radiative cooling is employed, where
gaseous impurities are seeded into the edges of the plasma to cool it down
before it reaches the target plates, and consequentially reduce the loads onto
the target plates while maintaining the plasma performance [4].

A prominent choice for such a gaseous species is nitrogen. Impurities such as
nitrogen interact with the wall, adding a layer of complexity to the plasma-wall
interaction. In the case of tungsten as a wall material and nitrogen as seeding
impurity, the implantation of nitrogen ions into the wall leads to the formation
of tungsten nitride layers [5] that are re-eroded by impinging particles from the
plasma. The wall in fusion experiments therefore acts as a history dependent
source for impurities. Hence, to optimize radiation control and plasma per-
formance, it is required to understand the retention and release of impurities
from the wall.

Re-eroded particles are transported through the plasma and eventually are
re-deposited, leading to a cycle of erosion, transport through the plasma and
deposition which is called impurity migration [6�8]. Impurity migration leads
to changes in the wall composition and hence controls the net erosion of the
walls and formation of mixed materials with potentially unfavourable prop-
erties (e.g. more brittle, less resistance to heat). Additionally, during the
re-deposition of material layers, radioactive tritium can be incorporated into
the wall. While the fusion reaction itself does not lead to radioactive waste,
the activation of wall materials via high-energy neutron impact and the incor-
poration of radioactive tritium result in radioactive in-vessel components.

In previous experiments, the migration of nitrogen has been investigated with
probes in the divertor and at the outer mid-plane in the ASDEX Upgrade
(AUG) tokamak at the Max Planck Institute for Plasma Physics in Garching.
It has been shown that results from 2D impurity migration modelling can suc-
cessfully reproduce experimentally obtained deposition pro�les of nitrogen at
the target plates in the divertor [9�11], but they overestimate deposition at
the mid-plane above the target plates [12]. A suspected reason is the missing
in�uence of 3D geometrical features, which can only be included if the applied
modelling scheme is extended to 3D geometries.
In this work, the results of 3D impurity migration simulations of nitrogen in
AUG are presented and calculated areal densities are compared to experimen-
tal results obtain from nuclear reaction analysis. As a �rst step, the plasma
discharge carried out in a previous work on AUG [12] was analysed and another
set of nitrogen seeded discharges was carried out to investigate the discharge
resolved deposition pro�les of nitrogen at the mid-plane utilising the rotat-
ing collector probe of the mid-plane manipulator system and to investigate
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the possible in�uence of a di�erent seeding location. Additional samples were
exposed to the plasma at the target plates with the divertor manipulator sys-
tem to compare experimental and simulated areal densities of nitrogen at two
points simultaneously. The newly exposed probes at the mid-plane and in the
divertor were analysed with nuclear reaction analyses (NRA) to determine the
areal density of deposited nitrogen.
In a next step, 3D simulations of the plasma edge are conducted with the �uid
code package EMC3-EIRENE (section 4.1) and the in�uence of 3D geometri-
cal features on the plasma is investigated numerically. The simulation results
serve as a basis to run the impurity migration code WallDYN (section 4.3),
which recently has been extended to 3D geometries [13]. To include depth
pro�le e�ects during nitrogen deposition, results obtained from WallDYN are
used as an input for the SDTrimSP code (see section 4.2) that calculates par-
ticle trajectories in solids based on the binary collision approximation. Areal
densities obtained from the combination of WallDYN and SDTrimSP are then
compared to experimentally obtained areal densities to be able to interpret
nitrogen migration outside the divertor and in 3D.
The structure of the thesis is as follows: In chapter 2 the fundamental idea
of nuclear fusion in magnetic con�nement devices, the tokamak con�guration,
the transport physics in the edge of the plasma and the physics of plasma-
wall interactions are introduced. The experimental methods and setups, like
nuclear reaction analysis and the tokamak AUG, are described in chapter 3.
Chapter 3.5 then presents the results obtained from laboratory experiments
and AUG. The simulation codes and applied models are described in chapter
4 and the results obtained from these simulation codes are shown in chapter
5. At the end, a discussion summarises obtained results in chapter 6.
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Chapter 2

Magnetic Con�nement Fusion,

Transport Physics and

Plasma-Wall Interaction

In this chapter, the concept of nuclear fusion is introduced together with the
approach of magnetic con�nement as a means to utilize the energy of nu-
clear fusion on earth. Afterwards a theoretical description of the behaviour of
plasma in magnetic con�nement devices is brie�y explained and in the last part
the physics of the interaction between this plasma and the wall of magnetic
con�nement devices is introduced.

2.1 Nuclear fusion and magnetic con�nement

Nuclear fusion is the process of nuclei joining together to form a energetically
more favourable nucleus and additional subatomic particles, e.g. neutrons, as
by-products. One of the most promising reaction on earth is the fusion of
deuterium D (2H) and tritium T (3H) to a helium nucleus (4He) and a neutron
(n):

D+ T → 4He (3.52MeV) + n (14.06MeV), (2.1)

which releases 17.58MeV in total.
Nuclei are charged positively and repel each other which is described by the
so-called Coulomb barrier. To overcome this repulsion, reactive nuclei need
su�ciently high kinetic energies and hence matter in which fusion occurs is a
plasma. i.
The cross-section of the D-T fusion reaction reaches its maximum at energies
between 50 and 80 keV [14] which, in a thermal distribution, corresponds to
temperatures in the range of 10 � 20 keV. At these temperatures, matter is in
the plasma state, which can be described as a (partially) ionized, quasi-neutral

iNote that in plasma physics temperature if mostly given in terms of energy, with T [eV] =
kB · T [K], e.g. 1 eV=̂11605K, where kB is the Boltzmann constant

5



2: Magnetic Con�nement Fusion, Transport Physics and Plasma-Wall
Interaction

gas, that is governed by long-range electro-magnetic interactions.
To utilize fusion as an energy source, it is necessary to achieve a so called
burning plasma at temperatures around 10 � 20 keV, where fusion reactions
can sustain the plasma temperature without additional external heating. This
does not only require su�ciently high temperatures T but also a high density n
and a high energy con�nement time τE, where τE is a measure for the thermal
insulation of the plasma and describes how long energy is con�ned to a given
volume. These three quantities de�ne the so called triple product nTτE. From
an energy balance it can be deducted that the triple product has to ful�l the
simpli�ed inequality [15,16]

nTτE > 3× 1024 eVsm−3 (2.2)

for a burning plasma. As a measure for this ignition condition the Q-factor is
de�ned as the ratio of power produced by fusion Pfusion divided by the external
heating power Pheating

Q =
Pfusion

Pheating

. (2.3)

At Q = 1 fusion reactions produce the same amount of energy as is provided
by external heating and hence a burning plasma is achieved for Q → ∞. To
enable stable fusion conditions and to prevent material damage, it is essential
that the plasma does not get in touch with the wall of a fusion experiment or
future fusion power plant in an uncontrolled way. A proven method for that is
magnetic con�nement, where the plasma is trapped by a magnetic �eld inside
a vacuum vessel.
The nowadays most researched con�gurations are the tokamak and the stel-
larator. In both approaches, the plasma is con�ned by a torus shaped magnetic
�eld that is either solely created by external magnetic �eld coils in the case
of a stellarator or by a combination of magnetic �eld coils and an induced
electrical current in the case of a tokamak. In the scope of this thesis, only
the tokamak con�guration will be explained in more detail in section 2.2. An
overview of results and challenges in both con�guration can be found in [17].

2.2 The tokamak con�guration

Since the 1950s fusion research is being conducted with so called tokamaks,
where the magnetic �eld has a toroidal shape and is generated by a combina-
tion of external magnetic �eld coils and an internally driven current through
the plasma which is illustrated in �gure 2.1. The toroidal �eld coils produce
a toroidal magnetic �eld that decays as 1/R with the major radius R. The
inner side of the magnetic �eld is therefore often referred to as High Field Side
(HFS), while the outer side is labelled Low Field Side (LFS).
This inhomogeneity of the magnetic �eld leads to charge dependent particle
drifts forces (for more details on drifts refer to [15]) which leads to a charge
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2.2. The tokamak con�guration

Figure 2.1: Illustration of the magnetic con�guration following the tokamak principle. The
inner poloidal �eld coils induce an electric current inside the plasma (green). The toroidal
�eld coils are responsible for the toroidal magnetic �eld, producing the resulting helical
magnetic �eld. Outer poloidal �eld coils are used for positioning and shaping of the plasma.

separation. In the standard AUG con�guration, ions drift upwards, while elec-
trons will accumulate on the bottom side. This results in an additional vertical
electrical �eld, producing a drift towards the LFS which would lead to poor
con�nement.
To counteract the charge separation an additional poloidal magnetic �eld is cre-
ated by a toroidal current that is induced in the plasma via the solenoid at the
center of the torus. This results in helical magnetic �eld lines that connect the
upper and lower side of the torus. Currents, called P�rsch-Schlüter-Currents,
along these �eld lines reduce the charge separation signi�cantly [15] and im-
prove the con�nement. Tokamaks additionally feature outer poloidal �eld coils
that are used to shape and position the plasma inside the vacuum vessel.
If one follows a �eld line in such a magnetic con�guration and observes where
it pierces a poloidal plane at a �xed toroidal angle, the points form a Poincaré
plot, indicating a so called �ux surface. On such a �ux surface the product of
the magnetic �eld B⃗ and the surface normal n⃗ ful�ls

B⃗ · n⃗ = 0, (2.4)

i.e. B⃗ never traverses the surfaces.
In a tokamak �ux surfaces can be divided into two zones: One where helical
�eld lines are closed and another where helical �eld lines eventually hit a sur-
face. The boundary between both zones, the last closed �ux surface, is called
separatrix. In the scope of this thesis the zone of closed �eld lines, where the

7
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Figure 2.2: Schematics of a poloidal cross section of a magnetic �eld con�guration in
divertor con�guration which is usually used in a tokamak. 1 is a �ux surface in the con�ned
region, 2 indicates the separatrix and 3 is a �ux surface in the scrape o� layer. 4 are target
plates and the area labeled with 5 is called divertor.

plasma is con�ned, is referred to as core whereas the zone of open �eld lines is
called scrape-o� layer (SOL). A common way of describing the radial position
associated to a �ux surface is the normalized plasma radius ρ which is de�ned
as ρ = 0 at the magnetic axis and ρ = 1 at the separatrix.
Figure 2.2 shows a schematic of these zones with exemplary �ux surfaces.
Surface 1 is in the core, surface 3 in the SOL and surface 2 indicates the sep-
aratrix. Additionally, so called target plates are indicated (4). Preferentially
these target plates are located far away from the con�ned area to separate the
interaction of plasma particles with solid surfaces from the con�ned plasma.
Such an arrangement, as displayed by 5 in �gure 2.2, is called divertor and is
used to shield the con�ned plasma from impurity ions that arise from plasma
interaction with the target plates. In a divertor con�guration one can identify
a third zone, which is located below the X-point of the separatrix and between
the target plates. This zone is called private �ux region.
With the tokamak concept it was possible to reach a fusion gain factor of
Q = 0.67 in 1997 at the Joint European Torus (JET) in Culham utilizing the
D-T fusion reaction, meaning that 67% of the input heating power could be
produced by D-T fusion reactions. Future fusion power plants aim at a Q
factor of 10 or higher [18] to e�ectively generate electricity from fusion and to
achieve ignition, where the plasma heating is self-sustained by heating through
the generated alpha particles from D-T fusion.
Since 1997 research e�orts worldwide focused on key issues missing to bridge
the gap between research reactors and pilot power plants. These e�orts include
[19]:

� mitigating plasma disruption
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2.3. Theoretical Description of Plasmas

� improving plasma stability

� deepening the understanding of plasma-wall interaction

� tritium operation

The majority of above mentioned research e�orts aim at preparing the physical
and operational conditions of the international fusion research reactor ITER,
with the goal to demonstrate the scienti�c and technological feasibility of fu-
sion energy for electricity generation by achieving a gain factor of Q ≥ 10.
The research presented in this thesis can be attributed to the third point in
the list, deepening the understanding of plasma-wall interactions.

2.3 Theoretical Description of Plasmas

The work presented in this thesis focuses on the modeling of parameters of
dedicated plasma discharges and the transport processes in these discharges.
This chapter introduces the underlying theoretical models.

2.3.1 The Fluid Model

Describing a fusion plasma on microscopic scale requires the computation of
the interaction of about 1020 particles per cubic metre. Assuming that �elds
and forces act on a macroscopic scale, i.e. acting on volumes containing many
particles, one can make use of a particle distribution function fa (x⃗, v⃗, t) for
particle species a at location x⃗ with velocity v⃗ at time t.
Then

∂fa
∂t

+ v⃗
∂fa
∂x⃗

+
F⃗a

ma

∂fa
∂v⃗

=

(
∂fa
∂t

)
coll

(2.5)

is the kinetic equation [20], where F⃗a is the force acting on the particles, ma is
the particles mass and

(
∂fa
∂t

)
coll

describes the in�uence of collisions. Particles
in a fusion plasma are subject to electro-magnetic forces and with the electric
�eld E⃗ (x⃗, t) and the magnetic �eld B⃗ (x⃗, t) the force term reads

F⃗a (x⃗, v⃗, t) = qa

[
E⃗ (x⃗, t) + v⃗ × B⃗ (x⃗, t)

]
(2.6)

for a particle with charge qa, when gravitational forces are omitted. If fa is
close to a Maxwellian distribution one can calculate so-called moments of fa
as measures in velocity space. The k-th moment is given by∫

v⃗kfadv⃗ = na

〈
v⃗k
〉
. (2.7)

Hence the zeroth moment results in the number density
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na (x⃗, t) =

∫
fa (x⃗, v⃗, t) dv⃗ (2.8)

and the �rst moment is related to the average �uid velocity u⃗a as

nau⃗a (x⃗, t) =

∫
v⃗fa (x⃗, v⃗, t) dv⃗. (2.9)

To obtain more information about the system it is advantageous to formulate
the particle velocity as v⃗ = u⃗a + v⃗therm with the thermal velocity v⃗therm. Then
the second moment relates to the temperature Ta and the pressure pa as

3

2
naTa =

3

2
pa =

1

2
ma

∫
v⃗thermv⃗

⊺
thermfadv⃗. (2.10)

Note, that here v⃗thermv⃗
⊺
therm is a tensor and the above equation holds true only,

if the tensor has no non-diagonals entries. More generally the second moment
de�nes the pressure tensor

←→
P a = ma

∫
v⃗thermv⃗

⊺
thermfadv⃗ = pa

←→
1 +

←→
Π a, (2.11)

with the unity tensor
←→
1 and the anisotropic part

←→
Π a.

Using these identities the kinetic equation 2.5 can be integrated over veloc-
ity space yielding the continuity equation for species a which describes the
particle balance

∂na

∂t
+

∂ (nau⃗a)

∂x⃗
= S (x⃗, t) , (2.12)

where S (x⃗, t) =
∫ (

∂fa
∂t

)
coll

dv⃗ is a source term arising from e.g. ionization
processes.
Taking the �rst moment of the kinetic equation, yields the momentum bal-

ance or sometimes also called force balance

ma
∂nau⃗a

∂t
+

∂

∂x⃗
·
(
manau⃗au⃗

⊺
a +
←→
P a

)
− qana

(
E⃗ + u⃗a × B⃗

)
= R⃗ab + S⃗m,neut,a.

(2.13)
The right hand side terms arise from the �rst moment of the collisional term
in equation 2.5, i.e.

∫
mav⃗

(
∂fa
∂t

)
coll

dv⃗ = R⃗ab + S⃗m,neut,a .
Here, R⃗ab is the momentum change due to collisions of particle species a and
b, i.e. friction between a and b, while S⃗m,neut,a is a momentum source from
collision of species a with neutral particles, e.g. from charge exchange.
To get the energy balance the second moment of equation 2.5 is taken to
obtain [21]

10
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∂

∂t

(
mana

2
u2
a +

3

2
naTa

)
+

∂

∂x⃗
·
(
5

2
namaTau⃗a + q⃗a

)
(2.14)

+
∂

∂x⃗
·
(
1

2
namau

2
au⃗a + u⃗a ·

←→
Π a

)
− qanauaE⃗

= Qab + u⃗aR⃗ab + Se,neut,a.

Here, Qab is the heat transferred from species a to species b via collisions and
Se,neut,a is the energy source from collisions with neutral particles. Both terms
arise from

∫
ma

2
mav⃗v⃗

⊺
(
∂fa
∂t

)
coll

dv⃗. On the left hand side q⃗a is the heat �ux
density of species a.
The set of equations 2.12, 2.13 and 2.14, also called Braginskii equations, is
not closed as both the anisotropic part of the pressure tensor

←→
Πa as well as the

heat �ux density q⃗a consist of higher moments of fa. To close the equations
both

←→
Π a and q⃗a are usually expressed via a di�usive ansatz or a polynomial

of higher moments of na, u⃗a and Ta [22, 23].

2.3.2 Impurity Transport

Apart from the plasmas hydrogenic species additional particles that are not in-
volved in the fusion process will always be present. These are called impurities.
In a pure D-T plasma fusion reaction will produce helium ash. The He ash can
dilute the plasma fuel, but does not radiate strongly. Another source of impuri-
ties is from plasma-wall interactions (see section 2.4), where neutral atoms are
released from plasma facing components via sputtering. The majority of these
particles enter the plasma and ionize. While most ionized impurities directly
return to the surface (also called prompt re-deposition) some are transported
in the SOL and might even reach the con�ned plasma. Typically the transport
of impurities is divided into transport parallel to B⃗ and perpendicular to B⃗.
The perpendicular �ux density Γ⊥ of species with density n is given by

Γ⊥ = −D⊥
dn

dr
− vpinchn, (2.15)

with a cross-�eld transport coe�cient D⊥ and an inward convection velocity
vpinch. Both D⊥ and vpinch are not calculable from �rst principles, but are
adapted to match experimental measurements.
To get an estimate for the �ux density parallel to B⃗ the force acting on an
impurity ion with charge Z and mass mZ is assumed to follow ([24] p. 298)

FZ = F∇p +FF +FE +F∇Te +F∇Ti

= − 1

nZ

dpZ
ds

+mZ

(
v∥,i − v∥,Z

)
τs

+ZeE∥ +αe
dTe

ds
+βi

dTi

ds
(2.16)
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with s being the distance in parallel direction, pointing upstream away from
the target.

� F∇p is the impurity pressure gradient force.

� FF is the friction force arising from the di�erence of main ion velocity
v∥,i and impurity velocity v∥,Z . τs is the parallel collisional di�usion time
derived following Spitzer [25].

� FE is the electrostatic force arising from the parallel electric �eld.

� F∇Te is the electron temperature gradient force with αe ∝ Z2.

� F∇Ti
is the ion temperature gradient force with βi ∝ Z2.

The pressure gradient force in equation 2.16 can be interpreted as parallel
velocity di�usion. To get a di�usion equation similar to equation 2.15 in
parallel direction some simpli�cations have to be made.
If the impurities are thermalised everywhere (TZ = Ti = const.), there are no
temperature gradients and the only forces are the pressure gradient force and
the friction force.
With a stagnant background (vi = 0) and high collisionality, such that ion
inertia can be neglected, the forces on impurity ions are in balance, FZ = 0,
and equation 2.16 can be rearranged to read ([24] p. 301)

Γ∥ = −D∥
dnZ

ds
, (2.17)

with the parallel di�usion coe�cient

D∥ = τsv
2
th, where vth =

√
TZ

mZ

(2.18)

is the thermal velocity of the impurity ions. Thus in its most simple form, the
motion of impurity ions in a �xed plasma background is the di�usion along
impurity density gradients.

2.3.3 Impurity Migration

The cycle of impurities that are eroded from a wall tile, transported through
the plasma and eventually re-deposited on a surface, where they can poten-
tially also be re-eroded, is called impurity migration.
This process leads to the formation of mixed material layers with potentially
unfavourable properties such as the incorporation of radioactive tritium. Ad-
ditionally, the intrinsic source of impurities eroded from plasma facing com-
ponents can lead to unwanted dilution of the hydrogenic fuel in the con�ned
plasma and to unwanted radiation losses.

12
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Understanding impurity migration and thus the dynamic evolution of material
layers is therefore required to understand the intrinsic sources of impurities.
To self-consistently calculate impurity �uxes and the evolution of the wall the
code WallDYN [26] has been developed, which is introduced in section 4.3.

2.4 Plasma-Wall Interaction

Particles in the SOL will eventually interact with plasma facing components,
where they are either implanted, back-scattered as neutral atoms or released
as molecules after recombination. Surfaces are therefore sinks for a plasma [24]
and emit a �ux of neutral atoms and molecules back into the plasma.
The cycle of particle impact, re-emission, ionisation and impact again is called
re-cycling and the number of incident particles that are lost to the surface is
generally almost equal to the number of particles that are re-emitted back into
the plasma, i.e. the recycling coe�cient is close to 1.
For particle species where the number of re-emitted particles from the wall is
lower than the number of incident particles from the plasma the term partial
re-cycling species is often used.

2.4.1 Plasma sheath

A plasma is de�ned by quasi-neutrality, i.e. the electron density equals the ion
density (ne ≈ ni). However, plasma parameters adjacent to a conducting wall
are dominated by a region of net charge with ne < ni, the sheath. It develops
due to di�erent particle �ux densities Γ of ions and electrons, if the e�ect of the
electric �eld in the sheath is neglected. The �ux density of a particle species
with density n is proportional to the thermal velocity vth =

√
2T/m, where T

is the particle temperature and m is the mass, like

Γn ∝ vthn. (2.19)

Hence, the �ux density is proportional to m−1/2 and is signi�cantly larger for
electrons than for ions. This leads to the sheath region with ne < ni and
a negative potential build-up at the surface. The resulting electric �eld is
screened on the scale of the Debye length

λD =

√
ϵ0Te

nee2
(2.20)

with ϵ0 being the permittivity of free space and e the elementary charge.
Ions in the electrostatic sheath are accelerated towards the surface by the
electric �eld and the average impact energy follows (chapter 2.9 in [24])

Ēimpact = 2Ti + 3ZTe, (2.21)
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where Z denotes the charge state of the ion. The 3ZTe result from the accel-
eration due to the electric �eld in the sheath and the 2Ti follow from the ion
speed at the sheath edge, which is equals to the ion thermal velocity, accord-
ing to the Bohm criterion [24]. Since the impact energy goes with the charge
state and the electron temperature, plasma impurities can have a signi�cantly
higher impact energy than main plasma ions. This results in much higher
sputter yields for impurities (compare to formula 2.39) than for main plasma
ions.

2.4.2 Particle collisions in solid matter

Fast particles (beyond thermal energies) are implanted into the surface mate-
rial where they further interact with atoms in the lattice structure and even-
tually are deposited after loosing all kinetic energy via elastic collisions with
other atoms and in-elastic interaction with target electrons.
The movement of particles that penetrate into the material can be approxi-
mated by a series of independent, binary collisions, as long as the free mean
path is larger than D, the distance between the points of intersections (x1 and
x2) of asymptotes, in �gure 2.3. Figure 2.3 shows the scattering geometry for
binary collisions, where p is the so-called impact parameter. This binary col-
lision approximation is utilized in codes that calculate sputter and re�ection
yields of particles �uxes on material surfaces, such as SDTrimSP (see section
4.2).

m1,v0

m1,v1

m2,v=0

m2,v2

Asymptote

Asymptote

Θ

Φ

p
D

x1

x2

Figure 2.3: Scattering geometry with asymptotes for binary collisions.

If an incoming particle, the projectile, with massm1 and energy E0 (velocity v0)
scatters at a target atom in the target, the projectile will change its trajectory
by Θ and will continue on its path with energy E1 (velocity v1). The target
with mass m2 will obtain energy E2 (velocity v2) and will be de�ected by angle
Φ as a result. If the collision is not purely elastic, an inelastic energy loss Q
occurs.
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From energy and momentum conservation the angles Θ and Φ or the energies
after the collision E2 and E3 can be calculated. Solving for the angles results
in [27]

cosΘ =
1

2

√
E1

E0

(
1 +

m2

m1

)
+

1

2

√
E0

E1

[
1− m2

m1

(
1− Q

E0

)]
(2.22)

cosΦ =
1

2

√
E2

E0

1 + m2

m1√
m2

m1

+
1

2

√
E0

E2

1√
m2

m1

Q

E0

(2.23)

and the energy transfer reads

E1

E0

=
m1m2

(m1 +m2)
2

cosΘ±

√√√√(m2

m1

)2
(
1−

1 + m2

m1

m2

m1

Q

E0

)2

− sin2Θ


2

(2.24)

E2

E0

=
m1m2

(m1 +m2)
2

cosΦ±

√√√√(1− 1 + m2

m1

m2

m1

Q

E0

)2

− sin2Φ


2

. (2.25)

Note that the energy transferred from the projectile to the target in equation
2.25 is maximized for purely elastic scattering (Q = 0) and heads-on collisions
(Φ = 0), resulting in

E2

E0

∣∣∣∣
max

= 4
m1m2

(m1 +m2)
2 , (2.26)

which is maximized for m1 = m2.

Typically the set of equations is solved by calculating the scattering angle with
a centre-of-mass ansatz, where the binary collision is reduced to the interaction
of a single quasi particle with the interaction potential V (r). The quasi particle
then has a reduced mass of

µ =
m1m2

m1 +m2

(2.27)

and the kinetic energy

Er =
µ

2
v20. (2.28)

The scattering angle in the centre-of-mass system is then given by [27]
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θ̄ = π − 2p

∫ ∞

R

1

r2g(r)
dr (2.29)

with g(r) =

√
1− V (r)

Er

− p2

r2
(2.30)

with R being the distance of closest approach, also called apsis, and r the
distance between scattering centre and the projectile.
The angles Θ and Φ in the binary ansatz can then be computed via

tanΘ =
m2

m1
f sin θ̄

1 + m2

m1
f cos θ̄

(2.31)

tanΦ =
sin θ̄

1− f cos θ̄
(2.32)

with f =

√
1−

1 + m2

m1

m2

m1

Q

E0

.

The interaction potential is generally given by the interaction of nuclei that are
shielded by their electron clouds and can be described by a radial symmetric
Coulomb potential

V (r) =
1

4πϵ0

Z1Z2e
2

r
· U
(r
a

)
, (2.33)

with Z1 and Z2 being the atomic numbers of projectile and target, e the elec-
tron charge, r the radius measured between the atoms, ϵ0 the electric constant,
U
(
r
a

)
the screening function and a the screening length given by

a =

(
9π2

128

) 1
3

aB ((Zx
1 + Zx

2 )
y)

− 1
3 , (2.34)

with aB being the Bohr radius. The screening function is generally given by

U
(r
a

)
=

n∑
i=1

ci exp
(
−di

r

a

)
, (2.35)

where
∑n

i=1 ci = U (0) = 1. The sets of parameters x, y, ci and di are adapted
for the interacting species.

The probability dω that a projectile is scattered by an angle segment dΘ when
hitting a target with surface number density δ is given by the cross section dσ.
It is the area a projectile has to hit to be scattered by dΘ. This probability is
given by
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dp

p
Θ

dΘ

sca�ering
centredσ = 2π p dp

dΩ = 2π sin(Θ)dΘ

Figure 2.4: Illustration of the di�erential cross section for scattering.

dω = δdσ = δ2πpdp. (2.36)

For diagnostical purposes (e.g. Nuclear-Reaction-Analysis, see section 2.5) it
is often of interest to know the probability of scattering into a solid angle
segment dΩ. This can be expressed by the di�erential cross section dσ

dΩ
via

dσ

dΩ
=

p

sinΘ

dp

dΘ
. (2.37)

In �gure 2.4 particle trajectories for scattering at angles Θ and Θ + dΘ are
illustrated with the resulting cross section dσ, that can be calculated with the
impact parameter p, and the solid angle segment dΩ, as given by equation
2.37.

2.4.3 Sputtering

If ions or neutrals hit a solid surface with su�cient energy, momentum can be
transferred to atoms in the lattice such that a threshold energy Eth is exceeded
and the target atom is emitted from the surface. This is called physical sput-
tering and results in the injection of impurities from plasma facing components
into the plasma. If these impurities are ionized and transported through the
plasma they eventually hit another surface with high energies, resulting in so
called self-sputtering, where surface material is eroded by projectiles of the
same mass, which transfers momentum much more e�ciently (see equation
2.26).

Sputtering processes are usually characterized by the sputter yield

Y =
Nsputter

Nproj

, (2.38)
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which is the ratio of sputtered particles Nsputter by the number of incoming
projectiles Nproj.
In general, the number of sputtered particles and hence the sputter yield de-
pends on a variety of parameters like the angle of incidence α, the threshold
energy Eth, the surface binding energy Us, the masses of projectile and surface
atoms m1 and m2 and the nuclear stopping cross section Sn (E), that depends
on the energy of the projectile E. For normal incidence (α = 0 ◦) the sputter
yields follows the revised Bohdansky formula [28]

Y ∝ Sn (E)

(
1−

(
Eth

E

)2/3
)(

1− Eth

E

)2

, (2.39)

where Eth depends on m1, m2 and Us. The dependence on the angle of inci-
dence α is investigated in [29,30].
Surfaces often consist of mixtures of di�erent elements and the partial sputter
yield Yi of an element i depends on its surface concentration ηi. As surface
elements usually have di�erent partial sputter yields, the less sputtered element
will be enriched at the surface. The ratio of partial sputter yield, YA and YB

with surface concentration, ηA and ηB is, in equilibrium, given by

YA

YB

= r
ηA
ηB

, (2.40)

with the preferential sputtering parameter r. As a rule of thumb the heavier
surface element is sputtered less and will be dominant in mixed layers.

2.4.4 Re�ection

Particles hitting a surface are either deposited after transferring their energy to
surrounding particles or they can be re�ected. Re�ection, also called backscat-
tering, is characterized by the re�ection yield which, similar to the sputter yield
in equation 2.38, is de�ned by,

R =
Nrefl

Nproj

(2.41)

with the number of incoming projectiles Nproj and the number of re�ected
particles Nrefl.

2.4.5 Deposition

If the in�ux Γin of a particle species to a surface is larger than the sum of
re�ected particles Γrefl, self sputtered particles Γsput,self and particles sputtered
by other projectiles Γsput,other

Γin > Γrefl + Γsput,self + Γsput,other = ΓGross, (2.42)
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a layer of projectile particles is deposited at the surface. The right hand side
of the equation is called the gross erosion �ux ΓGross.
Volatile species like nitrogen form mixed layers of �nite thickness with the wall
material, while layers of non-volatile species grow continuously (e.g. beryllium
layers). Implanted species may also di�use further into the material where
they can be retained.

2.5 Nuclear Reaction Analysis

To determine the surface composition of plasma facing components after exper-
iments, a common technique is ion beam analysis, where a sample is irradiated
with energetic ions to either analyse scattered particles or by-products of nu-
clear reactions at the surface. At IPP, ion beam analysis is conducted with
a 3MV tandem accelerator featuring a variety of ion beams including 1H, D,
3He and 4He [31]. Nuclear reaction analysis (NRA) is a technique where a
sample is irradiated with nuclei and the energetic spectra of products from
nuclear reactions, are measured. The reaction utilised in this thesis to analyse
the content of 15N in a sample by irradiating it with 1MeV protons is

15N+ 1H → 12C + 4He, (2.43)

which in short is written as 15N(1H, 4He)12C. The number of resulting α parti-
cles is counted at a reaction angle of 135◦ with a detector having a solid angle
of ∆Ω = 22msr.
Using the di�erential cross section for this reaction from [32] the counts are
converted to a 15N surface number density following [33]

σ15N =
Nα

dσ
dΩ

∣∣
135◦,1MeV

∆ΩQ
, (2.44)

where Q is the number of projectiles that hit the target, Nα is the total amount
of α particles detected and ∆Ω = 22msr is the solid angle of the detector.

Figure 2.5 shows energy spectra obtained by NRA from a sample exposed in
AUG with the MEM. The spectra were measured at di�erent locations on the
sample. The detector was calibrated such that channels 30 to 80 correspond
to the expected energy of measured α particles.
To substract the background an additive �t function was applied to the data
following

p = A+
B

x
+ Ce

−(x−x0)
2

2σ2 , (2.45)

where x refers to the channel number and the �tting parameters A,B,C, x0

and σ were optimised with curve_fit from scipy.optimize [34]. This allows
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Figure 2.5: Calculated spectra obtained from NRA at di�erent locations on a sample. The
dashed lines are �tted with equation 2.45.

for a direct integration of the Gaussian part for background free proton counts.
The linear and Gaussian contributions obtained from �tting are plotted in �g-
ure 2.6.
An error was estimated by counting the raw signal counts including the back-
ground and subtracting the counts from integrating the linear part of equation
2.45 resulting in di�erences of less than 5% when compared to the integration
of the Gaussian part only.
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Figure 2.6: Linear and Gaussian contribution to �tted spectra in �gure 2.5.
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Chapter 3

Experimental investigations

This chapter introduces the concept of analysed and conducted experiments
in the course of this thesis. In section 3.2 an introduction is given to ASDEX
Upgrade, the fusion experiment where plasma discharges for this thesis were
carried out, and some of its diagnostical and heating systems are explained
brie�y. In the last part of this chapter, experimental results from analysed
and conducted experiments are given in section 3.5.

3.1 Experimental concept

The experimental part of this thesis is inspired by previous work in [12], where
the 15N migration in ASDEX Upgrade was experimentally investigated by
analysing the amount of deposited 15N on probes in the divertor and at the
outer mid-plane after exposure to a nitrogen-seeded deuterium plasma. The
advantage of 15N over 14N is the small abundance of only 0.37% in atmospheric
N2, allowing for background free determination of N deposition from impurity
migration processes. The interpretation of deposition results requires the use
of simulations that depend on constant plasma parameters and are ideally
compared to experimental results at more than one location.
Therefore, discharges conducted in the course of this thesis were designed
to be in low-con�nement L-mode and have stable plasma parameters over
the duration of the discharge. In contrast to the setup in [12] the poloidal
position of the 15N seeding valve was changed from the divertor to the top of
the chamber to investigate whether the poloidal position has an e�ect on the
deposited 15N. Deposition probes were installed in the divertor manipulator
system and at the outer mid-plane with the mid-plane manipulator system
(see subsection in section 3.3) to measure 15N deposition at two positions
simultaneously and enable a comparison of simulated and experimental results
(see section 5). In [12] the deposition probe at the mid-plane was used without
a cap. To obtain discharge resolved deposition pro�les at the mid-plane, the
probe was covered by a cap with a small slit during discharges conducted
for this thesis. The probe below the slot was rotated between discharges.
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The toroidal and poloidal position of the installed probes can be seen in the
experimental results (section 3.5) in �gures 3.6 and 3.7, respectively.

3.2 ASDEX Upgrade

The Axial Symmetric Divertor EXperiment (ASDEX) Upgrade is a tokamak
located at the Max Planck Institute for Plasma Physics (IPP) in Garching,
Germany. An overview of some technicals details of ASDEX Upgrade and
typical plasma parameters are listed in table 3.1.

Table 3.1: Some technical details and typical plasma parameters in ASDEX Upgrade

Magnetic �eld strength up to 3.1 T
Plasma current 0.4 � 1.6 MA
Heating power up to 27 MW
Pulse duration < 10 s
Data per pulse about 40 GB
Major radius 1.65 m

Horizontal plasma radius 0.5 m
Vertical plasma radius 0.8 m

Plasma volume 14 m3

Electron density 1e20 m−3

Plasma temperature 60 � 100 million degree

A photo from inside the vacuum chamber can be seen in �gure 3.1, where the
tungsten coated plasma facing components in the divertor structure and those
covering the central solenoid are visible.
The coating allows investigations of the e�ect of heavy impurities on plasma
performance and the feasibility of tungsten as a �rst wall material to with-
stand high heat loads during plasma operation. It was shown that tungsten
ful�ls two important conditions: the erosion was moderate and the tungsten
concentrations in the plasma core could be controlled via central heating of
the plasma [35,36].
ASDEX Upgrade is also known to easily access the so called H-mode (high
con�nement mode), which was discovered in its predecessor machine ASDEX
in 1984 [37] and is foreseen to be used in ITER to achieve the desired perfor-
mance. In H-mode the energy is typically con�ned 2 times longer than in low
con�nement mode (L-mode) [38] which can be related to a transport barrier
in the plasma edge.
The divertor structure in ASDEX Upgrade is optimized for plasma discharges
in a so-called lower single null con�guration, where the last closed �ux surface
has a single X-point above the lower divertor structure. A schematic of a
poloidal cut of ASDEX Upgrade is depicted in �gure 3.2, where an exemplary
magnetic �eld con�guration in lower single null con�guration is indicated by
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Figure 3.1: A view inside the plasma chamber of ASDEX Upgrade. One can the plasma
facing components covering the central solenoid and the divertor structure. The grid struc-
ture on the left hand side is an antenna of the ion cyclotron resonance heating system.

the dotted red lines with the solid line representing the separatrix. The green
dotted lines represent the open �eld lines in the Scrape-O�-Layer (SOL).
The black surfaces indicate plasma facing components (PFCs) while the gray
structure is a poloidal limiter. The yellow areas show poloidal �eld coils and
the surrounding blue lines display the vessel structure with its many ports for
gas fueling, diagnostical systems and heating.

3.3 Diagnostics

ASDEX Upgrade features about 70 diagnostics to measure plasma parameters,
magnetic �elds, surface temperatures of in-vessel components and occurring
forces [39]. The following subsections will brie�y introduce diagnostics and
tools that are relevant for this thesis.

3.3.1 Magnetic Equilibrium Reconstruction

In section 2.1 the concept of �ux surfaces has been introduced brie�y. To relate
experimentally obtained data to their position within the magnetic con�gura-
tion it is crucial to reconstruct the �ux surfaces from the magnetic probe array
in ASDEX Upgrade by solving the Grad-Shafranov equation (GSE) numeri-
cally [2].
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Figure 3.2: Cut in the poloidal plane of ASDEX Upgrade. The blue lines indicate the
vessel structure with gaps for pumping ducts and diagnostics. In yellow two poloidal �eld
coils are visible while the black structures are plasma facing components (PFCs). On the
low �eld side the poloidal cut of a limiter can be seen in gray. The dotted red lines are an
exemplary poincaré plot of the closed magnetic �eld lines and the solid red line indicates
the separatrix. The green dotted line represent the open �eld lines of the Scrape-O�-Layer.

The GSE describes the magnetohydrodynamical equilibrium by relating the
poloidal magnetic �ux to the current distribution in the plasma. At ASDEX
Upgrade a commonly used solver is the CLISTE [40] equilibrium code where
both magnetic �ux and current distribution are parametrised. The free param-
eters of the parametrisation are varied such that the predicted measurements
in an assumed magnetic topology agree with experimental measurements. The
reconstructed magnetic �eld is used in this thesis to generate grids for simu-
lations and determines the radial position of the separatrix, which is used to
determine the radial position of other diagnostics.

3.3.2 Thomson Scattering Diagnostic

The Thomson scattering diagnostic is based on the scattering of monochro-
matic light, emitted from a laser, by electrons in the plasma. By analysing
the scattered light one can simultaneously measure electron temperature Te

and electron density ne in the plasma, because the scattered power spectrum
is directly proportional to the electron velocity distribution [41].
ASDEX Upgrade features edge and core Thomson scattering systems to obtain
electron and temperature pro�les from both regions in a single discharge [42].
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The core system consists of 16 channels and has a spatial resolution of 25mm,
while the edge system with 10 channels is designed for a spatial resolution of
3mm. The radial position of pro�les obtain with the edge diagnostics can have
uncertainties of up to 1.5 cm due to �uctuations of electron temperature and
density in the SOL and uncertainties in the radial positions of the magnetic
equilibrium.
Data from the Thomson scattering diagnostic is used in this thesis to compare
simulated pro�les of Te and ne to experimental data and to determine the
electron density at the separatrix ne,sep as input parameter for simulations.

3.3.3 Bolometry

Bolometers measure the power of incoming electromagnetic radiation by mea-
suring the heating of a material irradiated by the radiation. The heating is
typically determined by the temperature-dependent electrical resistance of the
material.
In fusion research bolometers are used to measure the spectrally integrated
radiation from the plasma along a line of sight. By combining an array of
bolometers it is possible to cover a plasma volume with several lines of sight
to determine the total radiation from that volume.
ASDEX Upgrade has two di�erent arrays of bolometers. A system of foil
based bolometers with a timescale of a few milliseconds that consists of 128
lines of sight and an arrays of diode based bolometers that is able to resolve
time scales down to 50µs. The diode system's lines of sight duplicates the foil
array's lines of sight with 256 lines to enable comparison and absolute cali-
bration of both diagnostics [43]. Unlike the foil bolometers, the diode based
bolometers measure the incident radiation power via a photocurrent and un-
dergo a spectrally dependent degradation. In combination with the absolutely
calibrated foil bolometers, however, the diode bolometers can be recalibrated
while measuring the power deposition with high temporal resolution.
In this thesis bolometry data was used to estimate the e�ective fraction of
heating and radiated power in chosen simulation volumes.

3.3.4 Infrared Thermography

To study the heat �ux onto plasma facing components (PFCs) infrared (IR)
thermography is widely used in fusion research facilities. ASDEX Upgrade
is equipped with a real time capable system [44]. The IR camera measures a
photon �ux that is related to the surface temperature of the observed object via
Planck's law. From the temporal evolution of the objects surface temperature
the heat �ux density onto that surface can be computed using the heat di�usion
equation for the bulk of the object. For the real time system in ASDEX
Upgrade this is done numerically by the THEODOR [45] code.
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The heat �ux densities on the outer divertor tiles obtained with infrared ther-
mography is used in this thesis to compare simulated heat �ux densities with
experimental data.

3.3.5 Langmuir Probes

Langmuir probes consist of one or multiple electrodes that are inserted into
the plasma. From the current-voltage characteristics of the plasma exposed
probe tip the electron density, electron temperature and plasma potential can
be extracted via modeling.
In the divertor of ASDEX Upgrade so called �triple probes� [46], consisting of
three electrodes, are installed. In contrast to probes with a single electrode,
where the current-voltage characteristics is obtained by sweeping the voltage,
triple probes measure three points of the current-voltage characteristic simul-
taneously. This allows for a much faster measurements at the cost of loosing
some information about the exact shape of the characteristics.
In this thesis the electron temperature and the saturation current obtained
from Langmuir probes at the inner and outer divertor tiles are used to compare
simulated and experimental data.

3.3.6 Divertor and Midplane Manipulator Systems

To study plasma surface interactions two manipulator systems are installed at
ASDEX Upgrade [47, 48] in the divertor and at the low �eld side midplane.
They can be equipped with multiple probes ranging from sets of Langmuir
probes to material samples that can be exposed to the plasma.
The mid-plane manipulator (MEM) consists of a long arm that can be be
exposed to the plasma or also be retracted. Additionally, the probe head can
be rotated. In �gure 3.3 the deposition probe of the MEM is displayed with
and without a cap to limit plasma exposure to speci�c areas of the cylinder.
The cylinder itself consists of graphite and is coated with tungsten.
The manipulator system in the divertor (DIM) consists of two wall tiles at
�xed positions. These tiles can either be equipped with a set of �xed probes
that are replaced after a day of discharges, or with a probe head, that can
be rotated after each discharge, to obtain discharge speci�c results. For the
work in this thesis both manipulators were equipped with material samples
to analyse the deposition of impurities during discharges in ASDEX Upgrade
(see section 3.5). Figure A.1 (see appendix) is a photo of one wall tile of the
DIM equipped with six samples in light grey and six dummy samples in dark
grey.

3.3.7 Charge Exchange Recombination Spectroscopy

The charge exchange recombination spectroscopy (CXRS) diagnostics is used
to determine impurity densities, temperatures and �ows in fusion plasmas [49].
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Figure 3.3: a) The deposition probe head covered with a cylinder as used in discharge
#35616 and b) the tungsten coated graphite cylinder as used in discharge #32024.

It measures the spectral intensity distribution of photons emitted from the ex-
citation decay of impurities in the plasma. The excitation is a result of a charge
exchange between neutral atoms and impurity ions. In ASDEX Upgrade the
CXRS utilises the radiation emitted from impurities after interacting with
neutral particles from beam injection, a heating system that is described un-
der section 3.4 [50]. Data evaluated by CXRS is used in this thesis to obtain
experimental ion temperature pro�les and compare them to simulated pro�les.

3.3.8 Lithium Beam Spectroscopy

By injecting beams of atomic lithium into the plasma edge, it is possible
to obtain highly spatially and temporally resolved electron density pro�les
[51, 52]. Due to collision of the neutral lithium atoms with plasma electrons,
the Lithium atoms become excited and emit line radiation when going back
to their groundstate. The lithium beam spectroscopy method at ASDEX Up-
grade is based on the Li(2p) → Li(2s) emission at 670.8 nm, which is only
weakly temperature dependent. Since this excitation comes from electron im-
pact excitation the electron density is proportional to the intensity of the line
radiation, ne ∝ I2p→2s.
The lithium beam spectroscopy is used in this thesis to get reliable electron
density pro�les in the SOL for comparison with simulated pro�les and to have
another value for the electron density at the separatrix.
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3.3.9 Integrated Data Analysis

The integrated data analysis (IDA) at ASDEX Upgrades combines the mea-
surements from lithium beam (LB) spectroscopy, laser interferometry (LI),
electron cyclotron emission (ECE) and Thomson scattering spectroscopy (TS)
in an Bayesian probability framework to determine coherent pro�les of ne and
Te [53]. Therefore, Bayes theorem is applied to the likelihood and prior prob-
ability distribution functions (pdf) p of the diagnostics like

p (ne, Te|dLB, dLI , dECE, dTS) ∝p (dLB|ne, Te)

× p (dLI |ne)

× p (dECE|ne, Te)

× p (dTS|ne, Te)

× p (ne, Te) . (3.1)

Here, dX denotes the forward model of the diagnostics measurements. An
explanation of the forward model and the construction of p based on the model
can be found in [54] and [55], respectively. The prior pdf p (ne, Te) is zero for
negative densities and temperatures and includes vanishing gradients at the
plasma center. Further, optional prior information is given in [53].

3.4 Heating Systems

ASDEX Upgrade is equipped with a variety of heating systems utilising di�er-
ent physical mechanisms. In the following the di�erent systems are explained
brie�y.

3.4.1 Ohmic Heating

In section 2.2 it is brie�y explained that the poloidal magnetic �eld is created
by an induced electric current in toroidal direction. The current carrying
electrons collide with the plasma particles resulting in electrical resistivity and
hence in Ohmic heating of the plasma. Since the collisionality decreases with
temperature, also the e�ective heating power decreases with temperature and
hence the maximum achievable temperature with Ohmic heating is limited. To
further increase the temperature additional heating mechanisms are necessary.

3.4.2 Microwave and Radio-Frequency Heating

Charged particles gyrate around magnetic �eld lines due to the Lorentz force.
The respective cyclotron frequencies for ions and electrons, ωci,ce, lie in the
range of radio and microwave frequencies, respectively, for typical magnetic
�eld strengths in magnetic con�nement fusion.
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Electro-magnetic waves with frequencies that are harmonics of ωci,ce can be
absorbed by the plasma, heating the respective species. Heating schemes util-
ising this absorption are called ion and electron cyclotron resonance heating
(IRCH and ERCH). Because the cyclotron frequency depends on the magnetic
�eld strength the heating occurs locally and the heating position can be ad-
justed by tuning the frequency of the respective heating waves. The heated
particles distribute the heating power via collisions with colder particles.

3.4.3 Neutral Beam Injection

Another scheme to heat a plasma is neutral beam injection, where highly ener-
getic, neutral particles are injected into the plasma. Because neutral particles
are not de�ected by the magnetic �eld, the neutral beam can penetrate deep
into the plasma, where the neutral particles ionise and distribute their energy
via collisions. The high energetic beam (60 − 100 keV [56]) usually consists
of neutral hydrogen or deuterium atoms that not only heat, but also fuel the
plasma.
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3.5 Experimental results

In this chapter chosen discharges carried out in AUG are introduced and ex-
perimental results are presented. Discharge #32024 has been conducted in a
previous post-doctoral study and was re-analysed for this thesis to conduct
analyse the migration of 15N with 3D codes. The discharge #35616 is an ex-
emplary discharge of a discharge series conducted in the course of this thesis
to study the sensitivity of 15N deposition in the divertor and at the mid-plane
on the seeding location of 15N.

3.5.1 ASDEX Upgrade Discharge #32024

The L-mode discharge #32024 was conducted during post-doctoral studies by
Gerd Meisl, IPP, to investigate the re-distribution of 15N in AUG. It was part
of the discharge series from #32019 to #32024 which had the purpose to study
nitrogen migration and implantation in the �rst wall as well as to investigate
the ammonia production in nitrogen seeded discharges. Related experimental
and simulation results from 2D WallDYN studies are presented in [12].
In the present thesis the discharge was analysed to extract relevant data for
3D WallDYN modelling: plasma parameters of the discharge to produce a 3D
plasma background and re-deposition measurements of 15N in the divertor and
at the mid-plane to compare 3D WallDYN results to experimental data. The
re-deposition measurements were taken from [12], �gure 6 and �gure 8.
The plasma was electron cyclotron heated with 0.445MW. The deuterium
plasma was seeded with 15N.
Discharges in AUG easily achieve H-mode and L-mode discharges often switch
to the so-called I-phase, an intermediate mode with oscillations in the temper-
ature and density pro�les at the edge of the con�ned region, usually around
ρ = 0.95. The discharge #32024 stays in L-mode for most of the time, while
transitioning into I-phase from t = 1.0 to 2.5 s and around t = 4.5 s as indicated
by the oscillations between f = 3 and 4 kHz in the spectrogram of Langmuir
probe temperature data in �gure 3.4. The corresponding Langmuir probe was
located at ρ = 1.01 in the outer divertor.
Experimental deposition data usually represents the deposited impurities af-
ter either a single discharge or a discharge series. When modeling the de-
position with simulation schemes like WallDYN, a static plasma background
is assumed and hence it is important to analyse oscillations of plasma pa-
rameters to ensure the applicability of the model. I-phase oscillations in di-
vertor data are usually not a big concern for impurity migrations studies,
because the erosion yield time-averaged over the oscillations of the impact en-
ergy is close to the erosion yield of the time-averaged particle impact energy:
⟨Yero (E(t))⟩t ≈ Yero (⟨E(t)⟩t), if the oscillation amplitude is not too large.
Figure 3.5 a) shows time-traces of the fueling rates of D2 and 15N2 during
discharge #32024. The 15N seeding rate was modulated to achieve an average
seeding rate of 2.9 × 1020 15Ns−1 [12]. Figure 3.5 b) shows the contribution
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Figure 3.4: Spectrogram of the Langmuir probe temperature data at the outer divertor at
ρ = 1.01 for discharge #32024.

of di�erent heating schemes as well as the radiated power. The short NBI
blips were used for spectroscopic measurements of the ion temperature of the
plasma, while both ion density and electron density for this discharge were
taken from the integrated data analysis software [53].
The electron density and temperature are constant during most the discharge,
as displayed in �gure 3.5 c) and d). The green area around t = 3.0 s indicates
the time window that is reproduced by simulations in section 4. The net input
power, the radiated power and the separatrix density are taken from the time
average from t = 2.95 to t = 3.05 s and the experimentally obtained radial
pro�les of Te and ne are used as a benchmark for the simulated radial pro�les.
To study impurity migration, deposition probes were installed on the divertor
and the mid-plane manipulator systems (DIM and MEM), with the mid-plane
probe slightly protruding out of the limiter shadows (see �gure 3.7). The 15N
impurities were injected from two di�erent valves at opposing toroidal angles
in the divertor dome, while the main fueling species D was injected from one
valve at the outer mid-plane and another valve in the divertor with a distance
of roughly 67.5◦ in toroidal direction. For the D2 fueling, the valves Co02A in
sector 2 and Du05B in sector 5 were used and the 15N2 impurities were seeded
from valves Du09X and Du01X in sectors 9 and 1. All used seeding valves of
relevance for this theses as well as the position of DIM and MEM are indicated
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Figure 3.5: Time traces of the discharge #32024. a) Fueling rates of deuterium and
nitrogen, b) radiated power and heating power of Ohmic heating, electron cyclotron heating
and NBI blips, c) density at di�erent radial positions, d) electron temperature at di�erent
radial positions.

in �gure 3.6.
Figure 3.7 shows the magnetic con�guration of the discharge with the separa-
trix as a solid red line. The positions of the MEM and DIM are indicated in
blue and were not changed during the discharge series from #32019 to #32024.
An example of how the DIM with deposition samples looks like can be seen in
�gure A.1 (in the appendix).
During the discharge series four sets of samples were exposed in the DIM [12]
to study the dependence of deposited 15N on the surface roughness:

� polished bulk W samples

� W coated �ne grain graphite samples with polished surface

� W coated �ne grain graphite samples with milled structure

� polished bulk Mo samples.

The results of NRA performed by G. Meisl [12] for the di�erent samples are
displayed in �gure 3.8. More 15N was deposited on the W coated milled and
polished probes than on the bulk W and on the bulk Mo probes. The coated
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Co02A

Du01X

Du09X

Du01B
Du05B

Fo02A

MEM, sector 8, φ=169°

DIM, sector 2, φ=34°

simulated segment, φ=125° to 185°

rib limiter, φ=129° and φ=177°

Figure 3.6: Position of gas valves used in the series of discharges around #32024 and
#35616, an indicator of the simulated section and indicators for the positions of DIM, MEM
and rib-limiters. Toroidal and poloidal cross section on the left and right, respectively.

probes also show a higher deposition close to the strikeline that the bulk probes.
Additionally the deposition on bulk Mo samples is very similar to the deposi-
tion on bulk W samples. These measurements are compared with simulated
15N deposition in the outer divertor in section 5.2.
In the discharge series the MEM probe was used without the cap, see �gure 3.3
b), to investigate the dependence of 15N deposition on the connection length
between probe and nearby limiters, which is about 0.3m for the nearby limiter
and about 1.5m for the distant limiter [12]. The 15N deposition at the mid-
plane deposition probe as determined by NRA is plotted in �gure 3.9 with
connection lengths represented by the angular position on the cylinder. The
angles are de�ned as positive for deposition measurements pointing towards
the nearby limiter (smaller connection lengths) and negative pointing towards
the distant limiter (larger connection lengths), with 0◦ directed to the top of
the vessel. The decay length lies between 0.6 cm for deposition pro�les facing
the nearby limiter (red values) and 3.0 cm facing the distant limiter (blue
values) [12]. In section 5.2 the experimental 15N deposition pro�les between
the angles of 85 ◦ − 95 ◦ and −85 ◦ − −95 ◦ are compared to the front and
backside of the MEM in WallDYN simulations, respectively.
It is apparent that the maximum areal densities measured in the divertor in
�gure 3.8 are more than three times higher compared to values at the mid-
plane deposition probe in �gure 3.9, even though the probe protruded out of
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the limiter shadow into the plasma. The experimental 15N deposition results
on both divertor and mid-plane deposition probe are crucial to benchmark
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simulated deposition results of 3D WallDYN at two di�erent locations.
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3.5.2 ASDEX Upgrade Discharge #35616

To investigate the migration of 15N, when seeded from the top instead of
the divertor, and to obtain discharge resolved 15N deposition pro�les at the
mid-plane the discharge series from #35609 to #35617 was conducted, where
#35614 had no plasma. Discharge #35616 was electron cyclotron heated with
0.78MW and aimed to be a �at top L-mode discharge. While the averaged
divertor data implied stable conditions for discharges #35615 , #35616 and
#35617, an analysis of divertor Langmuir data revealed that all discharges in
the series were in I-phase.
Figure 3.10 depicts the spectrogram of Langmuir temperature data at ρ =
1.01 in the outer divertor during discharge #35616. During most of the �at
top window from t = 1.4 to 5.0 s the spectrogram shows the typical I-phase
oscillation in the range of 3 to 4 kHz.

Figure 3.10: Spectrogram of the Langmuir probe temperature data at the outer divertor
at ρ = 1.01 for discharge #35616.

A time-trace of gas fueling rates, heating power and radial values of electron
density and temperature are shown in �gure 3.11. The non constant fueling of
D2 is a result of a feedback mechanism to achieve stable divertor conditions.
NBI blips in the heating time-trace were used to determine the ion temper-
ature via CXRS and the green shaded area again indicates the time window
reproduced by simulations in section 5.
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Figure 3.11: Time trace of the discharge #35616. a) Fueling rates of deuterium and
nitrogen, b) radiated power and power Of ohmic heating, electron cyclotron heating and
NBI blips, c) electron density and d) electron temperature at di�erent radial positions.

The main plasma species deuterium was seeded from valves Du01B and Du05B
in sectors 1 and 5 in the divertor and from valve Co02A at the top of the outer
mid-plane in sector 2. The 15N impurities were also seeded in sector 2 from
valve Fo02A at the top of the chamber. The seeding valves are indicated in
the �gure 3.6.

The magnetic con�guration in this discharge series was set to be identical
to the con�guration in #32024 which is displayed in �gure 3.7. Magnetic
reconstruction yields only a minimal di�erence in the con�guration and both
DIM and MEM were installed at the same positions as in previous discharges.
The deposition head mounted on the MEM during this discharge series was
covered by a cap with a slit and the tungsten coated graphite cylinder was
rotated in between discharges to obtain discharge resolved and over several
discharges accumulated deposition pro�les. The W layer is about 2.5µm thick
with a Mo interlayer of about 1.3µm thickness. In the appendix the depth
pro�les of the coating as given by the manufacturer can be found in �gure A.3.

Four positions, separated by rotating the probe in-between discharges, were
analysed with NRA to have both accumulated and discharge resolved deposi-
tion pro�les for di�erent plasma conditions:
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� position 1 (accumulated): #35610 #35611 #35612

� position 2 (single discharge): #35613

� position 3 (accumulated): #35615, #35616

� position 4 (single discharge): #35617

The discharges in positions 1 and 2 still exhibited �uctuating divertor tem-
peratures while the discharges from positions 3 and 4 showed more stable
conditions.
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Figure 3.12: Areal density of 15N deposited on the MEM probe over the distance in the
NRA laboratory system L with an exponential fall-o� length λ. The red dotted line indicates
the limiter position during the experiments.

The exposure time per discharge is about 4 s and hence positions exposed to
multiple discharges are subject to a higher 15N �uence.
A photo of the deposition probe with cap is displayed in �gure 3.3 a). Due to
the cap a shadowing e�ect on 15N deposition on the probe is expected, as the
plasma �ow along the magnetic �eld lines hits the probe at an oblique angle,
resulting in parts of the probe being partially shielded by the cap (left �gure
in A.2, in the appendix). During NRA of the MEM cylinder after exposure to
the discharge series it is therefore necessary to �nd the rotation angles with
maximal deposition on the cylinder by analysing several angles at a �xed radial
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position (right �gure in A.2, in the appendix). Subsequent NRA measurements
of the cylinder were conducted at angles with maximal deposition to exclude
the shadowing e�ect in measured 15N pro�les.
Figure 3.12 shows the measured 15N surface density plotted over the distance
in the NRA laboratory system L along the cylindrical MEM probe for all four
positions. The measured 15N surface density for positions 2 and 4, where the
probe was exposed to single discharges, is lower than the measured surface den-
sities in positions 1 and 3, where the probes was exposed to several discharges
and hence subject to a higher �uence of 15N from the plasma. Additionally the
amount of deposited 15N at position 1 is only slightly larger than in position
3. Comparing the peak values of position 2 (exposed to a single discharge),
position 3 (exposed to two discharges) and position 1 (exposed to three dis-
charges) indicates a saturation of deposited 15N with increasing �uence and
thereby con�rming results from [57, 58], where a saturation of deposited N in
AUG wall elements was observed in laboratory experiments and after N seeded
discharges in AUG.
The mean exponential fall-o� length in �gure 3.12 of λmean ≈ 20mm is well
within the range of λ = 6−30mm as obtained for the previous discharge series
around #32024 in [12], where nitrogen was seeded from the divertor.
The peak value of σ15N,peak ≈ 5.8 · 1019m−2 at position 1 in �gure 3.12 corre-
sponds to an accumulation after 3 discharges. Comparing this to a peak value
of 6.5 · 1019m−2 after 5 discharges for the discharge series around #32024 in
�gure 3.9, shows that also the peak values are similar. As both fall-o� lengths
and peak values of nitrogen deposition pro�les at the MEM are very similar
despite the di�erent nitrogen seeding location, it can be concluded that the
deposition at the MEM is not strongly in�uenced by the seeding position.
For this discharge series the DIM (see section 3.3) was equipped with a total of
12 samples. Six probes were Mo coated carbon samples with di�erent surface
roughness, the other six probes are Mo covered and have Au markers. Three
probes have 1mm markers and the other three probes markers with a size
of 5mm. The six Mo coated samples were prepared with di�erent surface
roughness of R = 4nm, 110 nm, 280 nm and 2µm.
The NRA of the DIM samples was conducted by Aki Lahtinen, VTT. The
results with indicators for the di�erent samples and the strike point position
are depicted in �gure 3.13. The data left of the strike line lies in the private
�ux region, where only little 15N is deposited, while most 15N is deposited
right of the strike line. Even though the particle �uxes are high at the strike
line, the high temperature leads to strong re-erosion of deposited particles (see
section 2.4.1) which typically results in a peak of deposition next to the strike
line, where the re-eroded particles are directly re-deposited.
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Chapter 4

Impurity migration modeling

Several simulations schemes were used in the course of this thesis to simulate
the migration of 15N in ASDEX Upgrade with three dimensional wall geome-
tries. The Edge Monte Carlo 3D (EMC3) [59,60] code (section 4.1) was used
to simulate plasma backgrounds of conducted discharges. The SDTrimSP code
(section 4.2) was used to generate databases for sputtering and erosion yields
and to augment the WallDYN code (section 4.3). WallDYN calculates the time
evolution of the impurity �uxes and surface composition based on plasma back-
ground solutions provided by EMC3-EIRENE. This chapter introduces the
used simulation schemes and changes made to their default models.

4.1 The EMC3-EIRENE transport code

The EMC3-EIRENE code package treats the main plasma species as a �uid
(see chapter 2.3.1) and includes impurity species via source and sink terms in
the energy balance. Impurities are not treated as additional �uids. It can solve
the Braginskii equations 2.12, 2.13 and 2.14 numerically in three dimensions
and is able to deal with three dimensional magnetic �eld and wall geometries.
In this thesis EMC3 has been used coupled to the Monte Carlo neutral particle
code EIRENE [61].

4.1.1 Main Plasma

In section 2.3.1 the set of equations remains unclosed because the anisotropic
part of the pressure tensor

←→
Π a as well as the heat �ux density q⃗a are still

dependent on higher moments of the distribution function fa. In EMC3 the
equations are closed with a di�usive ansatz via

←→
Π a,⊥ = −ηa,⊥

∂ua,∥

∂x⊥
= −manaDa,⊥

∂ua,∥

∂x⊥
(4.1)

qa,⊥ = χa,⊥na
∂Ta

∂x⊥
, (4.2)
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4: Impurity migration modeling

where Da,⊥ and χa,⊥ are perpendicular particle and heat di�usivity of ion
species a and input parameters determined by the user. Additionally the
perpendicular, anomalous transport is assumed to follow a di�usion equation

Γa,⊥ = naua,⊥ = −Da,⊥
∂na

∂x⃗⊥
, (4.3)

further simplifying the equations.
Source terms of 2.12, 2.13 and 2.14, indicated by S, stem from interactions
with neutral particles and are calculated by EIRENE in the EMC3-EIRENE
package. The in EMC3 implemented form of these equations and their Monte-
Carlo solver method can be found in [62,63].

4.1.2 Impurities

The basic idea of impurity transport in a plasma has been introduced in section
2.3.2. Assuming a force balance (FZ

!
= 0) in parallel direction in equation 2.16,

i.e.

nZmZ
(vZ − vi)

τs
= −d (nZTZ)

dx∥
+ nZZeE + nZαe

dTe

dx∥
+ nZβi

dTi

dx∥
, (4.4)

and substituting the impurity pressure pZ = nZTZ results in an explicit ex-
pression for the impurity velocity in parallel direction:

vZ,∥ = ua,∥ −
τs

nZmZ

∂ (nZTZ)

∂x∥
+

τs
mZ

[
ZeE + αe

∂Te

∂x∥
+ βa

∂Ta

∂x∥

]
. (4.5)

It is assumed that the impurity ions are in thermal equilibrium with the main
ion species (TZ = Ta) and that the temperature is constant on a �eld-line.
Hence the second part of equation 4.5 can be interpreted as parallel di�usion
with

vdiffZ,∥ = − τsTa

nZmZ

∂nZ

∂x∥
= − 1

nZ

DZ,∥
∂nZ

∂x∥
. (4.6)

The radial impurity drift is assumed to be anomalous, similar to the ansatz in
equation 4.3 for the main ions and hence the particle balance of impurities of
charge state Z can be written as

∂nZ

∂t
+

∂
(
nZvZ,∥

)
∂x∥

− ∂

∂x⊥
·
(
nZDZ,⊥

∂nZ

∂x⊥

)
= Sion

Z + Srec
Z , (4.7)

where Sion
Z and Srec

Z are the e�ective particle sources from ionisation and re-
combination coming from charge states Z − 1 and Z + 1, respectively.

In a simulation run with impurities the interaction with the main plasma is
given by an additional term −Simp on the right hand side of the energy balance
(equation 2.14), that describes the cooling of the main plasma due to impurity
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4.1. The EMC3-EIRENE transport code

radiation and collisional ionisation of impurities. The cooling term for an
impurity with maximum charge state Zmax reads

Simp =
Zmax∑
Z=1

Prad,Z +
Zmax−1∑
Z=0

EnS
ion
Z→Z+1, (4.8)

where Prad,Z is the radiation loss from impurities of charge state Z and En is
the ionisation energy for charge state Z to Z + 1.
The parallel position update of impurity particles in EMC3 in principle follows
[13]

∆xZ,∥ = vZ,∥∆t, (4.9)

for a time step ∆t. As vZ,∥ is computed from equation 4.5 with the assumption
of a force balance in parallel direction and in absence of strong gradients and
parallel electric �elds the impurity velocity in parallel direction is equivalent
to the parallel velocity of the main plasma species (vZ,∥ = ua,∥). The time to
accelerate impurity ions to the background velocity is in these cases ignored.
With the additional assumption of TZ = Ta furthermore the time for thermal-
isation of impurity ions and main plasma ions has been omitted. Since this
assumption also de�nes a di�usive component for vZ,∥ the model using equa-
tion 4.5 with the assumption TZ = Ta is called the di�usive model.
The thermalisation time and the omitted time for vZ,∥ to accelerate to ua,∥
is not an issue for light impurities in general, but can be quite signi�cant for
heavy impurities due to their high inertia.
Therefore, a so called kinetic model [13] was implemented, where the parallel
impurity velocity and the impurity temperature are updated stepwise following

∆vZ,∥ =
ua,∥ − vZ,∥

τs
∆t+ σ

√
TZ

mZ

2∆t

τ∥
(4.10)

+

(
ZeE

mZ

+
αe

mZ

∂Te

∂x∥
+

βi

mZ

∂Ti

∂x∥

)
∆t

∆TZ =
Ta − TZ

τT
∆t

∆x∥ = vZ,∥∆t+ 0.5∆vZ,∥∆t,

with τs being the Spitzer collision time (equation 6.35 in [24]), τ∥ the parallel
collision time (equation 6.37 in [24]) and τT the thermalisation time (equation
6.97 in [24]). σ is a random number drawn from a Gaussian distribution with
⟨σ⟩ = 1 and is implemented as σ =

√
−2logη1 cos 2πη2, where η1 and η2 are

uniform random numbers ∈ [0, 1]. In [13] the kinetic model was compared
to the di�usion-convection model. In the kinetic model the charge state in-
tegrated impurity density along a view line through the plasma is up to 100
times smaller for tungsten, while it is only up to 3 times smaller for carbon.
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Hence, the kinetic model was used to calculate the WallDYN redistribution
matrices for tungsten and nitrogen in this thesis.
The background plasma solutions for discharges #32024 and #35616 were cal-
culated with the di�usive model because these simulations only include the
main plasma ions and 15N.

4.2 SDTrimSP

SDTrimSP [64,65] is a Monte Carlo code used to simulate projectile trajectories
in solids utilizing the binary collision approximation (BCA), which is described
in section 2.4. It determines the scattering angles from randomly chosen impact
parameters following

p = pmax

√
R, (4.11)

with R ∈ [0, 1] being random and pmax the maximal impact parameter, which
is computed from the average volume where a single collision can occur. For
a cylinder with radius pmax and length λ one obtains

pmax = (πλN)−
1
2 , (4.12)

where N is the number density of the target and λ is the mean free path
between successive collisions which is assumed to follow the liquid model [27]

λ = N− 1
3 . (4.13)

Parameters for each collision are chosen according to these equations and the
whole projectile trajectory is calculated.
SDTrimSP features a static and a dynamic mode. In the static mode the com-
position is �xed and sputter and re�ection yields of given projectiles on a given
composition can be computed. In the dynamic mode, the target composition
is modi�ed by sputtering, implantation and recoils within the target [64]. This
mode allows to model mixed material formation and layer growth. Main in-
put parameters are the surface binding energies, the choice of the scattering
potential and the angle of incidence (compare to equation 2.39 in section 2.4).

4.3 WallDYN

Impurity migration, as introduced in section 2.3.3, governs the evolution of sur-
face compositions as well as the impurity sources from sputtering at plasma
facing components and hence contributes to the impurity content in the plasma
and the retention of potentially radioactive fuel in the walls.
Modeling impurity migration consists of three major parts: transport in the
plasma to determine the impurity �uxes onto di�erent wall tiles, the com-
putation of sputtering sources dependent on the surface composition and the
evolution of the surface composition based on the incoming impurity �uxes.
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Figure 4.1: The WallDYN simulation scheme with three wall tiles, the redistribution
matrix and the structure of a wall tile.

The link between the impurity �uxes onto the wall tiles and impurity sources
is the transport in the plasma.
The code WallDYN [13,26] has been developed to calculate the surface compo-
sitions and impurity �uxes onto the wall self consistently by combining models
for impurity transport with models for plasma-wall-interaction. To that end
the wall structure of the modeled experiment is discretised into wall tiles.

4.3.1 Transport model

Each tile wk consists of a reaction zone and a bulk, illustrated in �gure 4.1.
The evolution of the composition of the reaction zone is calculated from a
balance of particle in�ux Γin onto the tile and particle out�ux (erosion, re-
�ection, sublimation) into the plasma. To maintain a constant areal density
(i.e. thickness) of the reaction zone it exchanges a �ux with the bulk Γbulk:
For net erosion material is moved from bulk to reaction zone and for net layer
growth from reaction zone to the bulk. The transport of particles through the
plasma is parametrised by a re-distribution matrix calculated with the kinetic
transport model in EMC3-EIRENE. Each entry of this matrix contains the
fraction of particles eroded from one wall tile and re-deposited on another wall
tile.
In �gure 4.1 the WallDYN scheme is illustrated for three wall tiles, a D plasma
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4: Impurity migration modeling

with nitrogen and tungsten impurities. On each wall tile the incoming �uxes
of tungsten, deuterium and nitrogen can lead to an out�ux of nitrogen and
tungsten. These impurities are transported through the plasma and deposited
on all wall tiles with fractions determined by the pre-calculated re-distribution
matrix.
The time evolution of the areal density σel,wk for an particles species el on wall
tile wk is implemented as the sum over charge states ql

∂σel,wk

∂t
=

Zmax
el∑
ql

(1−RYel,ql,wk (σwk, Eel,ql,wk, αimpact)) · Γin
el,ql,wk (4.14)

−
∑
ej

Zmax
ej∑
qj

Cel,wk · SYel,ej,qj,wk (σwk, Eel,ql,wl, αimpact) · Γin
ej,qj,wk

+ ΓBulk
el,wk,

with the re�ection yield RY , which depends on the surface density σwk of
particle species el on wall tile wk, the particle impact energy at that wall tile
Eel,ql,wk and the particles impact angle αimpact. The sputter yield SYel,ej,qj,wk

of particles species el by particles species ej with charge state qj on wall
tile wk depends on the same parameters as the re�ection yield. Cel,wk is the
concentration of particle species el on wall tile wk and Γin is the incoming �ux
that is calculated by

Γin
el,q,wk =

∑
wj

Mel,q,wj,wk ·

Zmax
el∑
ql

RYel,ql,wj (σwj, Eel,ql,wl, αimpact) · Γin
el,ql,wj

(4.15)

−
∑
ej

Zmax
ej∑
qj

Cel,wj · SYel,ej,qj,wj (σwj, Eel,ql,wl, αimpact) · Γin
ej,qj,wj

+ Γsrc
el,qj,wj

)
,

where Γsrc represents additional �uxes into the plasma, e.g. impurity seeding,
and M denotes the so called redistribution matrix Mel,q,wj,wk, which is the
charge state resolved parametrisation of transport of particles species el with
charge q from wall tiles wj to tiles wk.
The re�ection yield RY and the sputter yield SY are �tted to a database of
static SDTrimSP (see section 4.2) simulations that cover the necessary range
of impact angles, projectile energies and surface compositions.
The projectile energy of ions of particle species el with charge state ql on wall
tile wk is assumed to follow Eel,ql,wl = 3qlT e

wl+2T i
wl in WallDYN (see equation
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2.21), where the electron and ion temperatures in front of the wall tiles are
taken from the plasma background. The particle impact angle αimpact can be
set manually for every wall tile and depends on the magnetic con�guration and
the surface roughness of the material [66].
The original WallDYN code could only handle toroidally symmetric wall con-
�gurations because it used both plasma background solution and parametrised
impurity transport results from codes that assumed toroidal symmetry (SOLPS
[67] and DIVIMP [68]).
The 3D version of WallDYN [13] used in this work is coupled to EMC3-
EIRENE (section 4.1) and uses the kinetic impurity model on a previously
converged plasma background simulation.

4.3.2 Nitrogen surface model

The original WallDYN surface model calculates the areal densities of species
by their sputter and re�ection yields that are dependent on the dynamically
updated surface compositions. For some gaseous species, however, the areal
density saturates as a result of degassing and the original surface model is no
longer su�cient.
Therefore WallDYN features an e�ective re�ection yield which depends on
the concentration of a given species in the surface. At high concentrations the
re�ection yield is arti�cially set to 1 at a user speci�ed maximum concentration
cmax. The implemented form of this e�ective re�ection coe�cient reads

RY effective = I (c) + (1− I (c)) ·RY. (4.16)

Here, RY is the unmodi�ed re�ection yield used in the original surface model
and I (c) is a unit-less function ∈ [0, 1] that ramps up the re�ection yield as

I (c) =
1

2
+

1

2
tanh (α (c− cmax)) (4.17)

where c is the concentration of the species in the reaction zone and α a control
parameter to set the steepness of the saturation ramp with a default value of
α = 100. The value for cmax has to be chosen considering that the reaction
zone averages the concentration over the surface and depth of a wall tile.

4.3.3 Comparing WallDYN with SDTrimSP

The sputter and re�ection yields of WallDYN are �tted against a database of
static SDTrimSP simulations, covering the necessary range of impact angles,
impact energies, impacting particle mixtures and surface compositions.
Those �ts very well reproduce the SDTrimSP results for a homogenous concen-
tration pro�le over depth. However, in a dynamic calculation the deposition is
depth dependent and the single reaction zone in WallDYN cannot resolve these
e�ects like SDTrimSP in a dynamic run with high resolution depth sampling.
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For gaseous species the WallDYN surface model is sensitive to the species'
concentration in the reaction zone, setting a too thin or too thick reaction
zone in�uences the onset of the increased re�ection coe�cient that simulates
out-gassing at high concentrations.
Therefore the WallDYN surface model was benchmarked against dynamic
SDTrimSP simulations to compare re�ection and sputter yields as well as sur-
face concentration and areal density for varying particle energies, incoming
particle mixtures of 15N and 2H and reaction zone width. The angle of impact
was kept constant at 48 ◦.
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Figure 4.2: Comparison of the WallDYN surface model (WD) to SDTrimSP (TRI). SFC
is the surface concentration of nitrogen, ADens is the nitrogen areal density and SY and RY
are the sputter and re�ection yield.

An example of such a comparison can be seen in �gure 4.2, where both models
are compared for an incoming particle �ux consisting of 20% of 15N and 80%
of D at a particle energy of 250 eV. The values of interest are the ones for 15N.
Depicted are the surface concentration (SFC), the areal density (ADens) as
well as the sputter and re�ection yield (SY and RY) for the WallDYN surface
model (WD) and the SDTrimSP simulation (TRI) over the �uence. In the
WallDYN surface model the surface concentration is simply the concentration
of a species in the reaction layer. SDTrimSP on the other hand features ac-
tual depth pro�les and hence the surface concentration is the surface averaged
concentration in a given depth. For �gure 4.2 the surface concentration in
SDTrimSP was averaged over two depths to be comparable to the concentra-
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tion in WallDYN. For TRI-SFC-10Å the depth was chosen according to the
WallDYN reaction zone width, i.e. 10Å for this �gure. TRI-SFC-5Å averages
the concentration over the depth of 5Å as speci�ed in the SDTrimSP input
�le.
The concentrations obtained from WallDYN matches the concentration ob-
tained from SDTrimSP better when SDTrimSP is only averaged over 5Å. The
SDTrimSP result for 10Å yields a higher concentration than in the 5Å case,
revealing that more 15N has been implanted between 5 and 10Å than in the
�rst 5Å. The absolute values of sputter and re�ection yield is quite close for
both simulations, but there is a massive di�erence in the areal density.
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Figure 4.3: 15N concentration calculated by SDTrimSP plotted over the depth for di�erent
impact energies and �uences.

As indicated by the di�erent concentrations for di�erent averaging depths in
�gure 4.2 the concentration and hence the areal density has a depth depen-
dency. The 15N concentration pro�les are plotted for several impact energies
and �uences in �gure 4.3. While for the lowest energy and �uence the pro�le
is almost �at over the �rst few Å, the maximum concentration of implanted
15N shifts deeper for increasing energy.
In SDTrimSP the implantation depth depends on the impact energy while ero-
sion processes occur on the very surface. Hence, particles can be implanted
behind the eroded layers. In WallDYN all processes occur in the reaction zone
and implanted particles can be eroded independently of their impact energy
and hence their theoretical deposition depth. The WallDYN surface model
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can therefore reproduce appropriate sputter and re�ection yields, but cannot
describe pro�le e�ects which lead to deviations in calculated surface concen-
trations and especially areal densities when compared to SDTrimSP.
To ensure that the pro�le e�ects do not impact the overall redistribution of
impurity �uxes within WallDYN it is important to ensure that the gross erosion
at every tile is comparable to SDTrimSP. The gross erosion is the sum of the
sputtered �ux and the re�ected �ux at a given tile

ΓGross = ΓEro + ΓRefl (4.18)

and describes the total out�ux of particles at a tile.
In �gure 4.4 the gross erosion �uxes of SDTrimSP and WallDYN are compared
for identical input parameters that were taken from the WallDYN3D simula-
tion of discharge #32024. Both �uxes are very similar for the displayed wall
tiles. Checking the �uxes along all wall tiles shows that WallDYN predicts
slightly higher gross erosion �uxes than SDTrimSP for most tiles, with an ex-
ception directly at the strike line, where WallDYN predictions are up to 40%
higher. It can be concluded that while WallDYN predicts a slightly larger gross
erosion �ux, the �uxes and hence the redistribution of impurities can still be
adequately calculated, even though the missing depth pro�le e�ects lead to
wrong areal densities.
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Figure 4.4: Comparison of the gross erosion �uxes of SDTrimSP and WallDYN3D at the
mid-plane collector probe from a WallDYN3D simulation of discharge #32024.

As the in�ux at every wall tile is calculated from the gross erosion �uxes of
all other wall tiles multiplied with the redistribution matrix it follows that
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WallDYN adequately calculates the incoming �uxes Γin from equation 4.15.
To include the pro�le e�ects and hence accurately calculate the areal densities
it was decided to augment WallDYN by subsequent SDTrimSP simulations
for every wall tile. The SDTrimSP simulations are set up with the converged
incoming �uxes as calculated by WallDYN.
To demonstrate this coupling, �gure 4.5 shows the surface concentration (SFC)
and areal density (ADens) of 15N as calculated by WallDYN compared to
the surface concentration and areal density as calculated by a subsequent
SDTrimSP run at wall indices associated with the MEM in a WallDYN3D
simulation. The surface concentration of the SDTrimSP run is about a factor
of two higher than in WallDYN at the higher wall indices, but matches very
well at lower wall indices. This was expected due to higher particle impact
energies at the higher wall indices and hence a stronger in�uence of the depth
pro�le e�ects. The missing depth pro�le e�ects in WallDYN lead to a mainly
�at areal density pro�le, because all implanted particles are re-emitted from
the reaction zone. With the same particle energies and �uxes, SDTrimSP
predicts signi�cant deposition of 15N at the higher wall indices, because the
particles are implanted behind the strongly eroding surface layer.
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Figure 4.5: Concentration and areal density of 15N calculated by WallDYN for the MEM
and by a subsequent SDTrimSP simulation with input parameters calculated by WallDYN.
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4: Impurity migration modeling

4.3.4 Normalisation of the 3D redistribution matrix

In 3D geometry the simulation space is not fully enclosed by wall elements and
launched particles can leave the plasma simulation domain without intersecting
a wall tile. Hence for some wall tiles, the amount of particles launched from
the tile is larger than the amount of particles deposited on other wall tiles
and the redistribution matrix does not satisfy particle conservation. These
lost particles are no longer counted in the material balance and it is e�ectively
assumed that they are deposited at surfaces behind the �rst wall structure. For
non recycling species, like Be, this assumption is justi�ed. However, recycling
species like N will not stick to these surfaces inde�nitely and will eventually
re-enter the simulation domain. To take this into account the redistribution
matrix was normalized for recycling species:
If particles are counted as lost because they left the simulation domain close
to pumping ducts they are considered to actually be lost. Other particles,
however, eventually re-enter the simulation domain at the same or another
location and are not lost. This issue occurs predominantly on the LFS in the
main chamber, between rib limiters, where the plasma grid ends in vacuum
and does no longer cover any plasma facing components, and on the top of the
geometry, where the plasma grid does not reach up to the �rst wall (see �gure
4.7). Particles lost in these areas have to be considered in the redistribution
scheme and should not be ignored.
For that purpose two di�erent methods for normalising the redistribution ma-
trix were developed: In the default normalisation approach the main chamber
part of the redistribution matrix is multiplied with a normalisation factor cal-
culated as ∑

i,j

Mij = M ≤ N, and fdefault =
N

M
, (4.19)

where N is the number of wall tiles in the main chamber and i, j are indices
of these wall tiles. The redistribution matrix is then normalized following

Mij,default|chamber = Mij,original|chamber · fdefault, (4.20)

for each wall tile in the main chamber. This approach is based on the launch
location of particles, as the normalization of wall tiles determines the factor f .
Particles lost from wall tiles in the main chambers are e�ectively added to the
main chamber sources. A visualisation of the default normalisation approach
can be seen in �gure 4.6. The wall tiles coloured in purple are associated with
the main chamber and are normalised with the above mentioned method.
An additional region of interest is the private �ux region, where the plasma
grid does not intersect with the dome structure, as indicated by the thick line
in cyan in �gure 4.6. Hence, ionized particles are counted as lost even though
they left the grid directly above the dome structure, making the dome a perfect
particle sink, which is not physically accurate. This has been corrected by

56



4.3. WallDYN

1.0 1.5 2.0 2.5
R [m]

1.0

0.5

0.0

0.5

1.0

z 
[m

]

Mapped to dome

Added to main 
chamber sources

Lost par�cles:

Lost launched par�cles:

Figure 4.6: Schematics of the matrix normalisation via the default normalisation.

considering particles from every launch tile and mapping particles lost in the
cells above the dome directly onto the nearest wall tile. The additional charge
state resolved particle �ux onto the wall tiles in the dome is then used to
recalculate the redistribution matrix. In the actual WallDYN simulation the
dome tiles then have a non-zero particle in�ux and are taken into account as
normal wall tiles in the dynamic redistribution scheme.
The second approach is based on the location, where the particle loss occurred
and has been named the adapted normalisation. Here, the normalisation factor
fadapted is calculated by counting all particles lost in the main chamber and
adding them, separated by charge state, to the already deposited particles in
the main chamber as

fadapted =
#depositedchamber +#lostchamber

#depositedchamber

. (4.21)

Similarly to the default normalisation, the main chamber part of the redistri-
bution matrix is then normalized by

Mij,adapted|chamber = Mij,original|chamber · fadapted. (4.22)

In �gure 4.7, the locations associated with the main chamber are coloured in
purple. Particles leaving the grid boundaries indicated by the thick red lines
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4: Impurity migration modeling

are assumed to be pumped away and are counted as lost particles. The dome
part of the redistribution matrix is normalised identically in both normalisation
approaches. The e�ect of the two di�erent normalization approaches will later
be compared in section 5.
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Figure 4.7: Schematics of the matrix normalisation via the adapted normalisation.
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Chapter 5

Modeling results

This chapter presents plasma backgrounds that were simulated with EMC3-
EIRENE based on the discharges presented in section 3.5 and shows the in-
�uence of geometrical features on obtained simulation results. 3D WallDYN
calculations based on these plasma backgrounds are then compared to the
post discharge surface analysis of the 15N areal densities. The majority of the
content of section 5.1 was already published in [69].

5.1 Plasma background simulations of #32024 with

EMC3-EIRENE

In section 3.5.1 the ASDEX Upgrade discharge #32024 was described. This
section will discuss the simulations conducted to reproduce the plasma back-
ground of that discharge and present investigations of geometrical in�uences
on plasma parameters. The simulations aim to reproduce the plasma param-
eters during the green shaded time span around t = 3.0 s in �gure 3.5. At
that timepoint the discharge is in L-mode and the plasma parameters are very
stable.
Input values for the EMC3-EIRENE simulation are taken from the average of
the experimental data from t = 2.95 s to 3.05 s, resulting in a separatrix density
of ne,sep ≈ 0.74 ·1019m−3 and electron temperature of Te,sep ≈ 57 eV. The total
heating power was Pheat,tot ≈ 0.99MW, consisting of the ECR heating power
and the Ohmic heating from the plasma current, while Prad,tot ≈ 0.67MW was
the radiated power from the plasma at the same time.
The simulations focus on the scrape-o� layer and the simulation volume for the
plasma is radially limited to a normalized plasma radius of ρ ≥ 0.98. The e�ec-
tive heating power and radiated power in the simulated volume was estimated
by tomographic reconstruction leading to a radiated power of Prad = 0.4MW
outside the simulated volume in the region of ρ < 0.98. Thus the e�ective
heating power in the simulated region is reduced to Pheat,eff ≈ 0.59MW and
the radiated power reduces to Prad,eff ≈ 0.27MW. In the simulation this has
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5: Modeling results

to be radiated by the nitrogen impurity and the deuterium.
In presented simulations the nitrogen impurity is seeded from wall tiles pro-
portionally to the main plasma ion in�ux, mimicking the recycling of 15N at
the wall. The seeded amount is then scaled such that the simulated total radi-
ated power matches the bolometric measurements. The simulation volume is
radially con�ned by the plasma core in the center and the vessel wall radially
outwards. All plasma facing components are treated equally and impinging
plasma ions are re-emitted as fast atoms or thermal molecules (see pages 96 �.
and 149 �. in [61]), mimicking the recombination of plasma ions at surfaces.
The core boundary acts as an energy source and the surface-average �ux of
impurities reaching the core boundary is set to zero, i.e. the impurities reach-
ing the core are re-emitted from another poloidal position back into the SOL.
The energy from the core is equally split between the electron and ion channel
and is given by the e�ective external heating sources. To maintain the parti-
cle balance the recycling �ux is scaled such that the the separatrix density is
equal to the experimentally determined value. An additional particle sink by
pumping is accounted for by a surface with an albedo of 0.88 that is located
behind the outer divertor.
The impurity distribution is calculated with the force balance from equation
2.16 and then scaled to match the radiated power determined with tomogra-
phy from the experiment.
The magnetic equilibrium reconstruction was used to generate a 3D �eld-
aligned simulation grid. A poloidal cross section of the grid is shown in �gure
5.1. The 3D grid is structured into three zones. The red colored core grid,
the blue colored scrape-o�-layer and the green private �ux region. The region
of thinner lines shows the extended grid regions for neutrals, while thick lines
represent the plasma grid. Additionally, grey represents heat-shield elements
in ASDEX Upgrade and on the low �eld side the outlines of a poloidal rib
limiter is indicated. The oval shaped black line surrounding the grid outlines
the vacuum vessel. Two arrows point to the positions of the inner and outer
bypass, where neutral particles from behind the divertor structure can enter
the plasma.
The equilibrium reconstruction can generate 3D grids with a maximal extend
of 30 ◦ in toroidal direction. To extend the simulation domain to cover 60 ◦

and hence include the mid-plane collector probe as well as the two nearest rib
limiters in the vicinity of the probe, two grid segments with mapping boundary
conditions in toroidal direction were used.

5.1.1 The in�uence of wall geometry on plasma parame-

ters

Simulations of plasma backgrounds for tokamak plasmas generally aim to
match experimental data upstream at the mid-plane and downstream at the di-
vertor target plates. For the 2D version of WallDYN the re-distribution matrix
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5.1. Plasma background simulations of #32024 with EMC3-EIRENE

Figure 5.1: Poloidal cross section of the 3D grid based on the magnetic con�guration for
discharge #32024. The private �ux region is colored in green, the core is shown in red and
the scrape-o�-layer is depicted in blue.

is calculated from a SOLPS [67] background which applies a more elaborate
physics model than EMC3, but can only deal with 2D geometries and thus as-
sumes toroidal symmetry. This symmetry is essentially ful�lled in the divertor
region of tokamaks, but the main chamber often includes features like poloidal
limiters and probes that break the symmetry.
For impurity migration studies it is important to understand the plasma �ow
pattern at these localized elements, that break the toroidal symmetry up-
stream, as they can have an in�uence on the re-distribution of impurities (see
friction force in equation 2.16).

5.1.2 Wall geometries

To investigate the in�uence of the 3D geometry on simulated plasma solu-
tions, two versions of the wall geometry were implemented. One version that
includes two rib limiters and the mid-plane collector probe on the LFS, e�ec-
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tively breaking the symmetry on the LFS, while the divertor and HFS geome-
tries are toroidally symmetric. That wall geometry is shown in �gure 5.2 and
resembles 60 ◦ of the geometry during the discharge #32024 with a blue line as
an indicator for the toroidal angle of 24.5 ◦, where analysis of plasma param-
eters was conducted in section 5.1.4. The rib limiters are located at ϕ = 4.5 ◦

and 52.5 ◦ and the MEM is located at 44.5◦. The curly braces indicate areas
that were used for recycling analysis in section 5.1.4.
The collector probe in this geometry is protruding about 2.5 cm out of the
limiter shadows into the SOL plasma with its tip being at the radius of
R = 2.156m. The apex of the rib limiters is at R = 2.181m at the me-
dian z position of the collector probe of z = 0.31m. Because the grid and
the geometry are essentially duplicated six times to calculate the full circum-
ference of the torus, the presented geometry is e�ectively seen by the plasma
as consisting of twelve rib limiters and six mid-plane collector probes. The
real machine geometry features only a single mid-plane deposition probe and
while several rib limiters are installed, they are not placed in the six fold sym-
metry as in the simulation setup. This geometry and the associated plasma
background simulations are referred to as 3D simulations.

Figure 5.2: 60 ◦ wall geometry as seen by the neutral particles in the 3D geometry. The
blue line indicates the toroidal position ϕ = 24.5 ◦ where analysis of the plasma parameters
was conducted. The rib limiters are located at ϕ = 4.5 ◦ and 52.5 ◦, the MEM is located at
44.5◦ and the curly braces indicate the regions mentioned in the recycling analysis in section
5.1.4.

The second version of the wall geometry is referred to as 2D geometry and
features a closed wall following the apex of the rib limiters in the 3D geometry.
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5.1. Plasma background simulations of #32024 with EMC3-EIRENE

This wall geometry would be seen by charged particles in pure 2D simulations
and is shown in �gure 5.3. The curly braces indicate areas where recycling
was compared in both geometries in section 5.1.3 and the blue line at 24.5 ◦

indicates, where plasma parameters were compared in both geometries.

Figure 5.3: 60 ◦ wall geometry as seen by the neutral particles in the 2D geometry with
the same indicators as in �gure 5.2.

5.1.3 Comparison of plasma background solutions

Simulations were conducted with identical input parameters in both geome-
tries. Apart from the experimentally determined input parameters, the per-
pendicular transport coe�cients η⊥ and D⊥ in equations 4.1 and 4.2 have
to be set. These transport coe�cients are varied until a reasonable agree-
ment between simulated pro�les and experimental pro�les is achieved, while
experimentally given input parameters are usually only slightly varied or kept
constant in-between iterations.
The simulated pro�les for both geometries are compared to experimental data
upstream at the outer mid-plane in �gure 5.4. The solid green and blue dashed
lines represent the simulated pro�les from the 3D and 2D simulations, respec-
tively.
The electron temperature Te was measured with the lithium-beam and the
edge Thomson scattering diagnostics, which provides additional data for the
electron density ne. Edge pro�les in ASDEX Upgrade are routinely shifted to
match characteristic values at the separatrix, as both the magnetic equilibrium
reconstruction and the Thomson diagnostic have radial uncertainties that can

63



5: Modeling results

sum up to 1.5 cm in some cases [42].
For this analysis, the data from the Thomson scattering diagnostics is shifted
by 9mm to match a separatrix temperature of Te = 50 − 60 eV, which is
characteristic for L-mode discharges in ASDEX Upgrade [70, 71]. The same
shift was applied to the Thomson density data. The data obtained from the
lithium-beam diagnostic was shifted by −3mm to match the Thomson data
at the separatrix.
In �gure 5.4 a) the simulated electron densities are compared to experimental
data. Additionally the perpendicular transport coe�cient is plotted with a
dotted blue line. Both simulated pro�les agree reasonably well with the exper-
imental data from the lithium beam and only show a slight di�erence around
ρ = 1.01. For the electron temperature in �gure 5.4 b) and the ion temperature
in c) the simulated pro�les again overlap almost completely over the whole ra-
dial domain. While the match to the experimental electron temperature could
be veri�ed, the CXRS measurements did not provide reliable ion temperatures
at the simulated radial positions.

Downstream at the divertor target plates the simulated pro�les of both sim-
ulations were compared to electron temperature and ion saturation current
obtained from Langmuir probes and the simulated heat �ux to the target is
plotted against the heat �ux as obtained from infrared thermography, which is
depicted in �gure 5.5. The 3D simulation data is plotted with solid lines and
the 2D case with dashed lines. Simulated as well as experimental data at the
inner and outer target is colored in red blue, respectively.
Figure 5.5 a) shows a good agreement between experimental and simulated val-
ues for the ion saturation current. Small discrepancies between the simulation
cases are present around ρ = 1.01 for the outer target, where the simulated
pro�les underestimate the pro�le width suggested by experimental data. At
the inner target the experimental data even suggest a di�erent pro�le shape,
which is also visible in the comparison of electron temperatures at the inner
target in 5.5 b).
The electron temperatures at the target are slightly smaller (about 3 eV) in
the 2D case at both target plates radially outwards, even though the peak
temperature at the inner target is about 1 eV higher than in the 3D case. The
pro�le shapes are very similar for both simulation cases with the 2D simulated
pro�le being slightly more peaked at the inner target. While both simulation
pro�les agree reasonably well with the shape of the experimental data at the
outer divertor, the pro�les at the inner target are far o� and the experiment
suggests a far larger asymmetry, which is only visible in the simulated heat
�ux for inner and outer target. The outer divertor target in ASDEX Upgrade
usually experiences higher heat �uxes and hence has a larger in�uence on the
pro�les at the outer mid-plane.

Matching simulation pro�les with experimental data at the inner and the outer
divertor proves very di�cult even in simulations that include plasma drifts
and currents in the divertor plasma [72, 73], which drive these experimentally
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Figure 5.4: Comparison of 3D and 2D simulation results with experimental data upstream
at the outer mid-plane. a) electron density, b) electron temperature, c) ion temperature.
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Figure 5.5: Comparison of both 3D and 2D simulation results with experimental data
downstream at the divertor target. a) Ion saturation current : experimental data from
Langmuir probes. b) Plasma temperature at the divertor target, c) Heat �ux perpendicular
to the divertor target : experimental data from an infrared camera.

observed asymmetries. Because EMC3-EIRENE does not yet include these
e�ects and the research interest mainly focuses on properties at the outer di-
vertor and the outer mid-plane, the match of experimental and simulated data
at the outer target was prioritized and the missing asymmetry, i.e. the missing
match at the inner target, in ion saturation current and electron temperature
is accepted.
In the comparison of experimental and simulated heat �ux density pro�les in
�gure 5.5 c) the 2D and 3D simulated data have slightly di�erent shapes, but
agree well with the experimental data, that was shifted by −0.05MW/m2 due
to a strong background.
The comparison of simulated upstream and downstream pro�les yields only
minor di�erences in the plasma parameters between the 3D and 2D simulation
setups.
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5.1. Plasma background simulations of #32024 with EMC3-EIRENE

5.1.4 Comparison of background �ows and particle sources

With the focus of this thesis being on impurity migration, plasma �ows were
analysed in poloidal cross sections at several toroidal angles. Plasma �ows are
given in terms of the Mach number

M =
vi
cs

=
vi√
Te+Ti

mi

, (5.1)

which is the ratio of the ion �uid velocity and the plasma sound speed. Large
di�erences in the Mach patterns between the 3D and the 2D geometries were
observed.
A poloidal cross section of the plasma �ow at the toroidal angle of ϕ = 24.5 ◦,
which is indicated in �gures 5.2 and 5.3, can be seen in �gure 5.6 a). The sign
of the Mach number indicates whether particles �ow in toroidal direction or
against the toroidal direction. With the �eld line angle this direction indicates
whether the plasma �ows towards the inner or outer target plate. The �ow
patterns in 2D and 3D geometries di�er at ϕ = 24.5 ◦, far away from the local
in�uence of the rib limiters or the mid-plane collector probe. A pronounced
plasma �ow in toroidal direction can be directly associated with the mid-plane
collector probe that is located at a toroidal angle of 44.5 ◦, 20 ◦ away from the
plotted cross-section. The stream is highlighted by the black arrow in the right
hand side picture.
In 2D geometry the area of �ow reversal, i.e. the read area with M < 0, where
the �ow is directed towards the inner target instead of the outer one, is very
symmetric at the top of the chamber, while in 3D geometry this area is located
at the outer mid-plane. The areas are indicated by the black dashed line.
As the plasma �ow is governed by particle sources, the ionisation sources were
compared in both geometries in �gure 5.6 b). While the ionisation source
distribution is very similar on the HFS, large di�erences are visible at the
LFS. Compared to the results in 2D geometry, the region of strong ionisation
sources reaches far more poloidally upwards in 3D geometry. The distribution
in 2D geometry, however, exhibits a strong ionisation source close to the outer
bypass (see �gures 5.2 and 5.3), that is not visible in the distribution in 3D
geometry. To understand the distribution of ionisation sources it is necessary
to have a look at the neutral particle distribution, depicted in �gure 5.6 c).
While the distribution on the HFS is essentially identical there are notable
di�erences on the LFS, similarly as already observed for the distribution of
ionisation sources. The pronounced region of a higher ionisation source at the
outer bypass correlates with a region of higher neutral density in the 2D case,
again indicated by a rectangle. This can be explained by neutral particles from
behind the divertor structure, that enter the plasma through the outer bypass.
They cannot move further upwards outside the plasma because of the fully
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closed wall in the 2D geometry. In the 3D geometry, this hindrance only occurs
at toroidal positions where rib limiters are present. Between the limiters,
however, particles can move poloidally upwards, resulting in a reservoir of
neutral particles as visible on the LFS in �gure 5.6 c). Particles from this
reservoir can enter the plasma at much larger poloidal angles compared to the
2D geometry, explaining both the di�erences in neutral density and ionisation
source distribution, that drives the plasma �ow.
The di�erences in ionisation source and neutral density become even more
evident when the quantities are integrated over the toroidal and the radial
indices in the SOL and at identical poloidal indices. The resulting curves are
plotted for the toroidal angle from 30 to 60 ◦ in �gure 5.7 for both geometries.
Comparing the ionisation sources shows the peak at the poloidal indices around
the outer bypass in 2D geometry, where in 3D geometry a local minimum
is located. In 3D geometry the ionisation sources then increase quickly and
slowly decrease again up to the position of the mid-plane collector probe, where
another clear peak can be identi�ed. This behaviour can be explained after
looking at the implemented 3D wall geometry in �gure 5.2.
Particles that enter the outer bypass region from behind the divertor structure
must pass through a small gap that acts like a line source for neutral particles.
Particles that went through the gap, must have a certain momentum poloidally
upwards, resulting in less ionisation sources directly at the bypass position and
larger contribution poloidally upwards up to the poloidal position of the MEM,
where neutral particles are scattered or recycled. On the HFS, where the
heat shield geometry is identical in both geometries, the integrated ionisation
sources are very similar.
Similarly, the integrated curves of the neutral density di�er much more on the
LFS than on the HFS. Around the outer bypass a local maximum can be seen
in both geometries. While in the 2D geometry these particles can only enter
the plasma around these indices, resulting in the peak in ionisation sources,
the reservoir of neutral particles can clearly be seen in poloidal indices from
150 to 250 in the 3D geometry. The slight peak around the MEM position can
be attributed to neutral particles that are scattered and recycled at the probe.
These recycled particles and particles recycled at the rib limiters contribute
to the accumulation of neutral particles between the limiters and can have an
in�uence on the observed neutral particle distributions and ionisation sources.
To clarify these contributions, the recycling sources in both geometries were
investigated in more detail.
To that end the poloidal distribution of recycling sources in both simulations
was analysed in �gure 5.8. The area labels on the x-axis are indicated in �gures
5.2 and 5.3 and the total number of recycled particles is indicated in the top
right corner. In both geometries the majority of particles are recycled in the
divertor. Outside the divertor more particles are recycled in the region around
the outer bypass in 2D geometry, while in all other areas the recycling sources
are slightly larger in 3D geometry.
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Figure 5.6: Comparison of data in the poloidal cross sections from simulations in 2D (left)
and 3D (right) geometry at φ = 24.5 ◦. a) Plasma �ow pattern as indicated by the Mach
number. b) Ionization source distribution. Indicated and enlarged by the grey rectangles is
the outer bypass region. c) Distribution of the neutral density. The same region as in b) is
indicated by the grey rectangle.
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Figure 5.7: Integrated 2D and 3D ionization source and neutral density distributions along
the poloidal index outside of the divertor, region from 30◦ to 60◦. Note that the ionization
is plotted linearly, while the neutral density is plotted logarithmically.

Figure 5.8: Neutral particles launched from di�erent areas as a result of recycling in 2D
and in 3D geometry. The fractions indicate the launched particles of an area divided by
the total number of launched neutral particles from recycling. Wall areas are indicated in
�gures 5.2 and 5.3.
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In a next step the simulations were conducted again with modi�ed recycling
sources. To investigate the in�uence of main chamber sources on the observed
distributions, the launch of recycled particles was limited to the regions inner
and outer target, i.e. the divertor. The then obtained distributions were again
integrated radially and toroidally and compared to the curves from the previous
simulations, where all recycling sources were allowed. Figure 5.9 shows the
comparison of the neutral density. In 3D geometry the curves are very similar
in the whole main chamber, revealing that even the peak around the MEM
position mainly stems from neutral particles from the divertor that moved
poloidally upwards and were scattered at the probe. Even though the curves
in 2D geometry are also quite close, pronounced areas around the poloidal
indices of 260 and 400 disappeared, when the main chamber recycling sources
are switched o�. Thus those peaks were contributed by recycling at leading
edges in the main chamber geometry.

Figure 5.9: 2D and 3D neutral density (sum of atom and molecular neutral density)
distribution along the poloidal index, integrated over the radial and toroidal indices in the
SOL, outside of the divertor region, from 30◦ to 60◦.

Looking at the distribution of ionisation sources in �gure 5.10 reveals that
also the ionisation sources in the main chamber are predominantly fueled by
neutral particles that were recycled in the divertor. In 2D geometry the small
bump around the poloidal index of 400 disappeared, which can be related to
the missing peak in neutral particles when main chamber recycling sources are
switched o�.
Thus the recycling analysis reveals that the di�erences in neutral density, ion-
isation source distribution and plasma �ow are driven by the di�erences in
neutral particle transport paths from the divertor to the main chamber and
not by di�erences in recycling in the main chamber due to di�erent geometries
at the LFS. To accurately interpret impurity migration experiments with 3D
codes it is therefore required to implemented an appropriate 3D geometry for
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Figure 5.10: 2D and 3D ionization source distributions along the poloidal index, integrated
over the radial and toroidal indices in the SOL from 30◦ to 60◦.

the neutrals. The good match of the plasma data for both geometries in con-
trast to the poor match of the neutral distribution suggests that commonly
used plasma parameters like Te, Ti and ne can accurately be obtained with
a 2D symmetric wall following the apex of the limiters, whereas the neutral
distribution and hence the resulting plasma �ows in the SOL are depended on
the full 3D geometry.

5.2 3D WallDYN simulations for #32024

The main motivation to investigate impurity migration with 3D codes is linked
to observed mismatches between experimentally obtained values of 15N de-
position at the mid-plane and predicted values from 2D simulations in [12],
where the deposition was calculated assuming an e�ective deposition based on
a particle �ux extrapolated from background plasma parameters, an e�ective
net deposition factor based on SDTrimSP calculations and the exposure time.
These assumption could not cover the dynamic interaction of �uxes from the
deposition probe with other wall elements in 3D, even if the extrapolated 15N
�ux to the mid-plane collector probe is in the right order of magnitude [69].
To setup the 3D WallDYN simulation, the geometry in �gure 5.2 was discre-
tised into 1312 wall tiles. The area on top of the chamber, that does not
intersect the plasma grid, has been omitted and particles leaving the grid at
that position are taken into account by the normalisation of the re-distribution
matrix (see section 4.3.4).
The re-distribution matrix was calculated with the kinetic impurity model (see
equation 4.10) based on the plasma background in 3D geometry from section
5.1 and consisted of 1312 reduced EMC3-EIRENE simulations for each im-
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purity. In contrast to plasma background simulations with EMC3-EIRENE
these reduced simulations consist only of running the impurity and the post-
processing module. They were used to simulate the deposition of impurities
launched from a point source at each wall tile. For each of these source tiles,
the deposition on every destination wall tile is expressed by the fraction of
deposited particles by launched particles in the re-distribution matrix.
To compare the migration in 3D to previous 2D migration results, the obtained
3D re-distribution matrix for 15N was mapped to the 2D geometry that was
used in [12] for 2D WallDYN simulations, by projecting the 3D geometry into
2D and �nding the closest wall tile in the 2D geometry.
In �gure 5.11 the closed 2D wall geometry is colored in red and the wall tile
number is indicated. In blue the projected 3D geometry is indicated. The wall
tiles in 2D are associated to the following labels:

� HFS wall: tiles 0�8

� top section of the wall: tiles 8�11

� LFS wall (rib limiters and collector probe in 3D): tiles 11�18

� outer target: tiles 18�39

� dome structure: tiles 39�48

� inner target: tiles 48�59.

Figure 5.12 compares the re-distribution matrix for 15N from an EMC3 simula-
tion, projected into the 2D geometry, with the 2D re-distribution matrix calcu-
lated with the impurity transport code DIVIMP [68] on a SOLPS background,
showing that the re-distribution follows a similar pattern in both geometries.
The white horizontal and vertical bars in the re-distribution matrices corre-
spond to gaps in the 3D geometry: The top of the chamber at tiles 8 to 10
and the pumping ducts in the divertor around the tiles 40 and 48.
In the 3D matrix, more particles are transported from source tiles 0 to 25 to
the destination tiles 24 to 30 in comparison to the 2D matrix. This means
that more particles from the main chamber and parts of the outer target end
up at the outer target in the 3D geometry. In the 2D re-distribution matrix
more particles from tiles 0 to 10 end up at tiles 10 to 20, meaning that more
particles from the HFS wall and the chambers top are transported to the LFS
wall. Still, both matrices exhibit quite similar features and observed di�erences
can be attributed to di�erences in the simulated geometry and especially the
di�erent plasma backgrounds.
A suspected reason for the mismatch between experimentally obtained 15N
deposition data at the mid-plane collection probe and predicted results by
2D WallDYN simulations in [12] is the neglected in�uence of the 3D geom-
etry. In [69] it was demonstrated that the 3D geometry on the LFS yields
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Figure 5.11: Discretised wall in 2D WallDYN simulations in [12] depicted in red with
annotations for the index of some discretised wall tiles. The projection of the 3D geometry
from �gure 5.2 is depicted in blue.

Figure 5.12: Comparison of 2D re-distribution matrix for 15N as calculated by DIVIMP
on a SOLPS background and the 3D re-distribution from EMC3 projected onto the same
2D geometry (see �gure 5.11).
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Figure 5.13: Comparison of 3D re-distribution matrices for 15N from EMC3 with toroidally
symmetric wall (see �gure 5.3) and 3D wall (see �gure 5.2) projected onto the 2D geometry
from [12]. The rectangle highlights the most important di�erence.

di�erent plasma �ow patterns than a closed, toroidally symmetric wall geome-
try, when simulating plasma backgrounds with EMC3-EIRENE. On the other
hand, plasma density and temperature do not change signi�cantly at the sim-
ulated LFS mid-plane collector probe. To investigate whether the observed
changes in plasma �ow patterns are strongly pronounced in the re-distribution
matrices, a 3D WallDYN simulation was set up in the toroidally symmetric
wall of �gure 5.3 including 1342 wall tiles. For consistency, the then calculated
re-distribution matrix of 15N is also projected onto the 2D geometry (�gure
5.11), and is compared to the projected re-distribution matrix of the full 3D
geometry in �gure 5.13. While both matrices are very similar, a closer look
at the destination tiles 10 to 18, highlighted by the rectangle, reveals that
signi�cantly more particles are deposited at the LFS wall elements in 3D ge-
ometry than in 2D geometry, when the re-distribution of 15N is calculated in
the respective background plasmas.
To include the mid-plane collector probe in the re-distribution calculations, the
actual 3D WallDYN run was set up in the 3D geometry and the re-distribution
matrices for 15N and 184W were calculated with the plasma background from
the 3D geometry. The impact angle of incoming particles was set to 48 ◦ at
every of the 1312 wall tiles, which has been shown to be the average impact
angles for a rough surface [74]. The reaction zone width was �xed at dx = 10Å,
where the WallDYN surface model agreed best with SDTrimSP simulations.
To have temperature values at the dome, which is not intersecting with the
plasma grid, values of the closest plasma grid cell are taken, similarly to the
method that takes particles lost above the dome into account as brie�y de-
scribed in section 4.3.4. To save computational resources the maximal charge
state of tungsten was limited to 20, while for nitrogen all 7 charge states were
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Figure 5.14: Calculated 15N sources from WallDYN in units of �ux density at the �rst
time step. The point source is represented by a single wall tile that seeds all 15N, while in the
toroidally averaged source, the total seeding is averaged over tiles in the toroidal direction.

allowed. The maximum concentration of 15N in the reaction zone is capped at
cmax = 0.3 resulting in a re�ection yield of 1 for concentrations above c = 0.3
(see section 4.3.2).
In the experiment, the average seeding rate in the discharge #32024 was
Γseed,total = 2.9 · 1020 15N/s, seeded from two valves in the divertor. In Wall-
DYN only 60 ◦ of the geometry is simulated and setting the seeding strength
of a point source in this segment to Γseed,tile = Γseed,total/2 could lead to an
overestimation of the deposited 15N, because the actual geometry would then
consist of 6 sources and hence to 3 times more seeding than in the experiment.
Therefore di�erent seeding con�gurations were compared in the simulation:
In one variation the point source, represented by a single wall tile, has a seed-
ing rate of Γseed,tile = Γseed,total/2 and another variation was set up with a point
source having a seeding strength of Γseed,tile = Γseed,total/6. The point source in
WallDYN is simulated by setting only a single wall tile as seeding source and
the seeding position was chosen to re�ect the same poloidal position as in the
experiment.

In 2D WallDYN simulations the seeding source is a single tile in the 2D
wall. For 3D simulations this means a toroidally averaged source and hence
an additional variation with a toroidally averaged source was set up with
Γseed,tile = Γseed,total/6·Atile/Asegment, where Atile is the area of a seeding tile and
Asegment the sum of the area of all seeding tiles in the segment. The seeding
positions of the point source and the toroidally averaged source are shown in
�gure 5.14, where the initial 15N sources from all tiles are depicted as calculated
by WallDYN at t = 0 s.
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Figure 5.15: 15N deposition at the sides of the mid-plane collector probe for D⊥,15N =
0.5m2/s.

Apart from the seeding location and the source strength, also the perpendicular
transport coe�cient for impurities was varied. Following the closest match
between experimental data and simulation from Fig. 9 in [12] a constant
perpendicular transport coe�cient was chosen for some variations. In �gure
5.15 the re-distribution matrix with D⊥,15N = 0.5m2/s was used in WallDYN
and calculated 15N in�uxes were use in SDTrimSP to calculate the areal density
of 15N. In �gure 5.15, the results are compared to experimental data which
has already been introduced in section 3.5.
All re-distribution matrices utilised for the 3D WallDYN simulations were
normalised with the adapted norm method (see section 4.3.4, �gure 4.7). A
comparison to the default norm method can be found in the appendix in �gure
A.4, demonstrating that the chosen norm has only little in�uence on the �nal
results.
The experimental data on the left picture in �gure 5.15 is from the side of the
mid-plane collector probe that is facing the distant limiter (blue data point
in �gure 3.9), while the experimental data on the right picture corresponds
to the data facing the close by limiter (red data point in �gure 3.9). While
the experimental data shows signi�cant deposition in the limiter shadow on
the side facing the distant limiter, the simulation results assuming a constant
perpendicular transport coe�cient of D⊥,15N = 0.5m2/s drop close to no de-
position in the limiter shadow on both sides of the probe.
In absolute terms the simulation results of the point source with a seeding
strength of Γseed = Γtotal/2 matches the experimental data best along these
variations. However, the simulations do not accurately reproduce the depo-
sition of 15N in the limiter shadow and the pro�le shape does not match the
experimental pro�le shape. Also the exponential fall-o� lengths, listed in ta-
ble 5.1, are more than a factor 2 shorter on the probe side facing the distant
limiter and almost a factor of 3 on the probe side facing the close by limiter,
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Figure 5.16: 15N deposition at the sides of mid-plane collector probe for D⊥,15N = D⊥,D

when the data in the limiter shadow is included in the �ts.

Table 5.1: Fall-o� length of an exponential �t to the data including the limiter shadow for
di�erent seeding variations with D⊥,15N = 0.5m2/s and D⊥,15N = D⊥,D.

seeding variation distant limiter close by limiter

point Γseed = Γtotal/2, 0.5m2/s 0.98 cm 1.35 cm
point Γseed = Γtotal/6, 0.5m2/s 0.98 cm 1.43 cm
toroidally averaged, 0.5m2/s 1.13 cm 1.27 cm
point Γseed = Γtotal/2, D⊥,D 1.92 cm 2.37 cm
point Γseed = Γtotal/6, D⊥,D 1.95 cm 2.34 cm
toroidally averaged, D⊥,D 1.99 cm 2.35 cm

experiment 2.47 cm 3.30 cm

Since in the D⊥ = 0.5m2/s variation no 15N was deposited in the limiter,
new re-distribution matrices were calculated with D⊥,15N = D⊥,D, assuming
that impurities follow the same poloidally varying perpendicular transport
coe�cient pro�le as the main plasma species. In the far SOL D⊥,D has a value
of about 1.5m2/s. The pro�le of the perpendicular transport coe�cient has
been shown in �gure 5.4.
In �gure 5.16 the simulated deposition of 15N for D⊥,15N = D⊥,D is again com-
pared to the experimental data at the two sides of the MEM. With the higher
transport coe�cients in the far SOL, the simulations show 15N deposition in
the limiter shadows. As in the experiment all seeding variations show more
deposition in the limiter shadow on the probe side facing the distant limiter,
compared to the side facing the nearby limiter. When focusing on the limiter
shadow the best match between simulations and experimental data is achieved
with the point source having a seeding strength of Γseed = Γtotal/2.
This seeding variation, however, does overestimate the deposition on probe
tiles in the plasma by roughly a factor of 2. Both the toroidally averaged
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source and the point source with Γseed = Γtotal/6 underestimate the deposition
along the whole pro�le slightly but do agree well with the pro�le shape. The
calculated exponential fall-o� lengths in table 5.1 are still shorter than the ex-
perimental one, but are much closer than in the case with D⊥,15N = 0.5m2/s.
It can hence be concluded that 3D WallDYN simulations can reproduce the
experimentally observed deposition of 15N on the mid-plane collector probe,
including deposition in the limiter shadows if the perpendicular transport co-
e�cients are chosen appropriately, signi�cantly better than previous 2D Wall-
DYN simulations (compare to 2D WallDYN results in [12]).
In the cases of the toroidally averaged source with Γseed,total = Γtotal/6 and the
point source with a seeding strength of Γseed = Γtotal/6 only minor di�erences
can be seen in the simulated 15N deposition on the mid-plane collector probe.
This demonstrates, that averaging the source toroidally has only a small e�ect.
Along the conducted variations the simulations with the toroidally averaged
source and the point source with Γseed = Γtotal/6 match the experimental
data at the mid-plane collector probe best, when the perpendicular trans-
port coe�cient of 15N is identical to the main plasma transport coe�cient,
D⊥,15N = D⊥,D, while the point source with Γseed = Γtotal/2 matches the depo-
sition in the limiter shadow best.

Apart from deposition data at the outer mid-plane, the divertor manipulator
system provided experimental deposition data at the outer divertor for the
discharge series around #32024. A comparison of simulated data with experi-
mentally obtained values at the outer divertor is shown in �gure 5.17. On the
left hand side, the simulated 15N deposition is depicted with variations of the
seeding source for D⊥,15N = 0.5m2/s and on the right hand side the results
obtained for D⊥,15N = D⊥,D can be seen.
Simulated deposition pro�les were toroidally averaged over a length corre-
sponding to the actual size of the divertor manipulator system, even though
the simulated pro�les are mostly toroidally symmetric in the divertor. The
seeding variations of the toroidally averaged source and the point source with
Γseed = Γtotal/6 result in almost identical deposition results in the divertor,
independently of the chosen perpendicular transport coe�cients.
The simulated 15N deposition in the private �ux region, to the left of the strike
line, is underestimated in all cases and does not show a strong peak. As the
transport in the private �ux region is strongly governed by drifts, which are
not included in EMC3-EIRENE, this mismatch is not surprising.
For the variations with D⊥,15N = 0.5m2/s, the experimental deposition data
outside the private �ux region in the divertor is matched well by the point
source with Γseed = Γtotal/2, while the deposition in the private �ux region is
underestimated. The simulations with a point source having Γseed = Γtotal/6
and the toroidally averaged source result in simulated deposition pro�les that
agree with the trend of the experimental data in the SOL, with a less pro-
nounced peak close to the strike line. The results of the variation with Γseed =
Γtotal/6 are not visible in �gure 5.17, because they are almost identical with
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Figure 5.17: Comparison of simulated 15N deposition and experimentally obtained data in
the outer divertor for discharge#32024 for di�erent seeding rates and di�erent perpendicular
transport coe�cients for simulated impurities.

the results of the toroidally averaged source.
Utilising the re-distribution matrix of D⊥,15N = D⊥,D results in the simulated
deposition pro�les in the right picture of �gure 5.17. The simulated deposition
pro�le using a point source with Γseed = Γtotal/2 agrees rather well with the
experimental data, but is not as peaked close to the strike line and features
an additional peak at s ≈ 1.13m. Reducing the seeding to Γseed = Γtotal/6
with the point source or averaging the point source toroidally results in an
underestimation along the whole divertor.
For both variations of perpendicular transport coe�cients (D⊥,15N = 0.5m2/s

and D⊥,15N = D⊥,D), the best match between simulated 15N deposition and ex-
perimental results is achieved with the point source having a seeding strength
of Γseed = Γtotal/2.

The best overall matching variation was achieved with the point source with
Γseed = Γtotal/2 and a perpendicular transport coe�cient of D⊥,15N = D⊥,D. In
this variation the simulated 15N deposition in the limiter shadows upstream
agreed well with the experimental data, while the simulated 15N deposition at
the plasma exposed area of the probe is overestimated by a factor of 1.5− 2.0.
At the same time the simulated 15N deposition outside the PFR in the divertor
agrees reasonably well with the experimental results.
The achieved match between the simulated and the experimentally measured
15N deposition for a seeding source with Γseed = Γtotal/2 and a perpendicular
transport coe�cient of D⊥,15N = D⊥,D suggests that the 15N concentration
in the plasma is not completely toroidally symmetric, because the simulated
geometry represents only 1/6 of the full torus. It suggests that 15N from a
seeding source in the divertor close to observed probes is preferably deposited
close to seeding valves before being recycled and distributed toroidally. The
obtained simulations results suggest that the e�ective seeding strength in the
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experiment is in between Γseed = Γtotal/2, which overestimates the deposition
slightly, and Γseed = Γtotal/6, which underestimates the deposition.

5.3 Background simulations of #35616 with EMC3-

EIRENE

To interpret the 15N deposition measured at the outer mid-plane probe and in
the divertor after the discharge series around discharge#35616, a plasma back-
ground was simulated with EMC3 as a basis to calculate a 3D re-distribution
matrix for WallDYN. The discharge #35616 was chosen because it had the
most stable divertor conditions of the series from #35610 to #35617.
The magnetic con�guration was the same as in discharge #32024. The seed-
ing location for 15N was changed to a single valve at the top of the tokamak,
which can maintain a small seeding �ux without modulation. The experiment
allows to investigate the 15N deposition with seeding from a di�erent poloidal
position than during #32024. The deuterium fueling in the divertor and at
the outer mid-plane remained the same. It was coupled to a feedback loop to
control the divertor temperature, resulting in two periods of increased seeding
for D2 in the timetrace in �gure 3.11, presented in section 3.5. The simulations
aim to reproduce the plasma background at t = 3.0 s, in the middle of the �at
top phase and in-between NBI blips.
The input values for the EMC3-EIRENE simulations were determined from
the averaged experimental data from t = 2.95 s to 3.05 s, where the physical
quantities were in a �attop phase. A more detailed investigation revealed that
the divertor quantities show fast oscillation which can be attributed to I-phase
oscillations as shown in �gure 3.10, in section 3.5.
Contrary to the goal of having a set of L-mode discharges, detailed investiga-
tions have shown that all discharges in the series around discharge #35616
were in I-phase. The integrated data analysis for t = 2.95 to 3.05 s re-
sults in a separatrix temperature of Te,sep ≈ 91 eV, a separatrix density of
ne,sep ≈ 0.96 · 1019m−3, a total heating power of Pheat,tot ≈ 1.30MW and a
total radiated power of Prad,tot ≈ 0.86MW. The total heating power consists
of Ohmic heating and electron cyclotron resonance heating. The simulation
volume was radially con�ned to a normalised plasma radius of ρ ≥ 0.98, re-
ducing the e�ective heating power to Pheat,eff ≈ 0.80MW and the e�ective
radiated power to Prad,eff ≈ 0.36MW as estimated by tomographic recon-
struction, which suggests Prad = 0.5MW inside the region of ρ < 0.98.
The radiated power in the simulation volume has to be radiated by the nitro-
gen impurity. To calculate the plasma background the nitrogen is seeded into
the plasma from all wall tiles to mimic the recycling of 15N at the wall. The
impurity distribution is calculated applying the �uid model from equation 2.16
and the total 15N density is scaled to match the given radiated power.
Deuterium is seeded from a point source in the divertor ba�e and the particle
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Figure 5.18: Enlarged detail of an overlap of simulations grids for discharge #35616 in
red and discharge #32024 in blue. It shows the X-point and the outer divertor region of the
grids.

balance is achieved by balancing the recycling �ux to achieve a separatrix den-
sity equal to the measured value of ne,sep. To account for pumping, a surface
with an albedo of 0.88 is located behind the outer divertor target plates.
The boundary conditions for the simulation volume are identical to the previ-
ously used ones in section 5.1.

A �eld aligned grid was constructed with magnetic equilibrium reconstruction.
In the experiment, the magnetic �eld con�guration was set to be identical to
the con�guration of discharge #32024 and hence the constructed grid is almost
identical for both simulated backgrounds. Di�erences can only be seen in an
enlarged detail of an overlap of both grids in �gure 5.18, where the grid of
discharge #35616 is shown in red and the grid calculated for discharge #32024
in blue. The detail shows the X-point region with the separatrix of both grids,
as well as the outer divertor region.

Identical to the previous background simulation for discharge #32024 in sec-
tion 5.1, the full grid consists of two grid with 30 ◦ toroidal extent. The sim-
ulations for discharge #35616 were conducted in the 3D geometry shown in
�gure 5.2. Matching a plasma background in this 3D geometry to experimental
data has proven quite di�cult due to fast oscillations in the divertor data and
a time dependency of the divertor heat �ux and hence the e�ective heating
power due to nitrogen build up in the plasma.
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In �gure 5.19 a) the simulated electron density pro�le is compared to the ex-
perimental data obtained from the lithium beam and the Thomson scattering
diagnostic. The right hand side axis indicates the perpendicular transport
coe�cient for the deuterium ions. The Thomson data varies close to the sepa-
ratrix, indicating a steep density pro�le, while the lithium beam data is much
smoother. The simulated pro�le is a compromise aiming to reproduce a steeper
pro�le around the separatrix while still matching the density data obtained
from the lithium beam. Note, that the Thomson pro�les are shifted by 3mm
radially outwards to match a separatrix temperature between 50 and 60 eV,
characteristic for L-mode discharges. Similarly to the previous simulations,
the lithium beam pro�le was shifted by 7mm radially inwards to match the
Thomson pro�le. The shifts are well within radial uncertainties from the mag-
netic equilibrium reconstruction and the Thomson diagnostic of up to 1.5 cm
for edge pro�les in ASDEX Upgrade [42].
The mismatch between the average separatrix temperature of Te,sep ≈ 91 eV as
predicted by the integrated data analysis and the typical L-mode temperatures
is linked to the I-phase oscillations and an oscillating separatrix position. In
�gure 5.19 b) the simulated electron temperature is compared to the electron
temperature obtained from the Thomson diagnostic with the blue dotted line
showing the perpendicular heat transport coe�cient. The simulated electron
temperature lies well within the experimental scatter.
The simulated ion temperature pro�le in �gure 5.19 c) matches the experimen-
tal data obtained from CXRS well at the separatrix and in the SOL, while the
experimental data suggest a higher temperature in the con�ned region.

In �gure 5.20 a) the simulated ion saturation current is plotted together with
the values obtained from Langmuir probes. Data at the inner target is shown
in red and results for the outer divertor are indicated in blue. The I-phase
oscillations at around 4 kHz result in a broad scatter of experimental data at
the inner divertor. In comparison to the simulated results the experimental
data indicate slightly broader pro�les outside the con�ned region and a faster
drop inside the con�ned region.
In �gure 5.20 b) the electron temperature at the target obtained from simula-
tions is compared to Langmuir probe data, that indicate a strong asymmetry
between inner and outer divertor. This asymmetry is not reproduced by the
EMC3-EIRENE simulations. The missing asymmetry in EMC3-EIRENE sim-
ulations has already been explained in section 5.1.3 for the simulated plasma
backgrounds for discharge #32024.
The experimental data at the outer target indicates a slightly higher peak tem-
perature than obtained from the simulations, but in �gure 5.20 c) the maximum
of the simulated heat �ux is very close to the peak obtained from IR thermog-
raphy, which additionally indicates a more narrow pro�le than calculated with
EMC3-EIRENE.

In summary, the simulated plasma background mostly agrees with the exper-
imental data within uncertainties, but does not reproduce all pro�les at the
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same time. Variations of input parameters and perpendicular transport pa-
rameters resulted in a better agreement of upstream pro�les, but were never
able to match experimental downstream data su�ciently at the same time.

5.4 3D WallDYN simulations for #35616

Based on the EMC3-EIRENE plasma background for #35616 re-distribution
matrices for 184W and 15N were calculated in the 3D geometry shown in �gure
5.2 for a total of 1367 wall elements. In contrast to the re-distribution matrices
for #32024, the top of the chamber was included in the re-distribution to setup
a point seeding source from the top in WallDYN simulations. All matrices were
normalised with the adapted norm (see section 4.3.4). 15N was seeded from a
single valve in sector 2, while the simulated geometry corresponds to the mid
of sector 6 to sector 9 (see �gure 3.6). The seeding location in the WallDYN
simulation was chosen such that it overlaps with the experimental seeding
location when the simulation geometry is re-produced in toroidal direction.
In �gure 5.21 the seeding location is indicated by the red tile at the top of
the chamber. On the right hand side the limiters and the mid-plane collector
probe are visible.
As in section 5.2 only minor di�erences between the toroidally averaged source
and the point source were observed, the WallDYN simulations for #35616 were
only carried out for point sources with varying seeding strengths.

weak source

strong source

Figure 5.21: Particle sources calculated by WallDYN before the �rst time step at the top
of the chamber. The seeding tile at the top of the chamber is colored in red and parts of
the limiters and the mid-plane collector probe are visible on the right hand side.

In the experiment, all 15N atoms were seeded from a single point source. This
is represented in a simulation with a point source with Γseed = Γtotal. As
the geometry is essentially multiplied six times in toroidal direction due to the
mapping boundary condition, this variation leads to a higher 15N content in the
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5.4. 3D WallDYN simulations for #35616

plasma than in the experiment. Due to the fact that the seeding valve in the
experiment was in a di�erent sector than the MEM, the e�ective 15N seeding
strength in the simulated segment was estimated to be between Γtotal/6 ≤
Γseed,eff ≤ Γtotal. Therefore, further simulations were conducted with seeding
rates of Γseed = Γtotal/2 and Γseed = Γtotal/6, from the same position.
Additionally, simulations at two values of the perpendicular transport coef-
�cients for 184W and 15N were carried out. As before, one variation with
constant perpendicular transport coe�cients of D⊥,15N = D⊥,185W = 0.5m2/s
and one with D⊥,15N = D⊥,185W = D⊥,D. The pro�le of D⊥,D is indicated in
�gure 5.19 a) in section 3.5.
WallDYN was again coupled to SDTrimSP to include the pro�le depth e�ects
of 15N deposition (see section 4.3.3). Simulation results using a re-distribution
matrix following D⊥,15N = 0.5m2/s are compared to experimentally obtain
values at the mid-plane collector probe in �gure 5.22. As introduced in section
3.5.2, four di�erent deposition pro�les were analysed experimentally (see �gure
3.12).
Two pro�les accumulated over several discharges, plotted in the left of �gure
5.22, and two pro�le accumulated during a single discharge, shown in the right
picture.
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Figure 5.22: Simulated deposition pro�les at the mid-plane collector probe as calculated
by coupling WallDYN to SDTrimSP for D⊥,15N = 0.5m2/s. The left hand side picture

shows the deposited 15N during single discharge experiments and on the right hand side the
deposition after multiple discharges.

Experiment 1 and 2 refer to the di�erent exposure positions on the mid-plane
collector probe with cap that was rotated in between discharges and hence
correspond to di�erent discharges.
In the left picture, experiment 1 and 2 correspond to the 15N deposition accu-
mulated after discharges #35610 to #35612 and discharges #35615, #35616,
respectively (position 1 and 3 in �gure 3.12 in section 3.5).
In the right picture, experiment 1 and 2 refer to the measured 15N deposition
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5: Modeling results

from discharges #35613 and #35617, respectively (position 2 and 4 in �gure
3.12 in section 3.5).
The simulated data is identical in both pictures. The comparison shows that
the simulation with a point source having Γseed = Γtotal/6 underestimates the
deposition by a factor of 2 to 3 along the radial extent, while a point source
with Γseed = Γtotal overestimates the peak value by roughly a factor of 1.5. The
simulation results with Γseed = Γtotal/2 agrees very well with the experimental
data at the mid-plane collector probe.

Table 5.2: Fall-o� length of an exponential �t to the data including the limiter shadow for
D⊥,15N = 0.5m2/s.

seeding variation fall-o� length

pointsource Γseed = Γtotal 1.45 cm
pointsource Γseed = Γtotal/2 1.55 cm
pointsource Γseed = Γtotal/6 1.50 cm
experiment 1 single discharge 2.47 cm
experiment 2 single discharge 2.22 cm

experiment 1 multiple discharges 2.08 cm
experiment 2 multiple discharges 1.95 cm

The comparison in table 5.2 shows that the simulated pro�les have a shorter
fall-o� lengths than the experimental pro�les. As in the simulations for dis-
charge#32024 the fall-o� length is mainly independent of the seeding strength.
Even though, the run with Γseed = Γtotal/2 is closest to the experimental fall-o�
lengths.
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Figure 5.23: The same deposition pro�les as in �gure 5.22 but with perpendicular transport
coe�cient D⊥,15N = D⊥,D.

Simulation results using the re-distribution matrix with D⊥,15N = D⊥,D are
compared to data from the mid-plane collector probe in �gure 5.23. The
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5.4. 3D WallDYN simulations for #35616

experimentally obtained deposition data in the left picture again corresponds
to pro�les accumulated over several discharges and the right picture shows the
data obtained by NRA for the accumulation during a single discharge.
Assuming the same transport coe�cient for main plasma ions and impurities
in WallDYN results in an overestimation of the deposition by a factor of at
least 2 and even more in the limiter shadow for point sources with seeding
strengths of Γseed = Γtotal and Γtotal/2. A point source having Γseed = Γtotal/6
on the other hand results in deposition pro�les that agree rather well with the
data obtained from NRA both in the limiter shadow and in the plasma.
The fall-o� lengths of simulated deposition pro�les with D⊥,15N = D⊥,D are
only slightly larger than in the experiment for point sources with Γseed = Γtotal

and Γtotal/2 as shown in table 5.3. The fall-o� length obtained from a point
source with Γseed = Γtotal/6 even lies in the range of experimentally obtained
fall-o� lengths.

Table 5.3: Fall-o� length of an exponential �t to the data including the limiter shadow for
D⊥,15N = D⊥,D.

seeding variation fall-o� length

pointsource Γseed = Γtotal 2.60 cm
pointsource Γseed = Γtotal/2 2.51 cm
pointsource Γseed = Γtotal/6 2.34 cm
experiment 1 single discharge 2.47 cm
experiment 2 single discharge 2.22 cm

experiment 1 multiple discharges 2.08 cm
experiment 2 multiple discharges 1.95 cm

Since for both values of the perpendicular transport coe�cients, the best match
with the experimental data is found for di�erent seeding strengths, a com-
parison to experimental data in the divertor is necessary. In the discharge
series around #35616, the DIM samples are made of molybdenum with vary-
ing roughness and markers (see �gure 3.13). Because all other tiles in the
divertor during that discharge series are tungsten tiles and expected 15N de-
position is very similar between molybdenum and tungsten (see �gure 3.8), a
pure tungsten divertor was simulated in WallDYN.
The left side of �gure 5.24 compares the simulated 15N deposition pro�les in
the divertor for D⊥,15N = 0.5m2/s with experimental data obtained from nu-
clear reaction analysis (NRA) of samples exposed on the divertor manipulator.
The y-axis is limited to 5 for better comparison with the picture on the right
hand side, where the results with D⊥,15N = D⊥,D are presented. A full range
version can be found in the appendix in �gure A.5.
The simulation results show a slight overestimation of 15N deposition left of
the strike line in the private �ux region for Γseed = Γtotal/6 and a large over-
estimation for Γseed = Γtotal/2. The deposition in the case Γseed = Γtotal is
even larger, does not match the experimental data left of strike line and also
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5: Modeling results

overestimates the deposition to the right of the strike line.
For Γseed = Γtotal/6 the deposition pro�le is peaked slightly to the right of the
strike line, not matching the peak position of the experimental data. How-
ever, shifting experimental data or simulated data horizontally would result in
rather good agreement.
The peak of the 15N deposition pro�le of the variation with Γseed = Γtotal/2 is
out of the scale and in combination with the overestimation in the private �ux
region, the experimental data cannot be matched in the divertor. This varia-
tion matches the experimental data at the mid-place collector probe best, but
as it does not match the experimental results in the divertor, the simulation
case is not considered representative for the experiment.
The seeding level Γseed = Γtotal/6 more or less matches the divertor data but
underestimates the deposition at the mid-plane and the variation with Γseed =
Γtotal largely overestimates the deposition of 15N in the divertor. Therefore, for
all seeding levels the simulated deposition does not agree with experimental
data when a constant perpendicular transport coe�cient of D⊥,15N = 0.5m2/s
is chosen.
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Figure 5.24: Comparison of simulated 15N deposition and experimentally obtained data
in the outer divertor for the discharge series around #35616 for di�erent seeding variations
and di�erent perpendicular transport coe�cients for simulated impurities.

For D⊥,15N = D⊥,D, on the right hand side of �gure 5.24, the seeding cases
Γseed = Γtotal and Γtotal/2 both overestimate the deposition along the whole
divertor, which was already observed at the mid-plane. For the case Γseed =
Γtotal/6 the deposition in the private �ux region is slightly smaller than in the
same seeding case with D⊥,15N = 0.5m2/s, but has a slightly larger peak close
to the strike line.
In summary, the seeding variation Γseed = Γtotal/6 with the perpendicular
transport parameter D⊥,15N = D⊥,D matches the experimental data best. The
simulation is in very good agreement with experimental data at the mid-plane
and shows reasonable agreement in the divertor.
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5.4. 3D WallDYN simulations for #35616

As during the experiment the seeding source was located at a di�erent toroidal
position than in the simulation setup, the majority of 15N reaching the sim-
ulated segment, which represents only 1/6 of the full geometry, during the
experiment has been recycled multiple times before reaching the mid-plane
probe. The reasonable match between the simulated and experimentally mea-
sured 15N deposition with Γseed = Γtotal/6 suggests that the 15N concentration
during the experiment was mostly toroidally symmetric. It also indicates that
the poloidal position of the seeding source does not have a strong in�uence on
the 15N deposition at the MEM and at the analysed positions in the divertor.
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Chapter 6

Summary and conclusion

The presented work contributes to the understanding of impurity migration in
tokamaks, which is relevant to optimise radiative cooling of the plasma edge
and governs the formation of mixed material layers at the �rst wall. In previous
work the nitrogen areal densities as determined by nuclear reaction analysis
could be reproduced by 2D simulations in the divertor of ASDEX Upgrade,
but not at the outer mid-plane. Therefore, it was suggested that the in�uence
of 3D geometry is crucial for a comprehensive understanding of impurity mi-
gration in magnetic con�nement fusion devices.
The 3D extension of WallDYN utilizing EMC3-EIRENE enables the investi-
gation of impurity migration in 3D geometry, including features like poloidal
rib limiters and probes.
In this thesis, the in�uence of the 3D geometry on plasma parameters was in-
vestigated by simulating plasma backgrounds for ASDEX Upgrade discharge
#32024, a �at top L-mode discharge with nitrogen seeding from the divertor, in
2D and 3D geometry with the scrape-o� layer transport code EMC3-EIRENE
(section 5.1). To match available experimental data with the simulated plasma
background, the perpendicular transport coe�cients were adapted in the 3D
simulation and were kept identical for the simulation in 2D geometry.
The di�erences between 2D and 3D simulation results with respect to com-
monly used plasma parameters at the low �eld side, such as the electron tem-
perature Te, the electron density ne, and the ion temperature Ti, and plasma
parameters at the divertor targets plates, such as the saturation current jsat,
the electron temperature Te,target, and the heat �ux perpendicular to the target
plate q⊥, were found to be negligible.
However, the plasma �ow, which strongly in�uences the transport of impuri-
ties, is signi�cantly di�erent in 2D and 3D simulations. Through analyses of
recycling sources these di�erences could be attributed to di�erent transport
paths for neutral particles from the divertor structure to the LFS main cham-
ber. These lead to di�erences in the distribution of ionisation sources at the
LFS, which drive the plasma �ow.
The deposition is accounted for by the WallDYN surface model, which assumes
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6: Summary and conclusion

a constant concentration of deposited material in a reaction zone and thereby
cannot handle depth pro�le dependent e�ects, where erosion of particles occurs
at the top surface layer of a material, while particles are potentially deposited
behind that layer. To cover these e�ects and ensure that deposited nitrogen
is not directly re-eroded in the simulations, the equilibrium particles �uxes
as calculated by WallDYN are fed into the monte-carlo code SDTrimSP, that
can dynamically calculate the surface composition of a material and computes
the areal density of nitrogen including the depth pro�le e�ects. To ensure
that the particle �uxes calculated by WallDYN are reliabe the predicted gross
erosion �ux from every tile into the plasma was successfully benchmarked to
the predicted gross erosion �ux as calculated by SDTrimSP with the same
input parameters.

The redistribution of nitrogen during the discharge #32024 was computed in
3D geometry with EMC3-EIRENE and the resulting redistribution matrix was
used in the combination WallDYN and SDTrimSP. By adapting the nitrogen
seeding strength to the simulated geometry and varying the perpendicular
transport coe�cients it was possible to match simulated nitrogen areal den-
sities with experimental results from nuclear reaction analysis (section 3.5.1),
both upstream at a mid-plane deposition probe and downstream in the divertor
as described in section 5.2. This con�rms the hypothesis that the overestima-
tion of deposited N at the mid-plane collector probe (MEM) in previous work
was a result of using 2D codes to model a 3D geometry.

The deposition as simulated by the combination of WallDYN and SDTrimSP
depends strongly on the amount of seeded nitrogen, but was not very sensitive
to whether the nitrogen was seeded from only a single wall tile or from a
toroidally averaged source. Additionally, the simulated nitrogen deposition
pro�les were shown to be strongly dependent on the chosen perpendicular
transport coe�cient. Better agreement between simulated deposition pro�les
and experimental deposition data was achieved by assuming that nitrogen
impurities follow the same transport coe�cient as the main plasma species,
instead of assuming a constant transport coe�cient.

In order to investigate the in�uence of the poloidal position of the nitrogen
seeding on nitrogen deposition at the mid-plane deposition probe, ASDEX
Upgrade discharges #35610 to #35617 were performed with nitrogen seeding
from the top of the chamber. Additionally, during these discharges the �uence
dependence of nitrogen accumulation at the mid-plane deposition probe was
investigated by exposing di�erent areas of the probe to di�erent numbers of
discharges. To that end, the rotating deposition probe was covered by a cap
with a slit and the probe was rotated in-between discharges.
The deposited nitrogen at di�erent positions was determined ex-situ via NRA
(section 3.5.2) and it was found that the areal density of nitrogen did satu-
rate with exposure times, con�rming results from a previous work, where no
dependency of deposited nitrogen on the �uence was found.
Both the fall-o� length as well as the peak values of the nitrogen deposition
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pro�les at the mid-plane collector probe were very similar for the discharge
series where it was seeded from the divertor and the series, where nitrogen was
seeded from the top of the plasma chamber.
The nitrogen deposition after this set of discharges was also successfully mod-
elled with the combination of WallDYN and SDTrimSP, again using the same
perpendicular transport coe�cient for nitrogen and the main plasma species.
With this input choice it was possible to model the nitrogen deposition at the
mid-plane collector probe in the limiter shadow for the discharge series around
#32024 and #35616.

The presented results highlight the importance of taking 3D geometry into
account, when one is interested in plasma �ow patterns and impurity mi-
gration. The results from WallDYN simulations in 3D geometries coupled
to SDTrimSP resolve the discrepancies of simulated and observed nitrogen
deposition at the outer mid-plane of ASDEX Upgrade and demonstrate the
applicability of WallDYN to 3D geometries. Furthermore, the ability of Wall-
DYN to compute nitrogen deposition in 3D geometries is reassuring for the
understanding of plasma-wall interaction and optimisation of power exhaust
in future fusion reactors.
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Appendix A

Additional �gures

Figure A.1 shows a single tile from the divertor manipualtor that was equipped
during the discharges series from #35610 to #35617. The six samples are light
grey and six dummy samples are visible in dark grey.

Figure A.1: A single tile of the DIM with inserted deposition samples used in the discharge
series from #35610 to #35617.

Figure A.2 shows the shadowing e�ect of deposited 15N on the MEM as a
result of the cap and the inclined �eld line angle. The left picture illustrates
the shadowing e�ect. On the right hand side the 15N density, as measured by
NRA at a �xes radial position, is plotted over the rotation angle of the MEM.
The shadowing e�ect results in reduced 15N at angles between 353◦ and 360◦.
The NRA measurements after the discharge series around #35616 were taken
at angles 80+nπ

2
with n ∈ [1, 2, 3, 4], i.e. 350 ◦ on the right hand side picture.

In �gure A.3 the composition of the MEM coating is shown as speci�ed by the
manufacturer. The tungsten coating on the surface sits on an molybdenum
interlayer.
The in�uence of the normalisation method on 15N deposition at the MEM is
shown in �gure A.4 for di�erent perpendicular transport coe�cients D⊥. The
default normalisation results in slightly higher deposition, but the overall e�ect
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Figure A.2: Left: Depiction of the shadowing due to the �eld line angle, right: 15N surface
density from NRA measurements at a �xed radial position. Measurements in the analysis
of #35616 were conducted at angles 80 + nπ
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Figure A.3: Coating of the mid-plane collector probe used in the discharge series around
#35616.

is very small. Simulated 15N deposition results presented in this thesis were
normalised with the adapted normalisation.
In section 5.4, the simulated 15N deposition results in the divertor are shown
with a y-axis that is capped at 5. Figure A.5 shows the full range of these plots.
For both perpendicular transport coe�cients the variation with Γseed = Γtotal

results in signi�cantly more 15N deposition as visible in section 5.4 and hence
does not reproduce the experiment.
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