TUTI

TECHNISCHE UNIVERSITAT MUNCHEN

TUM School of Engineering and Design

Automating the Transition of
Lift-to-Cruise eVTOL Aircraft

Valentin Adamov Marvakov, M.Sc.

Vollstéandiger Abdruck der von der TUM School of Engineering and Design der Technischen

Universitat Miinchen zur Erlangung eines
Doktors der Ingenieurwissenschaften (Dr.-Ing.)

genehmigten Dissertation.

Vorsitz: Prof. Dr.-Ing. Markus Ryll

Priifer der Dissertation: 1. Prof. Dr.-Ing. Florian Holzapfel
2. Prof. Dr.-Ing. Stephan Myschik

Die Dissertation wurde am 24.02.2023 bei der Technischen Universitat Miinchen eingereicht

und durch die TUM School of Engineering and Design am 06.06.2023 angenommen.






Abstract

This thesis provides novel solutions in the automation of lift-to-cruise aircraft. These types
of vehicles are capable of powered-lift and wingborne flight and the envisioned mission
profile involves the transition between the two modes while airborne. The methods that
this thesis proposes address the automation of the transition process in the context of
simplified vehicle operations.

Methods for both high- and low-level of automation control laws are developed. They
include the derivation of procedures for the transition processes and the design solutions
that enable them. The high-level of automation concept enables a fully automatic transition
capability in the failure-free case. The design is resilient with regards to failures and in
addition enforces safe system state at all times. The low-level of automation concept
ensures full operator authority in all flight phases and robustness in the presence of failures.
A high-degree of consistency in the operation with both levels of automation is enabled by
the design and demonstrated in the thesis.

The developed solutions lean on the concepts of human-centered automation and are
compliant with the currently available requirements imposed by the regulatory organs. The
operator involvement in the transition process is considered in all aspects of the system
operation by ensuring adequate and intuitive information supply between human and
automation and vice verse. In addition, the pilot decision-making process in both nominal
and abnormal scenarios is rendered non time-critical by procedure and automation design.

Analyses demonstrate the validity of the proposed solutions. In addition, a method
is developed in this thesis, with which the automation functions can be modeled and
tested in a time-efficient manner within the scope of the whole aircraft operation. The
proposed solution is largely system architecture-agnostic and can therefore be applied
in early stages of the product development cycle. Simulation results generated with the
above-mentioned method serve as additional proof for the correctness and validity of the

developed transition automation proposals.






Zusammenfassung

Diese Arbeit bietet neuartige Losungen fiir die Automatisierung von lift-to-cruise Flug-
zeugen. Diese Fahrzeugtypen sind in der Lage, sowohl mit angetriebenem als auch mit
voll aerodynamischem Auftrieb zu fliegen, und das vorgesehene Missionsprofil beinhaltet
den Ubergang zwischen den beiden Modi wihrend des Fluges. Die in dieser Arbeit vorge-
schlagenen Methoden befassen sich mit der Automatisierung des Ubergangsprozesses im
Rahmen eines vereinfachten Fahrzeugbetriebs.

Es werden Methoden fiir hoch- und niedrigstufige Automatisierungssteuerungsgesetze
entwickelt. Sie beinhalten die Ableitung von Prozeduren fiir die Ubergangsprozesse und die
Entwurfslosungen, die sie ermoglichen. Das Konzept des hohen Automatisierungsgrades
erméglicht eine vollautomatische Ubergangsfihigkeit im stérungsfreien Fall. Der Entwurf
ist ausfallsicher und erzwingt dariiber hinaus zu jedem Zeitpunkt einen sicheren Systemzu-
stand. Das Low-Level-Automation-Konzept gewéahrleistet volle Bedienerautoritat in allen
Flugphasen und Robustheit im Falle von Ausféllen. Ein hoher Grad an Konsistenz im
Betrieb mit beiden Automatisierungsgraden wird durch den Entwurf ermoglicht und in
der Arbeit demonstriert.

Die entwickelten Losungen lehnen sich an die Konzepte der menschenzentrierten
Automatisierung an und entsprechen den aktuell verfiigbaren Anforderungen der Regu-
lierungsorgane. Die Einbeziechung des Bedieners in den Ubergangsprozess wird in allen
Aspekten des Systembetriebs berticksichtigt, indem eine adéquate und intuitive Informati-
onsversorgung zwischen Mensch und Automatisierung und umgekehrt sichergestellt wird.
Dariiber hinaus wird der Entscheidungsprozess des Piloten sowohl in nominalen als auch in
anormalen Szenarien durch die Gestaltung der Verfahren und der Automatisierung zeitlich
unkritisch gemacht.

Analysen zeigen die Giiltigkeit der vorgeschlagenen Losungen. Dariiber hinaus wird in
dieser Arbeit eine Methode entwickelt, mit der die Automatisierungsfunktionen im Rahmen
des gesamten Flugzeugbetriebs zeiteffizient modelliert und getestet werden koénnen. Die
vorgeschlagene Losung ist weitgehend systemarchitekturunabhangig und kann daher in
frithen Phasen des Produktentwicklungszyklus eingesetzt werden. Simulationsergebnisse,
die mit der oben genannten Methode generiert wurden, dienen als zusétzlicher Nachweis fiir

die Korrektheit und Giiltigkeit der entwickelten Vorschlige zur Ubergangsautomatisierung.
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Chapter 1
Introduction

On December seventeenth 1903, brothers and pioneers Orville and Wilbur Wright achieved
the first manned flight with a powered airplane, flying for approximately twelve seconds and
reaching a distance of less than fifty meters. Looking back at this feat, the advancement
of the aviation industry in just one century appears inconceivable.

Today, many see aviation as a form of service. For the average person traveling from
point A to point B with an airline is affordable, comfortable and one of the safest means of
transportation. Knowing that the first powered manned flight was only in the beginning
of the 20th century, it is staggering how fast pioneers in engineering and piloting have
advanced the state of technology that we know today.

The drive of man to push the limits of what is deemed possible is immense. Aviation
is no exception in this regard. History has recorded the feats of the Wright brothers
(first powered flight), John Alcock and Arthur Brown (first transatlantic flight without a
stop-over), Chuck Yeager (first supersonic flight) and many others. The efforts of pilots
throughout this and the last century have been instrumental. Their strive to push the
boundaries of the available technology have surely helped advance its innovation and bring
it to the state as we know it today.

This progress is depicted in Figure 1.1, which shows how the airplanes have changed
over time due to the technological advancements. There are multiple fields that have
largely contributed to these developments. Among others, discoveries in the field of
material sciences have produced structures that are sturdier, lighter and more durable.
Furthermore, gaining understanding in advanced aerodynamics and the invention of the
jet engine have allowed us to fly faster, longer and higher.

Yet, there are also consequences as a result of these advancements. Longer flights put
higher pressure on the pilots due to the required constant operation. Additionally, flying
at high altitudes and low air densities lowers the aerodynamic damping. Such reduction
in aircraft stability and control and the risks of pilot fatigue began to play a bigger role.

These problems have been answered with the invention of the transistor and the
integrated circuitry. It has been a building block of innovations that enable us to navigate

more precisely and communicate over large distances. It has further allowed to transform



Figure 1.1: Airplane Fvolution. Upper Left: Otto Doppeldecker at Schleiffheim in 1913.
Source: [1]. Upper Right: Douglas DC-3 at the Technik Museum Speyer. Source: [2].
Bottom: Airbus A350 at Munich Airport. Source: [3].

the operation of the aircraft from a problem that is purely mechanical and involves the
complete operator attention to an electro-mechanical one. In this way more and more
pilot tasks have been automated and the autopilots emerged. Today’s systems allow for
automatic following of waypoints and landings, can optimize the fuel consumption and
more.

Another issue is that the push for advancement throughout the years has led to
casualties. This was not left unnoticed and caused the emergence of aviation authorities
which - since their inception - have guided and supervised the innovations, making sure
that lives will not be endangered. Nowadays these authorities are involved in every step
of the development, strictly ensuring the system’s integrity. This has led the aviation
industry to be often seen as the safest form of transportation [12].

We are right now in an age of digitalization. Every year, smaller but yet more powerful
processors emerge. Climate change has pushed the need for green energy. Battery efficiency
and power density are improving at a staggering pace. From this, a new phase in the
history of aviation is emerging. One, in which private individual will be able to afford
travel with an electrically-powered, fully automated aircraft taxi-service.

Urban Air Mobility (UAM) is the umbrella term of this new phase in the aviation
industry. UAM is novel and unexplored, and as such carries its own hazards and challenges.
It requires new solutions to the new problems it imposes. Thus, it requires man to once

again push the limits of the state of technology.
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1.1 Motivation

The UAM concept emerged organically over the last decade with the advancement of
distributed propulsion and battery technology. People began flying small manned multirotor
aircraft. To the author’s knowledge, the first official manned flight with such a vehicle
was by Volocopter [13]. As more and more airframes emerged, a concept, referred to as
“On-Demand Mobility” was introduced in Uber’s white paper [14] in 2016. Therein, the
authors estimate that traveling with a VT'OL aircraft as opposed to a land vehicle will
significantly reduce commute time. With the advancement of the technology this could
even occur at a comparative cost. The examples where this holds are in heavily populated
areas, such as Sao Paulo. The white paper acknowledged the possibility to use this novel

technology to solve a pressing problem.

Jumping to 2020, the analysis of [15] values the UAM market to 2.90 billion USD. This
aligns with the report of [16], where in 2021 value is estimated at 3.10 billion USD. Both
reports project a steady market size increase in the next ten years. This is an indication
as to how much resource, effort and attention has been put on this new market niche as
well as of its potential to change the industry landscape. In this section, the key drivers

and challenges of the technology that is being developed are examined.

1.1.1 Novel Aircraft Configurations

The Urban Air Mobility concept does not prescribe the energy source of the aircraft.
However, climate change is arguably one of the most relevant problems of this century and
it has played a key role in influencing the technology utilized. In their “Green Deal”, the
European Union is implementing an initiative to drastically reduce the carbon emissions of
its members [17]. The United States are not far behind [18]. The importance of emission
reduction is recognized world-wide.

This has led the future players in the UAM sector to respond accordingly and pursue
solutions that beneficially impact the carbon footprint. Nearly all UAM key competitors
as of now - Volocopter, Lilium, Joby Aviation, Archer, etc. - have opted for electrically-
powered platforms. This shift from the conventional fossil fuel has produced unconventional
eVTOL airframes, which are explored here.

The new eVTOL industry has inspired novel aircraft configurations. Figure 1.2 shows
how vastly the airframes differ. Nearly all eVTOL platforms have distributed hover
propulsion systems. Loosely, the configurations can be grouped into three distinct categories
based on the method of operation of the propulsion system.

The first category is the multirotor aircraft. Examples of such configurations can be
seen in the upper half of Figure 1.2 and include the VoloCity [4] and the CityAirbus
[5]. The key characteristic of the multirotor platforms is that the lift is generated by the
propulsion system throughout the whole flight.

3
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Figure 1.2: Different eVTOL Airframes. Upper Left: VoloCity by Volocopter [4] -
A Multirotor Configuration. Upper Right: CityAirbus by Airbus [5] - A Multirotor
Configuration. Lower Left: Sj Air Taxi 2.0 by Joby Aviation [6] - A Tilt-Rotor Configu-
ration. Lower Right: VoloConnect by Volocopter [7] - A Lift-to-Cruise Configuration
with Dedicated Traction System.
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The distinct feature of the next two aircraft types is that they are not only capable of
vertical take-off and landing, but can also fly with fixed-wing aerodynamic lift. Examples
of these airframes can be found in the lower half of Figure 1.2. The two categories differ
in the way the forward thrust is generated. This is done either by thrust vectoring or by a
dedicated traction system. In Figure 1.2 the lower left image is an example of the former,
whereas the lower right - of the latter. The former is commonly referred to as Tilt-Rotor
and the latter is referred to as Lift-to-Cruise.

The majority of the mission of both tilt-rotor and lift-to-cruise aircraft is in wingborne
flight, where - by definition - lift is generated by aerodynamic surfaces. Thus, they
offer an increased flight time and range when compared to their multirotor counterparts.
This property has made these two configurations more popular among eVTOL designers.
According to the authors of [19], at the time of publication well over sixty percent of the
eVTOL vehicles designed are capable of wingborne flight despite being significantly more
complex than multirotor aircraft.

In order to achieve wingborne flight after a vertical take-off, tilt-rotor and lift-to-cruise
aircraft must accelerate while airborne. This contrasts conventional fixed-wing airplanes,
where this occurs on a runway. Thus, these novel aircraft configurations require the joining
of the hover and fixed-wing flight envelopes - something hardly explored prior to their

emergence.

1.1.2 Shift in the Human Role

The UAM concept envisions a large number of aircraft operating simultaneously. The
substantially large number of people operating the vehicles poses the question whether
the level of training can be reduced. Reducing the costs of training while maintaining
qualified personnel is a challenge by itself.

Electrification partially mitigates this concern. In [20], the authors analyze the number
of tasks the crew has to deal with during flight. They found that the utilization of eVTOL
platforms will reduce the required operative knowledge by roughly forty percent. This is
mainly due to the reduced system complexity. A fully electric aircraft does not require
sophisticated hydraulic and fuel systems and thus operator qualification in such topics is
not necessary. This in turn reduces the cost of training.

It is rather the necessary level of automation that imposes a paradigm shift as to the
role of the human onboard eVTOL aircraft. UAM envisions that a flight from point A to
point B would be highly or fully automated. Thus, the human is no longer seen as the
operator of the machine, but more as its supervisor. This reduces the capabilities and
knowledge required and as a result also the training needs.

The change in the human role not only requires robust algorithms but also a change in
the way mitigation strategies are designed. Commonly, the crew was seen as the last line

of defense, which evidently will no longer be possible due to their reduced capabilities.
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1.1.3 Novel Concept of Operations

The Aircraft Concept of Operations (ConOps) is a type of specification document, which
sketches the execution of a mission with a given aircraft [21] and describes how the machine
should be operated both on ground and in-flight. The ConOps defines mitigation and
contingency strategies, takes into account and ensures compliance with regulations in all

modes of operation.

During the prototype stages of a highly automated operation, errors in the design
occur, which impose the need for clearly defined mitigation functions. By implication, the
actions to be taken in an off-nominal scenario need to be reflected in the ConOps of the

prototype aircraft.

The importance of well-written and valid requirements is explored well in systems
engineering. In [22] it is illustrated how this initial phase lays the foundation for all future
development and hence has the highest influence on the accumulated costs during the

product life-cycle.

The ConOps is an input for many requirement breakdown processes and is therefore a
big cost-driver. A ConOps for an eVTOL aircraft configuration is hardly trivial to create
due to the novelty of the vehicle. However, a ConOps that accounts for all scenarios during
aircraft operation is of high economic importance for the developers of the innovative

technology.

1.1.4 Thesis Scope

This thesis explores the challenges addressed in the previous sections - the transition from
powered lift-flight to wingborne flight and back of lift-to-cruise aircraft as well as the
reconfiguration of the automation with the expected shift in human role. Given the novelty
of both vehicle and automation as explained in Section 1.1.3, the thesis also aims to provide

means of validating the novel ConOps proposals with regard to the in-air operation.

This section specifies the circumstances, under which this thesis was inspired. In an
industry funded project, the TUM-FSD is involved in the development of an eVTOL
technology demonstrator. The vehicle is subject to non-disclosure, but its main features

can be seen in Figure 1.3.

The manned aircraft is an electrically powered lift-to-cruise vehicle and is therefore
capable of wingborne flight. The design is no-single point of failure. The forward force is
generated by a dedicated traction system, composed of two pusher rotors. In addition,
the vehicle has a high-lift system. The Flight Control System (FCS) has a redundant

architecture.



Chapter 1: Introduction

I |
X ~ ! \

Figure 1.3: Exemplary eVTOL aircraft. The drawing of the vehicle body and vertical

propulsion system was inspired by [4].

In the project, TUM-FSD is responsible for the complete high-level functional develop-
ment of the FCS of the prototype aircraft. Thus, this thesis focuses on the above-mentioned
manned lift-to-cruise eVTOL aircraft. The developed methods are applied to the project
vehicle but are not confined to this airframe. Instead, they can be applied to aircraft with

similar configurations.

1.2 State of the Art and Mission Statement

In this section the state of technology in selected topics of the eVTOL development is
analyzed. The focus is on the aspects of flight control automation and its verification
methods.

This section is structured as follows. It begins with Section 1.2.1, where the reconfigu-
ration process from powered-lift flight to wingborne flight and back is researched. This
is followed by Section 1.2.2, in which the same process is analyzed from the perspective
of the shifting role of the operator from pilot to supervisor. In Section 1.2.3 the state of
technology with relation to the regulatory framework is examined. The state of the art
analysis ends with Section 1.2.4, where methods of early validation of novel automation

functions and their application to prototype airframes are researched.

In each section gaps in the state of technology are identified. They are subsequently
summarized as objectives that this thesis must address and provide solutions for. The

objectives are the basis of the contributions of this dissertation, found later in Section 1.3.
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1.2.1 The Transition Process of Lift-to-Cruise eVTOL

Fixed-wing VTOL aircraft have been around since the 1960s. Examples of such VTOL
airframes include fighter jets such as the Harrier and the F-35 Lightning IT or tilt-rotors such
as the V-22 Osprey and Leonardo’s AW609. eVTOL configurations, capable of wingborne
flight gained significant popularity only after the emergence of the UAM concept. Thus,
the automation of the transition between the powered-lift and wingborne operation of
such aircraft is still a widely unexplored topic.

The majority of publicly available information focuses on the closed-loop control problem
during transition between the two flight phases. Arguably having robust algorithms
for guaranteeing stability throughout the transition and retransition is a highly-critical
task. All found control concepts require some automation function to either determine
or command the aircraft configuration state. This automation function is directly or
indirectly responsible for the scheduling of the control law. The existing automation
mechanisms are summarized below.

For tilt-rotor aircraft, the state of reconfiguration is typically determined by the tilt
deflections. The tilt angles are commonly scheduled in an open-loop manner over the
vehicle airspeed. In the available literature, the mapping between airspeed and deflection
angle is first determined via analytical computations and subsequently either fine-tuned or
validated in flight [23]. This type of scheduling is referred to as “Tilt Corridor” [24]. The
position within the corridor is utilized for scheduling of the control laws, where the exact
strategy depends on the control architecture. In [25], the author uses the tilt corridor to
blend between two separate controllers used for hover and wingborne flight respectively.
The findings of [24] indicate that for other applications the gains of the control law are
scheduled instead. Therefore, it can be derived that the automation of the transition and
retransition for tilt-rotor aircraft consists of deflecting the nacelles within the specified tilt
corridor and thereby also scheduling the law accordingly.

The airspeed or the estimation of the airspeed is relevant for the automation of fixed-
wing VTOL configurations with dedicated traction systems as well. The author of [26]
uses the airspeed to select between three distinct control strategies - “VTOL”, “Transition”
and “FW mode” [26]. The former and the latter have theirs own control laws, whereas
the transition control mode utilizes both. The choice of mode stems from trim point
calculations, where the intersecting trim points between hover and fixed-wing mode are
attributed to the transition phase. In [27], the authors present three mechanisms on
aircraft-level, with which the transition and retransition can be performed at a given
airspeed. However the exact algorithms for automation are not mentioned.

Although the patent [28] analyzes the transition and retransition from the perspective
of a control task, it also provides a comprehensive description of the underlying automation
functions. The law consists of two control elements and the strategy involves a blending
of the control elements. Control volume and switching is managed over the aircraft

configuration estimate. This is done by filtering the pilot forward speed command, where
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the parameters of the low-pass filter are tuned based on simulation and flight test data
to account for the dynamics of the aircraft. Thereby, the applicants claim to estimate
the aircraft forward speed. This fictive airspeed stems from the operator input and as a
consequence the pilot intention with relation to the desired mode of operation is taken
into account. Thus, a reconfiguration only takes place once requested by the crew. The
filter output is used within a State Machine to specify the aircraft mode of operation,
where two modes are foreseen. The reconfiguration is explained to occur in the second
mode, where the engagement and disengagement of the hover propulsion system is decided
based on whether or not it needs to be utilized by the hover control element.

During the analysis of the state of the art in the transition automation, several
challenges were identified. Firstly, though robustness measures are addressed by some (for
example in [25, 28]), no methods for managing components failures are discussed. From

here the first objective of this thesis is formulated as follows:

Objective 1 Provide transition and retransition automation functions for lift-to-cruise

eVTOL that account for possible component malfunctions.

In addition, apart from [28], in all automation strategies analyzed above, the role of
the human within the operation of the system is not taken into account. For example,
in the solutions, a short disturbance may affect the airspeed such that a mode switch is
triggered. This may cause an unwanted short-term activation or deactivation of the hover
propulsion system without any change in the input from the crew. This irregularity may
cause mode confusion and thus according to [29] is a common automation fallacy called
“opacity”! A reconfiguration must occur when explicitly desired by the crew and this state
must persist until commanded otherwise.

Even though [28] attempts to address the above-mentioned problem, issues with relation
to the human-machine interaction persist there as well. In the described control volume
scheduling there is no method to prohibit the inadvertent activation of the hover propulsion
system. This can occur if the tracking error of the hover control element causes it to
exceed the predefined threshold and thus activate the hover propulsion units.

Another important topic with regards to automation and the human-machine interface
is the information supply to the crew. This is not discussed in the publicly available
literature. With these points in mind, the next objective of the thesis is summarized as

follows:

Objective 2 Provide a human-centered transition and retransition automation concept
for lift-to-cruise eVTOL. It must:

Objective 2.1 Provide reconfiguration only when requested by the operator.

Objective 2.2 Prohibit uncommanded reconfiguration changes.

Tn addition, such an event may cause structural damage in certain flight conditions. The origins of

the this property is explained in later chapters.
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Objective 2.3 Provide adequate feedback and thus situational awareness during the

reconfiguration process.

Objective 2.4 In accordance with Objective 1, account for and provide sufficient
time for operator decisions in the event of component malfunctions

that require crew actions during the reconfiguration.

Objective 2.1, Objective 2.2 and Objective 2.3 are necessary to address the
shortcomings in the general case. Objective 2.4 is a direct resultant of Objective 1 and
is required to increase the automation robustness and be human-centered in the resulting
off-nominal scenarios. Arguably, there are certain aspects of Objective 2.3 that are

derived from Objective 1.

1.2.2 Simplified Vehicle Operations

To the author’s knowledge, the necessity to alleviate pilot workload of fixed-wing VTOL
aircraft was first addressed in [30]. There, the authors propose an integrated control design
for a YAV-8B Harrier. This concept provides a control augmentation which simplifies
the aircraft operation because the operator could command translational velocities in
hover. The transition is still manual but the pilot workload is alleviated. Overall, the
approach requires five input axes and still relies on significant pilot training and experience.
However, this is perhaps one of the first attempts at what is now known as Simplified
Vehicle Operations (SVO) for fixed-wing VTOL aircraft.

Simplified Vehicle Operations can be best described as a concept that provides straight-
forward aircraft handling and significant reduction of necessary pilot training and level of
expertise [31]. It does this on the one hand by automating many of the manual tasks which
are otherwise handled by the operator [20]. On the other hand, it introduces protective
functions such as envelope protections in order to raise the overall system safety that was
reduced by the lack of the well-prepared operator. In terms of technological maturity, the
presenters of [31] differentiate between three phases of SVO. For the sake of completeness,

those are summarized here:

SVO1: Users are the current generation of pilots. The controls are “unified” [31], i.e.
are identical but their interpretation can vary over the different flight phases.
It includes very little task automation and the operator is still the last line of

defense.

SVO2: Users are operators with a significantly reduced level of training. The controls and
their interpretation are identical in all flight phases. Many tasks are automated

but the system still requires manual input.

SVO3: Users are people with no piloting skills. The control input is necessary only
to specify the desired landing location. The whole system operation is fully

automated.
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Examples of SVO1 include [32] and [19]. In addition, the author of [19] presents an
SVO concept, referred to as “EZ Fly” which is acknowledged to be SVO2 in [31]. This,
however, is for a multirotor eVTOL.

The most comprehensive publications of SVO concepts for lift-to-cruise eVTOL found
are those of the TUM Institute of Flight System Dynamics. In [33], the author introduces
a novel inceptor, specifically tailored for SVO. It aids in the operator situational awareness
by design. The author of [34] demonstrates an SVO control concept that utilizes the
inceptor of [33]. It provides a dynamic mapping of the inceptors to command variables
that are dependent on the aircraft state. Thus, adequate and intuitive handling is ensured
throughout the whole envelope. In continuation, in [8] the control concept is much more
exhaustively described and the envelope protections that maintain the system integrity
throughout the aircraft flight phases are introduced. Hence, the resulting product best fits
into the definitions of SVOZ2. It is from here-on referred to as FSD-SVO.

The FSD-SVO does not provide the exact automation mechanisms of transition and
retransition. However, in [8] the author mentions that such algorithms are necessary. They
must specify the law’s mode of operation, which is responsible for command variable
scheduling. In addition, the automation is required to dictate the allowed usage of the
system effectors. Those are a function of the aircraft state of reconfiguration. Third,
the automation must provide the necessary information for certain envelope protection
scheduling. Lastly, FSD-SVO does not mention operational procedures. Even though
being robust against effector malfunctions, FSD-SVO does not consider possible procedural
changes in the transition and retransition due to those malfunctions.

It is from here that the next objective is derived. The results of this thesis have to
be compatible with FSD-SVO and address the missing functionality summarized in the
paragraph above. This on the one hand implies that the outcome of this thesis has to
provide all necessary information to the control concept. Thereby it should not negatively
impact any of the properties of the concept. On the other hand, during nominal scenarios
the automation should not introduce overhead that would increase the required operator
training. In the off-nominal scenarios, a simplistic plan of operation must be derived so as
to adhere to the SVO philosophy. The resulting objective is defined as follows:

Objective 3 Provide procedures and automation functions for lift-to-cruise eVTOL that
are compatible with the FSD-SVO. They must:
Objective 3.1 Fit into the proposed FSD-SVO.
Objective 3.2 Not add operational complexity in nominal operation.

Objective 3.3 Enforce safety-constraints and thus increase the overall system robust-

ness and resilience.

Objective 3.4 Provide for an intuitive operator input in the event of component mal-

functions during transition and retransition that require crew actions.
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1.2.3 Regulatory Effort

Over the recent years, the European Aviation Safety Agency (EASA) has produced a
regulatory framework responsible for type certification of small VT OL aircraft. Thus, their
framework covers UAM applications. Among others, the regulatory effort is composed of
the SC-VTOL [35] and the corresponding Proposed Means of Compliance with the Special
Condition VTOL (MOC SC-VTOL) [10, 36, 37].

MOC SC-VTOL sets airworthiness requirements on all aspects of the aircraft devel-
opment. Solving the novel problems of UAM in compliance with the new regulatory

framework has been the topic of multiple recent publications, found below.

In terms of system development, human-machine-interface solutions to provide adequate
handling qualities for lift-to-cruise VTOL aircraft in compliance with SC-VTOL are
provided in [33]. The authors of [38] demonstrate how handling quality requirements that
are a resultant of the SC-VTOL can be validated with the use of mission task elements. In
the papers [39] and [40] functions for path planning and contingency of VTOL aircraft in
heavily populated areas are proposed. Coherence with the SC-VTOL is also the topic of
discussion. An automatic landing system with landing trajectory generation and tracking
is presented in [41]. It covers aspects of the SC-VTOL as well.

MOC SC-VTOL specifies a mission profile for take-off and landing, wherein requirements
on the reconfiguration processes are laid out. This creates requirements on the automation
functions, responsible for the reconfiguration management of the system. Though not
directly mentioned, requirements of the MOC SC-VTOL mission profile with relation
to the transition and retransition are implied in the case of fixed-wing VTOL aircraft.
During the state of the art research conducted, no publicly available sources were found

that address these aspects. The next objective is derived:

Objective 4 Provide a transition and retransition automation concept for lift-to-cruise
eVTOL that can fit into the mission profile, defined by the MOC SC-VTOL.

1.2.4 Early-Stage Concept of Operations and its Validation

When flight proving novel functions on technology demonstrators, one of the engineering
tasks is how to integrate those functions within the aircraft ConOps. In the case of
integrating highly-automated SVO concepts on novel eVTOL aircraft, the importance of
this task is exacerbated by the low maturity level of the functions. Therefore, one must
assume that probability of malfunctions is inherently higher.

In order to ensure the safety of the crew in these events, in the UAM ConOps proposals
of [42] and [43] different stages of automation level (from low to high) are defined. The

intent is that over time the level would be increased. The author of the former introduce
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the “human-on-the-loop” stage, in which the flight is highly-automated but the pilot is
always capable of seizing full control when required. This strategy is referred in this thesis
as “fallback” strategy.

In commercial aircraft, hardware redundancy is a common measure to tackle faults
[44, 45]. In order to mitigate common-cause, dissimilarity is utilized. The shortcoming
of such approaches with relation to the above-mentioned problems it that the redundant
components all implement the same specifications. Thus, a malfunction of the concept due
to the specification itself would result in a total loss of the FCS. For these novel aircraft,
this cannot be excluded.

Though not for eVTOL aircraft, a proposal is introduced in [46], where such a fallback
strategy can be realized by having a robust and simplistic fallback control strategy in
addition to the highly-automated one. A monitoring function is responsible for switching
to the fallback control in the cases where a fault in the high-automation is detected. This
approach is significantly different than pure hardware redundancy because the functions
are also severely different in nature. A similar notion is followed in the field of run-time
assurance [47, 48].

In the case of eVTOL aircraft, proposals of similar runtime assurance strategies is also
suggested in [49]. In the context of SVO for such aircraft, the fallback can be realized
by utilizing the SVO2 as the primary flight mode and reverting to an SVO1, where the
categories of SVO are as defined in Section 1.2.2. This would hold, assuming that SVO1
guarantees full pilot authority in accordance with “human-on-the-loop”.

As seen in the upper paragraph, the idea of the fallback strategy can be found in the
context of eVTOL configurations. Yet, publicly available information of realizing it in
the context of the reconfiguration between wingborne and powered-lift flight could not be
found. This is the basis of the next set of objectives.

A reconfiguration strategy for an SVO1 control concept must be designed. In the
event of a reversion to the SVO1 concept, the pilot involvement is considerably higher.
Consequently, the awareness of the crew needs to be ensured. This can be satisfied when
guaranteeing that aircraft handling between SVO2 (in our case FSD-SVO) and fallback
system (SVO1) is consistent. The intended flight control concept is FSD-SVO and thus
the reconfiguration concept of SVO1 needs to conform to the one of FSD-SVO. Therefore,
the reconfiguration of SVO1 has to be designed such that no properties of the Simplified
Vehicle Operations Concept of the TUM Institute of Flight System Dynamics automation

are negatively impacted. From here the following is formulated:

Objective 5 Provide transition and retransition automation functions for lift-to-cruise
eVTOL that are compatible with an SVO1 control concept in order to enable
the fallback strategy. They must:

Objective 5.1 Ensure full pilot authority.

Objective 5.2 Facilitate the proper execution of the fallback concept.
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Objective 5.3 Be consistent with the concept of Objective 3 and the underlying
FSD-SVO.

Objective 5.4 Not limit or negatively impact the concept of Objective 3 and the
underlying FSD-SVO.

The UAM ConOps of [43] emphasizes on different aspects of the future UAM aircraft
behavior. One of the important points according to the authors is the aircraft-specific
operation. This aspect is highly influenced by the stakeholder’s desired use-case and
mission profile. Given the novelty of the UAM and the aircraft types, designing an
adequate ConOps to address the customer wishes but also comply with all regulatory
safety concerns is a non-trivial task.

The parts of the ConOps that are related to the mission initiation and execution
derive a large volume of the software high-level requirements of the FCS. This is for
example the case in the ARP4754 [50] and the DO-178C [51] - the industry standard for
software development. There the V-Model is to be followed. According to the standard,
the capturing of high-level requirements is the beginning of a sequence of activities that
go through the derivation of requirements on the software, the software implementation
and its verification. According to the process model, the development effort is finalized
with validation of the high-level requirements and hence also the underlying ConOps.

If the ConOps is evaluated to be inadequate for the intended purposes, the whole
sequence of development steps needs to be re-initiated after its revision. This has a large
impact on the project life-cycle as it introduces delays and high costs [21, 52].

The effort to reduce development time and costs is acknowledged in [33, 53]. In [53]
otherwise manually executed tasks are automated. In addition, tedious tasks that do not
contribute to the functional development are mitigated. This expedites the development
cycle and reduces costs. Continuous integration [54] is leveraged to support in the
organization of the tasks and to deploy automatic testing activities. A similar idea is
pursued in the newly deployed agile methodologies [55].

The above-mentioned techniques and methods attempt to tackle the problem of the
already altered requirements during later phases of the development. They, however,
are not designed to address the origin of the problem - improper initial requirement
specifications.

For the software development of flight control functions, model-based design [56] is
gaining importance. This approach relies heavily on simulation for means of testing and
verification. Its common use is acknowledged and endorsed by the certification authorities
with the introduction of RTCA DO-331 [57] that lays the foundation for compliance of
the model-based design in the context of DO-178C.

The author of [8] proposes a method, where model-based design is used to create
executable high-level requirement specifications for closed-loop control functions. In
contrast to the full functional development, the so-called DRM is introduced. The DRM

is a simplification of the closed-loop response that still takes into account the aircraft
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dynamic capabilities. The possibility to simulate the high-level requirement specification
can be used to identify conflicts and inconsistencies without the need to go through the
whole development cycle.

The methods in [8] cover the aspects of aircraft handling. However, to validate the
high-level requirement that stem from the ConOps in a similar fashion, the relevant
procedures and automation functions of the FCS that are a consequence of the ConOps
need to made executable as well. This is the basis for the last objective of this thesis.
The target is to leverage the benefits of the high-simplification of the DRM methodology
and provide an environment, in which the full aircraft flight operation can be simulated.

Therefore the last objective is formulated as follows:

Objective 6 Provide a method of modeling the high-level requirements of a flight control
system that are derived by the aircraft Concept of Operations. They must:

Objective 6.1 Utilize the DRM method.
Objective 6.2 Model the FCS automation functions in a simplified manner.

Objective 6.3 Be capable of simulating the full aircraft mission.

1.3 Contributions

The research work will contribute in the following aspects beyond the state of technology:

Contribution 1 Safety-driven Transition and Retransition procedures and automation
strategy for lift-to-cruise eVTOL aircraft with high-degree of automation

control laws.

Contribution 1.1 The reconfiguration procedure integrates a fully automatic transi-
tion and retransition seamlessly in the FSD-SVO concept in the

nominal case.

Contribution 1.2 In the presence of faults, the pilot decision-making process is

rendered non time-critical by procedure design.

Contribution 1.3 During the reconfiguration, safety requirements on the flight enve-

lope and the structural integrity are maintained.

Contribution 1.4 The automation concept is human-centered and implements the

above-mentioned procedure.

Contribution 1.5 The automation concept considers and facilitates the operator

situational awareness in both nominal and abnormal scenarios.

Contribution 2 Holistic and standard-compliant transition and retransition procedures
and automation strategies for no single point of failure lift-to-cruise
eVTOL aircraft with a high-degree of automation nominal and a low-

degree of automation fallback Flight Control System.
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1.4 Outline

Contribution 2.1

Contribution 2.2

Contribution 2.3

Contribution 2.4

The procedure definition takes the outcome of Contribution 1
and accounts for scenarios, where a less automated fallback system

has to be capable of performing a takeover and reconfiguration.

The safety properties of Contribution 1 for a high-level of au-
tomation are retained. For the low-level of automation, they can
still be maintained, but also full operator authority in all flight

phases is ensured.

The support for operator awareness is facilitated twofold: Firstly,
the interpretation of the relevant operator input is equivalent in
both control modes. Secondly, the execution of the mitigation

strategies in the presence of faults are harmonized.

The definition of the procedure concept meets the requirements
imposed by the currently available standards and certification

requirements.

Contribution 3 Methodology of functional development of automation behavior and

integration with design reference modeling.

Contribution 3.1

Contribution 3.2

Contribution 3.3

1.4 Outline

Possibility of simulation of pilot-in-the-loop flight operation without
the necessity of system architecture-specific considerations or full

FCS development.

Functional decomposition of automation tasks that can be used

for the software architecture design.

Practical implementation of the methods, developed in Contri-
bution 1 and Contribution 2 as automation behavioral models
onto a no-single point of failure experimental lift-to-cruise eVTOL

aircraft.

This chapter presented the motivation of this thesis. The state of technology with relation

to the automation of lift-to-cruise eV TOL aircraft with dedicated traction system was

researched. Furthermore, topics of improvement were identified in the form of objectives

that this theses solves. The solutions are summarized in the form of contributions. The

upper portion of Table 1.1 can be used as a reference as to which contributions addresses

which objective.

The remainder of this thesis is structured as follows. Firstly, Chapter 2 describes all

theoretical preliminaries that are necessary for the solutions of the problems. It places

emphasis on both theoretical and implementation methods. In addition, it lays out the

nomenclature and guidelines used throughout all following chapters.
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Table 1.1: Objective-Contribution and Chapter-Contribution Traceability Matrix

Contribution 1 | Contribution 2 | Contribution 3
Objective 1 v v
Objective 2 v v
Objective 3 v
Objective 4 v v
Objective 5 v
Objective 6 v
Chapter 2 v v v
Chapter 3
Chapter 4 v
Chapter 5 v
Chapter 6 v v v

Chapter 3 presents the developed high-degree automation method. It proposes a
reconfiguration strategy that is both human-centered and compliant with an SVO2 concept.
In Chapter 4 the automation method that would satisfy an SVO1 concept is shown. In
addition, explanations as to how the methodology can serve as a fallback are provided.
Lastly, this chapter demonstrates how and under which conditions both high- and low-
degree of automation methods can satisfy the requirements, placed by the regulatory
organs.

In Chapter 5 the method of modeling the high-level requirements of a flight control
system that are derived by the aircraft Concept of Operations is explained. It further
demonstrates how and to what extent the solutions can be kept agnostic to the system
architecture and how a functional decomposition and allocation is achieved. In that
chapter, the implementation of the methods of Chapter 3 and Chapter 4 is provided. The
main body of the thesis is concluded with Chapter 6 where simulation results using the
product of Chapter 5 are presented and elaborated upon. The results serve as validation
of the methods of Chapters 3, 4 and 5. The lower portion of Table 1.1 provides a reference
where different contribution aspects are addressed. Finally, the thesis is concluded with
Chapter 7 where a summary and reflection on the research process and recommendations

for future work are provided.
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Chapter 2

Theoretical Background

The introduction of automation functions requires understanding of the underlying system
properties and characteristics. The control concepts and operational procedures need to
be accounted for. In addition, the automation design needs to be rooted in the common
practices and guidelines, established in the field. This is necessary in order to ensure that
all known aspects, potential pitfalls and hazards are addressed appropriately.

This chapter provides this preliminary information and lays down the foundation for
all contributions within the thesis. It explains the theory behind the applied methods and
their motivation. It analyses the aerodynamic and structural characteristics of lift-to-cruise
eVTOL aircraft.

This chapter is composed as follows. Section 2.1 introduces and explains key terms
that are consistently used throughout the thesis. They describe how systems and functions
operate and how different types of operation are classified with regards to their properties.
Section 2.2 provides the theoretical background on the design of automation functions.
It explains the types of interactions the automation module has with the surrounding
systems. In addition, it exposes all potential hazards that an introduction of automation
has on the system safety and the aircraft operation. Principles and guidance on how to
address and avoid potential automation mishaps are summarized. The section furthermore
lists the design methods that are used in the automation functions of the further chapters
and shows how they can be realized in the modeling environment that is used in the thesis.

In order to automate a system adequately, its inherent properties need to be understood
as they impact the automation design. Section 2.3 elaborates on these aspects. It shows
how different components and their failure modes may negatively affect the system response.
Methods to mitigate the negative influences are discussed. This lays down the foundation of
requirements that are set on the automation modules in the later chapters. The properties
that need to be known and accounted for are not limited to the physical design of the
system but also on the control concept. Section 2.4 provides an overview of the design
decisions made in terms of Simplified Vehicle Operations that the automation module
needs to interact with. These are the control algorithms on one hand and the pilot input

elements on the other hand. Lastly, Section 2.5 summarizes the relevant requirements
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that are introduced from the regulatory organs. They need to be accounted for and hence
impose additional requirements on the automation functions and their fit in the operational

procedures.

2.1 Common Terminology

This section introduces a set of common terms that are used throughout the thesis. Based
on the method of operations, it is possible to classify both systems and functions. Their

classification types are listed and explained in Sections 2.1.1 and 2.1.2 respectively.

2.1.1 Characterization of System Design

Among others, functions and systems can be grouped based on their operation under
the presence of failures. This thesis distinguishes between two main classes -“fail-open”
and “fail-safe” [58]. Under certain malfunctions, the former cease to fulfill their intended
function. In aviation, a fail-open system and a single point of failure system are often used
interchangeably, i.e. in aviation a fail-open system is one that experiences a total loss in
the presence of one fault. The latter type - “fail-safe“ - is typically used in safety-critical
applications where the loss of the system is attributable to casualties. Therefore, in an
event of a fault this type of system enters a predefined state of operation that does not
severely impact the overall system performance.

The class of fail-safe operation is further broken down based on the consequences the
failure has on the subsequent operation. For this thesis, the following types are relevant

and their definitions stem from [58-60]:

e Fail-Passive: A critical fault causes the system to revert to a state that is deemed
safe. Usually this state is chosen such that the impact to the surrounding systems is

low.

e Fail-Active: The operation of the application is continued despite the occurrence

of a critical fault. However, the system performance is reduced.

e Fail-Operational: The operation of the application is continued with no noticeable

performance changes despite any fault occurrence.

2.1.2 Characterization of Functional Operation

During run-time functions have different states or “modes” of operation. This section
breaks down the types of operation functions can have. This thesis follows the conventions

as found in [61] and [62]. The states that are relevant for this thesis are as follows:
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e Unavailable: If a function is unavailable then the conditions, under which proper
execution of the function can be guaranteed, are not met. These could be loss of
sensor information, incorrect envelope and others. For example, the function “terrain
following” is unavailable without height above ground information. The function

“spoiler deployment” is unavailable during cruise flight.
e Available: An available function is one, which is not unavailable.

e Engaged: The current function is available and is being executed. As a consequence,
its output is affecting the system-behavior. For example, “spoiler deployment engaged”
implies that currently the spoiler is utilized for braking or roll control. Sometimes,
the term “active” instead of “engaged” is used. In this thesis “engaged” and “active”

are used interchangeably.

e Armed: An armed function is one, which is available and will become engaged if
predefined conditions are met. This trigger may be automatic, manual or both. While
armed, the function does not yet affect the system-behavior. Usually if functions are
meant to be engaged in a sequence, the next function planned to be engaged is the
one that gets armed. In the example used, during an automatic landing sequence the
“spoiler deployment” function may become armed shortly before touchdown. Manual

input below the predefined safe speed would engage the function.

e Disarmed: A disarmed function is available, but is neither armed nor engaged. It

does not affect the system-behavior.

It must be noted that a function does not need to be armed but may also be dis-
armed prior to becoming engaged. Furthermore, after disengagement that is not due to
unavailability, an engaged function may become armed or disarmed depending on the
application.

Another commonly used term in the aviation industry is “mode”. In [63] the term
mode is defined as a “set of related features and functional capabilities of a product”
More specifically, this thesis refers to mode as a combination of engaged functions that
produce a specific type of in-output response, i.e. an “operational mode”. This definition

is consistent with the notions, found in [64].

2.2 The Automation of a Flight Control System

In the context of an aircraft, the automation is responsible for coordinating the efforts of
the systems in the vehicle in order to alleviate the need for crew input in certain operational
activity and thereby increase the overall system safety [65]. The responsibilities of a flight
control system automation include the management of the control concept, it interacts

with the surrounding systems to facilitate the achievement of a task and it manages the
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reconfiguration state and more. The mechanics of the processes the automation addresses
are different in terms of underlying physical effects. As a consequence, the underlying
automation functions vary vastly in terms of design. Despite the differences, however, the
fundamental concepts and considerations of the automation function design can follow the
same established guidelines and practices.

This section introduces the theoretical basis of the automation functions, presented in
this thesis. It is structured as follows. In an attempt to reduce the pilot workload, new
potential hazards and problems arise by the use of automation. Following this, Section
2.2.1 provides the common challenges associated with the introduction of automation in the
aircraft operation. From those challenges, design principles are derived. They guarantee
that the automation design will account for potential shortcomings. They are summarized
in Section 2.2.2. Section 2.2.3 presents the design methodology of an automation function.
An automation function is constructed from different design patterns. The section provides
design constructs and demonstrates how they can be formally defined and parameterized.
Lastly, in Section 2.2.4 an overview of the development environment that is used for this
thesis and the implementation rules that the solutions need to follow are provided. A

simple example is used to illustrate the implementation methods.

2.2.1 Automation Aspects and Challenges

This section serves as an overview of the aspects the automation module must consider
and the challenges it must address to ensure its proper execution. Section 2.2.1.1 covers
the design aspects and Section 2.2.1.2 provides a list of challenges and hazards that arise

due to the automation of tasks within the aircraft operation.

2.2.1.1 Automation Design Aspects

This section summarizes all aspects related to the run-time execution behavior of the FCS
that impact the design of automation functions. An overview of these topics can be found
in Figure 2.1.

One automation task is reacting to the operator input via the Human-Machine-
Interface (HMI) (Interaction Concept). The automation is responsible for processing the
crew requests, communicated to the system via control inceptors and discrete inputs in
the cockpit. The subsequent actions are a function of the chosen automation strategy.
Depending on the mission segment, the function availability and state of configuration,
these inputs may trigger a sequence of automation tasks. Otherwise, a request may
be discarded if it occurs in an inappropriate flight or configuration state. Whether an
automation task is initiated or not must be fed back to the operator along with the state
of the automation via the cockpit indications in order to ensure pilot awareness. Therefore,
a requirement that is allocated to the automation is adequate information supply to the

Crew.
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Figure 2.1: Automation Design Considerations and Aspects

If an automatic task is initiated, the automation module is responsible to orchestrate
all involved subsystems in order to achieve the specific goal (System Considerations). This
includes the deactivation and activation of components (e.g. sensors, motors controllers,
etc.) and functions (e.g. envelope protections). In addition, the automation may manage
the state of configuration. It feeds the control algorithms with the required data so as
to facilitate the proper execution of the control concept (e.g. allowed effector usage). If

necessary, the module also ensures that the sequences of events occur in a specified order.

Consequently, the automation module is involved in the implementation of the opera-
tional concept of the aircraft. It ensures that both nominal and off-nominal procedures
can be performed as defined in the Concept of Operations. In the cases of component
malfunctions, the automation must react accordingly by executing an automatic function
degradation, thereby allowing for fail-safe system behavior and ensuring continued safe
flight.

2.2.1.2 Automation Challenges

When providing automation functions, the goal is alleviating the crew workload. In theory
the complexity of operating the vehicle should be reduced by the presence of automated
tasks. However, practice has shown that depending on the design of the automation
module, a shift in the complexity could be observed instead [66]. In such a scenario, the
operator is left managing the automation, which may prove more demanding than the

task it is meant to automate. This is the case if the management of the automation is
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not intuitive. This section provides an overview of the major fallacies associated with
automation function design that may negatively impact the aircraft handling instead of
improving it.

Unless fully automated, a system relies on human operator input and intervention. The
involvement depends on the degree of automation. Given that fully automatic operation
“may be an Utopian idea” [67], the role of the human operator cannot be neglected in the
automation design. The more advanced the control system, the more critical is the role of

the human operator [68].
Whenever a fallback principle is applied, the responsibility of the crew shifts from a

supervisor to an operator of the system. With increasing levels of fallback, the crew takes
control of an increasing number of processes and tasks. For this purpose, Bainbridge [68]
identifies several relevant operator qualities. Those are directly correlated to challenges
in the automation design, found in [66]. The findings of both sources - [68] and [66] are

summarized below.

Challenges in Operating the System

Depending on the automation design and application, Sarter et al. [66] claim that without
proper addressing, “[the workload is|] unevenly distributed, not reduced” [66]. The rationale
behind this is that often the automation is incapable of capturing all required data for
reaching a feasible decision and therefore relies on the operator for additional input. In
these instances this leads to the problem that a workload reduction due to the process

automation is preceded by a spike of workload in order to initiate that automated process.

Regardless of the operator workload distribution, the type of required operator experi-
ence has to be different than for a system without automatic functions [66]. The crew is
required to understand the behavior of the automation, its capabilities, limits and available
functions. This is necessary in order to supervise and control the system effectively, assess
the correctness of its operation and understand the automation process. Therefore, the

author recognizes “the need for new approaches to training” [66].

Although the type of training may not be crucial in nominal operation, in [68] the
author argues that in the instance of a fallback the assumption is that the system behavior
is abnormal. This implies that contingency actions are necessary. This is exacerbated when
the automation does not succeed in its attempts to counteract a failure. In such occurrences
this could mean that an envelope is exceeded [66]. If the operator is not familiar with the
system, then the operator might be unable to determine whether the adverse behavior
is caused by the system itself or due to possible inadequate input. Ironically, the latter
is caused by the pilot in an attempt to stabilize the system. Therefore, the operator’s
experience with the machine and its automation are the decisive factor. If the automation
is not designed properly, the level of training with the automation may have to be higher

than average and not lower. This contradicts the concept of Urban Air Mobility.
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Challenges in Understanding the System Behavior

In order for the operator of a system to be aware of the correctness of the automation
functions, adequate information supply is required. According to the Bainbridge [68],[. . ]
an operator will only be able to generate successful new strategies for new situations if
he has adequate knowledge of the process” [68]. To come up with an effective action
plan in an adverse situation requires situational awareness, which is only gained through
understanding of the system feedback. A lack of mode awareness in critical situations is a
great hazard.

The actions of the operator are directly dependent on the current state of the process.
In short, over time the operator builds up knowledge of the procedure flow and can
mentally prepare for upcoming state changes or possible adverse situations. Even before
taking over system control, the operator has to already be aware of what the effective
action plans are. This is necessary in order to assure a fast reaction time and adequate
response. Therefore, sometimes it is better to execute processes in fixed sequences despite
a loss of efficiency.

“New opportunities for new kinds of error” [66] are associated with lack of mode
awareness. Those errors occur whenever the crew is not aware that the operational mode
has changed to one where the control concept is significantly different [69]. The mental
perception of how the system is supposed to behave does not align with the current
behavior. This creates a hazard even though the crew input is correct for the perceived

mode and the automation is reacting correctly to the inputs supplied.

Challenges in the Interaction between Human and System

An inappropriate operational concept leads to problems in later operation. This, on one
hand, can create inadequate handling but, on the other hand, influences the perception of
the operator about the robustness of the system.

The robustness of the automation functions impact how the operator would perceive
and interact with the system. If not resilient, a system quickly gets branded as unreliable.
Consequently, the monitoring effort of the crew increases in anticipation of a possible
malfunction of the automation. This increase in alertness may even persist in phases flight
where nothing substantial occurs, leading to fatigue.

Bainbridge [68] argues that often the system designer’s perception of the human
operator is negative. Automation is applied when the operator is “inefficient”[68] at
performing a task. The argumentation is that the crew cannot deal with the high amount
of stimuli and hence is unable to control the system as good as the automation would.
However, then the operator cannot be expected to monitor the automation or understand
its state based on those same stimuli.

If not fully automated, then the operator is expected to execute tasks that were
impossible to automate due to safety restrictions or high complexity. Sometimes the tasks

the operator is left with are arbitrary and they have inadequate support from the machine
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to execute them properly. A similar effect occurs when automating tasks “for the sake of
automation”, not taking into account how the operator expects the tasks to be executed,

leading to confusion.

This section underlined common automation design errors that lead to inadequate
handling of the system. In the next section, principles used to classify and develop

automation functions in order to mitigate such hazards are provided.

2.2.2 Automation Design Principles

Automated systems are commonly classified in terms of their level of automation. De-
pending on the industry and used references, different levels and classification metrics are
utilized. Publicly available sources that provide level assignment include [70], [29] and [71].
The properties the classifications have in common is the extent the human is involved in
the operation, their responsibility and command authority. The highest level is therefore
one, in which the crew has no designated responsibility because the whole operation is
covered by the automation. Respectively, the lowest level includes no automation and the

operator has full authority over the system.

When relating the levels of automation to the types of Simplified Vehicle Operations
of Section 1.2.2, then SVO3 is a concept of the highest automation level because it
assumes fully automatic flight. The remaining two phases of Simplified Vehicle Operations
correspond to levels, where non-negligible pilot involvement is necessary in the operation
of the eVTOL, making all potential pitfalls of Section 2.2.1.2 applicable.

The purpose of automation functions in SVO1 and SVO2 is to automate parts or
complete procedures and tasks within the system. However, these functions need to
communicate and follow instructions from the pilot. More importantly, the operator is
seen as the “last line of defense” and plays a key role in the mission. An important concept
in the type of automation design has emerged, referred to as “human-centered” [29]. This
concept emphasizes that the automation must coordinate its responsibilities with the crew
and must “[enable| a more cooperative human-machine relationship in the control [...]”
[29].

In [29], Billings derives qualitative properties of automation, with which the behavior
of the system can be evaluated from the perspective of the human operator. They can be

found in [29] and are summarized below:

e Complexity: The interaction and response possibilities of the systems are not
readily available, known or understandable for the operator. A negative example
the author provides is the operation of early flight management systems. Certain
input of the crew used to cause a disengagement of modes. Because of the system

complexity, the disengagement of the mentioned modes was not known by the crew
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prior to the input. This had an adverse aircraft level response especially if this
disengagement is not desired by the crew. In order to avoid such unwanted system

responses, human-centered automation needs to operate in a simple manner.

Brittleness: In the presence of abnormal events, the automation “does not have
desired behavior at or close to some margin of its operating envelope” [29]. The
automation therefore operates robustly within its design conditions and in the
presence of known adverse scenarios. However, it breaks down completely should
something abnormal outside the specification occur. An example the author provides
is the functioning of the early traffic collision avoidance system designs, where in
certain situations it was unable to compute the appropriate avoidance commands.

Such examples are the reason a human-centered automation needs to be built resilient.

Opacity: Even though the its operation may be correct, the automation is opaque if
the crew is unaware of the current system actions, their reason and the automation
intent. If the system complexity or the lack of operator training are not the
issue, then inadequate or complete lack of feedback to the operator is the cause of
automation opacity. The feedback therefore needs to be intuitive, concise and clear.
With increasing automation complexity this may not necessarily be trivial, but the

human-centered automation must be transparent to the user.

Literalism: The automation functions in conventional aviation are deterministic
systems, i.e. they will calculate the same outcome given the same input trajectories.
Therefore, the system reaction is a consequence of its specification. The problem
arises when a system response is not considered in the specification but is necessary.
In contrast to brittleness, this may even occur within the operating envelope. A
flexible system should allow for manual intervention in such scenarios so as to
mitigate potential hazards due to unaccounted effects within the aircraft operation

envelope.

An aircraft automation must avoid exhibiting the above-mentioned characteristics.

This is not trivial if no guidance material is available. Sufficient operator training with

the automated system certainly can improve the person’s perception and awareness of the

automation even if the design exhibits unfavorable characteristics. Billings [72] suggests

several properties that the developer must take into account during the automation design

so as to mitigate operational mishaps and improve the system properties. They are

summarized below.

e “Responsibility and command authority” [72]: Whenever command authority
is taken away from the system operator, then in certain situations the full performance
of the aircraft cannot be used by the pilot. Therefore, control authority should
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only be limited if absolutely necessary. This should be known by the crew and - if
necessary - provisions should be included, in which pilot authority can be gained
back.

“Operators must be involved” [72]: Even if systems are moving towards higher

automation and therefore less necessary operator actions, the pilot should never
have a pure monitoring role. Some level of human involvement is necessary in order
to ensure mode awareness, otherwise in an event of intervention, a “change from

passive monitor to active problem-solver can be abrupt and difficult.” [72]

3

‘Operators must be informed” [72]: When developing the feedback to the crew,
the designer of the system automation must assume the “pilot’s [...] role and way
of thinking” [72] in order to ensure intuitive information supply in operation. The
automation data supply therefore must be timely, concise and unambiguous. The
amount of information must be sufficient to reach an informed decision but not be

overwhelming.

“Humans must be able to monitor the automation” [72]: The reason behind

an automation process must be clear to the crew. The workload of the operator
should not be increased and only abnormal scenarios and malfunctions need to
be indicated. However, at the same time the operator must know whenever a

commanded action is executed or not.

“Automation must therefore be predictable” [72]: During each phase of

an automated process, the operator must know what the involved modules and
components are and what their malfunction causes in terms of high-level system
behavior. This is necessary in the events that they need to take command over the
process. In preparation for this situation, the pilot needs to know what the sequence
of automation events are. “This, of course, requires that the pilot have an accurate

mental model of how the automation is expected to behave.” [72]

“Automation must monitor the human” [72]: Even with low involvement,

operator fatigue occurs. This may lead to false or potentially hazardous actions.
Similar to human monitoring of the automation, the automation must monitor the
operator actions and supply warnings if events - especially abnormal ones - are not

acknowledged.

“Communication of intent” [72]: The automation concept should be designed in

such a way that the operator actions point to clear instructions to the automation
module and vice-versa. This is especially true for abnormal events where the amount
of information supplied between the involved parties (operator, automation, system

components) is increased.
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Figure 2.2: Graphical Representation of the Combinational Logic (Left) and the Sequential
Logic (Right)

This concludes the theoretical principles of automation function design. The following
section introduces the mathematical preliminaries and the design methods, with which a

human-centered automation module can be created.

2.2.3 Automation Design Methods

This section provides the design methods used for the creation of automation functions. It
furthermore derives and explains the mathematical notations, used throughout the thesis.
As seen in Figure 2.1 of Section 2.2.1.1, the automation module of a FCS is an aggregate of
many tasks. Each task is composed of multiple logical decisions. Therefore, an automation

module is an integration of a considerable number of logical operations.

The theory of computation defines two major models of computations that are relevant
for this thesis - the “combinational” and “sequential” logic [73, 74]. Combinational logic is
a method of computation, in which the current outcome of the logic is solely dependent
on the current inputs it is fed. Therefore, the decision-making process reaches the same
output regardless of the input time history. On the other hand, sequential logic relies
on so-called “memory” for its conclusion. Sequential logic is still deterministic but the
output is dependent on the time history of the inputs. For the sake of clarity, a graphical

representation of the two models of computation is provided in Figure 2.2.

This section is structured as follows. Sections 2.2.3.1 and 2.2.3.2 introduces the basic
concepts and notions, necessary for understanding the design methods, utilized in the
thesis. Section 2.2.3.3 provides an overview of the combinational logic methods. Section

2.2.3.4 does the same for sequential logic.
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2.2 The Automation of a Flight Control System

2.2.3.1 Sets and Functions

All quantities the automation modules uses to reach a decision are members of certain
sets. Apart from the well-known sets used for numbers, such as the set of natural numbers

N, integers Z, real numbers R, here the boolean set B is introduced. This set is defined as
B = {true, false}. (2.1)

As seen later, the automation function design relies heavily on operation in the boolean
domain. In graphics true and false is substituted with “1” and “0” respectively to conform

with the common conventions of publicly available literature.

For the sake of completeness, the notation of functions is explained. A function executes
a predefined operation, taking members of one set and computing an outcome in a defined
set. The set of input members is referred to as domain and the latter is defined as the
range. Range and domain can, but need not be the same set. For example, in the binary

function
fla,b) =c (2.2)

the inputs are a € R and b € Z, whereas ¢ € B. In this case, the range of f is notated as

R x Z and the domain is B. Therefore, another notation of f is

f:RxZ—B. (2.3)

A function used throughout the thesis is the indicator function. It is notated with y and
is a unary function with a range in the boolean domain. It produces true whenever the
passed input is within a set, which is specified in the index of the indicator function. For
example, let A be a subset of a larger set, notated with U. Then, if x € U, the indicator

function output is

true ifreA
xa(x) = . (2.4)
false otherwise.

2.2.3.2 Relational Operators

Relational Operators are binary functions that stem from computer science. In this thesis
they are most commonly used to classify certain input data for later use in the automation
functions. For example, Relational Operators are used to determine whether an airspeed is
high or low enough for a given decision. The Relational Operators are summarized in Table
2.1 in order to establish the used notation. Within this thesis, “equals” function is notated
as “==". This is necessary in order to differentiate between equality and assignment. The

latter is denoted with “=".
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Table 2.1: List of Relational Operators

Name Notation | Output

Equals a == true if a equals b, false otherwise.

Not Equals a#b true if a does not equal b, false otherwise.

Greater a>b true if a is greater than b, false otherwise.

Less a<b true if a is less than b, false otherwise.

Greater or equals a>b true if a is greater than or equals b, false otherwise.
Less or equals a<b true if a is less than or equals b, false otherwise.

2.2.3.3 Combinational Logic

The methods used in this thesis that belong to the category of combinational logic are
Relational Operators, boolean algebra (or boolean functions) and Truth Tables. Boolean
functions can be used stand-alone for certain decision-making. They are also useful as
atomic elements, necessary for an increasingly complex decision-making process. The
Truth Table is a useful tool to utilize multiple relational and boolean expressions. The

used methods in the above-mentioned order are explored in this section.

Boolean Algebra

Boolean algebra uses k-ary! functions that are in the boolean domain. Such constructs are
also referred to as boolean functions. In this thesis, boolean algebra is used for evaluating
conditions in combination with the outcomes of relational operations. The expressions
are either used directly for certain decisions or taken in combination in more complex
processes. Exhaustive information on boolean algebra is provided in [75]. The relevant
information is summarized below.

Boolean algebra is composed of three basic operators - the logical “and”, “or” and “not”
[74]. Their computation is summarized in Table 2.2, in which A and B are the inputs to
the operators. All other “derived boolean operations” [74], are a resultant of these three
operations.

All boolean functions are built on the basic operators of Table 2.2. As an example
of a boolean function, the decision-making process of a pilot is modeled. The presented
logic must evaluate whether the operator is cleared for landing under visual flight rules.
In the constructed example, information can arrive from three sources. Landing clearance
can be granted either via radio link or via green flashes directed towards the aircraft. Let
radio € B and flash € B express whether the pilot has registered these signals respectively.
In addition, pyrolytic lights could be directed toward the aircraft, signaling that landing

Lk-ary means that the function has a number of inputs, equal to k.
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Table 2.2: Boolean Algebra: Basic Operators

AND | OR | NOT
AANB|AVB | -A

false | false || false | false

false | true || false | true

true

true | false | false | true

false

true true true true

Table 2.3: FEzxample of an Ezhaustive

Truth Table
Table 2.4: FExzample of a Simplified

pyro | radio | flash f Truth Table

o~

1 || false | false | false || false ; pyro | radio | flash £

2 alse | false | true true
! / 1 false | false | false || false

3 || false | true | false || true
2 false | false | true || true

4 || false | true | true || true
3 false | true | false || true

5| true | false | false || false
4 false | true | true || true

6 || true | false | true || false
5—8 | true — — false

71 true | true | false || false

8 || true | true | true || false

should not be executed, regardless of previous instructions. pyro € B is used to express
whether this is the case. Therefore the decision-making process of the pilot whether the

aircraft is cleared for landing can be expressed as f : B x B x B — B and namely

f(radio, flash, pyro) = —pyro A (radioV flash). (2.5)

Truth Tables

Though Equation 2.5 may be manageable, with increasing number of inputs and decision
complexity, certain boolean functions may become difficult to comprehend. Truth tables
are combinational logic constructs that are useful in order to gain understanding as to the

designed decision-making process.

A Truth Table for the above-constructed example can be found in Table 2.3. The
Truth Table explores the outcome for every combination of inputs and therefore has a
size of 2™ x (m + r) where m € N is the number of inputs and r € N is the number of

outputs. To manage with the increasing size of the table, simplifications are permissible.
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For example, notice that in Table 2.3 for pyro being true(rows five to eight), the outcome
is always false regardless of the remainder of inputs. This can therefore be summarized
as depicted in Table 2.4, so long as it is guaranteed that the table is fully determined.
The way the outcome of the Truth Table can be converted to a boolean function is
by understanding that each line of the table is a boolean equation by itself, composed of

logical “and” and “not”. For example, one combination that leads to a positive outcome is

fa(radio, flash, pyro) = —pyro A —radio A flash, (2.6)

where the index 2 refers to the particular row of the Truth Table. Based on this, the
outcome of function f can be expressed as

f(radio, flash,pyro) = fo vV f3V fa. (2.7)

Here the inputs of the individual function components fs, f3, and f; are omitted for the

sake of readability.

2.2.3.4 Sequential Logic

In sequential logic, certain information from previous computations is stored in a “memory”
function as previously depicted in Figure 2.2. Thus, the current outcome of a sequential
logic is dependent on the past input history that has driven the contents of the memory
function to that particular state.

This thesis relies heavily on the usage of sequential logic for the development of
automation functions. For example, this logic is often used for the creation of counters
that track the duration of a certain condition. However, sequential logic is primarily used
for determining the mode of operation.

This section provides an overview of the used constructs within the domain of sequential
logic. Several examples are provided - the Latch, the Edge Detector and the Confirmation
Counter. They are used to illustrate the notation principles and the key characteristics of
sequential logic. Finally, the Finite-State Machines used in this thesis are presented. Finite-
State Machines are the key design method used for the proposed automation functions of
this thesis.

Latch

The Latch is widely used as an example to explain sequential logic due to its simplicity.
This construct is used to store information and is enabled by the memory function. This
information storage is also referred to as “state”. In this thesis, the state stored from the
previous function call shall have the superscript /. The stored state of a Latch for example
would be Latch’ € B. In order to fully define a state, its initial value needs to explicitly
be mentioned. In this thesis, the initial states of the memory are always denoted with the
index 0. For the Latch, usually
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2.2 The Automation of a Flight Control System

Table 2.5: Truth Table of a Latch if the Memory is Treated as an Input

Latch’ a b Latch
false | false | false || false

true | false | false || true

false | false | true || false

true | false | true || false

false | true | false || true

true true | false | true

false | true | true | false

true true true true

Latchy = false. (2.8)

The Latch uses two different conditions to change its state. It changes from false to true
based on the first condition and from true to false based on the second. Different decision
possibilities are available in the cases where both conditions are in effect. In this example
the Latch shall not experience a state change, i.e. if both conditions are true, then the
state shall retain its previous value. Thus, if @ € B and b € B are the two respective

conditions, the operation of a Latch is formulated as

true if a A —b,
Latch(a,b) = { false if —a Ab, (2.9)

Latch!  otherwise.

The stored state Latch’ is a function of the previous a and b values. This notation
is omitted in this thesis for the sake of readability. The current value of the function is
passed on to the memory for storage. In the next iteration, that value becomes Latch’.

Note that with the exception of the memory function, sequential logic behaves exactly
as combinational logic and in fact uses the same constructs. If the stored values are
regarded as inputs to the function, then their equivalence can be shown. As an example,
the Latch operation can be depicted as a Truth Table as visible in Table 2.5.

Confirmation

Confirmation Counters are another function that is built with sequential logic. They
indicate whether a condition has been fulfilled for a predefined number of iterations and in
this thesis are used to evaluate whether certain flight conditions are attained. The state of

the system is the Counter value and is therefore an integer with an initial state of

Countery = 0. (2.10)

34



Chapter 2: Theoretical Background

Suppose the condition requiring confirmation is @ € B. Then the Counter value is a

function based on that condition and namely

Counter’ +1 if a,
Counter(a) = (2.11)

0 otherwise.

As long as the Counter value is above a certain value - in this case threshold - then the

condition is confirmed. The Confirmation function can be fully defined as

Confirm(a,threshold) = Counter(a) > threshold. (2.12)

Edge Detectors
Edge Detectors are useful for acknowledging changes in a signal. Often they are used in
combination with Confirmation Counters. An example where an Edge Detector would
be used is for actions taken due to button presses that enable or disable a function. The
action must be performed only on a change of the input that expresses the button action.
Otherwise, the function would be enabled and disabled continuously.

The Edge Detector memorizes the input of the system. The state of the Edge Detector
system is therefore the previous input value. The initial state s of an edge detector is

chosen as

S0 = a, (2.13)

where a is the input of the edge detector function.

Depending on the way the Edge Detector operates, three types can be distinguished.
The first detects any change of the input, the second detects rising edges (i.e. the input
going from false to true) and the third detects falling edges (i.e. the input going from

true to false). In order, the functions can be formulated as

Edge(a) = a# &
Edgelncrease(a) = a A —s' (2.14)
EdgeDecrease(a) = —a A &

Finite-State Machines
Finite-State Automata are sequential machines that are used to model system behavior
(prediction) or specify system behavior (synthesis) [76]. In the case of the development of
automation functions, the latter is of interest. These constructs are used for higher-level
decision logic, such as mode selection, and are therefore at the core of the artifacts of this
thesis.

Finite-State Machines are grouped in accordance with their functional scope. Exhaus-
tive analysis on the applicability of the different types is available in [77]. According to the

results of the analysis, Mealy State Machines are the preferred option, primarily due to
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2.2 The Automation of a Flight Control System

their “faster reaction to inputs” [77]. Therefore, only this type of automaton is elaborated
upon here. The notation principles stem from [76, 78, 79] and are adapted to fit in the
notation of the remainder of the thesis.

A Mealy Machine M is fully specified with the tuple

M = (S, s0,U,Y, 6, h). (2.15)

In addition, the State Machine state is notated with s.

In Equation 2.15, S is a finite set of states, hence the origin of the name of the logic. s
can assume a member of this set, i.e. s € S. sg is the initial state or “starting state” [78].
U and Y are finite sets referred to as the “input alphabet” of the input u and “output
alphabet” of the output y. They specify the values the State Machine inputs and outputs
can assume. 0 : S X U — S is the “transition function” and h : S x U — Y is the “output
function” of the automaton.

The system description allows for multiple inputs and outputs. In addition, multiple
State Machines can be summarized. If the system is composed of n State Machines, then
each automaton has its own state set. The state set S of the system is consequently defined

as
S=5®5:®...5, (2.16)

where ¢ € [1...n] is the corresponding State Machine and S; is its state set. In addition,
suppose the automaton has m inputs and r outputs. The input and output tuples are
expressed in the same manner and contained in U and Y of Equation 2.15. The interested
reader is advised to [76] for a thorough derivation.

In the case of a FCS, the logic is clocked [75], i.e. the State Machine performs its
actions in predefined cycles. The mechanics of the logic are as follows. Based on the input
string, transitions take place via the transition function tuple. The Machine may go from

one state to another or remain in the current state. For instance,
0(s1,true) = sy (2.17)

implies that the State Machine transitions from state s; to state sy if it receives an input

of true. Similarly, the automaton remaining in the state s if receiving false is denoted as
d(s1, false) = s1. (2.18)

Deterministic State Machines specify transition conditions for all combinations of input
tuples [78]. The output functions are organized in a similar fashion. Whenever a transition

has taken place, the output function computes as per
h(s1,u) =y. (2.19)

One advantage of the usage of State Machines is their graphical representation. In
increasingly complex system automation, this view provides a good overview of the function
and eases its design. The Latch mechanics already presented in Equation 2.9 can be

expressed as a State Machine as well. Figure 2.3 is its graphical representation.

36



Chapter 2: Theoretical Background
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Figure 2.3: A Latch as a Mealy Machine

In a schematic of a State Machine, the nodes summarize all states the system (in
this case the Latch) can assume. The names of the Latch states are chosen for ease of
readability. In the provided example, the state Low is the initial state. The starting
state is depicted with the edge without origin. The remaining edges together with the
numbering next to the edges all illustrate the transition and output functions. The edge
depicts the origin and destination states. The set of inputs that lead to that transition are
listed on the left of the slash. On the right of the slash, the output value is shown. In the
example, the top middle edge denotes that the system transitions from Low to High if a
is true and b is false. Should this occur, the output is set to true. This corresponds to

the transition and output function of
d(Low, {true, false}) = High (2.20)

and
h(Low, {true, false}) = true (2.21)

respectively.

2.2.3.5 Functional Allocation

The methods used to construct automation functions were explained in the previous
sections. This section deals with the architectural composition of the automation. It
explains where the different constructs of the previous section are used in an integrated
manner in order to achieve a behavioral specification.

The flow of an automation function begins with the processing and evaluation of input
data. Based on the performed evaluations, decisions are met within the system with
regards to flight state, state of configuration, activation of contingencies, etc. Lastly, based
on these decisions, actions are performed by automation, control concept and peripheral
systems. The intent is communicated to the operator. This way of structuring is endorsed

in [80] and is also adopted here.
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Figure 2.4: Automation Functional Layout

Three distinct functional elements are introduced, each of which handle the above-
mentioned tasks - the Decision-Atomics, Decision-Making and Decision-Execution. The
relationship between them can be seen in Figure 2.4. These elements are composed of
the already introduced methods in Sections 2.2.3.2, 2.2.3.3 and 2.2.3.4. Each functional

element is elaborated upon below.

The operations within the Decision-Atomics involve mostly combinational logic. They
process all physical quantities entering the automation using Relational Operators. Boolean
algebra is subsequently applied to the input information in order to create conditions for
later use by the remaining functional elements. In addition to combinational logic, the
Decision-Atomics may contain Confirmation Counters or Edge Detectors. The rationale
for including these sequential logic elements are their simplicity and low dependency on

other automation modules.

Thus, the Decision-Making module accepts solely the outputs of the Decision-Atomics.
It uses the already synthesized information, keeping the decision-making process manage-
able by reducing the input space. This module contains the core of the automation and
is composed of sequential logic, the majority of which are State Machines. Interactions
between the State Machines are permitted only through the Decision-Atomics. This
division of functions - preparation of data (Decision-Atomics) and evaluation of data
(Decision-Making) - allows for modular design and decoupling of State Machines and

therefore separate verification and validation.

The output of the Decision-Making are only the states of the constructs used. Even
though complex output functions of the State Machines could be utilized, this is avoided.
Instead, these computations are performed in the Decision-Execution. It takes the outcome
of the Decision-Making and the Decision-Atomics and generates the data that needs to be
distributed to all surrounding systems. This division maintains a degree of independence
between automation design and peripheral systems. If necessary, alterations of the output

behavior can be performed without manipulating the input evaluation and decision-making.
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2.2.4 Automation Implementation Methods

The previous section introduced the theoretical constructs and their relation within an
automation function. This section provides an overview of the implementation environment
with which the automation module and the underlying methods are implemented. It is

structured as follows.

Section 2.2.4.1 introduces the environment itself and all available tools and modeling
practices that need to be taken into account. In order to illustrate the implementation
patterns, an example is provided in Section 2.2.4.2. The desired response is elaborated
in detail there. The specification in Section 2.2.4.2 is implemented in the next sections.
In particular, Sections 2.2.4.3, 2.2.4.4 and 2.2.4.5 demonstrate how a Decision-Atomics,
Decision-Making and Decision-Execution modules can be created to satisfy the automation

behavior respectively.

2.2.4.1 Modeling Environment and Guidelines

At the TUM Institute of Flight System Dynamics the development of flight control
algorithms is model-based and is performed in MATLAB/Simulink. Therefore, this
software is utilized in this thesis. This environment supports the specification of high-
integrity systems and applications intended for embedded systems. Guidelines on the
former are available in [81]. In [82] a workflow together with permissible Simulink constructs

are provided. They ensure a deterministic code generation process.

In terms of development processes and methods, a modeling guideline has been devel-
oped at TUM-FSD. For the creation of State Machines in particular, in [83] a method is
published which fully complies to the above-mentioned guidelines. This thesis leans on
the methods found in [83]. Using the example provided in the next sections, the relevant

aspects of these sources are mentioned.

2.2.4.2 Example: Landing Gear Automation

The deployment automation of a landing gear is used as an example in order to illustrate
the implementation patterns of the methods used in this thesis. This example is highly-
simplified and the resulting implementation is not intended for use in real applications.
Resilience against failures and other adverse scenarios are not under consideration. The
example is instead tailored so that a large number of the methods of Section 2.2.3 can be
utilized and is solely used for explanation purposes. This section provides a specification
of the intended behavior, whereas the upcoming sections explain how this specification is

achieved by design of the Decision-Atomics, Decision-Making and Decision-Execution.
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The landing gear shall deploy and retract manually on operator input. This is only
permitted when deployment or retraction is available. For the sake of keeping the example
simple, those two inputs are assumed to be mutually exclusive, i.e. it is impossible to
demand a simultaneous deployment and retraction command. Thus, the scenario of
conflicting inputs is not in scope.

The retraction availability shall be established via weight on wheels sensors and the
radar altimeter feedback. Retraction cannot be started if on ground or at low altitudes.
The deployment availability shall be estimated solely on the airspeed - at too high dynamic
pressures the deployment cannot be started to avoid structural damage.

In addition, the system shall include automatic retraction and deployment safety
functions. The retraction shall be triggered if a particular airspeed is exceeded in order to
protect the structure. The automatic deployment shall occur below certain velocities and
heights.

The automation function shall communicate to the landing gear system whether to
retract or deploy, which in this example is assumed to follow the instructions. In addition,
the automation shall supply indication items that inform the operator what the current
landing gear commands are. In addition, the pilot shall be made aware whether the
deployment or retraction of the landing gear is unavailable due to the current flight

condition via the indications.

2.2.4.3 Decision-Atomics

The implementation of the Decision-Atomics can be seen in Figure 2.5. Relational
Operators where the input is compared to predefined parameters are done using “Compare
to Constant” Simulink blocks. Otherwise, “Relational Operators” Simulink blocks are used
to compare two signals against each other. The latter is not depicted in the figure. Boolean
algebra is performed with “Logical Operator” blocks. In the example, the airborne state is
determined with two out of three weight on wheels sensors not registering ground contact.

In addition, the naming of the resulting boolean signals must follow the convention of
TUM-FSD as found in [77]:

e “ flg” is used to signify a boolean that is triggered if a property is fulfilled or not
e “ cfg” is used for edges

e “ rfg” is used for rising edges

e “ ffg” is used for falling edges

2.2.4.4 Decision-Making

The Decision-Making in this particular example contains only one State Machine. In
MATLAB/Simulink, this is created via the Stateflow toolbox’s “Chart” block. It is

illustrated in Figure 2.6. The underlying design patterns and development guidelines stem
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Figure 2.5: Decision-Atomics - Implementation Example

from [83]. In [77, 83], the author presents a method of creating high-degree of automation

modules that contain nested State Machines (sub-states). The methods are both compliant

with the guidelines of TUM-FSD but introduce a structure where the automation can

be created in a modular manner to alleviate and manage complexity. Implementation

examples are available in [77, 83, 84]. The important aspects are summarized here.

Finite-State Machine states are established with Simulink Enumerated types. This is in

accordance with [77]. In this example the states belong to the set Spo = { Deploy, Retract}

as seen in Figure 2.6 where the State Machine implementation is visible. The following

implementation rules apply:

e At the entry point, the output - the state of the State Machine - needs to be assigned.

e Recall that for deterministic State Machines, transition conditions for all combinations

of input tuples need to be specified. In Stateflow charts this is not necessary, as it is

managed by the modeling environment [77].

e Transition conditions need to be expressed only on horizontal edges [77]. Those are

indicated within square brackets as seen in Figure 2.6. The link between transition

conditions and transition functions is established in the paragraphs below.

e Output actions need to be expressed only on vertical edges [77]. Those are indicated

within curly brackets as seen in Figure 2.6.
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Figure 2.6: Decision-Making - Implementation Example

e If the automation includes a State Machine, composed of sub-State Machines, then
each level shall be contained in a switch-case which is preceded by the higher-level

state. Refer to [83] and [77] for more information.

The implementation seen in Figure 2.6 fulfills the following specification. Firstly,
the state of the automaton is specified as sy € Spa. Spe was already defined in this
section. Furthermore, sy, = Deploy is the starting state. All inputs of the State Machine
belong to the boolean domain and are visible in Figure 2.6. They are the outputs of the
Decision-Atomics of Figure 2.5. The output is Landing Gear_lgx € S and represents
the current state of the Mealy Machine. The transition function that allows a transition

from state Deploy to Retract is then expressed as
d(Deploy,urq,) = Retract. (2.22)
In the equation uyg, is any member of the set of input tuples 171, C U, for which
tra, = airborne_ flg A (retract_rqst_rfgV vel high flg) (2.23)

is true. tpq, is referred to as the “transition condition” and is visible in Figure 2.6. From
here it follows that

§(Deploy,uiq,) = Deploy, (2.24)
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where uf 4 is a member of the complement set 77 . This implies that the state is retained
for all input combinations that cause —t.g, to be true. For the sake of readability, the
State Machines in this thesis are described with the transition conditions instead of listing
all input combinations that satisfy this condition.

Analogously, it can be stated that urg, € Trg, are all inputs, for which the transition

condition
trg, = vel low flg A (deploy rqst_rfg\ height low flg) (2.25)

is true, then

d(Retract,urg,) = Deploy, and

(2.26)
d(Retract,u?g,) = Retract.

t1c, is also visible in Figure 2.6 This fully specifies all transition functions. Because solely

the state is fed out, for every input combination. The output functions can be written as
h(s,u) = (s, u). (2.27)

For the sake of completeness, in Appendix A the relationships between transition conditions,

functions and sets are explained in more detail.

2.2.4.5 Decision-Execution

Figure 2.7 illustrates how a Decision-Execution utilizes the output of the Decision-Atomics
and the decision making to supply the two necessary systems for this example. The
constructs utilized are the same as in the Decision-Atomics system. It is important to
note that each component that the automation module is required to communicate with
receives all necessary data via a dedicated data structure. This omits the possibility of

signals misinterpretation.
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This concludes the theoretical and mathematical preliminaries on the automation
function design. As illustrated in Section 2.2.1, understanding of the hazards and char-
acteristics of the underlying system is of key importance when substituting the operator
tasks with automated processes. These aspects are covered in the next sections of this

chapter.

2.3 Structural and Performance Considerations of
eVTOL Lift-to-Cruise Aircraft

The design of every aircraft is optimized in accordance to its mission profile. It involves the
choice and placement of components in order to satisfy performance metrics derived from
that profile. The resulting airframe has specific structural and dynamical characteristics
that need to be considered in the subsequent software design phase.

This section analyzes and breaks down the main system components of eVTOL lift-to-
cruise aircraft that directly influence the automation design. Each section first derives the
relevant underlying physical phenomenons and proceeds to explain their impact on the
aircraft level. If necessary, this is done for relevant failure modes as well. Section 2.3.1
examines the distributed propulsion system and how its operation needs to be managed
by the automation. The same is done for the high-lift system in Section 2.3.2. Lastly,
Section 2.3.3 explains what properties of the traction system need to be accounted for in

the automation function design.

2.3.1 The Properties of Distributed Hover Propulsion

The distributed propulsion of a lift-to-cruise aircraft is a system that is composed of
multiple propulsion units. In order to understand the role the whole system plays in the
automation design considerations, firstly the individual unit is examined in Section 2.3.1.1.

Thereupon, the system as a whole is studied in Section 2.3.1.2.

2.3.1.1 Individual Distributed Propulsion Unit

In this section, the properties of the distributed propulsion units are examined. In MOC
SC-VTOL [10], EASA refers to the effectors, responsible for vertical thrust as Lift/Thrust
Unit (LTU). This terminology is utilized in this thesis as well. Understanding certain key
properties of the common LTUs used on the lift-to-cruise aircraft is of importance in this
thesis as it has implications on the automation function design.

According to [85], for lift-to-cruise typically “Multirotor-style” LTU constellations are
used. These types of units are composed of a rotor, inverter and propeller. The state
of technology on LTUs for lift-to-cruise aircraft incorporates a brushless direct current

motor as the electric rotor due to its advantageous dynamic characteristics, high speed
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range and endurance [86]. The rotor, together with the inverter, are responsible for the
torque generation, used for speed and position control. This is established by commutation,
i.e. sequential current supply of the different motor coils that are grouped in so-called
motor phases. For this, knowledge of the rotor position is necessary in order to shape the
magnetic field properly. The choice of control strategy is dependent on the usage of an

external position measurement.

Without an external measurement, the control is referred to as “sensorless” [87]. The
knowledge of the rotor position is established by Counter-Electromotive Force (Back-EMF)
[88]. Back-EMF originates from the rotor rotation and therefore at low rotational speeds
or at standstill, the intensity of the Back-EMF is either too small or non-existent to be
detected by the electronics. Due to the lack of the rotor position knowledge during rotor
standstill, the movement of the component is typically initiated by injecting predefined
sequences [87-89]. In addition, at low revolution speeds, the dynamics are much different
with relation to the remainder of the rotational speed envelope [90]. Given external
position measurement, such shortcomings can be omitted at the expense of mechanical

complexity and cost [88].

In contrast to helicopter applications where the propeller blades are attached to the
shaft with hinges and their pitch is controlled while the rotation speed is held constant
[91], the propellers of the currently envisioned LTUs for lift-to-cruise aircraft are mounted
rigidly and the pitch is constant [85]. This is because the propeller itself is comparatively
small (i.e. has lower inertia) and the above-mentioned electric rotor dynamic response and
large speed range allow for Revolutions per Minute (RPM) control. This omits a large
portion of the mechanical complexity, attributable to the variable pitch control. In this
thesis, the term “idle RPM” is used often. This term refers to the LTU RPM, above which
the unit response is deterministic, i.e. the operation of the LTU is outside the engagement

region with low rates of revolution where a potential turn-on sequence may be injected.

According to [92, 93], for multirotor aircraft, the propeller thrust and torque for rigidly

mounted propellers is modeled as

F = kpw? (2.28)
T = krw? (2.29)

respectively, where kr and kg are propeller thrust and moment coefficients that include
the air density and the propeller surface and chord length. w is the revolution rates of the
propeller. This relationship is useful to understand that the force and torque production
are linearly dependent on the square of the rotor RPM. However, this modeling is only valid
for operation near hover, thus it makes the assumption that the freestream is negligible.

For lift-to-cruise aircraft that can reach significantly higher airspeeds, the freestream
needs to be considered as well. Such a scenario is depicted in Figure 2.8. According to

[94], for freestream velocities solely parallel to the rotor disk, the averaged out force and
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Figure 2.8: A Lift/Thrust Unit in an Arbitrary Freestream

torque of the LTU are

1 2R3
1
T = peCo (R wl* + [Vaul* B?). (2.31)

In the equations, p denotes the air density, C', and Cp are the lift and torque coefficients
of the propeller, c is the chord length, R is the radius of the propeller and V 4 is the
freestream velocity. The nomenclature in the equations is adapted from [94] to fit the
convention, used at TUM-FSD. The above-mentioned equations are used in order to
illustrate the underlying physical effect and the impact they may have on the LTU. For
constant densities and no freestream, the coefficients in Equations 2.28 and 2.29 can be

clearly linked to the parameters in Equations 2.30 and 2.31.

Another effect resulting from the freestream is that the leading propeller blade has an
increase in the incoming dynamic pressure and the retreating blade has a decreased one.
In other words, the freestream velocity V 4 causes a moment. The velocity component is
depicted in Figure 2.8. The result is an oscillatory bending moment profile, according to

[94] with an average load of

1
T = ipCCLRg ]w[ ’VA,H‘ . (2'32)
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The nomenclature in the equation is adapted from [94] to fit the conventions, used at
TUM-FSD. The above-mentioned equation is used in order to illustrate the underlying
physical effects and the impact they may have on the LTU. The interested reader is advised
to [94], where in addition the oscillatory load profile is simulated for a small propeller
model.

Solely axial inflows V' 4 | change the effective angle of attack of the propeller blades
which in turn leads to thrust and torque effectiveness changes that are constant over
the propeller revolution [94]. Derivations and experimental results found in [95] and [96]
conclude that under non-axial inflow conditions both effects from above are observed.

The important observation is that the load oscillation scales with the power of three
with regards to the propeller radius and linearly with the freestream velocity. For large
LTUs that operate at high dynamic pressures this may lead to significant oscillatory load.

Knowing the above mentioned properties of the electric drive and the propeller aerody-
namics, failure modes of the LTU operation that impact the automation function design

are identified.

1. Total loss: Regardless of the mechanical and electronic design, a total failure cannot
be excluded. If this does not involve breakage of the propeller, but loss of electric
power, then in addition windmilling can occur after the total loss. This is due to the
torque that is induced by the propeller inflow and the lack of counteracting moment

from the electric drive.

2. Partial Loss of Torque: Certain electromechanical faults can cause improper
or complete lack of current supply to a set of motor coils. As a consequence, the
strength of the magnet field is compromised and therefore the maximum available

motor torque is reduced.

3. Stuck at Value: Depending on the software design of the motor controller, in the
case of communication loss, the LTU may retain the last received RPM command.
This failure mode is less likely. Often, the motor is disengaged if no new command
message is received within a predefined time frame. This method is often preferred
as it guarantees a certain degree of determinism. For the sake of completeness, the

stuck at value mode cannot be excluded.

4. Failure of In-Flight Engagement: This failure is driven by the vastly different
load conditions than typical on-ground engagement. The in-flight activation occurs
at high aerodynamic pressures (above the aircraft stall speed) and non-negligible
inclination angles. As a consequence of the difference in load profile, the starting
of the motor may malfunction. The likelihood is dependent on the motor control

strategy used.?

2In an industry project at TUM-FSD, this failure mode was experienced during reconfiguration to

powered-lift mode in flight tests.
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2.3.1.2 The distributed propulsion system

The distributed propulsion system of a lift-to-cruise aircraft is composed of multiple LTUs.
They are aligned such that the generated thrust is parallel to the aircraft body z-Axis,
though sometimes slight inclinations are foreseen in order to maximize yaw authority. The
force generated from the propulsion system as a whole is the sum of all generated propeller
forces. Those forces produce roll and pitch moments due to the distance of the LTUs from
the center of gravity. Yaw authority is ensured by arranging the propeller spin directions
accordingly [93]. The demonstrator aircraft presented in Section 1.1.4 has a distributed
propulsion system that is composed of eight LTUs.

Due to the ineffectiveness of control surfaces at low dynamic pressures, a lift-to-cruise
aircraft relies solely on the hover propulsion system for adequate control authority. As a
consequence, the system as a whole requires to be fail-active even though the individual
LTUs may be fail-open or fail-passive. For this reason the hover propulsion system is
realized redundant and is therefore over-actuated. Failures in one or more LTUs will result
in loss of attainable moment set and control performance loss [97][98] but controllability is
ensured.

When not operational, at high dynamic pressures the propellers of the propulsion
system are aligned in direction of either the aircraft body x-Axis or - if available - with
the inflow direction. This minimizes the overall aircraft drag.

When operational, at increasing dynamic pressures and changing angles of attack, the
load explained in Section 2.3.1.1 is transferred to the motor shaft and thus to the surface
it is attached to. As a consequence, the beams the LTUs are attached to are subject to
material fatigue [99]. This leads to the introduction of the so-called “lift-system operation
never exceed speed” Vg, .. This is defined as the airspeed of the vehicle, above which

thrust generation from the propulsion system may cause structural damage to the airframe.

2.3.2 The Properties of the High-Lift System

The high-lift system is a mechanism that it attached to the aircraft primary lifting
surface. Typically, it is composed of flaps and sometimes slats. An overview of possible
configurations is provided in [100]. Though the designs of high-lift systems vary significantly,
the purpose of deployment is to change the aerodynamic characteristics of the wing and
namely to increase the maximum lift coefficient Cf, 4, of the aircraft [100].

Effectively, the increase in maximum lift coefficient lowers the stall speed. Having
a reduced stall speed is necessary “if the natural value of Cf, 4, for an airplane is not
high enough for safe takeoff and landing” [100]. Wingborne take-off or landing is not
necessarily the envisioned use-case for UAM lift-to-cruise VT OL. In prototype stages,
however, mitigation strategies may be pursued. In such events, it may be required for the
test aircraft to land in wingborne flight. More importantly, a lower stall speed may be

required in order to execute the reconfiguration from powered-lift to wingborne flight and
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back at lower dynamic pressures. The latter argument is the reason for the incorporation
of a high-lift system in the demonstrator aircraft of this thesis, introduced previously in
Section 1.1.4. The system is composed of a plain flap on each primary lift surface. In this

thesis, the terms “High-Lift System” and “Flaps” are used interchangeably.
When a high-lift system is incorporated into the design, then the aircraft state of

configuration is broken down into two classes based on the current deployment of the flaps.
If fully retracted, then the configuration is “clean”, otherwise it is referred to as “dirty”
[101]. The aircraft stall speed for the clean configuration is denoted as Vgrar . for the

dirty configuration with fully deployed high-lift system as Vsrarr, -

Utilization of a high-lift system has disadvantages and carries challenges. Apart from
the added complexity, the deployment of the system significantly increases the aircraft drag.
In clean configurations the structural limit speed is denoted as V yp so as to guarantee
consistency with the definitions of the Code of Federal Regulations (CFR), and namely
in 14 CFR 1.2 “VNE” [102]. In contrast, for dirty configurations the allowed maximum
airspeed is lower than V yg. The reason for this is that deflected flaps are prone to
structural damage due to the aerodynamic loads they encounter. 14 CFR 1.2 “VFE” [102]
defines this speed as the “maximum flap extended speed”. Within the thesis, this speed is

denoted as Vpg. Vg is a function of the current flap setting [101].

2.3.3 The Properties of the Traction System

In this section the rudimentary characteristics of the traction system that play a role in
the design of automation functions are expanded upon. The findings of this section are
used later in this thesis. For lift-to-cruise aircraft, the traction system is responsible for
generating the forward thrust necessary for achieving and maintaining wingborne flight.
Due to the airspeed range that UAM aircraft are envisioned to operate, the majority of
currently developed lift-to-cruise eVTOL aircraft have a propeller-drive traction system

and so does the demonstrator configuration for this thesis.

One typical off-nominal scenario in UAM use-cases is the avoidance of obstacles in
ground proximity. The capability of avoiding an obstacle longitudinally is a geometric
problem, where in order to gain the most clearance, the flight path angle needs to be
maximized. For wingborne flight this occurs in the so-called “speed for best climb” V x
[102]. For propeller-driven aircraft, the calculation of V x can for example be found in [101].
The speed for best climb is important for the automation functions because reconfiguring
to wingborne flight prior to attaining V x may excessively limit the aircraft’s capability of

obstacle clearance.

In order to increase the availability wingborne flight, typically the traction system is
composed of multiple propulsion units. In this thesis, they are referred to as Traction
Thrust Unit (TTU). The traction system of the aircraft presented in Section 1.1.4 is
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composed of two units, mounted symmetrically on each end of the elevator. Because a
failure of one propulsion unit cannot be excluded, the following properties need to be
considered.

A TTU does not only produce forward thrust, but also a yaw moment due to the
lateral offset of that force from center of gravity. Nominally, the presence of two traction
units on each side of the aircraft cancels out the moments.

However, when one of traction unit fails, then the yaw moment of the opposite unit
needs to be counteracted by other means in order to sustain steady-state flight. For
wingborne flight, this is achieved with the rudder. However, the effectiveness of the control
surface scales linearly with the aerodynamic pressure. Therefore, below a given airspeed,
the moment cannot be counteracted by the rudder alone.

Motivated by this characteristics, the code of federal regulations defines the so-called
“minimum control speed with the critical engine inoperative” in 14 CFR 1.2 “VMC”. In
14 CFR 25.149(b) it is elaborated that for conventional fixed-wing aircraft “[V js¢] is the
calibrated airspeed at which, when the critical engine is suddenly made inoperative, it is
possible to maintain control of the airplane with that engine still inoperative and maintain
straight flight with an angle of bank of not more than 5 degrees” [103].

In climb, this effect is exacerbated because it requires more force production from
the traction units and hence more yaw moments are produced. Similarly to Vx, in 14
CFR 25.111 [104] and 14 CFR 25.121(b) [105] the velocity of V5 is introduced. It is
defined as the velocity, at which minimum climb gradient has to be maintained with an
engine inoperative. The value of the gradient depends on the number of engines. For the
calculation of V', the interested reader is advised to [106].

At speeds lower than V ;o or Vo, in lift-to-cruise aircraft in addition to the rudder,
the control authority is maintained with the hover propulsion system. For this reason, the
magnitudes of these velocities need to be considered in the automation function design of
the reconfiguration to wingborne flight.

The structural topology of an eVTOL aircraft and the utilized physical systems impose
hard requirements on the automation specification. One other origin of considerations are
the design choices in terms of control concept and operator interaction via the Human-

Machine-Interface. These topics are covered in the following section.

2.4 Aspects of the eVTOL Aircraft Operation and
Control Design

As seen in 2.2.1, the control concept and the interaction with the operator play a key
role in the automation function operation. The integration of control concept and au-
tomation needs to be coherent, seamless and intuitive. On the other hand, the need
of a human-centered approach to the design of automation modules requires knowledge

and consideration of the crew input items. As a consequence, these aspects need to
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be analyzed thoroughly because they impose design decisions on the automation. This
section summarizes the important topics of control design and operation that impact the

automation module.

From Contribution 1 and Contribution 2 it is implied that two Simplified Vehicle
Operations control concepts exist that are operated on the vehicle presented in Section
1.1.4. The latter control strategy implements an SVO1 whereas the former implements an
SVO2. The levels of Simplified Vehicle Operations were presented in Section 1.2.2. For
recollection, SVOL1 is the fallback of SVO2.

The automation functions of this thesis operate with the two concepts. Therefore the
SVO2 and SVO1 control strategies are presented in Section 2.4.1. The summary focuses

on the characteristics of their interaction with the automation.

As seen in the analysis of Section 2.4.1, the notion of eVTOL aircraft-specific flight
phases persists in both of the concepts. In Section 2.4.2 those relevant flight phases are
formally defined. Lastly, the operator input items are presented in Section 2.4.3. In
particular, the division of the input items with relation to the eVTOL aircraft flight phases

is broken down.

2.4.1 Simplified Vehicle Operations

In this section, the two aircraft control concepts are presented. Firstly, the Simplified
Vehicle Operations Concept of the TUM Institute of Flight System Dynamics is presented
in Section 2.4.1.1 and is followed by its Fallback concept in Section 2.4.1.1. Available
literature on the topic include [8] and [107] respectively. Both sections focus on the
properties of those control algorithms, the pilot authority, the control allocation and
possible envelope protections. Finally, the sensor information dependency for both control

concepts is summarized in Section 2.4.1.3.

2.4.1.1 Simplified Vehicle Operations Concept of the TUM Institute of Flight

System Dynamics

The topic of control of aircraft, capable of reconfiguration from powered-lift to wingborne
flight, has been a topic at the TUM Institute of Flight System Dynamics for more than
five years. A control concept for highly-automated flight for such a configuration is
published with [108-112]. The application is an unmanned aircraft with a take-off mass of
approximately five kilograms. The control concept is tailored to operators with little to no
flying experience. As a consequence, the operation includes input elements that remain
consistent in their pilot interpretation throughout the whole flight envelope. The control
algorithm involves no manual input for reconfiguration and is described as “unified” in
[110].
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Since then this approach has evolved and was tailored for manned flight. Protections
were introduced, such that safety of flight was increased. This concept is referred to as
Simplified Vehicle Operations Concept of the TUM Institute of Flight System Dynamics
(FSD-SVO). In this section the relevant characteristics of the FSD-SVO are analyzed
and the information it requires to adequately function within the context of the eVTOL

operation.

FSD-SVO presents an intuitive control strategy that directly addresses the workload
reduction by well defined control variables that on high-level are consistent in every
flight phase. Relevant publication on the concept can be found in [8, 34, 113]. Here the
important control elements along with their dependency and requirements with respect to

the automation functions are analyzed.

Error Controller and Command Variables

The error controller of the FSD-SVO differentiates between three main operating modes -
HV, TR and WB. In this thesis they are also referred to as “hover”, “transition” and
“wingborne”. The former refers to an envelope, in which the aerodynamic effects from the
lifting surfaces are negligible, whereas in the latter the airspeed is sufficient to sustain

flight solely using aerodynamic lift. The “transition” mode bridges the two modes.

Even though the notion of these flight phases is mentioned, the underlying algorithm
is a unified structure that is utilized throughout the whole aircraft flight envelope. The
phases mentioned in [8], notated also as “Behavioral Modes” are rather necessary from the
perspective of the tracked variables and the interpretation of the control inceptors. Those
are blended so there is no discrete switch in the inceptor interpretation or the generated

pseudocontrols.

The command variables blending over the airspeed and modes are summarized in
Figure 2.9. The flight phases are visible along the x-Axis. The different command channels
are along the y-Axis. The main observation is that the different command channels always
generate commands that have the same high-level response throughout the extended flight

envelope.

The heading is tracked as a pure yaw motion in hover and over the airspeed is blended
to a bank to turn during the transition phase. For hover, the kinematic speed is tracked.
This allows for high-precision maneuvering with respect to the ground, crucial for precision
landing. This phase allows for a maximum longitudinal and lateral kinematic velocity
command, indicated with V yoyveg. In the transition mode, the command variables are

blended such that at the end of the blending solely the aerodynamic speed is tracked.

For correct operation, the law expects information with regards to the currently
applicable flight phase. This is critical not only to assign the correct command variables

but also to specify the ranges of the permissible command variables. For example, in hover
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the vertical velocity is limited so as to avoid the possibility of the powered-lift system
running into its own vortices. Similarly, the load factors are scheduled throughout the
envelope.

Logically, the automation of the transitions from powered-lift to wingborne flight and
backwards involve an acceleration forwards and backwards respectively. This is facilitated
by the law itself, however, the automation is the instance that executes the reconfiguration.
Therefore, the forward velocity command channel in particular needs to be observed for
the correct automation design. The interpretation of the control inceptor that corresponds
to that channel needs to be harmonized among automation and law. With regards to the
control laws, two positions are distinguished.

The first position on the velocity command channel is the one where the command,
corresponding to V goverg, is requested in order to distinguish between the two flight
phase requests - hover and transition. The same argumentation is followed when wanting
to distinguish between the transition and wingborne phase of the law. In particular, the

so-called “safe” speeds are introduced in the law. They are defined as

Vsare =V x and (2.33)
Vorpr =Vs (2.34)

for the clean configuration and have the index “F E” for the configuration with deployed
flaps. The velocities the safe speeds are computed with were previously introduced in
Sections 2.3.3 and 2.3.2. The importance of the two safe speeds of Equation 2.34 and

V uover becomes apparent later on in Chapter 4.

Control Allocation

The task of the control allocation within the control concept is to calculate effector
commands in order to achieve the pseudocontrols, required by the error controller. The
allocation strategy, pursued for the FSD-SVO, follows the methods published in [112].
The control allocation is robust with regards to an effector failures, tolerating up to one
failure in the hover propulsion and actuation.

The distribution of the control allocation follows the same behavioral modes as the law.
In the hover mode, the pseudocontrols are fully generated with the hover propulsion system,
whereas in the transition phase the control surfaces gain prioritization with increasing
airspeed. In the wingborne phase, the hover propulsion system is gradually driven down
and solely the control surfaces are used.

As a consequence, the control allocation needs to receive the mode information from
the automation functions that implement the automatic transition from powered-lift to
wingborne flight and back. In addition, the automation imposes a requirement on the
control allocation for engagement or disengagement of the powered-lift system. The
importance of this is to guarantee the availability of powered-lift flight as is explained

later in Chapter 3.
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Lastly, although the control allocation does not provide commands to the high-lift
system, the state of the flaps must be provided to the allocation by the automation. The
reason for this is that knowledge of the aerodynamic effects facilitate the computation of

feasible effector commands.

Protections

As per the definition of SVO2 found in Section 1.2.2, the control concept of FSD-SVO
includes mechanisms in order to limit the operator authority in the cases where structural
limits are exceeded or potentially unstable flight envelopes are entered.

FSD-SVO includes an angle of attack protection in the wingborne phase, which ensures
that flow separation does not occur. At low horizontal kinematic speeds, it does not allow
high sink rates so as to ensure that the no propeller enters the vortices, generated by the
hover propulsion system. Structural limits in terms of maximum load factor are maintained
as well. All above mentioned protections are activated via the behavioral mode.

In addition to these protections, the SVO concepts includes underspeed and overspeed
protections. They can be enabled and disabled by the automation function. In addition
the values of both protections can be set by the automation. These protections are of

particular importance, as described later on in Chapter 3.

2.4.1.2 Fallback Control Concept

The Fallback implements an SVO1 control concept in the events where a takeover is
necessary. By the definitions already introduced in Section 1.2.2, the operator must have
significantly higher control authority in order to ensure safe flight. Therefore, the Fallback
concept includes significantly less automation. The design of the concept is explained in
detail in [107]. Here the important elements along with their dependency and requirements

with respect to the automation functions are analyzed.

Law and Flight Modes
The Fallback concept implements two separate control elements, responsible for the two
distinct configuration states - powered-lift and fixed-wing flight. The powered-lift mode
includes two distinct operating modes - hover and transition. Fixed-wing mode is referred
to as “wingborne” in [107].

The command variables of the Fallback principle can be found in Table 2.6. When
compared to the FSD-SVO of Figure 2.9, it is evident that again four command channels

are utilized. The interpretation of the channels is similar and can be seen as a degradation

of the FSD-SVO.3

3As seen in [107], the law includes multiple different degradation stages. They are not in the scope of
the thesis.
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Table 2.6: Fuallback Command Variables in the Different Flight Phases

HV TR WB
Bank Angle - -
Traction Thrust, Traction Thrust .
Traction Thrust
Pitch Angle Pitch angle
Yaw Rate Bank Angle Bank Angle
Body Normal Body Normal

] ] ] ) Pitch Angle
Vertical Acceleration | Vertical Acceleration

The bank angle in hover causes a lateral acceleration that builds up to a lateral velocity
- the variable that is commanded in the FSD-SVO. It can be noticed that in the transition
and wingborne phase this channel has no meaning, whereas in the FSD-SVO it remains
utilized. As seen later, in the transition phase and wingborne phase the command channel
itself no longer exists.

Instead of velocities, the second command channel in the Fallback control concept
specifies a traction thrust demand. This eventually leads to a steady-state velocity. The
control magnitude is in the responsibility of the pilot.

The channel that uses the yaw rate in hover is reconfigured to “bank to turn” for
all other flight phases. Lastly, the Fallback law does not control the vertical speed, but
instead tracks a vertical acceleration. The difference with regards to the FSD-SVO is that
for both the channels the pilot is responsible for maintaining the desired course rate and
vertical speed.

The law of the Fallback principle requires the information with regards to the control
elements that should be engaged in order to provide adequate the command variable

mappings as per Table 2.6.

Control Allocation

Comparing the control allocations of FSD-SVO and its Fallback, the significant difference
is that the Fallback allocation utilizes the control surfaces at all times - even in the
hover phase where they have limited efficiency. The automation is required to supply the
allocation with information about malfunctioned LTUs or control surfaces.

In powered-lift flight, the hover-propulsion system is utilized in order to ensure command
variable tracking. In the wingborne mode, those motors are driven down to a halt. Similarly
to the FSD-SVO, the automation imposes a requirement on the control allocation for
engagement of the powered-lift system in the wingborne flight. This ensures a smooth

switch to powered-lift flight. This is explained later in Chapter 4.
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Table 2.7: Quverview of the Law Sensor Dependency

Sensor Data FSD-SVO | Fallback
Body Rates v v
Body Accelerations v v
Attitude v v
Airspeed v (V)
Angle of Attack v
Kinematic Speed v

2.4.1.3 Signal Dependencies

This section provides an overview of the necessary information of both control concepts.
Firstly, the required data from the automation that was elaborated upon in Sections
2.4.1.1 and 2.4.1.2 is summarized. Next, the control concept dependency on external sensor
information is depicted.

In terms of data from the automation module, both FSD-SVO and Fallback require
knowledge of the active flight mode. Furthermore, they need knowledge whether an effector
has malfunctioned. An input to engage the LTUs prior to entering powered-lift flight is
required. In addition to this, for the FSD-SVO concept the state of the high-lift needs
to be communicated. Whether an under- and overspeed protections needs to be engaged
must be communicated along with the exact values of those protections.

The required external data of the two control concepts can be seen in Table 2.7. It
is visible that the Fallback concept requires less sensor data sources. Furthermore, with
exception to the airspeed, all necessary information the Fallback requires is inertial, i.e.
it is of high-integrity and availability. The airspeed is not used for control, but only for
logical decisions. In the events that it is not available, other means can be provided as
seen in Chapter 4. Therefore, the concept is utilized whenever kinematic or aerodynamic

information is lost so as to ensure continued safe flight.

2.4.2 Flight Phases of Lift-To-Cruise VT OL Aircraft

The clear demand of lift-to-cruise aircraft is to enter and leave wingborne flight, while
airborne requires procedures that did not exist prior to the emergence of such topologies.
These prescribe the changes in mode of operation from hover to wingborne flight and
vise-versa. In Section 2.4.1 it was visible that the tracked variables change in dependence of
that mode. In [114] we refer to the changes in operation as “transition” and “retransition”.
For the sake of completeness, the two are defined here as well. They are relevant to
understand when the individual software functions of the control concepts previously
introduced in Sections 2.4.1.1 and 2.4.1.2 are engaged.
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Transition

The transition is the process of entering wingborne flight from powered-lift flight. The start
of the transition phase is initiated by the operator with a predefined set of commands. The
transition starts when the aircraft reaches a predefined kinematic speed. The transition
phase is completed when the gained airspeed is enough so that the required lift for
horizontal flight can be sustained solely with the aerodynamic surfaces. In addition, the

transition phase is completed when the hover propulsion system is fully disengaged.

Retransition

The retransition is the process of entering powered-lift flight from wingborne flight. The
start of the retransition phase is initiated by the operator with a predefined set of commands.
The retransition starts when the propulsion system begins its engagement. The retransition
is completed when the hover propulsion system is engaged and the aircraft has decelerated
to a predefined kinematic speed.

Given these definitions, the aircraft airspeed envelope is assigned to specific regions.
These can be found in Figure 2.10. There, the controller modes are allocated to the
appropriate airspeed ranges. For the sake of completeness the range allocation is performed
for both configuration with and without a high-lift system. The transition phase initiation
and the retransition phase end are denoted with the airspeed V govgr. This velocity was
defined in Section 2.4.1.1. All other definition originate from Section 2.3.

If the hover propulsion system were to be disengaged prior to V grarr, then horizontal
flight cannot be guaranteed long-term. Similar to this, the engagement of the Lift/Thrust
Units can only be performed below Vg, in order to guarantee the airframe’s structural
integrity. The region in Figure 2.10 depicted with red is the overlap of TR and W B and
signifies the theoretically permissible hover propulsion activation and disengagement region
without robustness or performance considerations. Furthermore, one can notice that in
this airspeed range, the choice of Flight Phase - TR or W B is solely dependent on the
state of the propulsion system. From these considerations, another observation can be
made. In the figure the benefit of utilizing a high-lift system can be observed. The flaps
increase the theoretically permissible activation and deactivation region and in fact allow
for earlier activation with relation to the airspeed.

The location of the three flight phases is dependent on the specific airframe and its
aerodynamic characteristics. The pilot inputs that enable the changes to other regions
are derived from the operational procedures and are therefore a result of design decisions.

Those are explained in detail in further chapters of this thesis.

2.4.3 Aircraft Control Inceptors, Discrete Inputs and Indications

The previous sections discussed the aspects of the aircraft operation with respect to the
utilized control concepts. Equally important to the human-centered automation is the

interaction concept as summarized in Section 2.2.1.1. The interaction between operator,
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Figure 2.10: Lift-to-Cruise Aircraft Flight Phase Allocation with Relation to the Speed.
The Region Sizes are Chosen for Better Visibility and Need Not be to Scale. Top: The
Region Allocation for Constellations Without High-Lift Systems. Bottom: The Region
Allocation for Constellations with High-Lift Systems.

controller and automation needs to be intuitive, easy to understand and transparent. In
this section, the details of the Human-Machine-Interface that impact the automation
design are summarized. The section is split into two parts. Firstly, the pilot input items
are presented in Section 2.4.3.1. They lay the foundation of the automation information
processing and interpretation of the operator demands and intents. Next, the feedback of
the automation to the crew is discussed. The indication items are presented in Section
2.4.3.2.

2.4.3.1 Control Inceptors and Input Items

The control inceptors onboard an aircraft are the primary source of pilot input, necessary
to control the vehicle. In the case of a fly-by-wire system, they are directly attached to the
flight control system and the input the operator is translated into effector commands by
the engaged law. The inceptor position sets the law’s control objective. Relevant industry
standards that prescribe requirements on the design of aircraft control inceptors include
[115-118]. The input items and control inceptors of the eVTOL aircraft of Section 1.1.4,
the relevant force gradients and damping forces are not in the scope of this thesis.

The movement ranges of the control inceptors of the vehicle are depicted in Figure
2.11. On the right, the so-called “climb stick” is visualized. The left/right and up/down

movement of that stick are responsible for the vertical and directional control of the
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aircraft. The exact command variables depend on the currently engaged law presented in
Sections 2.4.1.1 and 2.4.1.2. For both laws, the two movement directions - left/right and
up/down - are allocated to channels three and four respectively. The channel allocation

was presented with Figure 2.9 and Table 2.6 respectively.

For the the transition and retransition automation, the inceptor depicted on the left-
hand side of Figure 2.11 is of particular interest. This input item is the so-called “throttle
stick”. Detailed information on the design of the throttle stick is available in [119]. The
left /right movement is responsible for channel one of the two laws, presented in Sections
2.4.1.1 and 2.4.1.2, whereas the up/down movement is responsible for channel two, i.e. the
longitudinal control. The latter also represents the currently required flight phase and is
the reason for the non-trivial geometric design of the inceptor ranges as visible in Figure

2.11. The properties of the design are elaborated upon in detail below.
The throttle stick is divided into three parts as visible in the figure. First part, denoted

in green is intended for the hover phase. There, the full range of the lateral control
can be utilized. The second part, marked in gray, is allocated for the transition phase.
The geometrical restrictions of the lateral control become evident in this region. This is
the reason that the Fallback control concept does not need authority in this phases as
discussed in Section 2.4.1.2. Lastly, the movement range, depicted in blue is allocated for
the wingborne phase. This color-coding is consistent with Figure 2.10, where the flight
phases were introduced. The division of the stick is important for the automation design.
The automation together with the control concepts need to guarantee that these flight

phases are reached.

In addition, the throttle stick utilizes tactile cues. They are important for the operation
for maintaining situational awareness. The tactile cues provide mechanical feedback of the
operator’s intent. Firstly, there is a so-called “detent” between the hover and transition
throttle regions. It is depicted with a red dashed line in Figure 2.11. At the location of
the detent, a perceivable higher force is exerted. Thereby, the operator is able to remain
in the individual regions without significant effort. In addition, the pilot gets immediate

feedback when a boundary has been crossed.

Between the wingborne and transition regions, the tactile cue is referred to as “gate”.
This is a lateral movement corridor, the middle of which is the border of the two regions.
In addition, the two entry and exit points of the gate have mechanical barriers that could
prohibit the movement of the inceptor. They can either not permit entering or exiting
the gate. The mechanical barriers can be opened via a dedicated discrete input item.
In addition, the barrier can be opened by the automation module, which enables the
implementation of the procedures, presented later in Chapter 4. In Figure 2.11, an opened
barrier can be seen at the upper entry/exit point of the gate. It is marked with a red-white
pattern. A closed barrier is visible on the bottom entry/exit point of the gate, denoted
with a thick red line. The choice of barrier position in the figure is chosen arbitrarily for

visualization purposes of both barrier states.
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Figure 2.11: The Pilot Control Inceptors. Left: Throttle Stick. The Up/Down Movement
is Responsible for Longitudinal Control. The Left/Right Movement in the Hover and
Transition regions is Responsible for Lateral Control. Right: Climb Stick. The Up/Down
Movement is Responsible for Vertical Control. The Left/Right Movement is Responsible

for Directional Control.
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In this thesis, the following convention shall be used in order to indicate the position
of the inceptor with relation to the regions, depicted in Figure 2.11. The input item,
responsible for the opening the barriers shall be denoted with OPENgarg

The vertical position of the inceptor is denoted with d7. Whether the throttle is in the

hover, transition or wingborne region, is the case when

or € H,
5T €T or (235)
or € W

holds respectively. In addition, the position of the throttle in the gate and at the detent
are denoted with 7 ¢ and dr p respectively. They are visible in Figure 2.11. With the
former value and the regions from above, it is possible to distinguish whether the throttle
position is on the left or right side in the gate. The two regions - “in gate left” and “in

gate right” can be formulated as

L= {5T € W’(STZ = 571@} and

(2.36)
R = {6r € T|ér, = 07}

respectively.

Lastly, provisions for two discrete input items are foreseen. Those are utilized by
the low-degree of automation system, discussed in Chapter 4, and are required for the
movement of the high-lift system. For this reason, they are denoted with extend,,s; € B

and retract,,s € B.

2.4.3.2 Indications

The indication items include a warnings and caution system, commonly found onboard
aircraft [120, 121]. The warnings and cautions can be dismissed manually if they are not
persistent. In addition, the indication item that is responsible for the information supply to
the crew with regards to the status of transition and retransition automation is published
with [9]. The item itself is seen in Figure 2.12. The human factors considerations with
regards to manned flight that deal with the layout of the indication item are not in the
scope of this thesis.

With regards to the indication item, the central task of the automation is to provide
the necessary information in order to facilitate the appropriate situational awareness. For
this reason, the indication item is elaborated upon below.

In the figure, the three divisions signify the three flight phases of Section 2.4.2 - hover,
transition /retransition and wingborne respectively. Based on the automation progress
and status, the three divisions assume the colors, depicted in the figure. The color
coding interpretation is described in detail in [9] but for the sake of completeness is also

summarized here:
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Figure 2.12: Transition and Retransition Procedure Indication Item. The Image Stems

From [9].

Off: Fully disengaged. The mode of operation is neither requested, nor in the process

of disarming.

White: The mode of operation is requested or in the process of arming.

Green: The mode of operation is engaged and no degradation is in effect.

Cyan: The mode of operation is engaged. However, it is in a degraded state.

Amber: A pilot action is necessary in order to engage the mode of operation.

e Red: The mode of operation is unavailable.

Please note that the last color coding would be applicable if for example the kinematic
velocity information should fail during wingborne flight. In these instances, permitting the
entry into the transition phase would not be allowed. The conditions for this unavailability
are a direct function of the flight law’s robustness and sensor information requirements in

the flight phases and therefore application specific.

2.5 Regulatory Efforts and Standards

The rapid development of the manned eVTOL sector has not been left unnoticed by the
certification authorities. In an effort to establish a harmonized certification process and
common practices in the early stages of the market development, the European Aviation
Safety Agency (EASA) has produced the Special Condition for Vertical Take-Off and
Landing Aircraft (SC-VTOL) [35] and Means of Compliance with the Special Condition
VTOL (MOC SC-VTOL) [10, 36, 37]. SAE International has also addressed the topic

of lift-to-cruise configurations in the context of flight control function development of

63



2.5 Regulatory Efforts and Standards

manned military aircraft. Their efforts have been published in the revised version of
Vehicle Management Systems - Flight Control Function, Design, Installation and Test of
Piloted Military Aircraft, General Specification (AS94900A) [122].

This section summarizes relevant extracts from regulatory requirements that directly
impact the automation design. The section is organized as follows. Firstly, the direct
requirements on the automation of the transition and retransition is summarized. This is
performed in Section 2.5.1. In addition, requirements on the transition and retransition are
imposed indirectly. These depend on the exact execution of those processes with relation
to the flight phase. In order to fit the procedures and the underlying automation into
these flight phases, they must be understood fully. Therefore, the next sections summarize
the requirements that arise during the vertical take-off and landing, the departure and the

approach. They are discussed in Sections 2.5.2, 2.5.4 and 2.5.3.

2.5.1 Requirements on the Transition and Retransition

For lift-to-cruise configurations, AS94900A distinguishes between two flight envelopes,
referred to as “hover” and “forward flight”. They do not explicitly define the regions, but
the document implicates that the difference of the envelopes is the forward speed and the
utilization of the hover propulsion system.

For the transition process, AS94900A states that altitude shall be maintained and that
the aircraft shall not lose altitude. Furthermore, requirement for heading tracking are set.
For steady-state level flight with airspeed below fifty knots, the deviation shall be less than
one degree and less than 0.5 degrees for higher speeds. In transients, this requirement is
relaxed to five degrees. As for the retransition, AS94900A states that no negative forward
kinematic speed is permissible.

The MOC SC-VTOL sets requirements on eVTOL aircraft, regardless of their topology.
By definition eVTOL aircraft for UAM may not be configurations, capable of both
powered-lift and wingborne flight and therefore the MOC SC-VTOL does not impose any
requirements on the transition and retransition or any other derived procedures. It does,
however, lay down clear envelopes and conditions that need to be fulfilled in different
flight segments within a mission. By implication, one can derive in which segment the
transition and retransition can take place and what properties the system needs to fulfill
during those processes. Those topics from the MOC SC-VTOL are briefly summarized.
They are used to fit the solutions in the standard in Chapter 4.

One central term in the MOC SC-VTOL is the Critical Failure of Performance (CFP).
In [10], the CFP is defined as the set of probabilistically permissible failures within the
system, with which a performance parameter is degraded most. Since the performance
parameters change from flight phase to flight phase as is seen later in this section, by
implication the CFP is flight phase specific. Additionally, the MOC SC-VTOL requires
explicit definitions of procedures in the cases where there are different modes of operation

or degradation.
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Figure 2.13: The Take-Off and Landing Reference Volume as Found in [10]

2.5.2 Vertical Take-off and Landing

The MOC SC-VTOL prescribes the so-called “reference volume” [10]. During the vertical
take-off and landing, the aircraft should fully remain within the confines of this volume.
For the sake of completeness, the reference volume is depicted in Figure 2.13. In particular,
the “high hover height hy” [10] is of importance. This height is the the basis for the
specifications of the departure and approach, which need to be created with relation to hs

- the so-called “virtual elevated vertiport® [10].

2.5.3 Departure

In order to obtain certification credit, the applicant must demonstrate that the aircraft can
perform the take-off trajectories defined in MOC VTOL.2115. Three different scenarios

are defined which result from three different use-cases:

e Conventional Take-Off: Assumes a take-off from a vertiport on the ground with no

obstructions.

e Elevated Conventional Take-Off: Similar to the Conventional Take-Off in that it
also assumes that there are no obstructions. However, in this trajectory the use-case

is a take-off from an elevated surface.

e Vertical Take-Off: A use-case that is supposed to satisfy the future UAM demand.
In this scenario, the assumed take-off is in an environment, where obstructions are

possible.
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Figure 2.14: The Take-off Trajectories as Found in [10]
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The take-off trajectories are visualized in Figure 2.14. The first prominent point in
the take-off trajectory is the Take-Off Decision Point (TDP). The decision where to place
the TDP is up to the applicant. A rejected take-off can be performed before reaching
the TDP. Afterwards, it shall be possible to execute the take-off trajectory even in the
presence of a CFP. Naturally, the decision of where the place the TDP depends on the

vehicle performance characteristics.

Assuming no rejected take-off is executed, upon reaching the TDP the operator is
required to reach a velocity, referred to as Take-Off Safety Speed (TOSS). This speed
is denoted in this thesis with Vrogs. During the acceleration to Vrogg, the proximity
from ground obstacles (including the elevated vertiport height) shall never be less than
15 feet in any vertiport placement and the height above the elevated vertiport shall not
exceed 35 feet for a Conventional Take-Off. Furthermore, the SC-VTOL prohibits “manual
configuration changes” in this phase of the take-off. No manual configuration changes
also implies that even in the event of a CFP, the operator shall be capable of controlling
the aircraft solely using the primary control inceptors. This information is visible also in
Figure 2.14.

The subsequent phases of the take-off element are involved with a climb to a total of
one thousand feet. The climb is split into two distinct segments. In the first one, the
aircraft is required to climb to two hundred feet with a speed of no less than Vi ogs.
During this segment, the rate of climb cannot be less than 4.5%. As visible from Figure
2.13, this climb gradient can be up to 12.5%.

In the second segment, another acceleration phase takes place, in which the aircraft
shall reach a velocity, referred to as the Final Take-Off Speed (FTO). In this thesis this
speed is expressed with V pro. Upon reaching this speed the aircraft shall be capable
of climbing with a gradient of no less than 2.5%. The height of one thousand feet shall
be reached an aircraft configuration, referred to as “final take-off configuration” [10].

Automatic reconfiguration changes are permitted.

2.5.4 Approach

MOC VTOL.2130 of the MOC SC-VTOL specifies the performance that has to be
demonstrated during the landing phase. The document does not prescribe a rate of
descent but rather allocates this decision to the applicant. The Landing Decision Point
(LDP) [10] is introduced and is defined as the last point along the approach trajectory,
at which the landing can be rejected and a go-around can be initiated. This point has
to be reached with a speed of at most V gpp - the so-called “Landing Reference Speed”
[10]. Furthermore, if the speed of the aircraft happens to be less than Vggp during
the go-around, no reconfiguration should be necessary until regaining the speed. This

velocity is furthermore linked to performance requirements in terms of flight path angle
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Figure 2.15: The Approach Trajectory Including a Rejected Landing as Found in [10].

and maneuverability. During the rejected landing, the velocity Vogs is to be regained,
upon which the requirements of the take-off apply. Both scenarios as depicted in Figure
2.15.

This concludes the second chapter of this thesis, where the theoretical and mathematical
preliminaries were presented. They are necessary in order to understand the solutions,
presented in the subsequent chapters of this thesis. In Section 2.2, the theory behind the
correct design and implementation of automation functions was presented. Afterwards,
the characteristics of the system, subject to automation, were studied. These included
physical effects and limitations that are a consequence of the airframe, found in Section 2.3.
Subsequently, design decisions from the interaction and control concept were elaborated
upon, because they impact the automation mechanics. Those were summarized in 2.4.
Lastly, in Section 2.5 the performance requirements from the regulatory side were analyzed.
In the next chapter, a high-degree of transition and retransition automation is presented.

The solutions of the next chapter realize Contribution 1.
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Chapter 3

High-Degree of Automation

Transition and Retransition

In [123] the authors make the claim that a majority of the accidents in aviation are linked
at least in part to human mistakes. The data in [123] points out that more than seventy
percent of incidents have had some sort of crew involvement - be it direct or indirect.
Therefore, the notion of a system that is capable of executing high-level crew commands

on its own appears very attractive in order to minimize mishaps.

The reason a properly designed automated system could reduce the probability of
human-made errors is that such a system intrinsically reduces the human involvement. Not
requiring operator input for every single decision-making process leaves less possibility for
erroneous input. These decisions are instead delegated and automated by the design. The
high-degree of automation inherently requires more software capabilities. They in turn
can be used to enforce and maintain an envelope, in which the aircraft exhibits desirable
properties, adequate handling qualities, maintains structural limits, etc. Using automation,
the target properties can thus be fulfilled regardless of the operator input in order to keep

the system safe. If necessary, they can even be enforced for conflicting operator commands.

For this reason, in this chapter a high-degree automation strategy for reconfiguration
from powered-lift to wingborne flight and back for lift-to-cruise VT OL aircraft is proposed.
It addresses all challenges that inherently arise with regards to high automation concepts.
In terms of operation, the solution ensures that the concept is intuitive for the crew.
Having always the situational awareness in hindsight, the design is human-centered and
also includes the information supply to the flight deck indications. Furthermore, faults and
failures in the aircraft components are addressed and considered. The resulting procedures

and automation are associated with Contribution 1 of this thesis.

The chapter is structured as follows. Firstly, Section 3.1 analyses the different challenges
that the automation concept needs to consider and directly address. It discusses the
safety-driven properties that need to be enforced, the different operational aspects that

the design needs to comply with and the type of information that the operator needs
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to be supplied with. The section sets the requirements that the derived procedures and
automation need to fulfill and thereby lays the foundation for the whole subsequently
presented work of this chapter.

Afterwards, in Section 3.2 all functions necessary in order to perform a transition and
retransition are qualitatively summarized. This is necessary to derive the fundamental
software architecture of the high-degree of automation flight control algorithms. For
the sake of completeness, those functions are then allocated to the software components.
The properties that those functions need to exhibit to enable the suggested procedure
are specified. A basis for the systems the automation interacts with is established. All
subsequent ideas and concepts of this chapter are derived with the surrounding systems in
hindsight.

With the information of the above-mentioned section, a process flow during a transition
to wingborne flight and a retransition to powered-lift flight is formed. Contingency
processes in abnormal events are derived. In both normal and contingency procedures the
necessary operator actions are tracked, demonstrating minimum crew involvement in the
reconfiguration. This is performed in Section 3.3. The section proceeds to analyze and
prove on a high-level that the software mechanisms maintain the set out safety properties
as designed.

The core of the chapter is contained in Section 3.4, where the design of the automation
functions that facilitate the procedures of Section 3.3 is presented. Section 3.4 introduces
the required State Machine and how the different logic of the components is intertwined in
order to completely automate the transition and retransition. At the same time, it enforces
a safe system state and enables the contingency measures. The section discusses what
operator inputs are required for the operation and how they are processed. This is done
for all sensor sources. The State Machine mechanics are presented and how their output
affects the surrounding elements is discussed. This includes the informational supply to
the operator, to the aircraft effectors and to the surrounding software components that
are part of the control algorithm. In the section the utilization of a high-lift system within
the transition and retransition automation is shown.

In Section 3.5 the characteristics of the methods presented in Section 3.4 are examined
in depth and compliance of the design from Section 3.4 to the procedures of Section 3.3
and the safety objectives of Section 3.1 is demonstrated. The section is supplemented with
an analysis of the automated system response for the different failure modes. The chapter

is concluded with Section 3.6 where the achieved contributions are summarized.

3.1 Problem Description

In this section the aspects that impact the developed concept are broken down and clear
objectives that the proposal has to fulfill are defined. The FSD-SVO concept presented

in Section 2.4.1.1 offers an intuitive concept to control a VTOL aircraft. It, however,
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requires information from an automation module. With the goal to make use of the
FSD-SVO for the the automation of the transition and retransition, the requirements that
arise with relation to its integration are initially observed. This is performed in Section
3.1.1. Additional concepts that are not considered in the FSD-SVO are addressed by the
automation in this chapter.

Sections 2.3 and 2.4 discussed the common malfunctions that are known to occur
during a mission with a VTOL. In order to maintain a safe system state, in Section 3.1.2
the potential hazards during operation that have a direct impact on the later derived
procedures are discussed. The section derives safety-driven requirements that are allocated
to the automation concept.

Finally, in order to design an adequate automation strategy, not only a robust design
that accounts for the possible faults is needed. In addition, the operator involvement needs
to be considered. No process that is human-centered may be deemed satisfactory if the
user has no perception of the state of the function. This hinders the knowledge of available
input options and mitigation strategies. Therefore, the pilot involvement in the context
of the nominal process flow and in the cases of abnormal events needs to be accounted
for. In Section 3.1.3 defines the goals with regard to the operator awareness during the

reconfiguration from powered-lift to wingborne flight and back.

3.1.1 Coherence and Supplementation of the Simplified Vehicle

Operations Concept

The Simplified Vehicle Operations provide a concept that aims to minimize the necessary
operator skill while maintaining the required operational safety. This for example is the
justification for the FSD-SVO concept discussed in Section 2.4.1.1.

As seen in Section 2.4.1, the FSD-SVO addresses the operator control inceptor interpre-
tation in the different flight phases, referred to there as “behavioral modes” The unified
structure’s control variable generation from the inceptors and the inceptors’ interpretations
are blended throughout the flight envelope. However, FSD-SVO does not mention how
the changes of the flight phases should occur. These changes are the backbone of the
command variable blending.

For example, FSD-SVO mentions that during powered-lift system deactivation the
awareness of the operator should be maintained. It, however, does not mention under
which conditions this is to occur. It does not discuss the information origin or what it
needs to contain. The same applies for the retransition. Instead, it mentions that this is
to be managed by the automation or “moding” module. This automation module is in the
scope of this chapter.

From here the first objective of this chapter is specified. One of the goals is to derive a
transition and retransition procedure and an underlying automation module that executes

them. This automation concept must be seamlessly integrated in the FSD-SVO concept.
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3.1 Problem Description

It may not alter or negatively influence the control concepts of FSD-SVO, but should
complement the method and manage the sequences and switches between the required
behavioral modes.

In addition, FSD-SVO does not address the operation of a high-lift system. In this
chapter it is demonstrated how such a system is managed in the context of Simplified
Vehicle Operations. The operation must be fully automatic and thereby consistent with

the notion of maximum operator workload reduction.

3.1.2 Increasing the Robustness

Although rare, component faults occur during flight. An intuitive operational concept is
brittle if it does not account for failures and subsequently provide an adequate and equally
as intuitive mitigation strategy.

FSD-SVO addresses the nominal operation. Though it manages to compensate common
failure scenarios and omit immediate hazards, the subsequent impact in the switching
between flight phases needs addressing. This is a further issue solved in this chapter. The
proposed strategy must constantly enforce safety-constraints, driven by the reconfiguration
state and failure scenarios. The constraints do not influence the nominal behavior, but
increase the operational safety. How this is done is seen in Table 3.1.

Table 3.1 shows the severity of different failures for the functions within the high-degree
of automation control laws, responsible for the powered-lift and high-lift system scheduling
in the different flight phases. It must be noted that both the high-degree of automation
functions and possible hazards are much more that the ones listed in Table 3.1. The table
is not exhaustive and does not claim completeness. It serves an illustrative purpose to
justify the methods presented in this chapter.

The first three rows of the table discuss the severity of the failure of LTUs. If a failure
occurs at low aerodynamic pressure, the effect would be catastrophic, as stability cannot
be maintained. At the same time at high dynamic pressures - i.e. in wingborne flight -
the hover propulsion system is not required and therefore such an event does not have
immediate adverse safety effect. This by definition is a dormant error that manifests in a
catastrophic event if this hazard remains unaddressed in the retransition and if the aircraft
decelerates to low airspeed. More precisely, the mitigation of limiting the deceleration of
the aircraft such that stall cannot occur, reduces the severity significantly. The subsequent
operator workload is increased due to the necessity to perform a wingborne landing. This
is something that must be facilitated by the automation.

The next two rows of Table 3.1 tackle the issue of an inadvertent activation of a
propulsion unit. It can easily be determined that in such cases it is necessary to decelerate
the aircraft below or not permit the aircraft to accelerate above the structural velocity
limit Vzg,,. Visy, Was introduced in Section 2.3.1.2. The same argument is made in
the last row of the table, only with the structural limit of an extended high-lift system.

There again it is necessary to reduce and forbid exceeding given dynamic pressures.
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3.2 Process Breakdown

The automation design addresses the hazards described above and implements the

mitigation strategies of Table 3.1, increasing the overall robustness of the control concept.

3.1.3 Operator Support

Even if designed with robustness in mind, an automation strategy is weak if the operator
has no knowledge of the incidents that occur or what the subsequent activities of the
automation are. If the awareness of the pilot is not adequate, it may be unclear what the
actions at disposal are. Consequently, an incorrect action may be taken. This is the next
challenge to address.

The proposed strategy is human-centered and intuitive for the operator. It is by design
simplistic which aids for adequate mode awareness. The indications are tailored to the
underlying automation design. Transparency is ensured by the data, supplied from the
automation to the indication items. Mode confusion is omitted by the design of the
automation that takes into account the control inceptors and has a limited state-space.

In adverse conditions, the automation provides information to aid the operator if
actions are necessary. With the robust-design properties of Section 3.1.2 these actions are
not time-critical and further reduce the workload.

With the goals summarized, a solution that satisfies them is presented. The next
section presents the functional elements of high-degree of automation system that can

solve the above-mentioned challenges.

3.2 Process Breakdown

When performing the transition, the aircraft needs to accelerate to a velocity, commanded
by the pilot, which is in the wingborne region. The regions were defined in Section 2.4.2.
After a specific airspeed, the hover vertical propulsion units need to shut down. From
Section 2.4.2 it is known that this needs to occur at speeds above the stall speed.

A similar rationale is made with relation to the retransition, where when reaching an
airspeed while decelerating, the LTUs are to be engaged. This needs to occur at speeds,
that are smaller than Vg, . to avoid structural damage.

Therefore, when observing the two processes without the presence of faults, the
expectation is that the complexity may be manageable. However, from Table 3.1 it is
visible that the driving factor with relation to the software complexity is the necessity to
enforce a safe system state at all times and guarantee the operator awareness in the cases
where abnormal events occur and action is necessary.

This section summarizes the high-level properties the system needs to satisfy in order
to facilitate this high degree of automation while addressing possible malfunctions. The
underlying objective for these functions is to avoid system brittleness and at the same

time ensure an increased transparency.
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The necessary functionality of the high-degree of automation control is listed. Af-
terwards in Section 3.2.1 the captured functions are allocated to software components.
Thereby a software architecture that satisfies the set objectives is derived. This is the
basis for Section 3.3 where the mechanics of the transition and retransition processes and
the scheduling of the derived functions are explained.

Firstly, to ensure a high level of automation, the following system property is derived.

R1 The system shall provide stability throughout the whole aircraft envelope and track

high-order control variables.

Those variables change based on the current position in the flight envelope and the
current aircraft configuration state. The above mentioned property is self-explanatory but
necessary to satisfy the demand of lower operator qualification as dictated. It is addressed
in the FSD-SVO concept that was introduced in Section 2.4.1.1. These properties need to
be valid in the event of single failures.

In terms of safety, the following conditions need to be satisfied. Firstly, it needs to be
ensured that the speed Vg, cannot be exceeded in the case where LTUs are not yet
disengaged or fail to come to a halt in order to avoid structural damage. The failure modes,
because of which disengagement is impossible were discussed in Section 2.3.1. Additionally,
a lower velocity needs to be specified, below which disengagement of the motors cannot

occur. From these two conditions the following properties are defined.
R2 The system shall implement error detection functions.
R3 The system shall implement envelope protections.

R3.1 The system shall implement overspeed protections.

R3.2 The system shall implement underspeed protections.

R4 The values of the overspeed and underspeed protections shall be dependent on the

current aircraft configuration state.

In order to further minimize system opacity and ensure mode awareness, the introduc-

tion of HMI functions is necessary.
R5 The operator shall be able to unambiguously specify their desired mode of operation.
R6 The operator shall be made aware of the current state in the process via indications.

Lastly, the proper execution of the transition and retransition needs to be facilitated.
In the case of abnormal scenarios, mitigation strategies have to be enforced. The following

function is derived.

R7 The system shall implement an automation module that schedules the actions of the
different software modules within the FCS.
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3.2 Process Breakdown
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Figure 3.1: High-Degree of Automation Software Modules, involved in the Transition and

Retransition. The list is not exhaustive with regards to actual implementation.

3.2.1 Software Architecture and Function Assignment

In this section the software architecture of a FCS that facilitates the desired transition
and retransition characteristics is introduced. Then, the properties of Section 3.2 to the
software components are allocated. The functional allocation to modules of the system

architecture is depicted in Figure 3.1.

The Human-Machine-Interface is responsible for processing the operator inputs in
terms of control inceptor deflections and discrete inputs, such as buttons and switches.
Therefore R5 is allocated to the HMI. The design of the interface items has to be such
that the operator can unambiguously set the required mode of operation - wingborne or
hover. This function of the software architecture is further responsible to transmitting all
relevant data to the Flight Control Algorithms.

The Flight Control Algorithms block from Figure 3.1 is the container, used to summarize
all functionality that is executed on a flight control computer. The individual functions

are elaborated upon in the order of causality.

The Signal Integrity Check executes continuous monitoring that tracks the health
of all incoming signals necessary for closed-loop control and automation. The Signal
Integrity Check conditions the signals using different filtering methods and applies voting
mechanisms for the cases of redundant signal sources. It proceeds to forward all relevant
peripheral malfunctions that are registered. It therefore has to satisfy R2. As seen

later, the automation design is robust against an undetected erroneous input of certain
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information sources but not all. A summary of the signals, where resilience cannot be
ensured is summarized in Section 3.5.2.2. Therefore, for such instances this failure mode

needs to be mitigated by utilizing sensor redundancy.

The System Automation processes the current aircraft configuration. Depending on
configuration, the sensor and operator input along with the possible malfunctions, it makes
deterministic decisions on the appropriate actions and pieces together all other software
functions. Hence, it is capable of orchestrating the whole system to produce desirable

transition and retransition sequences, fulfilling R7.

The Flight Control Law function is responsible for calculating effector commands
such that higher-order objectives are achieved. The command variables change over the
envelope and the choice of the variables is managed by the System Automation. The
Flight Control Law is divided into individual tasks that must be touched upon here. It
is the implementation of the FSD-SVO concept that was already summarized in Section
2.4.1.1.

The System Automation forwards to the Error Controller what the current flight state
is. The latter then maps the operator input from the Human-Machine-Interface to the
command variables that fit that envelope and guarantees that the handling qualities are

maintained, satisfying R1.

Similarly, the Envelope Protections receive the state of the aircraft configuration from
the System Automation. This aircraft configuration determines the values of the Airspeed
Protections, which are enforced by the function. Therefore, R3 and R4 are maintained by

this software module.

Although no property is assigned to the control allocation as seen in Figure 3.1, this
module plays an important part in the overall strategy. The control allocation takes the
demands of the Error Controller in terms of required forces and moments and distributes
them to the effectors. However, it also accounts for commands that stem from the System
Automation, thereby executing processes such as the turn-on or the shutdown of the hover
propulsion units. It translates the requirements of the System Automation that implement

R7 to hover propulsion commands.

The Pilot Indications receive the information from the System Automation with regard
to the state of the aircraft configuration and status of the procedures. By the use of
appropriate display items, they fulfill R6. The Pilot Indications complete the interaction
concept, supplying the operator with the necessary information to make qualified judgments

and gain mode and situational awareness.
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3.3 Transition and Retransition Functional Flow

3.3 Transition and Retransition Functional Flow

In the previous sections, the necessary properties to facilitate the transition and retransition
were identified. They were assigned to software systems within the architecture. In this
section, the sequences of pilot and system actions that represent the automated transition
and retransition are presented.

The descriptions and explanations below provide a high-level overview. They are used
to derive the actual implementation and the exact mechanics of each step in the sequence.
The sub-functions are elaborated upon in Section 3.4.

It must be noted that the execution flows depicted in this section are used for illustrative
purposes in order to elaborate upon the sequence of events that occur during the automated
transition and retransition. As seen later in Section 3.4, the deployed automation module
is designed to account for malfunctions of components and deviations by the crew from

the procedures below.

3.3.1 Normal Transition

The execution flow of the procedure is depicted in Figure 3.2. The figure considers
the actions of the software or crew. The actions of the latter are depicted in gray. In
the following sections, the identifiers of the procedural steps conform to the following
convention. Each step begins with either a “t” or “r”, indicating whether this step belongs
to the transition or retransition procedures respectively. If present, the next character “m”
signifies that this step in the procedure is part of the mitigation strategy. This is followed
by the numbering in order of the causal chain of events. If the step is part of the expected
flow, then the identifier ends. Alternatively, if this step is off-nominal - such as the start of
the mitigation strategy or the mitigation strategy options themselves, then the identifier
is supplemented with additional characters (e.g. “a” or “b”) to indicate this.

As mentioned in Section 2.4.2, the transition starts with the operator request. This
is done in step t1). Over the Human-Machine-Interface, the operator’s input changes,
communicating to the software that wingborne flight state is desired. This is done by
moving the throttle lever in the division dedicated for wingborne flight and remaining at
its lower-most section. The divisions of the control inceptor were depicted previously in
Section 2.4.3.1. The processing method is explained in more detail later in Section 3.4.1.1.

From the definition of Section 2.4.2; it further follows that the starting point of the
procedure is in a flight region, where the propulsion system is utilized for control. Therefore,
for now it is assumed that the upper airspeed limit is prior to the start of the process is
Visye- Later in Section 3.3.2 it is demonstrated that this assumption holds.

As argued in Section 3.2.1, this input initiates a forward acceleration of the aircraft,
which is driven by the law. Once the transition speed has been reached, the conditions

from Section 2.4.2 for the transition initiation apply. Therefore, in t2) the Pilot indications
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t1) Requested and t2) Indicate Start
Speed reached? ‘ of Transition

t4) Adjust Airspeed Limits t3) Permissible to
Disengage LTUs?

t5) Indicate LTU

Shutdown t6) Disengage all LTUs

t7a) Any Disengage t7) All LTUs
Failure? disengaged?

t8a) Indicate Pilot t8) Indicate End of
Action Necessary Transition

tm) Proceed to Mitigation Strategy t9) Adjust Airspeed Limits

Figure 3.2: Transition Process Flowchart
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change accordingly to notify the operator of the start of the transition. This is necessary
to facilitate better awareness of the upcoming change of flight state and possible necessity
of abnormal procedure execution.

The check from t3) continuously monitors whether the conditions to initiate a motor
disengagement are met as the aircraft accelerates forward. With the increase of airspeed,
the thrust from the powered-lift units that is necessary to sustain the flight is gradually
taken over from the aerodynamic surfaces. When check t3) is evaluated to pass, the motor
disengagement process is triggered. This evaluation is based on several criteria and the
check itself is explained in Section 3.4.1.2.

In t4) the airspeed limits are readjusted due to the upcoming shutdown. In this step,
the lower limit is chosen such that stall cannot occur. The choice of speed is explained in
Section 3.4.4.2. Afterwards in t5) the operator is informed with means of indication that
the shutdown is starting.

To recapitulate - the envelope protections has an airspeed limit of Vg, , from the
start of the procedure, mitigating structural damage. The lower airspeed limit set in
step t4) and mitigates stall. By procedure design a safe system state during the motor
disengagement is enforced.

The System Automation proceeds to initiate the shutdown sequence in t6). Over the
control allocation, it enforces a ramp down of the motors. In [114] we noticed that due
to the propeller inflow conditions and interactions the efficiency of the LTUs is different.
Since the thrust is quadratic with relation to the revolution rate, having the gradient the
same during shutdown produces a moment, equivalent to a disturbance. Therefore, the
gradient of the ramp of all motors need not be the same. The design of the command
downward ramp is not within the scope of this thesis.

The System Automation proceeds in t7) to continuously check whether the powered-lift
system has indeed been disengaged. This is done by means of feedback from the propulsion
system and explained in Section 3.4.1.1.

If the check from t7) passes, then the operator is notified of the conclusion of the
transition procedure and that wingborne flight is entered in t8). Since the aircraft is fully
wingborne, in step t9) the upper airspeed limit is readjusted to enable the entry to higher
airspeed, which is explained later in Section 3.4.4.2. This marks the end of the transition
procedure.

In step t9) the reason for the checks in t7) becomes apparent. t7) ensures that the
conditions for wingborne flight are fully met. If step t7) were to be omitted, then a failure
of the disengagement and the subsequent release of the airspeed in t9) results in the
possible exceedance of the structural limit speed with operative propulsion system Vg, ..
By the means of t7) the severity of the findings of Table 3.1 are mitigated.

The check for off-nominal events t7a) runs together with t7) and evaluates whether
a failure condition is in effect. This is registered by the LTU feedback, Signal Integrity

checking but also functionally by means of a timeout. This follows the computations,
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introduced later in Section 3.4.1.1. Provided a failure is in effect, then this abnormality
requires an appropriate mitigation. The operator is informed of their necessary involvement
in step t8a) over the Indications. This is handled in tm), which is explained in Section
3.3.3. Depending on the action performed, the transition may be reentered via tm3b), as
explained in that section.

The complete automation of the transition in the nominal case is evident in Figure
3.2 - it is visible that from the moment of initiation onward, no action from the operator
is required. The actions of t2), t5) and t8a) are necessary to prepare and ensure the
awareness of the operator in the cases where tm) - the mitigation - is in effect. If the
mentioned failure scenario of Table 3.1 is not applicable for a given configuration, then
these actions may be omitted. This failure scenario can be mitigated by Lift/Thrust Unit
design.

It must be noted that the transition procedure may be aborted by the operator prior
to the true evaluation of check t3) by withdrawing the transition request that is one of
the conditions of step t1). Since the withdrawal is equivalent to a retransition request,
after step t3) this action would trigger a retransition process. For the sake of readability,
in Figure 3.2 it is assumed that the crew does not deviate from the procedure. The
appropriate means to account for such deviations are considered and the decision-making
process of the software in these instances become visible with the introduction of the
system automation in Section 3.4 and the logic analysis in Section 3.5.2 later on in this

chapter.

3.3.2 Normal Retransition

The execution flow of the procedure is depicted in Figure 3.3. The figure summarizes the
actions of the software and crew during the retranstion. The figure follows the same color
and naming patterns as Figure 3.2.

According to the definition of the retransition of Section 2.4.2, the state prior to
triggering the process is the wingborne limit. From Section 3.3.1 it follows that the lower
airspeed limit at this point is set such that at the very least stall cannot occur. The exact
values are explained later in Section 3.4.4.2.

Similar to the normal transition process from Section 3.3.1, in the check from rl) it is
evaluated whether the retransition is requested. This is handled by the system automation.
The request inherently creates a deceleration command, which is tracked by the error
controller.

At some point during the deceleration the necessary speed for the motors enabling has
been reached. As a consequence, the system automation evaluates check rl) as passed and
subsequently sends a command to the airspeed protections. This command sets the upper
limit to V' 1g,,, ensuring that the structural integrity is maintained in the upcoming turn

on process. This is depicted in step r2).
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r1) Requested and

Speed Reached? r2) Adjust Airspeed Limits

r3) Indicate Start

r4) Engage all LTUs of Retransition

r5) All LTUs r5a) Any engage
engaged? Failure?

r6) Indicate End of réa) Indicate Pilot
LTU Engagement Action Necessary

r7) Adjust Airspeed Limits rm) Proceed to Mitigation Strategy

r8) Hover Speed r9) Indicate End of
Reached? Retransition

Figure 3.3: Retransition Process Flowchart
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To ensure automation transparency, the imminent change of aircraft configuration
is communicated to the operator in r3). The automation proceeds to communicate to
the control allocation to execute the turn on process of the LTUs in r4). This is done
as a ramp up to idle RPM. Step r4) formally marks the start of the retransition process
according to the definition, introduced in Section 2.4.2.

As the sequence is being executed, a check is performed by the System Automation
whether the LTUs are engaged, depicted in step r5). Notice that during this time the
lower airspeed limit prohibits stalling the aircraft, whereas the upper limit ensures the
structural integrity of the aircraft, thereby enforcing a safe system state by the design of
the procedure.

Once the check of r5) evaluates a successful engagement, the operator is notified in
step r6). This ensures the crew awareness that the next mode of operation - powered-lift

flight - has been entered.

For recollection, in Section 3.3.1 it was mentioned that prior to entering wingborne
flight, the lower airspeed limit is set, such that stalling the aircraft is not possible. Since
in r5) it is ensured that the LTUs may be fully utilized, in r7) the lower limit is released.
This is done by the system automation by the corresponding message to the airspeed
protections.

As the aircraft continues to decelerate to lower air- and kinematic speeds, check r8)
monitors whether the conditions are met to signify the end of the retransition phase. When
this occurs, in step r9) the operator is notified that the hover region is reached and thus
end of the retransition is indicated. Note that that the assumption made in Section 3.3.1
is confirmed since the last upper airspeed limit set is that of Vg, .

During the check of motor engagement r4), a check whether the engagement fails is
executed as well. This is noted with rba). If process fails, then in order to mitigate the
event of Table 3.1, adjustment of the airspeed in r7) and subsequent deceleration is initially
not permitted. Instead, r6a) is triggered, which raises the awareness of the crew that a
mitigation strategy needs to be executed. This is handled in rm), which is explained in
Section 3.4.1.2.

In Figure 3.3 it is visible that in the nominal case the transition is fully automated.
The reason why in r8) actions from the crew are expected, is that they may require to
remain the Transition/Retransition region for an extended amount of time. In this case it
is not feasible to enforce the inherently low ground speed of the hover region. Furthermore,
by means of r3) and r6a) the crew’s mode awareness is ensured in the cases where the
mitigation strategies of rm) are in effect. The mitigation and reentry in the retransition
over rm3) are explained in Section 3.3.4

Furthermore, the retransition may be aborted at any time during the process, which
is omitted in Figure 3.3 for the sake of readability. Should this occur after check rl) is
evaluated to be true, then the transition process is triggered. The mechanics of this process

are visible in Section 3.5.
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tm) Proceed to Mitigation Strategy

tm1) Decide
Powered-Lift?

tm2a) Request Powered-Lift iz Manualll}r/ljurn STty

tm3a) Initiate a Retransition tm3b) Continue with Transition

Figure 3.4: Transition Abnormal Procedure Flowchart

3.3.3 Transition Mitigations

In Section 3.3.1 it was mentioned that a failure to disengage the propulsion system triggers
a mitigation strategy that requires the involvement of the operator. This Section examines

namely this mechanism. The functional flow of this process is described in Figure 3.4.

For recollection, this abnormal procedure is initiated when a reconfiguration is taking
place. Because a disengagement of an LTU and thus the reconfiguration fails to succeed,

the wingborne region cannot be entered at this point.

It is mission specific what the next line of action is and therefore the decision falls onto
the crew. For instance, when performing the transition in the vicinity of the take-off point,
it may be more desirable to abort the mission, re-enter hover and perform a landing. If
this is the case, then tmla) is evaluated as true and the re-engagement of the LTUs is
required. This is equivalent to triggering the retransition process. Therefore, in this case,
the process from Figure 3.3 is called, the mechanics of which were already explained in
Section 3.3.2.

On the other hand, if prior to landing covering greater distances is required, then going
in the wingborne region can be done by manually turning off the failed motor which is
visible in Figure 3.4 from step tm2b) onward. Subsequently, the check t7) of Figure 3.2
can be run again and if the manual disengagement was successful, then the transition

proceeds as depicted in the Figures 3.4 and 3.2.
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rm) Proceed to Mitigation Strategy
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rml) Decide
Powered-Lift?

rm2b) Request Transition rm2a) Confirm Hover

rm3b) Initiate a Transition rm3a) Continue with Retransition

Figure 3.5: Retransition Abnormal Procedure Flowchart

It must be noted that prior to the initiation of these sequences, the aircraft is in a safe
state - the possibility of stall or structural damage is mitigated by the airspeed protections.
Therefore, the aircraft is in a stable flight condition. The decision-making process of the
crew is therefore not time-critical.

Furthermore, when entering the abnormal procedure the aircraft is in the low-end of
the wingborne region with an upper airspeed limit of Vg, ,. Assuming that a reliable
manual deactivation of all LTUs is not possible by system design, then the abnormal
procedure to wingborne flight is not feasible anymore as exceeding V15, , with a running
LTU may be catastrophic. Then the only choice left is to enter hover flight. However,
since the aircraft is in a stable flight state, the crew may decide to stay in this state for a
prolonged duration of time prior to entering hover flight. Moreover, even in the absence of
such a mitigation strategy, in Section 3.5 it is visible that this has no implication on the

automation design whatsoever.

3.3.4 Retransition Mitigations

This section proceeds to explain the retransition abnormal procedures if rm) occurs in
Figure 3.3. The retransition process flow is explained in Figure 3.5. Similarly to Section
3.3.4, the crew’s decision deals with the desired flight mode which depends on the mission

parameters.
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From the energy considerations, it is most likely that the retransition is attempted in
approach, i.e. in the vicinity of the landing port. In the cases where re-engagement of
a powered-lift unit is not possible, then a go-around may be appropriate. This is highly
likely going to be performed in wingborne flight. In these instances, the crew would opt
for rm2b) and since the powered-lift is partially engaged as per r5) of Figure 3.3, then

going into wingborne flight is done via the transition procedure of Section 3.3.1.

Important to notice in Figure 3.5 is that hover flight can still be entered via rm2a) with
the appropriate crew input. In the off-nominal procedures of Section 3.3.3, the wingborne
flight is limited until confirmed LTU disengagement. Here in contrast the limitation of
entering a lower airspeed can be best interpreted as a warning that is removed upon
the confirmation of rm2a). The reason is that many VTOL aircraft configurations are
incapable of wingborne landing. Therefore, availability of the hover flight function is

actively pursued in the cases of false positives.

As seen before in Table 3.1, such configurations mentioned above arguably have a
fail-operational or fail-active powered-lift system, in which cases hover flight is always
available. In the worst case, this flight phase can be entered with reduced performance.
Even in these instances it makes sense to require confirmation from the crew instead of
just entering powered-lift flight immediately. Firstly, this raises the crew awareness that if
entered, powered-lift flight will be with decreased performance due to the detected error.
Secondly, remaining in this flight state prior to confirmation allows for the possibility of a
go-around and a reattempt of full engagement of the LTUs. In each of these cases the

system transparency is enforced.

Lastly, if hover flight and a wingborne landing are both impossible, then aborting the
mission via a flight termination system would be in effect. Flying to a safe zone may be
required. In these cases again such checks are required, which additionally requires the

system not to enter powered-lift flight “blindly”.

In all mentioned scenarios it is visible that due to the design of the procedure, the
aircraft is in a safe flight state, which is guaranteed by appropriate scheduling of the
airspeed limits. The limits are equivalent to the ones in Section 3.3.3. Therefore, the

decision-making process is again rendered non time-critical.

3.3.5 Procedure Summary

In Section 3.3.1 the normal transition procedure was derived and supplemented with the
process in the cases of an off-nominal event in Section 3.3.3. The same was performed for

the retransition in Sections 3.3.2 and 3.3.4 respectively.

For the sake of readability, the processes are broken down in four figures for each of the
sections above. In Appendix B the interested reader can find the full integrated process

flow of the procedures.
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The procedures derived in this thesis are fully automated in the cases where no failures
are registered. They furthermore fit well with the existing Simplified Vehicle Operations
Concept of the TUM Institute of Flight System Dynamics because the operator involvement
is kept to its minimum.

In the cases where a failure occurs, the design of the procedures allows for a simplified
decision-making process. The reason is that the automation is designed transparent and
the choices at disposal for the decision-making process are limited and tied to intuitive
physical reconfigurations.

Opacity is mitigated in the following way. The pilot’s intended region of operation
is clearly commanded via the inceptor and the pilot is supplied with feedback that this
is correctly registered. Awareness is further raised by providing the operator with the
progress of the process. This process is broken down and centered around the activation
and deactivation of the hover propulsion system.

In the abnormal scenarios, the operator is supplied with the information that their
desired region is currently unavailable. The unavailability conditions are simplistic and
therefore manageable to track. They consist of the failure to engage or disengage the
propulsion system in retransition or transition respectively.

In these abnormal events, the choices are to revert to the previous operational mode or
to enforce the desired region. In both cases this is completed with a clear set of actions.

Even if the underlying troubleshooting and the decision-making process of the operator
prove complex, the system is in a safe state at all times. Therefore, the activities are not
time-critical. This alleviates the pilot workload.

In the following sections the suggested software implementation of the procedures is
presented. All the process steps and how they fit in the software design are broken down

and analyzed.

3.4 Automation Design

In the previous section the transition and retransition process on an aircraft level was
described, taking the actions of the crew and software into account. In this section the
focus is on a design solution that fulfills the requirements that are resultant from the
process. This section is organized as follows.

Initially, the automation strategy is presented in Section 3.4.1 by introducing the State
Machine, its input alphabet and transition functions. This State Machine does not account
for the usage of a high-lift system.

If flaps are utilized, then the operation impacts the mechanics of the State Machine.
Those impacts are examined and the functionality to account for the high-lift system are
expanded in Sections 3.4.2 and 3.4.3. The former tackles the operation of the high-lift
system only. The latter discusses the supplementation of the design in Section 3.4.1 to

account for the reconfiguration state of the high-lift system.
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In all three sections mentioned above, the underlying purpose of the information that is
passed to the surrounding software modules is described, which is followed with information
of how the data is processed.

Afterwards, the logics of the surrounding modules is presented in Section 3.4.4. The
interactions of the automation with the law and control allocation are explained in Section
3.4.4.1. The information supply to FSD-SVO that enables the control concept is explained.
In Sections 3.4.4.2 the automation management of airspeed limits is presented. They are
necessary to enforce safety constraints. The scheduling of the high-lift system is explained
next in Section 3.4.4.3. Finally, in Section 3.4.4.4 the logical decision that is necessary to
supply the operator with adequate awareness is presented. With this the State Machine is
fully explained.

3.4.1 Automation Strategy Without a High-Lift System

In this section the choice of automation abstraction is discussed. The System Automa-
tion proposed here is centered around the hover propulsion system behavior. Three
considerations motivate this choice.

Firstly, such an abstraction layer directly corresponds to how the LTUs are to be utilized
by the law, keeping the interface between law and automation lean and unambiguous.
Secondly, the centering around the LTU mode of operation creates an information supply
to the operator that is on a physically-intuitive and therefore transparent level. Lastly, it
should be noted that according to Section 3.1.2 during the reconfiguration from and to
wingborne flight a majority of potential hazards arise due to malfunctions while engaging
and disengaging the powered-lift. This allows for addressing the hazards and the mitigation
scenarios in a straight-forward manner.

Let M 7y be the Finite-State Machine used to automate the engagement and disen-
gagement process of the hover propulsion system of the flight control algorithms. M ¢
is depicted in Figure 3.6. In the figure, the transition conditions and actions, denoted
in blue signify the ones that apply in nominal conditions. The ones, depicted in red are
relevant for off-nominal applications. Furthermore, it can be seen that the State Machine
graphical representation is divided into the flight phases (green), where the abbreviations
for the flight phases stem from Section 2.4.2. The divisions are discussed later in Section

3.5.1.4. M 7ry’s state sy € Spru, where Sy set of states

Srru = {Engaged,

Disengaging, (3.1)
Disengaged,
Engaging}
as visible from Figure 3.6. The starting state of M 7y is
spru, = Engaged. (3.2)
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TR WB

HV, TR

Engaged Disengaging

(T4UTT7)IA4

Engaging Disengaged

Legend:

Black — State

Green — Applicable Flight Phase

Blue — Nominal Transition Set/Action
Red Abnormal Transition Set/Action

Figure 3.6: High-Degree of Automation LTU State Machine

Note that continuous operation of the algorithms is assumed here. Therefore, properties
such as robustness against in-flight reboot or takeover from other instances of control
algorithms are not considered in this chapter. In this chapter, the occasions where such
properties would influence the derived considerations are mentioned in this section. The
functionality with relation to such effects is described with the implementation example
found in Chapter 5.

Table 3.2 summarizes the input alphabet of M 7y and the meaning behind the input
symbols. The underlying physical entities that they are processed from is mentioned. All
of the members of the input alphabet belong to the boolean set. They are provided by the

Decision-Atomics of the automation module, elaborated upon in the next section.

3.4.1.1 Decision-Atomics

The processing of the inputs, found in the Decision-Atomics is structured according to the
origin of the raw signals as found in Table 3.2. Firstly, the HMI processing is explained,
followed by the interpretation of the airdata system and inertial navigation system. The
feedback of the LTU is explained last.

Processing the Human-Machine-Interface

The first two input symbols of Table 3.2 - trans,,s and retrans,,s are the processed

operator inputs that determine whether wingborne flight or powered-lift flight is desired.
As for the choice of operator input to facilitate the command, the transition is requested

whenever in the wingborne control inceptor region, as found previously is Section 2.4.3.1.

In other words

transyqgse = xw(or) (3.3)
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Table 3.2: Summary of the M pry Inputs

Symbol Interpretation Signal Origin

trans,qst The operator requests wingborne flight. | Human-Machine-Interface

retrans,qst The operator requests powered-lift | Human-Machine-Interface
flight.

hover,qs: The operator requests precision hover | Human-Machine-Interface
flight.

highSpeed, 4 The operator requests flight, outside the | Human-Machine-Interface
precision hover envelope.

LTUoverride,qs: | The operator confirms the correctness of | Human-Machine-Interface
powered-lift flight reconfiguration. Used
in abnormal scenarios.

V irans Airspeed is above the value, where dis- | Airdata System. Dependent
engagement of the LTUs is deemed safe. | on the Configuration State

V vetrans Airspeed is below the value, where en- | Airdata System
gagement of the LTUs is deemed safe.

V high The kinematic speed is above the preci- | Inertial Navigation System
sion hover speed limit.

View The kinematic speed is below the preci- | Inertial Navigation System
sion hover speed limit.

LTUon The powered-lift system is engaged. LTU feedback and Signal In-

tegrity Checking

LTUorr The powered-lift system is disengaged. | LTU feedback

LTUynUusED The powered-lift system is engaged, but | LTU feedback
the demanded power output is low.

TetranStimeout The turn on of the powered-lift flight | Internal variable

system fails within the predefined time

frame.
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and therefore

retransyqs = xuur(or), (34)

for the following reasons. Firstly, from Section 2.4.1.1 it follows that deflecting the control
inceptor from the powered-lift division to the wingborne division and vice versa provides
adequate visual and haptic feedback. Hence, the pilot is aware when the need of change in
operation has been processed. The subsequent configuration change thereby is transparent
to the operator.

Secondly, the FSD-SVO velocity mapping provides an airspeed command that is above
the stall speed with a good margin. From these two perspectives, the position alone
suffices to specify which mode of operation is desired. In addition, there is no need to
impose any additional complexity with regards to the crew operation of the aircraft for
the reconfiguration. The throttle control inceptor being in the given region is directly
interpreted as a request to enter that flight mode.

Please note that in this chapter the robustness measures to account for the effects,
such as sensor noise, etc. are not demonstrated. These additional functions are in the
scope of Chapter 5 and augment the evaluation introduced here.

The next two inputs - hover,,s and highSpeed, s - indicate whether the operator
requests to conduct a high-precision hover flight. This is calculated analogously as in

Equations 3.3 and 3.4. Namely

hover, st = xm(dr) (3.5)

and
highSpeed, st = xTuw (o) (3.6)

respectively.

LTUoverride,qs is again an operator input. This information originates from a discrete
input and is necessary to detect that the transition to hover flight is confirmed by the
operator in the event of a mitigation strategy as per rm2a) of Section 3.3.4. The need
for this input is therefore derived from the procedure itself and is not reflected in the
FSD-SVO. It must be noted that the exact choice of the operator actions that generate
this input is outside the scope of this chapter but is discussed in Chapter 4 due to the
importance of this item for the procedure harmonization. In this chapter, the variable is

assumed to be a known input.

Processing the Airdata System

The next two input symbols of Table 3.2 originate from the airdata system processing.
Virans 18 true only if a sufficiently high airspeed is reached. In this thesis it is referred to
as the “disengagement speed” Viisengage- Similarly V,eprans is deemed true if the airspeed

is below the so-called “engagement speed” Vi,gq4e. Therefore
Vtrans = VCAS > Vdisengage (37)
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and
Vretrans - VC’AS < ‘/engage- (38)

In the equation, V45 is the calibrated airspeed, measured by the airdata system. The two
input symbols are used to check whether the envelope conditions suffice for disengagement
or engagement of the hover propulsion system as seen later.

The choice of Visengage is derived from speed definitions found previously in Section
2.4.1.1.

Vitsnanoe = Vogr if a TTU Failure is registered, (3.9)
Vsarg otherwise.
The terms in the two cases were introduced in Equation 2.34. The choice of disengagement
speed guarantees that after the deactivation of the LTUs, the maximum obstacle clearance
can be achieved regardless of the state of configuration. Prior to this, the maximum
clearance can be obtained using the powered-lift system.

In order to guarantee that this speed will be reached in the first place, a clear speed
command needs to be reflected in the FSD-SVO concept as well. Therefore, the requirement
is that this value is mapped when in the control inceptor gate, i.e. at dp ¢ as introduced
previously in Section 2.4.3.1. FSD-SVO takes the failure of the TTU into account via
the automation and changes the mapping accordingly. At the same time, the automation
modifies the check.

As for the engagement speed Vipgq4e, the requirement originates from the structural

limit restrictions, signified with Vg, .. It can be formulated that
Vengage = Visyy — AV LTU, 1 (3.10)

Here, the term AV pry,,, has to account for external disturbances such as gusts that may
cause the airspeed to increase abruptly. Additionally, it has to account for inaccuracies in

the measurement.

Processing the Inertial Navigation System
The next two input symbols - Vg, and Vy,,, - are necessary for the mode of operation
information supply, i.e. HV, TR and W B. For this, the ground speed in direction of the
aircraft longitudinal axis is utilized. Denoting this velocity component as V i the symbols
are calculated as

Vhigh = Vi > VHovEr (3.11)

and

View =V <VyovEer. (3.12)

Processing the LTU Feedback
The last three symbols of Table 3.2 - LTUynusep, LTUon and LTU ppp - are based on
the feedback of the LTU revolution rates and the integrity of the units. They determine

92



Chapter 3: High-Degree of Automation Transition and Retransition

whether the hover propulsion system is not currently required by the law for force and
moment production and whether the hover propulsion system has been fully engaged and
disengaged respectively.

For the processing of these inputs, ¢ = {1...nLTU} is introduced, where nLTU is
the number of propulsion units of the aircraft. Then let w; be the the revolution rate
feedback of the i'th LTU. Let w;q., be the assumed idle revolution rate of that LTU and
A; be a buffer to account for uncertainties in the assumed idle revolution rate that may be
higher in reality due to measurement inaccuracies. Lastly, LT Uy, indicates that the
LTU has been assessed as correctly functioning by both LTU itself and the Signal Integrity
Checking. Hence, LTU N and LTU ppfp are true if for all ¢

w; > Widle; — Aidlei A LTUavaili (313)

and
w; < Aoffi (3.14)

respectively.

The last input symbol is computed as
LTUUNUSED - Confirm(LTUidley tunused)7 (315>

where Con firm is the Confirmation Counter as described in Equation 2.12. t,,useq iS
designed to guarantee that the LTUs are indeed not used by the law for force or moment
production.! LTU,y. € B is a check that the propulsion system is near the idle revolution
rates. LTU;y. is true if

w; < Widle; + Aunusedi \ _‘LTUavailia Vi. (316)

Compared to A;ge, from Equation 3.13, the threshold A, useq; is much larger. The reason
for this is that the law actively utilizes the LTUs for its tracking objective. Thereby,
deviations from the idle revolution rates cannot be excluded. In fact, the threshold A, ,ysed;
is a function of the current state of configuration. The value is expected to change when
for example an LTU or traction unit is lost. Then there might be a net moment due
to the failure that needs to counteracted and therefore the remainder of the LTUs may
need to produce noticeably higher RPM. Even though not explicitly written here, wige, is
therefore a function of the state of configuration.

Lastly, retransmeou: is used to track how long the system state sppy has remained in
the state Engaging. For recollection, according to step r4) of Section 3.3.2, the control
allocation actively commands the ramp up in the commanded revolution rates of the

LTUs to the idle revolution rates. It is therefore deterministic how long it should take for

!Recall that in Section 1.1.4 a eVTOL with dedicated TTUs was considered. For tilt-rotor aircraft,
additionally the tilt deflection can be monitored as a marker that wingborne flight is approached. In fact,

the automation we present in [114] accounts for this.
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the LTUs to engage because the sequence is predefined. If this time is exceeded, then a
timeout is used as a means to make one of the mitigation strategies to powered-lift flight

available as explained later. It is therefore defined that
retransgmeout = Confirm(SLTU - Engagmgy tengage,timeout>7 (317)

where tepgage timeout 1 tightly coupled to the known ramp up sequence duration. Permitting
hover flight prior to the ramp up is not feasible.

In this section the Decision-Atomics of M was presented. It processed all input
sources using the constructs that were presented previously in Section 2.2.3 and prepared
the input alphabet for the Decision-Making. As already seen in Figure 3.6, the core of the
automation is a Mealy Machine. Its transition and output functions are explained in the

next section.

3.4.1.2 Decision-Making

This section explains mechanics of the Decision-Making process. It presents the transition
functions of the State Machine. In Figure 3.6 the transition sets and actions are denoted as
Ti and Ai respectively with ¢ € N to conform with the conventions previously introduced
in Section 2.2. In the same figure the edges marked in red are the ones that deal with the
mitigation strategies, explained in Sections 3.3.3 and 3.3.4.

For the sake of clarity, the actions during each state are briefly summarized with the
introduction of the transition functions. The detailed explanation is provided later on in
Section 3.4.4. In addition, all input combinations that are not depicted on the edges of
Figure 3.6 imply that the state is retained. This follows the pattern previously explained
in Section 2.2.3 with Equations 2.22 and 2.24.

Entry Point

When entering sy, , the surrounding systems are supplied with the following information:

e The control allocation is passed the information that the powered-lift system may

fully be used for force and moment production.

e The information that the LTUs are utilized is passed to the Envelope Protections.
This schedules the upper and lower airspeed limits. This is described in Section
3.4.4.2.

e The State Machine state Engaged is passed to the Pilot Indication to initialize the
display items. This is described in Section 3.4.4.4.

As already mentioned, continuous operation of the algorithms is assumed. Therefore,
properties such as robustness against in-flight reboot or takeover are not considered in

this chapter. In the cases where this occurs, the entry point may not be into the state
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Engaged but then depends on the flight situation. Apart from that, an in-flight reboot
has no influence to the next considerations. The functionality with relation to such effects
is described Chapter 5.

T1/A1: Starting the Disengagement Process

As seen in Figure 3.6, t; is the condition for which

d(Engaged, u;) = Disengaging. (3.18)

This marks the start of motor disengagement. The transition condition is defined as
tl == transrqst N Vtrans N LTUUNUSED' (319)

The first condition of the ¢; limits the disengagement process only in the cases where
desired by the operator. This fulfills t1) of Section 3.3.1, which was motivated by the
automation transparency.

The next two symbols together form check t3) of Section 3.3.1. With V4,5 the
disengagement is only allowed when the aerodynamic force is enough to sustain level flight,
meaning that the propulsion units should not be used for supplementary lift production.
It is thereby ensured that the disengagement process is started in the correct position
within the flight envelope. This is directly correlated to the findings from Figure 2.10.

However, even above the stall speed the involvement of the propulsion system may
be required for enhanced disturbance rejection due to the increased moment authority.
Therefore, in these conditions it is not feasible to shut them down and decrease the control
performance. In contrast, the controller not actively utilizing the propulsion is indicative
that the aircraft is in a calm state, where the motor shutdown can be executed. For this
reason the System Automation continuously checks whether the LTUs are indeed not used
via LTUynuseDp, adding an additional independent condition.

When the transition occurs, then the following actions take place:

e The information that the LTUs may no longer be utilized is passed to the Envelope
Protections. This increases the lower airspeed limit. The exact limit value is
described in Section 3.4.4.2.

e The State Machine state Disengaging is passed to the Pilot Indication. This triggers
the Shutdown indication. This is described in Section 3.4.4.4.

e The control allocation is passed the information that the powered-lift system may

no longer be used for force and moment production.

e The control allocation is passed the information to initiate the ramp down the LTU

commands to zero.
These actions are tupled in A7.

95



3.4 Automation Design

T2/A2: The Successful Disengagement

According to Figure 3.6. the condition ¢, triggers the transition
d(Disengaging, ug) = Disengaged. (3.20)

In the state Disengaging the automation is waiting for the shutdown of the propulsion
system. Hence, t, is directly tied to t7) of the transition procedure in Section 3.3.1 and
therefore

ty = LTUppr (3.21)

must be true.

Whenever the transition takes place, the following series of events take place (A2):

e The State Machine state Disengaged is passed to the Pilot Indication to indicate
to the operator that the transition procedure was executed. This is described in
Section 3.4.4.4.

e The information that the LTUs are fully disengaged is passed to the Envelope
Protections. This schedules the upper airspeed limit. This is described in Section
3.4.4.2.

e The control allocation is passed the information that the LTU commands shall not

be non-zero.

The actions are summarized under A2 in the figure.

T3/A3: Starting the Engage

The LTU engagement process is denoted with the transition

d(Disengaged, us) = Engaging, (3.22)

with us specified any of the input combinations that cause the expression
ts = retrans,gst A\ Vretrans (3.23)

to be true.

Transition Condition 3 directly implements check r1) of Section 3.3.2, therefore the
operator request retrans,,s plays a critical role. The activation is never initiated without
the explicit intent of the crew, which is expressed by that input symbol.

In contrast to t;, with t3 the usage of the LTUs cannot be taken as a criteria to
determine whether they are indeed necessary. This is because by implication of A2 the
active decision not to utilize them is taken. Moreover, during the activation they should
not be required. If they were, this would imply the system is either in stall or the moment
authority of the aerodynamic control surfaces is not sufficient. This scenario is prohibited
be the proper scheduling of the airspeed limits and the envelope protections enforcing the

limits.
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Instead, V , erans 18 used to verify that the airspeed is sufficiently low to rotate the
motors without causing structural damage. That the aircraft reaches such an airspeed is
ensured by the control concept as discussed previously in this chapter - the request from

the pilot retrans,qs implies a deceleration of the aircraft.

The transition triggers the following set of system actions, expressed with A3:

e The information that the LTUs are no longer disengaged is passed to the Envelope
Protections. This schedules the upper airspeed limit. This is described in Section
3.4.4.4.

e The State Machine state Engaging is passed to the Pilot Indication to inform the
operator that the retransition procedure has commenced. This is described in Section
3.4.4.4.

e The control allocation is passed the information to initiate the ramp up the LTU

commands to idle revolution rates.

T4/A4: The Successful Engaging

In the state Engaging, the automation is waiting for the hover propulsion units to engage.
Should this occur, then on the one hand, deceleration to and airspeed below the stall
speed is permitted. On the other, the control allocation is allowed to use the LTUs for

force and moment production.

Therefore, the state transition is executed as
d(Engaging, u;) = Engaged, (3.24)
in which the condition is
t; = LTUon, (3.25)

thereby fulfilling check r5) found in Section 3.3.2.

A/ then causes the following response:

e The information that the LTUs are utilized is passed to the Envelope Protections.

This schedules the lower airspeed limit. This is described in Section 3.4.4.2.

e The State Machine state Engaged is passed to the Pilot Indication to visualize that
the engagement process was completed without errors. This is described in Section
3.4.4.4.

e The control allocation is passed the information that the powered-lift system may

fully be used for force and moment production.
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T5/A5: Transition Mitigation to Powered-Lift Flight
The first abnormal scenario is examined where the disengagement process malfunctions
and cannot complete as per Section 3.3.3. From the so far introduced mechanisms, it is
visible that prior to the mitigation, the automation is in the state Disengaging. According
to Section 3.3.3, a mitigation is called for if the disengagement cannot complete, i.e. ¢, is
false for longer than a predefined duration.

In the cases where the operator decision is to revert to powered-lift flight with step
tmla), it must be accounted that the LTUs are in the disengagement process and they

need to firstly be re-engaged. Hence, the transition
d(Disengaging, us) = Engaging (3.26)
is necessary. In these cases the set member u; belongs to the tuples that cause
ts = retrans,gs (3.27)

to be true.

In contrast to t3 from Equation 3.23, here there is no need to verify that the aircraft is
in the correct envelope. With regards to the flight condition, it is known that from ¢; the
airspeed is above the disengagement speed and from A1 the lower end of the envelope is
maintained and protected. The upper end of the envelope is protected. By these means it
is ensured that neither stall nor structural damage can occur prior or after the transition.

When performing the transition from Disengaging to Engaging, under A5 the fol-

lowing set of actions are executed:

e The State Machine state Engaging is passed to the Pilot Indication to indicate to
the operator that the retransition procedure has commenced. This is described in
Section 3.4.4.4.

e The control allocation is passed the information to initiate the ramp up the LTU

commands to idle revolution rates.

In A5 it is not required to pass information to the Envelope Protection limits because
the upper limit was already set correctly and need not change. The lower limit was
altered prior to entering Disengaging with A1. The control allocation need not receive
the information that the LTUs cannot be utilized, as this was done previously with A71.

It is important to repeat that the other option according to the mitigation strategies
of Section 3.3.3 is to manually power off the malfunctioning LTU as per tm2b). This
is, however, already indirectly included in the transition condition ¢, via Equation 3.21,
as turning off the motor unit implicates that the rotation rate has to converge to zero.?

Hence, there is no need to account for the abnormal scenario in the design.

2This is only partially true. Turning off the power supply to a LTU may cause it to windmill. This,
however, is of no concern in terms of automation design. Either the LTU is capable of turning off or not.

Therefore, either this transition is possible or not, but it does not impact the design.
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T6/A6: Retransition Mitigation to Wingborne Flight

In the cases of retransition, the transition function

d(Engaging, ug) = Disengaging (3.28)

implements the pilot decision rm2b) of Section 3.3.4 to abort the retransition and revert to
wingborne flight. This is the case when the engagement of the motors does not complete
satisfactory, i.e. ¢, is false. Therefore, it is stated that wus is from the set of tuples, for
which

te = trans,gs (3.29)

is true.

Similarly to the previous mitigation actions, unlike the nominal disengagement initiation
from Equation 3.19, the aircraft is in the correct envelope - the LT Us were in the engagement
process from A8 and are not used by implication. With regards to the flight condition,
from t3 it follows that the airspeed is below the engagement speed and with A3 it is
additionally protected. The lower airspeed limit was not modified from A7 onward.

Therefore, the actions under A6 are as follows:

e The State Machine state Disengaging is passed to the Pilot Indication. This triggers
the Shutdown indication. This is described in Section 3.4.4.4.

e The control allocation is passed the information to initiate the ramp down the LTU

commands to zero.

As with the previous mitigation strategy, the airspeed limits need not be altered.

T7/A4: Retransition Mitigation to Powered-Lift Flight

The last transition to explain is

d(Engaging, uy,) = Engaged, (3.30)

which is responsible for satisfying rmla) of Section 3.3.4. The transition condition is
introduced as

ty = retransymeont N LTUoverride, s, (3.31)

in which the latter argument confirms the operator decision, found under rm2a), whereas
the first argument implements a timeout for the control allocation.

Recall that when entering the state Engaged, the controller is required to actively use
the powered-lift system for its tracking objective. With A3 an RPM command ramp up is
executed that takes a known finite amount of time to reach the end command value. By
means of retransi meow: in Equation 3.31, the state Engaged is only available when this
predefined time has elapsed.

With regards to the actions taken when doing the transition t,, they are A4 as seen in

Figure 3.6. A/ was explained previously in this section.
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Kinematic Speed and Speed Demand

As for the law, recall from Section 2.4.1.1 that the necessary supply is the mode of
operation, i.e. HV, TR and WB. For this a Latch is utilized. The mechanics of this
construct were explained in Section 2.2.3 with Equation 2.9.

Defining the two conditions as
tHS == highSpeedrqst VAN Vhigh (332)

and
trs = hover,gse A View (3.33)

the additional Decision-Making output is sy € B and is computed as
SHS — Latch(t]{s, th). (334)

As previously mentioned, here in-flight reboot or a takeover from another flight control

algorithm is not considered.

3.4.2 Introducing the High-Lift System Automation

The automation strategy for topologies that in addition require the use of a high-lift
system is examined next. In this section, requirements for both the flap operation and the
supplementation of the transition and retransition automation are set.

Firstly, for the sake of modularity, the existing automation strategy presented in Section
3.4.1 needs to be utilized. Therefore, the automation shall use an additional State Machine
for the control of the flap motion. This State Machine shall be denoted with M ;. As as
seen in the next paragraphs, My is supplemented to account for the operation of the
flaps.

In terms of operation order in the transition phase, the higher lift production with
deployed flaps is to be taken advantage of so as to execute the LTU disengagement process
at a lower airspeed. Therefore, it follows that during the transition to wingborne flight full
deployment of the high-lift system must be utilized. By implication, in the automation of
the transition it must additionally be considered that a malfunction in the high-lift system
may hinder the mentioned full deployment.

A similar rationale is made when observing the retransition phase. The aim is to
execute it with fully extended flap system to increase the theoretically permissible turn
on region as per Figure 2.10. Accounting for malfunctions is again necessary to ensure
no stall occurs and that the greatest obstacle clearance can be reached if full deployment
cannot be established.

From the last two requirements it is evident that in the nominal conditions an aircraft
shall perform the entry to wingborne and powered-lift flight prior to retracting or after
extending the high-lift system respectively. This therefore sets the nominal operation

order for both cases. In the transition, first disengagement of the LTUs must take place
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Figure 3.7: High-Degree of Automation High-Lift System State Machine

and only then is movement of the high-lift system out of the extended position allowed.
For the retransition - it is the other way around - first fully deployed high-lift system is
desired and then the LTU engagement can proceed.

This order of execution is important for the pilot situational awareness. In fact, this
execution order needs to be maintained as much as possible also in the cases of faults in
either system (LTU or high-lift) in order to minimize the automation opacity. Additionally,
the awareness needs to be supported by coupling the operation of the high-lift system
with the operator input.

Whenever the execution order cannot be maintained, adequate indications are necessary.
One example for this is in the cases where the high-lift system has malfunctioned and
remains fully retracted during the retransition process.

With this in mind, the State Machine for automation of the high-lift system is introduced.
Let M g1, be the Finite-State Machine used to control the high-lift system. M g, is depicted
in Figure 3.7. The color pattern of the figure follows the one previously introduced with
Figure 3.6. The states of M belong to the state set

Sur = {Extend,

(3.35)
Retract},
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and furthermore

suL, = Extend, (3.36)

which is the initial state of the State Machine.

The input alphabet of M gy that makes up the transition conditions of Figure 3.7 is
summarized in Table 3.3 together with the physical entities that are used to process them.
All of the entries are from the boolean domain. Each symbol is shortly elaborated in the

next section.

Table 3.3: Summary of the M gy, Inputs

Symbol Interpretation Signal Origin

extend,qst The operator requests extension of the | Human-Machine-Interface

high-lift system.

retract gs: The operator requests retraction of the | Human-Machine-Interface

high-lift system.

H Loverride,qs: The operator confirms that aerodynam- | Human-Machine-Interface
ically efficient flight is desired. Used in

abnormal scenarios.

V vetract Airspeed is above the value, where | Airdata System
retraction of the high-lift system is

deemed safe.

V eatend Airspeed is below the value, where ex- | Airdata System
tension of the high-lift system is deemed

safe.

LTU gisengimeon: | The LTU disengagement process has | Internal Variable
timeout out. Used in abnormal scenar-

i0s.

3.4.2.1 Decision-Atomics

The processing of the inputs, found in the Decision-Atomics, is structured according to the
origin of the raw signals as found in Table 3.3. Firstly, the HMI processing is explained,
followed by the interpretation of the airdata system. The internal feedback is explained
last.

Processing the Human-Machine-Interface
The first two input symbols - extend, s and retract,,s of Table 3.3 - originate from the

pilot input and indicate the operator intention - whether to have the flaps extended or
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retracted. The constraint
extend, s¢ 7 retract, s (3.37)

must hold to guarantee ambiguity in the operator intentions. Furthermore, to maintain the
necessary execution order mentioned earlier in terms of operator input, the implications
that

retract sy = transgs (3.38)

and

retrans, s = ertend,qs (3.39)

is defined. Simply put, if a retraction is requested, then the transition command must
have been commanded simultaneously at the latest. Similarly, from the second equation it
follows that whenever the retransition request gets processed by the automation, then also
the operator input to extend the flaps has to be registered at the same time instance at
the latest.

With the two implications requirements on the interpretation of the HMI inputs to the
automation are set. These are necessary to facilitate the proper mode awareness. If the
pilot retransition command were to be independent of the extension command, it could
very well be that the pilot demands the retransition without demanding the extension.
In this example, the operator’s mental picture could be that the retransition should be
performed without engagement of the flaps which directly conflicts the order that must be
maintained. Thereby automation transparency can no longer be claimed.

Instead, the two above-mentioned constraints by proper design of the logical decisions

are enforced. The evaluation is
retract,qse = Xw(or). (3.40)

Logically, it follows that
extend,qst = xwur(07). (3.41)

The evaluation is the same as for the transition and retransition requests, i.e. the
implications previously introduced in this section can be proved. The coupling of extend, s
and retract,qs is solely to the pilot throttle lever. Thereby no additional functionality is
required from the HMI. However, to maintain the desired execution order, the execution
order by the State Machine design needs to be enforced instead. This is presented later on.

The third operator input - H Loyerride,qs; - 15 used for the abnormal scenario where an
LTU fails to disengage and - as per Section 3.3.4 - wingborne flight for a prolonged duration
of time is required. This override will force the high-lift system to the state Retract if
other conditions are also met. It must be noted that the exact choice of the operator
actions that generate this input is outside the scope of this chapter but is discussed in
Chapter 4 due to the importance of this item for the procedure harmonization. In this

chapter, the variable is assumed to be a known input.
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Processing the Airdata System

The next two inputs are coupled to the flight condition and are necessary to limit the
operation of the high-lift system in the correct flight envelope with relation to the airspeed.
The first of the pair - V,eraer - is evaluated as true if a sufficiently high airspeed is obtained.
This speed is referred to as the “retractions speed”. Similarly, if the airspeed is below the
so-called “extension speed”, then V ., ienq is set to true. As seen later, these conditions are

a guarantee that the conditions for stall or structural damage are omitted. Therefore

Vretract = VCAS > VSAFEFE (342)

and

Vestenda = Voas < Virpo — Ay. (3.43)

The term Ay is used to account for external disturbances such as gusts that may cause

the airspeed to exceed the structural limits shortly.

Processing the Internal Variables

The last input symbol is required for the abnormal scenarios when an LTU disengagement is
not possible as discussed in Section 3.1.2. As previously explained, from the actions during
the state Disengaging the ramp of the command to zero revolution rates is commanded.

Therefore, the failure condition can functionally be accounted for by means of the timeout
LTU gisengsimeons = Confirm(spry == Disengaging, tramp) (3.44)

where ¢4, specifies the known ramp down duration.
In the next paragraphs the state transition functions of M g are explained. They are

seen in Figure 3.7.

3.4.2.2 Decision-Making

This section explains mechanics of the Decision-Making process. It presents the transition
functions of the State Machine. This section and Figure 3.7 follow the convention of
Sections 3.4.1.2 and 3.6.

For the sake of clarity, the actions during each state are briefly summarized at the
end of the section. The detailed explanation is provided in Section 3.4.4. In addition, all
input combinations that are not depicted on the edges of Figure 3.6 imply that the state
is retained. This follows the pattern previously explained in Section 2.2.3 with Equations
2.22 and 2.24.

T8: Starting the Retraction

Nominally, the retraction process begins with the transition function
d(Eztend, ug) = Retract, (3.45)
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in which ug of the tuple set, for which
ts = retract gt N Vietract N (Spry == Disengaged) (3.46)

is true.

The first term is necessary for adequate transparency and limits the process if not
desired by the operator. With V,ceer, the movement can only commence when the
aerodynamic force is enough to sustain level flight and optimal obstacle clearance even
with retracted high-lift system, ensuring that the retraction occurs in the correct flight
envelope. Finally, the last check guarantees that the order of execution is maintained. In
the nominal case the retraction starts after proper LTU disengagement. This is enforced
by the check.

T9: Starting the Extension
The High-Lift deployment process is denoted with the transition

d(Retract, ug) = Extend, (3.47)
with the transition condition
tg = extend, gt AV extend. (3.48)

Extension is not initiated without the explicit intent of the crew, expressed by the first
input symbol of check tyg. With V. enq, on the other hand, it is verified that the airspeed
is sufficiently low so as to not cause structural damage. Ensuring that this airspeed is
reached by the control concept as discussed previously in Section 3.4.1.1 because the

request extend,,s also implies an aircraft deceleration.

T10: Retracting in the event of a LTU Disengagement Malfunction
Availability of the retraction function in the events that the disengagement process does
not execute correctly is accounted for. Recall from Section 3.3.3 that the aircraft may
sustain flight at a high airspeed for a prolonged duration. The transition function here
is motivated by this use-case, as in these occurrences reduction of the aircraft drag is
desirable to increase the flight range.

The abnormal start of high-lift system retraction is signified with the transition function
d(Eaxtend, u;) = Retract, (3.49)

in which combination found in u;y satisfy
tig = retract,gse A Vietract N LTU gisenggimeons N H Loverride,qs: (3.50)

When comparing t;y to check tg from Equation 3.46, the movement is only permitted
when the clear intent of the operator is processed and if the correct envelope in terms
of airspeed is maintained. Whenever the disengagement of the LTUs fails, then this is
captured by means of the timeout. It is then up to the pilot’s choice whether the retraction

proceeds. This is done with the override.
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Transition Actions
The state sy of the automata is passed to the Pilot Indications to display the current
automation process. This state is also passed to the high-lift system deflection scheduling.
The mentioned scheduling is described in Section 3.4.4.3.

Extend is reached at the entry point or via tg and therefore this set of actions are
taken also at A8, whereas Retract is reached via tg or t;y and therefore this information
is supplied with A7 as seen in Figure 3.7. A detailed explanation of the output functions

is provided later on in Section 3.4.4

3.4.3 Supplementing the Powered-Lift Automation to Account
for High-Lift System Operation

In order for M ;7 to take the high-lift system operation into account, the input symbols
of Table 3.2 of the State Machine are supplemented with the ones, found in Table 3.4.

Table 3.4: M ry Input Supplement for High-Lift System Operation

Symbol | Interpretation Signal Origin

HL.. The high-lift system is fully extended. | High-Lift Feedback
HLq 00 The high-lift system has no malfunc- | Signal Integrity Checking.

tions. Used in abnormal scenarios. Internal Variable
HLijmeows | The High-Lift Extraction has timed out. | Internal Variable

Used in abnormal scenarios.

How the input symbols originate in the Decision-Atomics is explained in the following

section.

3.4.3.1 Decision-Atomics Supplement

Processing the Flap Feedback

H L., signifies whether the high-lift system is fully extracted. This symbol is necessary to
facilitate the proper execution order of the two systems in the cases of the retransition.
If dp, is the deflection of an arbitrary flap and g, e, is the deflection when dp, is fully

extracted, then HL,,; is true when

Sp, > Opmas — Mg, Vi (3.51)

max ’

The term Ap,  accounts for sensor inaccuracies.
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Processing the Internal Variables
The latter two inputs symbols in Table 3.4 are necessary for the abnormal scenarios
when the high-lift system is not responsive. H L, originates from the failure detection
mechanisms of the Signal Integrity Checking and signifies an error of the system.

For the cases of an undetected erroneous, the malfunction can functionally be accounted

for by introducing that
HLjjmeour = Confirm(syp == Extend ANV eoas < Vi est, threshegiract)- (3.52)

The timer starts running when extraction of the high-lift system is required and when the
velocity for complete extension has been reached. The exact value for this airspeed Vi ext
is introduced later with Equation 3.71 in Section 3.4.4.3. The timeout time threshezirqct
accounts for the necessary time for full deployment.? It is visible that if H L., is never
true during an undetected malfunction, this input symbol guarantees the liveness of the
retransition function.

It is apparent that the transition conditions of M 7y, found in Section 3.6 require
modification.

When starting the disengagement process, the reconfiguration state is indirectly ad-
dressed in terms of high-lift system deployment by choice of Vyisengage- This is especially
necessary for off-nominal cases.

Apart from that, to start the engagement of the LT Us, the automation needs to enforce
the sought after execution order but also ensures liveness of powered-lift flight for high-lift

system malfunctions.

3.4.3.2 The Modified Transition Conditions

When taking the high-lift system into account, clearly changes in the State Machine M p ¢
are necessary. In terms of input processing, only the disengagement speed Viisengage needs
alterations to account for a possible malfunction of the flaps. Additionally, the transition

conditions for the start of LTU engagement need modifications.

Modifying the Disengagement Speed
The disengagement speed of Equation 3.9 is redefined to be

VSAFEFE if HLemt A TTUcwaz'lia Vi

v VSAFE it _‘HLe:ct A TTUavailm Vi (3 53>
disengage — :

9 VoErrs it HLey N TTUgpgi,, for any i

VOE] if ﬁHLemt VAN _‘TTUavaz'li; for any 1.

30me can see that this timeout method relies on very simplistic estimates. If more precise knowledge
of the high-lift system mechanics is available, then this can be considered to increase the performance.

This, however, will also undoubtedly increase the complexity.
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In this equation, H Leztendeq Was introduced in Equation 3.51.

In the first line of the piece-wise function, the nominal case is depicted. Performing the
LTU disengagement is enabled at lower airspeeds. The rest are abnormal scenarios, where
the last would implicate a double error and is mentioned for the sake of completeness.
Another property worth mentioning is that the previous definition of Vjisengage found in

Equation 3.9 is equivalent to the current one for the high-lift system not being extended.

T3 and T5: Modifying the Engagement Transition Conditions

The modified motor engagement process is triggered by the transition functions
d(Disengaged, uz) = Engaging (3.54)

and

d(Disengaging, us) = Engaging. (3.55)

The conditions t3 and t5 signify the modified conditions.

The supplementing condition
thr = HLeg V 2 H Loyait V H Liimeout (3.56)
is introduced, with which the modified conditions
ts =ts Ntpr (3.57)

and
ts =1ts5 Ntyg (3.58)

is expressed. t5 and t; are introduced with Equations 3.23 and 3.27 respectively.

The first condition of ¢g; enforces the execution order in the nominal condition -
engagement of the LTUs only commences once full extension of the flaps has taken place.
The latter two conditions are necessary for the cases of high-lift system malfunctions. If
such an error is detected by the Signal Integrity Monitoring, then the second term of
tyr is true and therefore the engagement is permissible from the perspective of the flap
deployment. The last check is necessary for the cases of an undetected erroneous so as the

liveness of the engagement is guaranteed regardless of the high-lift system operation.

3.4.4 Decision-Execution

With the State Machines of the automation defined, this section proceeds to specify the
exact actions which are requested from the surrounding functional modules. Similar to
Equation 2.27, the states of M7y and My, (spry and sy respectively) are forwarded
to the Decision-Execution module along with the state sgg.

This section begins with Section 3.4.4.1, in which the operation of the control allocation
and law with regards to the hover propulsion system is explained. Next, in Section 3.4.4.2,
the limits that must be enforced by the airspeed protection function are examined. If a

high-lift system is utilized - in Section 3.4.4.3 the intended system operation is explained.
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Lastly, the behavior of the indications in Section 3.4.4.4 is explained. Those are

necessary for proper crew awareness and correct vehicle operation.

3.4.4.1 Law and Control Allocation Scheduling

The first module that requires input from the Automation function is the control allocation,
which is the sole instance of the control algorithm responsible for powered-lift command
calculation. The mode of operation for the control allocation is solely coupled to spp.

The first property is the allowed utilization of the hover propulsion system. This is
allowed if s,y == Engaged, otherwise the powered-lift system cannot be used in the
pseudocontrol distribution. Whenever the powered-lift system cannot be utilized, i.e.
spru # Engaged, the control allocation follows a predefined command pattern.

From Equation 3.19, it is known that the the previously commanded motor revolutions
are in the proximity of the idle revolution rates. Whenever s,y == Disengaging, then
the control allocation is given the task to drive the powered-lift system from the current
command down to zero. Generally speaking, this is done in the form of a ramp and
considers no change in the estimated net moment due to the hover propulsion units but is
not in the scope of this thesis.

Similarly, whenever s; 7y == Engaging, the control allocation executes a predefined
command ramp-up to idle. On one hand, this facilitates the check of proper motor
engagement by the Automation, provided in Equation 3.13. On the other hand, this also
allows for a smoother entry into the transition flight phase as the active pseudocontrol
allocation starts from in a more dynamically deterministic RPM envelope when compared
to starting the control allocation from zero RPM.

Lastly, when sp 7y == Disengaged, the aircraft is fully in wingborne flight. There the
control allocation sends zero commands to all components of the powered-lift system.

With the states sy and syg the behavior modes the law requires can fully be described

and namely by
HV = (spruy == Engaged) A —sys,
TR = (sprv == Engaged) N sps and (3.59)
WB = (sprv #  Engaged).
It is easily seen that only one of the modes can be active at a given time instance. The

behavior of the closed-loop control algorithms is not in the scope of this thesis, but can
instead be found in [8].

3.4.4.2 Airspeed Limit Scheduling

The next output function presented is the airspeed limit computation. Firstly, the lower
limits are studied. The values that the lower airspeed limit V ¢ a5min can assume are seen
in the Truth Table 3.5.
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Table 3.5: Underspeed Protection Limit Truth Table

SLTU HLcxt | "TTUgqvai,, for any i || Vcasmin
Engaged - - unused
- Engaged | true false VsaArEm,
—~Engaged | false false Vsare
—FEngaged | true true VoEIg

—Engaged | false true Vorr

The inputs to the table is the state of our automata sy 7y, whether or not the high-lift
system is fully extended and whether an error in the traction system is registered. For
recollection, the computation whether the high-lift system is extended was introduced
with Equation 3.51.

As discussed from Section 3.4.4.1, whenever s ry == Engaged, then the control
allocation has full command of the hover propulsion system. Therefore, the lower airspeed

limit is no longer necessary as stall is mitigated by the the powered-lift production.

Whenever the hover propulsion system may not be used, i.e. syry # Engaged, then
the airspeed limit is solely a function of the aircraft configuration state. The characteristics
of the safe speed are directly influenced by the high-lift system and whether an error in the
traction system is registered. The subsequent lines of Table 3.5 reflect those configuration

changes.

Please note that is theoretically possible to account for the high-lift system deployment
by mapping scheduling the limit from V garg to Vsarg,, as a function of the state of their
deployment. Here it is explicitly chosen for a more conservative and thus safe approach.
Hence, only the lower speed of V gapg,,, is allowed if there is a confirmed full deflection of
the high-lift system.

In the cases, where the aircraft does not have a high-lift system, the logic is condensed
by removing the configuration changes with relation to that system and taking only the
entries, where the high-lift system is not extended. In other words, the differentiation

“Flaps extended” need not be made anymore.

Table 3.6 for the upper airspeed limits follows a similar approach. Here, the input
symbol LTU prr is used instead of the state of M 7. For recollection, the computation
of the symbol is presented in Equation 3.14. The reason the state is avoided is for the cases
where hardovers of the hover propulsion system occur after entry into wingborne flight. If
such an error occurs, then the automation either forbids an acceleration beyond Vg, . or
initiates a deceleration until LTU fault detection and isolation algorithms manage to cope

with the issue.

110



Chapter 3: High-Degree of Automation Transition and Retransition

Table 3.6: Overspeed Protection Limit Truth Table

LTUorr | High-Lift System V cASmax
false - Visye
true —Retracted min(Vsen(0r))
true Retracted VNE

Whenever the powered-lift system is disengaged, the state of the high-lift system is
observed once more - in these cases a retraction of the flaps is checked. The high-lift

system is evaluated as retracted if

p < Opymin + Ap, Vi, (3.60)

The symbols of the equation were introduced in Equation 3.51. In these cases, the upper
limit is relaxed to V yg.

Otherwise - in the cases where Equation 3.60 is evaluated as false, then the upper
airspeed limit is scheduled over the flap deployment, ensuring that no structural damage
ensues. For every flap deflection measurement 0z, a speed is calculated, where no structural

damage occurs with the function

Vireo — VFEEfu

Ve, (05) = Vg fu + (05, — 0Fmaz) - (3.61)

(SFi min 5FZ max
The safe airspeed is computed for all flap deflections and the lowest one is taken as seen

in row two of Table 3.6.

3.4.4.3 Deriving the High-Lift Scheduling

This Section demonstrates how the high-lift system automation states Extend and Retract
of Section 3.4.2 are used for the flap utilization. Here exact strategy for the deflection
scheduling is discussed.

From the design execution order of LTU and high-lift system operation it is known
that in order to enter Retract the LTUs need to be disengaged, i.e. wingborne flight has
been requested.

Therefore the flap command strategy when in Retract is formulated in the following
manner. Whenever sy, == Retract, the system shall attempt to deflect the flaps, such
that the aircraft is flying in an aerodynamically optimal configuration with respect to the
high-lift system.

For this, the force-equilibrium equation around the kinematic frame without wind is
observed. For steady-state flight from [100] the equation

T—-D
= i

0

— sin~y (3.62)
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has to hold. In the equation 7" is the currently applied thrust, m is the aircraft mass, = is

the climb angle. D is the aircraft drag is expressed as
D =qS-Cp(éF), (3.63)

where ¢ is the dynamic pressure and S is the surface. The drag coefficient Cp is a function
of the deflections of all high-lift units. From [100] if follows that

Cp(dr) = Cp(CL(dr)). (3.64)

Hence, all parameters that make up Cp are a function of the flap deflections.

For the given flight condition of Equation 3.62, the demanded forward thrust can
be reduced by minimizing the drag and therefore the drag coefficient Cp. This is an
optimization problem, subject to the following constraint.

The constraint arises from the force-equilibrium equation about the body-fixed x-Axis
as per [100], i.e.

0=cosu-L—mg-cos~, (3.65)

with the Lift expressed as
L=qgS-CL(oF). (3.66)
For steady-state straight and level flight the lift coefficient C'; has to satisfy the constraint

Cr(0r) = Zg. (3.67)

Therefore, whenever sy, == Retract, the system flap command shall satisfy be the

solution of

Cp(dp) = min Cp(8r)

(3.68)
s.t. th ((51:) = 0,
where
mg
he (0p) = or) — —. )
o, (0p) = CL(dF) S (3.69)

From the perspective of the scheduling, ¢ in an input that originate from the sensor
feedback. Given the flight condition, a deflection that shall minimize the aircraft drag can
be found. On one hand, the necessary thrust to maintain steady state is lowered. On
the other, the possible specific excess powered is increased, facilitating either faster climb
gradients or higher forward acceleration rates.

The strategy whenever sy, == Faxtend from the execution order implicates that the
system is either in powered-lift flight or a retransition to this flight condition is desired.
As a consequence faster deceleration rates are required. Because with increasing extension
of the high-lift system the drag also increases, ideally the flaps should deploy as much as
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possible. However, the structural limits need to be taken into account. The flap deflection

commands need to be calculated as

OF,maz if Voas < Vresu — Av
OF; cma = § OF;min if Voas > Vrgo — Ay
9 ‘max_(s ;min .
Or;maz — Vieas = Veppa + Av) - VZE(),—VFFEM otherwise.
(3.70)
The term Ay > 0 is necessary to account that disturbances do not temporarily increase
the dynamic pressure above the structural limits. From Equation 3.70, the speed, below

which the command should be dp, 4, i determined as

Viutert = VFEpur — Ay, (3.71)

For recollection, this value of this parameter was necessary in Section 3.4.3.1.

The command mechanisms in the events of failures are not explained here. For example,
the command mapping must change if a hardover in one of the high-lift units is registered.
The methods to tackle such issues are application-specific and hence not in the scope of

this chapter. Instead, such mechanisms are discussed in Section 5.

3.4.4.4 Indications

This section presents the feedback of the automation to the operator, which is facilitated by
the indications. The information supply via this module is necessary to ensure situational
awareness and guarantee automation transparency.

The pilot’s situational awareness as to the state of reconfiguration is managed by the
indication item in Section 2.4.3.2. Therefore, the proper function of the indications directly
derives requirements on the automation. The latter needs to ensure that the different
applicable color patterns of the indication item previously presented in Section 2.4.3.2 can
unambiguously be generated. Here a short analysis as to how this is achieved is provided.

The computation of the necessary color coding is an algebraic function of the current
automation state and the State Machine inputs. The exact logic for the pattern choice is
found in Table 3.7. Each row of the table refers to a specific and unique color pattern.
The color pattern is not in the scope of this thesis.

For the sake of simplicity, here the changes with relation to the causal chain of events
during the transition and retransition are examined. From Table 3.7 it is visible that the
relationships between automation data and indication patterns is unambiguous and purely

algebraic.

Transition Causal Chain of Color patterns
The different indication color patterns during the transition are summarized in Table 3.8.

In the second column of the table the indications, which are necessary for the operational
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procedures of Section 3.3 are signified. Note that there are several indication changes
that are not directly related to the Functional Flow but are necessary for a better mode

awareness of the crew.

Table 3.8: Indication Item Causal Behavior during Transition. The Color Patterns
Themselves are Not in the Scope of this Thesis and Can be Found in [9]

Indication Data Proc. Step

Entry Point -

Transition Region Request -

In Transition -

In Transition, Wingborne Request t2)
Start of Shutdown t5)
End of Transition t8)
Abnormal: Action Necessary t8a)

The start is in the Hover region, which is depicted in the first row of Table 3.8. This
would be the case when

spru == Engaged A xu (1) N —sps. (3.72)
Next, the operator deflects the control inceptor out of the hover region, i.e.
spry == Engaged N ﬂXH(fsT) N shs, (3'73>

which triggers a color pattern change, driven by row two of the table. This indication
notifies the operator that the automated system is attempting to exit the hover flight
phase as requested by the crew.

As the aircraft gains airspeed and crosses the threshold for the hover phase, dependent
on the control inceptor deflection the color coding from either row three or row four are in

effect. The former is applicable, if
spru == Engaged A x1t(61) A sgs, (3.74)
otherwise the latter would apply when
spru == Engaged N\ trans,qs A sps- (3.75)

The latter is the precondition for the start of transition t2) as per Section 3.3.1.

As the aircraft gains airspeed, the conditions for the start of disengagement from
Equation 3.19 are fulfilled, and therefore as per t5), the crew is notified with the color
pattern of row five of Table 3.8. This is true when

spru == Disengaging A ~LTU gisengrimeons (3.76)
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where for recollection LT'U giseng,imeon: 1 calculated as per Equation 3.44.
According to the functional breakdown from Section 3.3 the successful transition t8) is

indicated with row six of the table. This would be the case when
spru == Disengaged A trans,gs. (3.77)

In the cases of a failure to disengage, i.e. t8a) of Section 3.3 the last color pattern is in

effect. This is computed with
spru == Disengaging N LTU gisengimeon: - (3.78)
This raises the awareness of the crew that mitigation procedures are in effect and that the

automation is waiting on the operator input to proceed.

Retransition Causal Chain of Color patterns
Table 3.9 follows the color pattern changes during the retransition. The layout of this
table is identical to that of Table 3.8.

Table 3.9: Indication Item Causal Behavior during Retransition. The Color Patterns
Themselves are Not in the Scope of This Thesis and Can be Found in [9]

Indication Data Proc. Step
Entry Point -

Retransition Region Request -

Start of Retransition r3)
End of LTU Engagement 16)
Abnormal: Action Necessary réa)

Hover Region Request -
End of Retransition 19)

Starting from the wingborne mode of operation, the entry point of the retransition
procedure is equivalent to the end of the transition, i.e. the conditions of Equation 3.77
apply.

The request for the retransition is indicated by the color pattern in the second row of

Table 3.9. This pattern is displayed when
spru == Disengaged A retrans,qs, (3.79)

notifying the crew that the request has been processed.
In accordance with Section 3.3.2, the start of the retransition is coupled to the
engagement of the powered-lift system. In terms of indication, this is handled by r3) and

the color pattern is denoted with the third line of the table. The pattern is set when
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spru == Engaging N\ —retransimeout- (3.80)

The success of the the LTU disengagement is communicated to the crew with row four
of the table and this is directly coupled to step r6) of Section 3.3.2. The conditions for
this color pattern were already introduced with 3.74.

Should step r6) fail as per r6a), then the color pattern for crew alert is visible in row
five of Table 3.9. This occurs if

spry == Engaging A retransiimeout- (3.81)

This notifies that additional actions are required and that a mitigation procedure should
be initiated.

The next two patterns - rows six and seven of Table 3.9 - are solely dependent on the
kinematic velocity, the latter marking the entry to hover flight and therefore also the end
of the retransition as per step r9) of Section 3.3.2.

The color pattern of row six would be applicable whenever
sprv == Engaged A\ xu(dr) A sus, (3.82)

whereas the conditions for row seven were already introduced with Equation 3.72.

Indications, dealing with High-Lift System Operation

With regard to the high-lift system operation, the state of My, is communicated in
order to ensure awareness as to what the currently active scheduling is. Additionally, the
extraction timeout H Lymeonr 18 passed as a warning, indicating that an functional issue

has been detected with regards to the operation of the flaps.

3.5 Design Analysis

Having presented the design, this section explains how the proposed functions of Section
3.4 fulfill the set of objectives of Sections 3.3 and 3.1. Firstly, in Section 3.5.1 the process
flow is studied and compliance with the desired high-level pilot-machine interaction and
behavior of Section 3.3 is demonstrated. The analysis derives which states of the proposed
Finite-State Automata M 7y and M g, are allocated to the different aircraft flight phases.
Furthermore, the interactions of the different software modules are analyzed in this section,
such as the scheduling of the high-lift system and the airspeed envelope protections. Finally,
in Section 3.5.2 it is analytically demonstrated how the safety-objectives of Section 3.1 are
fulfilled.
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3.5.1 Integrated System Behavior

This section examines how the process flow of Section 3.3 fits into the proposed design.
Similar to Section 3.3, this section begins with the analysis of the Transition in Section
3.5.1.1 and then with that of the Retransition in Section 3.5.1.2. The items of the process
flow to events within the proposed design of Section 3.4 are linked.

Afterwards it is possible to allocate the Decision-Making states to the flight phases.
This is performed in Section 3.5.1.4. In Section 3.5.1.5 further dependencies that cannot
directly be linked to the process flow, but are necessary for the overall proper execution of
the functions, are examined.

It should be noted that it is assumed that the crew executes the procedures as defined in
Section 3.3. In Section 3.5.2 it is further demonstrated that deviations from the prescribed

actions have no adverse effect on the system performance.

3.5.1.1 Transition

For the analysis of the transition procedure, Figure 3.2 is taken into account and it is
demonstrated that the implementation follows the laid out process diagram. From Sections
3.4.1 and 3.4.2, it is visible that the initial conditions of the two Finite-State Automata are

spru = Engaged (3.83)

and
sy = Extend. (3.84)

As seen in Table 3.5 of Section 3.4.4.2; this implies that no lower limit of the airspeed
protections is set and the upper limit is Vg,

For recollection in t1) of Section 3.3.1 the process starts with an operator request. This
is registered by the software whenever trans,,s is evaluated to be true as per Equation
3.3.

From the control law specification found in Section 2.4.1.1, the aircraft eventually
accelerates to an airspeed, which is higher than the disengagement speed Vgisengage, which
is calculated in Equation 3.51. This is visible when comparing Equations 3.51 and the
definitions of the airspeed command mapping, found in Section 3.4.1.1.

During the aircraft acceleration, the operator is kept aware of the current state of
process automation using the color patterns, which change accordingly due to the criteria
from Equations 3.72 and 3.75. The latter is also reflected as t2) of Figure 3.3.

During this time, the check expressed in Equation 3.19 is running. This is the
condition, which triggers the disengagement process. Therefore, the transition condition
t; implements process step t3). Once the transition function of Equation 3.18 is executed,
ie. spry == Disengaging, then the series of actions t4), t5) and t6) are performed

simultaneously.
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Taking the state change into account, from Table 3.5 it is visible that the automation
sets the lower airspeed limit accordingly to ensure no stall can occur (t4). Subsequently,
the indication t5) is driven from Equation 3.76. From Section 3.4.4.1 it follows that the
physical shut down of the powered-lift system is executed by the control allocation (t6).

For now, it is assumed that no latent error in the powered-lift system is present, i.e. the
disengagement completes successfully. The cases where a mitigation is necessary is covered
later in Section 3.5.1.3. t7) is facilitated by the transition function in Equation 3.20. The
transition of state spry to Disengaged toggles the change of indication denoted in t8) as
per Equation 3.77. The aircraft is fully wingborne and therefore the upper airspeed limit
is released as visible from Table 3.6, which implements t9).

If a high-lift system is present, then the state transition of Equation 3.20 also triggers
the change of high-lift system operation due to Equation 3.45. From this moment onward
the flap deflection is scheduled over the airspeed to pursue an aerodynamically optimal
configuration according to Section 3.4.4.3. Whenever this occurs and the movement of the
flaps is out of the extended position, according to Table 3.5 the lower airspeed limit is set

to Vsare.

3.5.1.2 Retransition

This section demonstrates that the design fulfills the procedure, depicted in Figure 3.3.
The starting point from the perspective of the procedure is explained in Section 3.3.2 and

in terms of automation, this would imply that
spru = Disengaged (3.85)

and
sy = Retract. (3.86)

The high-lift system is scheduled as per Equation 3.68 to minimize the aircraft drag. The
upper airspeed limit is scheduled according to the flap movement as per Table 3.6, whereas
the lower airspeed limit is V gapg as visible from Table 3.5. Additionally, the state of
indication is as per Equation 3.77.

According to rl) of Figure 3.3, the start of the retransition is initiated by the operator.
The software registers this by means of retrans,,s. By law design, the operator action
induces an aircraft deceleration. At the same time, the color pattern of the indication
changes because the logical relationship of Equation 3.76 holds. Thereby the operator
receives feedback that the request has been processed correctly.

The first automation task is to adjust the scheduling of the high-lift system to extend.
This is done whenever the airspeed is deemed low enough to mitigate structural damage.
The condition for this is visible in Equation 3.48. Whenever the condition is fulfilled,
the state of M g changes to Extend, which schedules the high-lift system to the highest
setting possible as per the mapping of Equation 3.70. Thereby the drag is maximized,

facilitating higher deceleration rates.
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The check of r1) of Section 3.3.2 is implemented by the transition condition, found in
Equation 3.23. This also initiates the motor engagement. Whenever the condition is true,
i.e. the state of M 7y changes to Engaging, the series of action r2) - r4) take place.

Firstly, the airspeed upper limit is readjusted to Vg, as seen from Table 3.6 (r2).
The color pattern changes due to Equation 3.79 to facilitate r3). The operator is hence
made aware that the powered-lift system activation process has commenced (r4). The
turn on itself is executed by the control allocation as seen in Section 3.4.4.1.

Here it is assumed that there are no issues in the activation of the LTUs, implying that
check r5) of Figure 3.3 is successful. The abnormal scenarios in that regard are covered
in Section 3.5.1.3. The check r5) is implemented by the transition condition, found in
Equation 3.25, which triggers the state transition of M 7y to Engaged.

The indication that the aircraft is in powered-lift flight configuration is set due to
Equation 3.74. This implements step r6). The state transition also releases the lower
airspeed limit as visible from Table 3.5 (x7).

The entry into the hover region is up to the pilot. Whenever this is requested, i.e.
07 € H, the indication color pattern changes as per Equation 3.82 to indicate that the
system correctly has processed the request. As the aircraft decelerates further, the check

that is performed in step r8) is that of Equation 3.72 to indicate the entry to hover (r9).

3.5.1.3 Mitigation Strategies

Mitigation Strategies during Transition

The system response in the cases where during transition one or several LTUs are incapable
of disengaging is analyzed first. Hence, the analysis of Section 3.5.1.1 continues assuming
that t7), implemented by the transition condition in Equation 3.21, is never true.

Instead, t7a) of Section 3.3.1 has to apply by means of the elapsed timeout. It is
implemented by the design solution with Equation 3.44. Whenever check t7a) is applicable,
the operator is alerted that actions from their part are necessary as per t8a), which is
supplied with the indications via Equation 3.78. This marks the starting point of the
transition mitigation process of Figure 3.4. For recollection, the available mitigation at
disposals is be to enter hover flight or to attempt to enter wingborne flight.

For the first mitigation - reverting to powered-lift flight - the request of tm2a) from
the operator is registered by the automation via the transition condition of Equation
3.27. This causes the state sy to change to Engaging, which starts the retransition, as
already explained in Section 3.3.3. In this case, however, rl) is instead executed by the
above-mentioned transition condition of Equation 3.27. The airspeed adjustment of r2)
does not play a role, as the scheduling of t4) is equivalent as visible from Tables 3.6 and
3.5.

The second possible mitigation is to proceed to wingborne flight. It must be noted that
whether the type of LTU fault can occur is a question of the design of the powered-lift units

and the robustness of the failure-detection and isolation mechanisms. This was discussed
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in Section 2.3.1.2. For example, erroneous non-zero RPM may always be detectable and
subsequently trigger an automatic power supply cut-off of the unit. Even if an erroneous
non-zero RPM is possible, the necessary crew actions is the manual deactivation of the
problematic LTU tm2b), which may not be technically feasible.

In this scenario the check of t7) is running continuously. Recall that t7) is implemented
by Equation 3.20 and ensures the deactivation of all LTUs. In the cases where by some
means the LTU in question manages to shut down, wingborne mode will be entered by
design. Therefore, whether the power is removed automatically by the fault isolation
mechanism or manually by the crew or not at all has no implication of the structure.

From the perspective of the procedures, an impossibility to deactivate a given LTU
implies that only one mitigation is available and namely to revert to powered-lift flight.
This, however, can be executed much later and in the mean-time greater distances can be
covered by the aircraft due to the quasi-wingborne flight*. During this time the upper

airspeed limitation mitigates structural damage as evident from Table 3.6.

Mitigation Strategies during Retransition
When performing the retransition, check r5) of Section 3.3.2 must fail to complete, i.e. an
LTU cannot engage, implying that the function of Equation 3.24 is not performed.

Instead, what occurs is that step rba) is in effect. This check in the process is evaluated
with Equation 3.81, which in turn enables the color pattern change that implements step
r6a). This informs the crew of the necessary actions and formally signifies the start of the
retransition mitigation strategies, found in Section 3.3.4.

As seen in Figure 3.5, the available mitigation options are to proceed with powered-lift
flight regardless of the fault of the LTU or to revert back to wingborne flight.

The motivation as to why it is reasonable to require crew confirmation prior to entering
powered-lift flight was argued when introducing the procedure in Section 3.3.4. The
decision of the crew to do so is communicated to the software by means of the processed
input symbol LTUoverride,,s. This variable goes into the condition found in Equation
3.31, which for recollection, drives the state of M 7y to Engaged. Recall from Section
3.5.1.2 that this state change causes step r5) of Section 3.3.2 to be evaluated as true,
similar to Equation 3.25. This in turn continues the retransition from r6) onward.

In order to revert back to wingborne flight, the operator requests the transition
procedure in accordance with rm2b) to begin as per Equation 3.29, changing the state
of M7y to Disengaging. Similarly to the flow, found in Section 3.5.1.3, t1) and t3) are
fulfilled automatically by design. As discussed in that section, the airspeed adjustment of
t4) is equivalent to that of r2) so that no change in the limits occurs. The remainder of

the procedure was already explained in Section 3.5.1.1.

4“Quasi-wingborne” flight here means that the aircraft may continue flying at high airspeed while not
utilizing the powered-lift system. Therefore, the control algorithms are in their wingborne mode. However,
one or more LTUs are still rotating, which by definition implies that wingborne flight has not yet occurred.

Via the actions in Equation 3.50, the flaps can be set to increase the aerodynamic efficiency.
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Figure 3.8: Lift to Cruise Aircraft Flight Phase Allocation with Relation to the Airspeed.
This Figure Supplements Figure 2.10 with All Airspeed Values, Used by the Automation.
The Region Sizes are Chosen for Better Visibility and Need Not be to Scale.

3.5.1.4 State Allocation to Flight Phases

The relationship between state-space of automation and the aircraft flight phases was
indirectly discussed in the previous sections. For the sake of completeness, these properties
are addressed here.

Figure 3.8 supplements the flight phase allocation with relation to the airspeed, defined
with Section 2.4.2. The airspeed values that are relevant for the disengagement and
engagement process are included in the figure. They play a part in the choice of LTU
disengagement engagement speeds, found in Sections 3.4.1.1 and 3.4.3.2, the high-lift
system deployment and retraction velocities of Section 3.4.2.1 and the airspeed scheduling
from Section 3.4.4.2. Additionally, the region with red marking in Figure 3.8 is no longer
the theoretically permissible LTU engagement and disengagement region, but the actual
one.

With the use of the figure together with the summary of the system behavior discussions
from the previous sections, the states of M 7y and M g can be assigned to the aircraft
flight phases. The findings are included in Table 3.10 and also denoted with green in the

State Machine graphical representations, found in Figures 3.6 and 3.7.

The states of My that mark the end stage of the transition to wingborne flight and
the beginning stage of the retransition to powered-lift flight - Disengaging and Engaging
respectively are examined first. Those apply in the region, denoted with red in Figure 3.8.
Therefore, they can be allocated to T'R. From the figure it is visible that these states are
applicable in the last portion of TR with regards to the airspeed. Thus, the remainder
of the powered-lift flight must be performed in the state Engaged. Hence, this state is
allocated to both HV and T'R. By definition, wingborne flight W B requires the state
Disengaged.

The scheduling of the high-lift system to decrease the drag as per Equation 3.68 is done
whenever sgy, is Retract. This is nominally done in the wingborne phase and abnormally

if the disengagement is not correct as per Equation 3.50, hence the allocation in Table
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Table 3.10: State Machine State to Flight Phase Allocation

Flight Phase

State Machine State
HV | TR | WB

Engaged v v
Mizo Disengaging v
Engaging v
Disengaged v
Mo Eaxtend v v v
Retract v v

3.10. Prior to the entry of TR, i.e. when sy is Engaging the full High-Lift deployment
is expected. Because of this, Extend has to occur in W B. Therefore, Extend applies to
HV and TR and may be applicable in W B.

3.5.1.5 Additional Interactions

This section summarizes necessary properties that are considered in the design that do

not have an immediate contribution on the suggested procedures.

Disengagement Speed and Underspeed Protection

The first property is the interaction between engagement and disengagement speeds and
the airspeed protection scheduling. In fact, the region of the LTU engagement and
disengagement occurs in the airspeed envelope, denoted with red in Figure 3.8.

The exact speed, above which the disengagement may occur is a function of the
aircraft configuration as per Equation 3.53. It must be noted that the definition of the
disengagement speed is consistent with the lower airspeed limit scheduling for non-engaged
LTUs, found in Table 3.5. This implies that the airspeed protections begin enforcing the
lower end of the of the mentioned envelope in the moment when the state spry transitions
to Engaging. Additionally, the aircraft is by design flying at an airspeed which is at least
the same as the one, defining the lower end of the envelope. It is therefore ensured that
there is no design cause, in which the aircraft needs to be automatically accelerated as it
is be beneath the lower airspeed limit.

One other interaction is in the events of failures in the traction system. The instance
where this is relevant is again in the choice of envelope, in which the disengagement of the
LTUs takes place, which manifests with the calculation of the disengagement speed as per
Equation 3.53. The failure is also considered in the underspeed protection, found in Table
3.5.
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Engagement Speed and Overspeed Protection

Similar considerations are made when executing the LTU engagement. The engagement
speed definition of Equation 3.10 is consistent with the upper airspeed limit of Table 3.6
when sy is Engaging. This means that, on the one hand, the envelope is enforced and,

on the other hand, does not cause an unwanted automatic deceleration due to the design.

By definition during spry = Disengaging or spry = Engaging the LTUs are neither
considered engaged nor disengaged. Therefore, the upper and lower airspeed limits exactly
coincide with the theoretical engagement and disengagement envelope that is denoted in

red in Figure 3.8.

Coordination between the two State Machines

The next interaction has to do with the automation itself. The coordination between
the two Finite-State Automata M rry and M gy, in the cases of failures is examined. In
terms of order of execution, the retraction of the high-lift system is designed to follow a
disengagement of the powered-lift system. Similarly, the engagement of the powered-lift

system is set to follow the extension of the high-lift system.

In terms of design, the management of the LTUs considers a possible failure of the
high-lift system that causes it unable of extending fully as per Section 3.4.3. This is
necessary in order to guarantee liveness of the retransition, otherwise a failure to extend
renders the software incapable of engaging the LTUs. The way this is achieved is visible
in Equations 3.54 and 3.55.

M 7y considers an impossibility for the flaps to extend fully in the calculation of the
disengagement speed as per Equation 3.53. In the abnormal scenario where they are not

extended, the automation would initiate the LTU disengagement at a higher airspeed.

From Section 3.4.2 it can be observed that the management of the high-lift system
accounts for the impossibility to disengage the LTUs fully. As already mentioned in Section
3.5.1.3, the crew may want to fly for a prolonged duration of time in this configuration
state. In order to reduce the drag and improve the efficiency further, the crew can change
the high-lift system scheduling to the aerodynamically optimal setting of Equation 3.68 by

the transition condition of Equation 3.50.

On the other hand, My does not need to account for an impossibility to engage an
LTU. As mentioned in Section 3.5.1.4, the operation of the high-lift system is only in
the phases where the LTUs are either in the process of disengaging or fully disengaged.
Otherwise, they should be fully retracted, regardless of the type of failure in the powered-lift

system.
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3.5.2 What-If Analysis

In previous sections, the behavior of the system during the transition and retransition
and how the design facilitates the process flow of Section 3.3 was examined. This section
analyzes the behavior of the design in off-nominal scenarios that are not covered by the
mitigation strategies. This section is structured as follows.

Previously, it was always assumed that the crew executes the procedures exactly as
prescribed. Section 3.5.2.1 examines how the automation reacts if the crew actions deviate
from the specification, thereby demonstrating that false crew actions cannot cause an
adverse situation.

Afterwards the automated response in the event of faults of different surrounding
components is analyzed. The major findings are covered in Section 3.5.2.2. There the
effects of failures in the hover propulsion system, the high-lift system, traction system and

different sources of sensor information are summarized.

3.5.2.1 Procedural Deviations

In order check the system response for diverse procedural deviations by the crew, the
different types of actions deemed as “deviations” must be classified. They are summarized

in the following three categories:
e Requesting a reconfiguration and withdrawing it prior to the start of reconfiguration.

e Requesting a reconfiguration and withdrawing it after the start of reconfiguration

but at times where no action is expected with relation to the procedures.

e Executing a mitigation strategy before required.

Deviations during Transition

As per Section 3.5.1.1, the reconfiguration starts with step t3) of Figure 3.2, i.e. when sp 7
is Disengaging. Withdrawing the transition request prior to this triggers the following
events. The way the transition request is communicated, the flight control algorithm
would initiate a deceleration of the aircraft. The automation, on the other hand, would
also not conduct the disengagement, as one of the conditions for t3) as per Equation 3.19
is namely that request which is now withdrawn. Therefore, no reconfiguration happens
and the procedure is replaced with no adverse effects.

The next scenario is when the reconfiguration request to wingborne flight is withdrawn
after initiation of the disengagement (i.e. after t3) but before the transition is either
successful or a mitigation is in effect (t7) and t7a) respectively). From Section 3.5.1.1 it is
evident that in this case the automation state sy is Disengaging. From the transition
condition in this mode as per Equation 3.27 this operator action initiates the motor

engagement. Thus, the disengagement process is interrupted by an engagement process.
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The last operator deviation to examine is the premature initiation of a mitigation
strategy. The transition mitigation strategy to powered-lift flight as per 3.3.3 is equivalent
to withdrawing the transition request. Therefore, this scenario is equivalent to the one
of the previously discussed. Another premature action is to request a flap retraction
prior to disengagement. From Equation 3.50 it is visible that this operator action will
not have an immediate effect on the system. It is only accepted by the automation after
LTU gisengismeon:» Which by design of Equation 3.78 formally marks the start of mitigation

strategies.

Deviations during Retransition

Similar to the last paragraph, the response of the software during retransition for unan-
ticipated crew input is examined. Firstly, a withdrawal of the retransition request prior
to the start of motor engagement is studied. In accordance with Figure 3.3 this is prior
to step rl) or prior to the condition of Equation 3.23 evaluating as true. Here it must
be differentiated whether the withdrawal occurs prior to initiating the high-lift system

deployment or not.

Recall that the deployment of the high-lift system only starts when below a given
airspeed as seen from Equation 3.48. Therefore, if the deployment of the high-lift system
has not been initiated yet, the withdrawal has no effect on the automation. In the cases
where the high-lift system is already extending, i.e. sy, = FExtend, then withdrawing the
retransition request also withdraws the extension command. Thereby, the high-lift system

resumes the scheduling, such that the drag is minimized.

Suppose the withdrawal occurs after the system has commenced the motor engagement.
Then, in accordance with Equation 3.29, this withdrawal terminates the motor turn-on
process and instead initiates a motor disengagement. This is equivalent to a premature
execution of the mitigation strategy to wingborne flight. The automation need not

differentiate between the two cases.

In the scenario where the operator sends the hover confirmation as per Figure 3.5
prior to it being necessary, from Equation 3.31 it is visible that this has no impact on the
system. This is because the operator input is processed only after the built-in timeout
retransygmeout- 1his means that either the retransition is successful prior to the elapsed
timeout or the timeout marks the start of the mitigation, where the operator action is

accepted as the mitigation strategy.

3.5.2.2 Reaction to Faults

A study of the automated response in the event of faults of different components was

performed and can be found in Appendix C. The findings are summarized here.
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Should a hover propulsion unit fail arbitrarily during the different automation phases,
two classes of failures are relevant. The first one of the failures is the unit failing completely
and thereby not rotating. The other manifests in a non-zero RPM output regardless of
the supplied RPM command.

An LTU failure to zero RPM has no impact on the transition automation. A failure
along the envelope leads to a loss in performance and produces an initial transient. However,
the control algorithm of FSD-SVO provides sufficient disturbance rejection and handling
qualities in the presence of faults. During transition a shutdown of all propulsion units is
necessary in any case. In the automation it must be considered that the thrust distribution
of the remaining L'TUs could be different than in the nominal case, which is covered by
Equation 3.16.

A failure of an LTU producing non-zero RPM in the transition prior to spry being
Disengaged implicates that a mitigation strategy will be in effect as soon as the condition
of Equation 3.78 applies.

Should such a failure occur when sy is Disengaged, i.e. in wingborne flight, then
there is no change in the states of the automata. Instead, in accordance with Table 3.6,
the upper airspeed limit is capped to Vg, ,. This means that the aircraft is forced to
decelerate if the airspeed is above that value so as to mitigate possible structural damage.

In the retransition, both propulsion unit failures prior to sy ry becoming Engaged
implicates a mitigation strategy execution, whereas a failure during that state means no
change in the automation.

From Sections 3.4.2 and 3.4.4.3 it is known that during transition the high-lift system
should fully be deployed. Assuming a fault leads to the flaps not being fully extended,
then the following events occur. Firstly, the disengagement speed Viisengage 1s increased as
per Equation 3.53. In addition, after the disengagement has initiated, the lower airspeed
limit is also raised in comparison to the one in the nominal case as per Table 3.5.

Should the high-lift system become stuck or experience a hardover in wingborne flight,
then the upper airspeed limit adapts according to the feedback as seen in Table 3.6 to
mitigate structural damage. This implies that if the aircraft speed is high as the failure
occurs, the algorithms initiate a deceleration in an attempt to save the aircraft.

In the scope of the retransition, when prior to engagement of the LTUs, the high-lift
system should be fully deployed as per the scheduling of Equation 3.70. If a fault occurs,
such that the deployment cannot succeed, the turn-on of the LTUs commences that
regardless of the type of fault. This is due to Equations 3.54 and 3.55.

One other malfunction that requires attention is a fault in the traction system. Should
this occur, then this has an impact on the disengagement speed Vyjsengage and on the lower
airspeed limit as seen in Equations 3.9 and Table 3.5 respectively.

Lastly, certain conditions within the automation module’s decision-making process
rely on operator input via dedicated channels. They are used solely in the instances of

abnormal conditions such as the retraction of the high-lift system despite a failure do
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disengage all LTUs or the entry to powered-lift flight despite an LTU failure and thus
utilized in Equations 3.50 and 3.31. Therefore, a failure of these input items would render
the mitigation strategies impossible to execute. However, the necessity to utilize these
inputs implies also a failure in the powered-lift system and therefore the malfunction of
the input items would equate to at least to simultaneous errors. Such considerations are
hence out of scope in this thesis. However, it is advisable to mitigate latent errors via a

Built-In Test (BIT) [124] prior to operating the aircraft to further reduce hazards.

Robustness against failures in other peripheral components was not demonstrated. For
example, on many occasions knowledge of the airspeed or the deflection of the control
inceptor in the decision-making process is required. Hence, arbitrary failures in the airdata

will indeed have an adverse impact on the integrated system behavior.

Section 3.2.1 assumes that such events are detected by the signal integrity checking,
meaning that the errors are known by the automation. The sensor information that was not
covered in the analysis are required by the control law of FSD-SVO. Therefore, additional
robustness measures are not necessary. Should such failures occur, then a takeover by a
lower-automation algorithm is required regardless of the considerations in the automation
design, as closed-loop stability cannot be ensured anymore. The lower-degree of automation

algorithm responsible for flight in the event of such failures is covered in the next chapter.

3.6 Chapter Summary

This chapter presented the high-degree of automation procedures description for the
transition from powered-lift flight to wingborne flight and back of VTOL aircraft. In
addition, an automation design was derived that can execute the defined procedures in
accordance with the crew actions. The proposed procedure and automation advance the
state of technology in accordance with Contribution 1. It accomplished the following

targets.

Compliance with the FSD-SVO
The suggested strategy complies with the FSD-SVO concept fully. In the nominal case,
the procedures of reconfiguration from powered-lift to wingborne flight and back is fully

automatic and requires no manual reconfiguration. This was evident in Section 3.3.

In addition, the automation fulfills the requirements set out from the FSD-SVO. During
reconfiguration, it provides the law with the necessary information for correct execution.
This is visible, on the one hand, from Section 3.4.4.1 where the algorithm is supplied with
the commands in accordance with the state of reconfiguration. On the other hand, a clear

distinction of the flight mode can be traced in Section 3.5.1.4.
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Extension of the FSD-SVO
The high-degree of automation proposal extends the FSD-SVO with regards to robustness
in both nominal and off-nominal scenarios. In Sections 3.1 and 3.2.1 the necessary airspeed
protection scheduling was demonstrated. It is integrated into the automation design in
3.4.4.2. During reconfiguration with and without faults no potentially hazardous situation
can be entered. A safe state is also enforced by the automation and airspeed scheduling.
The FSD-SVO was further extended to account for the utilization of a high-lift system.
This was done in Sections 3.4.2 and 3.4.4.3. If a high-lift system is installed, the core State
Machine responsible for reconfiguration from powered-lift to wingborne flight and back

was designed modular and needs only to be supplemented by the proposal of Section 3.4.3.

Operator Support

The human operator is considered in every aspect of the procedure design. From Section
3.3 it is evident that the tasks, allocated to the operator, are simplistic and clear. In
addition, the automation design accounts for deviations in the procedures as evident in
Section 3.5.2.1 and never allows for the entry of a potentially hazardous envelope.

The state of automation is intuitive and easy to track by the crew. This statement is
supported by the content of Section 3.4.4.4. The design can provide the indication items
with all necessary information. The items are tailored to supply the crew with the aircraft
flight state and that flight state can clearly be linked to the automation as done in Section
3.5.1.4. In abnormal scenarios the high-degree of automation produces a very limited set
of possible actions from the crew. During the decision-making process again a safe system
state is enforced, hence the decision-making is not time critical.

Lastly, the control inceptor concept of the FSD-SVO is considered by the design fully
for flight mode selection. The required additional input is necessary for abnormal scenarios

and is kept to a minimum as seen in Sections 3.4.1.1 and 3.4.2.1.
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Chapter 4

Manual Transition and Retransition
and the Industry Standard

Compliance

FSD-SVO and the automation of Chapter 3 produce a highly-automated operational
concept that reduces the operator workload. In this thesis the integration of control
concept and automation is referred to as the “Nominal” system. At first glance, minimizing
the human involvement and thereby reducing the possibility for man-made errors with the
Nominal system appears very desirable. Even though safety and reliability of the methods
and algorithms may be at the forefront of the development, the fact is that lift-to-cruise
aircraft configurations are novel. As a consequence, the possibility of undesirable effects
in the Transition and Retransition flight phases cannot be discounted. Because such
properties may implicitly be unknown, they are not unaccounted for by the Nominal
system.

Until the Nominal system is rigorously flight proven, the likelihood of design errors
during Nominal system flight are a hazard that must be addressed. In the cases of a
Nominal system error, an additional control concept is required. This control concept
must be dissimilar and allow for an increase in operator authority as a means to reduce
the possibility of the same design errors to persist. The system that can facilitate an
operational concept, where a more active operator participation is expected, is referred
to as the “Fallback” system. It is composed of the flight control law and its automation.
The Fallback system enables an SVO1 concept. The composition of Nominal and Fallback
systems thus create a fail-active FCS that can counteract a critical failure of the high-degree
of automation control concept.

This chapter presents the logical decision-making process of the Fallback system that
enables the reconfiguration from powered-lift to wingborne flight and back. It tackles the
reconfiguration concept in the scenarios where a reversion from Nominal to Fallback is
necessary, ensuring correct takeover conditions. Considerations are provided as to how

both approaches - Nominal and Fallback - can be integrated into the aircraft operational
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procedures from two perspectives. The first is with regards to the operator awareness. The
derived methods must guarantee consistent behavior from the perspective of the operator
regardless of the system in command. In addition, a smooth takeover to the Fallback
system must be ensured at all times during the reconfiguration. Secondly, the integration
of the reconfiguration scheme with respect to the industry standards is critical for the

certification of the aircraft and must be examined.

The content of this chapter is structured as follows. Firstly, Section 4.1 analyses the
different challenges that the automation concept needs to consider and directly address.
If the goal of the Nominal system automation from Chapter 3 is to provide an intuitive
and simplified operation that enforces a safe aircraft flight envelope, the objectives of the
Fallback system are severely different. Used only in the event of adverse conditions, the
focus of the Fallback automation design is to ensure maximum operator authority. At the
same time it must be tailored in a way that its presence does not impose limitation on
the Nominal concept. In addition, it needs to be coherent to Nominal system procedures
and interaction concept. Section 4.1 provides an overview of the resulting Fallback system

automation requirements.

Section 4.1 presents the problems that this chapter must address. Section 4.2 introduces
the input processing and presents the State Machine design that can achieve the required
properties. It discusses the actions, performed by the system depending on the state of
the automaton. This includes the informational supply to the operator, to the aircraft
effectors and also to the surrounding software components that are part of the control

algorithm. In the section the manual utilization of a high-lift system is also shown.

The same section introduces the methods that solve the challenges imposed but does
not elaborate the exact mechanisms as to how the issues are addressed. Instead, this is

performed in the next two sections.

Firstly, the behavior of the Fallback as a stand-alone system is examined in Section 4.3.
The section focuses on how a transition from powered-lift to wingborne flight and back
can be performed. From there, transition and retransition procedures with the Fallback
system are derived. In addition, Section 4.3 provides a discussion of the allocation of the
State Machine states to flight phases and an analysis of the system reaction to different

faults and operator mistakes.

Section 4.3 examines the system behavior of the Fallback in order to gain deeper
understanding as to its operation. The chapter continues with Section 4.4, in which the
behavior of the whole FCS is studied. The FCS is composed of both Nominal and Fallback
systems and requires dedicated analyses. In the section, the input processing of both
systems is completed. The derivations allow to harmonize the transition and retransition
procedures with the two systems, which is demonstrated in that section. It also provides
an analysis of the FCS behavior correctness following a takeover to the Fallback system.

How the transition and retransition procedures can fit into the mission profile that is
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imposed by the regulatory organs is examined. Lastly, the chapter is concluded with
Section 4.5. The contribution beyond the state of technology as per Contribution 2 is

demonstrated with a summary of the chapter contents.

4.1 Problem Description

In order to specify the automation requirements, the context under which the Fallback
system is intended to function must be understood. This section provides an analysis of
the surroundings of the automation execution and thereby derives the requirements it

must satisfy.

4.1.1 Flight in the Presence of Faults

The motivation for such a strategy is the Fallback from the high-degree of automation
control laws. The dependence on sensor information of the Nominal system is high. Thus,
apart from the occurrence of a design error, it must be taken into account that a loss of
certain sensor information may be the reason for activation of the Fallback concept. This
implies that both law and automation must be capable of operating with as little sensor

feedback as possible.

4.1.2 Facilitate Maximum Operator Authority

The occurrence of a design error of the Nominal system may implicate that effects within
the flight envelope have not been considered or were unknown during the development.
These could for example be aerodynamic effects during transition and retransition. In these
instances reverting to the operator is the only feasible option to return to safe conditions.

Should such a scenario occur, then the automation must be designed in a way, in which
the operator authority is guaranteed throughout the flight envelope. This is necessary in
order to mitigate the possibility of the same design error also for the Fallback. This in
turn means that the reconfiguration during transition and retransition must be performed
manually and envelope protections must be avoided. This must be facilitated by the

automation.

4.1.3 Simplicity

Decisions shall be taken only with reliable sensor information and the amount of information
types shall be minimized. The number of Finite-State Automata and the interactions
between them shall be kept low. Keeping the automation functions simple reduces the
possibility of design errors. It also allows for more efficient testing. The simplicity of the

automation is enabled by the increased operator authority in the Fallback concept.
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4.1.4 Adequate Operator Feedback and Reaction Times

Despite that the operator involvement is increased, there is no guarantee that the crew has
awareness as to the state of reconfiguration. Loss of awareness may be experienced during
a takeover from the Nominal system. Similar to the Nominal automation, the Fallback

automation must provide the necessary data for appropriate pilot indications.

Another property that has to be taken into account is the increase in the crew workload
due to the higher demand of primary the flight control and envelope adherence. Therefore,
the automation must additionally have provisions to account that the decision-making
process of the crew may be delayed. Consequently, the resulting automation concept must

not require immediate operator actions.

4.1.5 Law Functional Decomposition

Section 2.4.1.2 provided explanation that the Fallback law is divided into two distinct
control concepts, referred to as “hover mode” and “wingborne mode”. As such, the
automation proposal must account for this property and provide a manual reconfiguration
procedure between the two control concepts. To minimize system complexity and satisfy
automation transparency, the proposed automation at the same time must be the procedure

for reconfiguration from powered-lift to wingborne flight and back.

4.1.6 Harmonization of the Transition and Retransition Proce-

dures

One important characteristic is that the Nominal system is the intended system that is to
be flown during flight. As such, the whole operation of the aircraft is tailored towards
the usage of the Nominal system. This introduces the following two requirements on the

Fallback system automation.

Firstly, it must be ensured that all previously presented properties from Section
2.4.1.2 and from Chapter 3 can be facilitated. This implies that the interpretation of the
control inceptors must be equivalent for the Fallback automation. The Fallback system
may require additional actions and considerations. However, it must guarantee that its
existence does not negatively influence the operation of the Nominal system. Secondly,
the highly-automated transition and retransition procedure of Chapter 3 and the manual
procedure of this chapter must be harmonized. A smooth Fallback takeover must be
ensured. This is necessary in order to ensure a consistent operation for the crew in both

Nominal and Fallback systems.
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4.1.7 Compliance with Industry Standards

Lastly, the applicable requirements available from the industry must be considered in
the design to guarantee that the flight control system can be certified. An analysis of
the placement of the transition and retransition in the segments that are imposed by the
regulatory organs must be performed. It must be demonstrated that both Nominal and
Fallback and thus the whole FCS functional design comply with the set requirements. In
addition, compliance with the regulatory requirements must be shown in the events where

the Fallback takes over during the reconfiguration process.

4.2 Automation Design

The previous section described the properties that the Fallback system must satisfy. In
this section the focus is on the design solution that can enable the pursued qualities.
The high-degree of automation of the Nominal system presented in Chapter 3 is centered
around the hover propulsion system. In contrast, the choice of abstraction for the Fallback
automation system is the functional composition of the control laws. The main reasons
for this are discussed below.

Firstly, to ensure maximum operator authority, the pilot is actively required to select
the mode of operation of the law - “hover” or “wingborne”. Due to this, the automation
is human-centered, as it is built around the operator decisions. It must be noted that
such an automation strategy is only possible due to this increased pilot authority. Namely,
during flight with the Fallback system, the correct entry into the different flight phases
and the envelope adherence are the task of the crew. This contrasts the properties of the
solution in Chapter 3, where the flight envelopes are maintained by the Nominal system.
As seen later in this chapter, operator support as to the choice of Fallback law is provided
by the procedure design.

Secondly, by severely altering the system abstraction from the one of Chapter 3, a
certain degree of design independence is achieved. This reduces the danger of common
mode error due to design flaws by introducing a higher level of dissimilarity. As seen in
this section, the structure of the two approaches is different even though in the end both
Nominal and Fallback automation have the same goal - to schedule the operation of the
hover propulsion and actuation systems.

With this in mind, let M g be the multi-level Finite-State Machine used to automate
the Fallback flight control algorithms with relation to the reconfiguration from powered-lift
to wingborne flight and back. M gp contains two levels and is depicted in Figure 4.1.

M pp’s first level state - sppj; - belongs to the set of states

S = {Hover,
Pon =1 (4.1)
Wingborne}.
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Hover /V\ﬁngborne \

HV, TR T1/Al TR, WB I
HoverDisarmed
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T2/IA2
T3/A3
HoverArmed T4/IA4

Legend: TR

Black — State

Green — Applicable Flight Phase

Blue — Nominal Transition Set/Action \

Red — Abnormal Transition Set/Action

Figure 4.1: State Machine for the Fallback System Control Mode Selection

The second level of the automata - Wingborne - is from the set

Srp2 = {unused,
Hover Armed, (4.2)

HoverDisarmed}.

From Figure 4.1 the compatibility between the members of the sets Spp;; and Sgpp
can be determined. For the sake of completeness, the information is summarized in Table
4.1.

Table 4.1: State Compatibility Matriz of M pp

SFB|2

unused | Hover Disarmed ‘ Hover Armed

Hover v
Wingborne v v

SFB|1

The full definition of M pp requires the specification of the initial state. However, one
requirement set on the Fallback system is to be capable of an adequate behavior following

a takeover. For the sake of transparency, the starting states of Figure 4.1 are chosen as

spB1, = Hover and (4.3)

SpBl2, = unused, (4.4)
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which would be equivalent to initializing in powered-lift flight on the ground. In reality, the
starting states vary depending on the flight state during the takeover. As a consequence, the
initialization must consider the possibility of different starting states. How this is achieved
is explained later in Section 4.2.3, where the Initialize function and its applicability are

explained.

The remainder of this section is organized as follows. Firstly, the section provides an
overview of the selected State Machine, its states, allowed state transition and inputs. As
seen later, the automaton is composed of two levels, therefore the choice of State Machine

architecture is discussed.

Section 4.2.1 presents the automation’s Decision-Atomics. The input symbols of the
State Machine are examined and the processing of the automation inputs that generate
the symbols is derived. This is followed by Section 4.2.2, in which the transition conditions

of the State Machine are introduced. There, the automation actions are discussed shortly.

In order to facilitate an adequate takeover, initialization of the State Machine is
necessary. How this initialization is achieved is discussed in detail in Section 4.2.3. Lastly,
the Decision-Execution of the Fallback automation is presented in Section 4.2.4. The
communicated commands and requests to the surrounding systems are explained. Those
include the law and control allocation actions, the method of high-lift system utilization

by the operator and the information supply to the crew in terms of cockpit indications.

4.2.1 Decision-Atomics

Table 4.2 summarizes the input alphabet of My and the meaning behind the input
symbols. The underlying physical entities that they are processed from are also mentioned.
All of the members of the input alphabet belong to the boolean set B. They are provided

by the Decision-Atomics of the automation module, elaborated upon here.

Table 4.2: Summary of the M pry Inputs

Symbol Interpretation Signal Origin

wingborne,qs: | The operator requires fixed-wing control | Human-Machine-Interface
mode.

hover,gq The operator requires the powered-lift | Human-Machine-Interface

control mode.

armygst The operator requires to arm the | Human-Machine-Interface

powered-lift control mode.

disarmyqs: The operator requires to disarm the | Human-Machine-Interface

powered-lift control mode.
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As visible from Table 4.2, the input symbols of the Decision-Making process originate
solely from the Human-Machine-Interface. It therefore follows that all state transitions are
solely driven by the operator actions. The lack of restrictions by other sensor information
demonstrates the full pilot authority with regards to the selection of operational modes.
Furthermore, the robust automation design due to the high availability and reliability of
the HMI sensors is ensured.

To derive the symbols in Table 4.2, the relationship

trans,gst = xw(or) (4.5)

is introduced. The division of the control inceptor was explained previously in Section
2.4.3.1. The boolean expression is the same as Equation 3.3 found in the high-degree
of automation Decision-Atomics in Chapter 3. It indicates the similarity between the
transition and retransition procedures. This similarity is discussed later in Section 4.4.
The first input symbol - wingborne,,s - is later used for the Fallback system reconfig-

uration to wingborne flight. It is calculated as
wingborne,qs; = trans, g N shutdown, 4. (4.6)

The request to engage the Fallback wingborne law requires the discrete operator action
shutdown,4s;. However, the request is only accepted for particular control inceptor setting,
dictated via trans,,s. This limits the possibility of inadvertent activation of wingborne
mode. The choice of shutdown,,s is dependent on the Nominal and Fallback procedure
harmonization and is hence explained later in Section 4.4. For the current discussions, it
is assumed to be a known input.

The next two symbols - arm,qs and disarm,qs - are used during the reconfiguration
to powered-lift flight. The former is used in nominal conditions and engages the LTUs
on operator request. The latter is used to revert back to wingborne flight in the event of

abnormal events. They are calculated as
armyqst = Xr(67) A LTUengage, s (4.7)

and

disarmyqsy = trans, s V (xr(0r) A LTUengageyithdraw) (4.8)

respectively. Comparing the calculation of arm,qs and the first term of Equation 4.8, the
implication is that movement of the control inceptor from the right to the left portion
of the gate would cancel the LTU arming request and instead trigger the disarming.
The latter term of disarm,q implicates a dismissal of the arming without movement
of the inceptor, but instead with the operator action LTUengageyitharaw- Similarly to
shutdown, s, the operator actions, processed via LTUengage,qst, LTUengageyithdraw and
hover,,s are derived from the Nominal and Fallback procedure harmonization and are

hence explained later on in Section 4.4. For now, it is assumed that their origin is known.
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The automation is responsible for the operation of the high-lift system in the Fallback
concept. For this reason the Decision-Atomics provides the Decision-Execution with the
following additional information.

To ensure the pilot authority with regards to the high-lift system operation, the
movement of the flaps is managed by the crew. This is done via flapsyp and flapspown
that are communicated to the automation via dedicated input items already introduced in
Section 2.4.3.1. The average flap deflection dr is sent as well. In addition, the airspeed
Voas is forwarded along with Voagawaei- The latter originates from the signal integrity
checking and evaluates whether the airspeed information is valid. The two variables are
required in order to ensure the vehicle’s structural integrity. This is achieved using a

protection function that is explained in Section 4.2.1.

4.2.2 Decision-Making

This section explains the mechanics of the Decision-Making process. It presents the
transition functions of the State Machine M rp. In Figure 4.1 the transition sets and
actions are denoted as T'i and Ai respectively with ¢ € N to conform with the conventions
previously introduced in Section 2.2. In the figure, the edges marked in red are the ones
that deal with the mitigation strategies, explained later in Section 4.3.1.

For the sake of clarity, the actions during each state are briefly summarized with the
introduction of the transition functions. The detailed explanation is provided later on in
Section 4.2.4. In addition, all input combinations that are not depicted on the edges of
Figure 4.1 imply that the state is retained. This follows the pattern previously explained
in Section 2.2.3 with Equations 2.22 and 2.24.

T1/A1: The Reconfiguration to Fixed-Wing Mode
The first transition function expressed in Figure 4.1 describes the transition into the state
Wingborne. This transition is relevant during the transition procedure, explained later in

Section 4.3.1.1. As evident from the figure,
d({Hover,unused},u;) = {Wingborne, Hover Disarmed}, (4.9)

where

t; = wingborne, s (4.10)

is the transition condition.

With this state, the “wingborne” control law is engaged. In addition, the control
allocation is fed the information to not utilize the LTUs for force and moment production
anymore and instead drive them down and disengage them. Lastly, when this state is
entered, the indication items are provided with the information that the reconfiguration

has taken place. The actions are explained in Section 4.2.4.
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T2/A2: The Arming of the Powered-Lift Mode
As explained later in Sections 4.3.1.2 and 4.3.1.4, this transition function is required for

the retransition procedure. It is formulated as
d({Wingborne, Hover Disarmed}, uy) = {Wingborne, Hover Armed}. (4.11)

The transition condition is

ty = armygs. (4.12)

This edge is visible in the second State Machine layer in Figure 4.1.

The mode of the law remains unchanged, i.e. the wingborne law is engaged. However,
in this state configuration, the control allocation is forced by the automation to initiate
a ramp up of the LTU RPM to idle revolution rates. It also triggers an indication item
pattern change, so as to provoke the operator awareness for the steps ahead. Those are

explained later in Section 4.3.1.

T3/A3: The Reconfiguration to Powered-Lift Mode

The function presented here is the last automation step towards achieving powered-lift
flight and retransitioning to hover flight. As seen later in Sections 4.3.1.2 and 4.3.1.4, it
applies for both full and decreased powered-lift system performance.

The transition function is expressed as
d({Wingborne, Hover Armed},us) = { Hover, unused}, (4.13)
for which the transition condition is
t3 = hover, . (4.14)

This disengages the wingborne law and instead engages the previously armed hover
mode. In this state constellation, the control allocation is allowed to fully utilize the
powered-lift system for moment and force production. Lastly, the indication items inform

the operator of the transition. All these actions are elaborated upon later in Section 4.2.4.

T4/A4: The Retransition Mitigation back to Fixed-Wing Mode
The last state changes are related to the mitigation strategies during retransition as
explained later in Section 4.3.1.2. The Fallback reverts back to fixed-wing mode with the

powered-lift system fully disarmed. This is done with the function
d({Wingborne, Hover Armed},u,;) = {Wingborne, Hover Disarmed}, (4.15)

with the transition condition

t; = disarmygs. (4.16)
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In the state constellation {Wingborne, Hover Armed}, t,; is performed instead of ¢,
previously introduced in Equation 4.13. Thus, the engagement process of the LTUs
is aborted. As a consequence, the Fallback system actions are equivalent to the ones,
previously introduced with A7.

With Equation 4.15, the transition functions of Mg are fully specified. When
comparing the transition conditions, found in this section, with the transition conditions
of the Nominal system, found in Chapter 3, it is evident that the complexity is reduced
substantially. The transition conditions of the Fallback system are directly driven by
the operator actions. In contrast, the Nominal system includes checks that the state
changes are performed in the correct envelope under proper external conditions. Apart
from plausibility checks of the operator requests, the automation concept does not impose
any restrictions as to the operator authority.

It must be noted that the word “mode” is used in the description of the transitions of
this section and the word “phase” is avoided. This is intentional because in this automation
concept, the responsibility of the function is the provision of the required law. The task to
ensure that the appropriate mode is engaged in the correct flight phase is instead allocated
to the operator. For this, clear procedures are defined later on in this chapter with Section

4.3.1 that aid in the selection by procedure design.

4.2.3 Takeover State Evaluation

Because the Fallback can takeover at any moment during the operation of the Nominal
system, it was already mentioned that the correct initialization of the State Machine M pp
must be ensured. Therefore, the starting state of the Mealy Machine must be specified.
This is established via the so-called “initialization” function, which is introduced here.

It must be noted that according to the theory of State Machines and the theory
summary, found in Section 2.2.3, an automaton may have only one starting state. Why
the consideration here is permissible and why the starting state may vary based on the
situation at the moment of takeover is explained in Appendix D.

The initialization function, responsible for the correct starting state assignment of

M rp can be defined as

Initialize : B x SLTU — SFB|1 X SFB|2- (417)

! Alternatively, certain restrictions may be imposed. For example, the airspeed could be utilized to
prohibit the disengagement of the LTUs at low dynamic pressures (which requires a modification of ¢; in
Equation 4.10). This, on the one hand, increases the automation dependency on external sensors with
less reliability. On the other hand, it must be noted that then certain actions will no longer be possible.
For example, a use-case may be that the operator performs the reconfiguration at a severely low airspeed.
Should this restriction be imposed, this maneuver will no longer be enabled. This reduces the automation
flexibility and may pose an issue if such a dive is required in the event to unforeseen hazards. Due to the
known uncertainties of the novel eVTOL configurations, full operator authority in the Fallback system is

actively pursued.
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The range of the function are the initial states. The first entry of the domain (function
input) is the evaluation whether the Nominal system is engaged prior to the moment of
takeover. For the sake of readability, this is expressed as Nominal Engaged € B. The
other domain member is the state of the high-degree of automation State Machine, found
in Chapter 3. The set was introduced with Equation 3.1. Based on those two variables,
the starting states can be determined unambiguously. This is done in accordance with the
Truth Table 4.3. Therefore, the initial states are obtained as

{8FBy, SFBJ2, } = Initialize(Nominal Engaged, sprv). (4.18)

Table 4.3: Takeover Function Truth Table

NominalEngaged SLTU Initialize
false - Hover unused
true Engaged Hover unused
true Disengaging || Wingborne | Hover Disarmed
true Disengaged || Wingborne | Hover Disarmed
true Engaging Wingborne Hover Armed

The first row of Table 4.3 implies that the Nominal system was not in command. This
could be applicable for example during testing of the prototype solely with a Fallback
system in order to flight-prove the Fallback algorithms. In this case, the default values are
taken. In the cases, where prior to a takeover the Nominal system was in command, then

the starting states are differentiated with regards to the state of sy 7y .

If M7y is in the Engaged state, then from Chapter 3 it is known that the LTUs are
fully utilized. From the explanations in Section 4.2.2 this corresponds to the tuple, found
in the second row of Table 4.3.

Whenever s;py is either Disengaging or Disengaged, then the LTUs are not being
used by the control allocation of the Nominal system and are in the process of shutting down
or fully shutdown respectively. The Fallback system does not differentiate between the
two modes as seen in Section 4.2.2. During Wingborne, the fallback control allocation no
longer utilizes the LTUs and in Hover Disarmed, they are gradually reduced to standstill.
Therefore, the output tuples of the initialization function in rows three and four of Table
4.3 are justified.

Lastly, the LTUs are commanded to idle RPM during M ;ry’s state Engaging, which
according to the explanations of Section 4.2.2 is equivalent to the statement in last row of
Table 4.3.
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It must be noted that in the beginning of this chapter the statement is made that one
of the reasons for a takeover is if the Nominal system experiences a design error. Therefore,
taking the state of the State Machine My may provide unsuitable starting states if the

state of sy is erroneous. This is counteracted in the following manner.

Parallel to the Nominal system, a so-called “functional monitor” is being executed.
The monitor provides continuous checking as to the plausibility of the Nominal system.
Among others, the monitor ensures that the sequences of commands, states and actions of
the system are performed only in the allowed flight envelopes. The envelope monitoring
is established in a manner, which is independent of the Nominal system, increasing the
confidence that the signals produced by the Nominal system are correct. The functional
monitor is being developed by Hannes Hofsafl of TUM Institute of Flight System Dynamics
and is not in the scope of the thesis. The last set of functionally correct values that the
Nominal system has outputted are referred to as “last valid values”. Instead of taking the
last value of sy 7y that is available to the Fallback system, the last valid value is used for

the computation. This ensures the correctness of the initialization of the takeover function.

4.2.4 Decision-Execution

With the State Machines of the automation defined, this section proceeds to specify the
exact information communicated to the surrounding functional modules and the actions
performed due to that data. The information, processed by the Decision-Atomics of
Section 4.2.1 and the state of M g are forwarded to the Decision-Execution in order to

generate the information, required by the surrounding systems.

The Fallback functions, presented here help facilitate the transition and retransition.
The automation schedules operational aspects of the law and allocation. Those two topics
are discussed first. Afterwards, the operation of the high-lift system is necessary to set
cruise or landing configurations. Hence, the Decision-Execution is responsible for the
operation of the flaps as well, which is discussed next. Lastly, the crew information supply

via the indication items is discussed.

Law
Based on the summary in Section 2.4.1.2, the law is split into two separate modes - “hover”
and “wingborne”. The change of mode modifies the command variable selection and certain

envelope limits. The choice of the active law mode is solely dependent on the state spp;.

In addition to this, as discussed in Section 2.4.1.2, the hover mode of the law includes
a command variable blend which is done over the dynamic pressure. The robustness of
the blend can be increased in the cases of a failure of the dynamic pressure. This can be

done in the following manner.
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The blending between the command variables in the law is done with the use of the
blending variable A = {A € R|0 < A < 1}. The output of the blending is

r=(1— Nz + Axo. (4.19)

In the equation, x; and x5 are the two different command variables subject to the blending.

The generation of A is calculated as

AN(Veas) i Veasavail
A=140 if =V ecasavair AN (00 < 01.p) (4.20)

1 otherwise.

In the equation, Ay (V cas) is the nominal blending function, dependent on the airspeed.
This is not in the scope of this thesis. d7 p is the division of the control inceptor that
separates the hover and transition regions, explained previously in Section 2.4.3.1. Here
it is implied that whenever A is zero the command variable required for precise hover is
taken.

Lastly, if necessary, the state of reconfiguration with regards to the high-lift system
may need to be communicated to the law for proper thrust mapping. Why this may be

necessary is explained later on is Section 4.3.4.2.

Control Allocation

As evident from the structure of the State Machine M rp in Section 4.2.2 and in Figure 4.1,
the Hover mode can be armed, but the Wingborne does not need arming. The arming of
the hover mode is used to determine the state of the powered-lift system prior to engaging
the hover mode. The wingborne mode utilizes solely the control surfaces. As explained in
Section 2.4.1.2, they are used throughout the whole flight envelope. Therefore, a check of

control surface actuation integrity is not required.

Table 4.4: Control Allocation Action Truth Table

SFB|1 SFB|2 Control Allocation Action

Hover unused Full utilization of the LTUs.
HoverDisarmed | Ramp down of the LTU commands.
Hover Armed Ramp up of the LTU commands to idle RPM.

Wingborne

Whenever in the hover mode, the automation function communicates to the control
allocation that the full utilization of the LTUs is permitted. When in the wingborne mode,
the LTU usage for force and moment generation is forbidden. The actions that the Control

Allocation takes are dependent on the state spps.
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Whenever Hover Armed applies, the control allocation is given the instruction to
provide idle RPM to the powered-lift system. This is a necessary step to facilitate proper
awareness of the operator about the state of the LTUs prior to entry into the hover mode.
In addition, this allows for a smooth engagement of the hover mode, because the LTUs
are already functional.

In the HoverDisarmed mode, the control allocation is responsible for driving the
RPM of the LTUs to standstill. It must be noted that in the Nominal system discussions
of Chapter 3, there is differentiation between ramp down and zero RPM command via the
states Disengaging and Disengaged of the automaton M ;ry respectively. This can be
done because the check for motor disengagement is performed by the automation function.
In the Fallback system, this action is allocated to the operator as explained later in Section
4.3.1. Therefore, this state separation by the automation is not necessary. The actions,
communicated to the control allocation, are summarized in Table 4.4.

In addition to this, the control allocation is informed of any effector malfunction. This
causes a reconfiguration in the algorithms and enables a more feasible pseudocontrol

generation with the remainder of the effectors.

High-Lift System
In the Fallback system, the operation of the high-lift system is within the responsibilities
of the operator. However, the automation provides a simple protection in the cases where
a critical airspeed is exceeded. In these events, the flaps are automatically retracted
gradually so as to avoid structural damage. This can be done as follows.

The information with regards to the aerodynamic speed and its availability is commu-
nicated to the Decision-Execution by the Decision-Atomics with the variables Va9 and
Voasavaeir- In addition, the operator requests - flapspown and flapsyp - are sent. Lastly,

the average flap deflection is determined via dr. The upper airspeed limit is determined as

6Fimax if ﬁ‘/vC’ASavail
5 OF maz if Voas < Vrgpau — Av
Fi,linL = .
O, min if Voas > Vigo — Av
é-F1-'mn.zf(SF?-'min .
Opmaz — Veoas — Vg + Av) - Vemo—Venrun otherwise.

(4.21)

The airspeed definitions in the relational operators stem from Section 2.3. Provided

the dynamic pressure is not available, it is visible from the equation that the upper limit is

not restricted. Otherwise when in range, the upper limit is computed such that no critical
value can be exceeded.

The limit of above needs to be applied. For this, the limit function is introduced. It

ensures that its output is within a specified range. An example of a limit function is
limit(x, [Tmin, Tmaz)) = maz(min(, Tmaz)s Tmin), (4.22)
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where the first argument is the non-restricted value and the latter two arguments are the
respective upper and lower limits in that order.
With the computation of the allowed upper limit of the deflection, the commanded

flap deployment angle dr, , , is then

d
5Fi,cmd = limit(éFi,cmd,raw ’ [5FL min» 5Fi,lim] ) . (423)

In the equation dp, is a function of the operator inputs flapspown and flapsyp.

,emd,raw

The command mechanisms in the events of failures are not explained here. For example,
the command mapping must change if a hardover in one of the high-lift units is registered.
In addition, the cases where the system receives both a flap retraction and deployment
request simultaneously must be handled. The methods to tackle such issues are application-
specific and hence not in the scope of this section. The mitigation mechanisms are instead

explained in Chapter 5.

Indications

In order to facilitate adequate situational awareness as to the state of reconfiguration and
law mode in the Fallback system, the indication item previously presented in Section 2.4.3.2
is used. The automation must provide the data required for unambiguous generation of
the different applicable color patterns of the indication item.

The exact logic for the pattern choice of the indication items of Section 2.4.3.2 is found
in Table 4.5. Each row of the table refers to a specific and unique color pattern. The color
pattern is not in the scope of this thesis. In the table AN = {AN e R0 < AX <1} isa
threshold, beyond which the command variable blending to transition flight of Equation
4.20 is no longer negligible. cautiongsmiss € B provides information whether the cautions,
triggered by the automation module to the cautions and warnings indication item, have
been dismissed. From Table 4.5 it is noticeable that the computation of the necessary color
coding is an algebraic function of the current automation state and the State Machine
inputs.

The link between pilot and automation actions and changes in indication item color
pattern within the transition and retransition procedure are elaborated upon in the next
sections. In addition to this, the operator is informed via the cautions and alerts in the
event of high-lift system protection unavailability due to airdata loss. A similar warning is

generated for detected effector failures.

4.3 Design Analysis

In the previous section the design of the Fallback automation was presented. It is responsible
for command supply to the high-lift system and scheduling of the law and control allocation

modes. In addition, it supplies the operator with feedback to ensure situational awareness.
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4.3 Design Analysis

The automation design addresses and fulfills the properties, summarized in Section 4.1.
However, the mechanics of how the requirements of that section are fulfilled were not
explained. This is instead performed in this section.

This section is organized as follows. The automation module is tailored to allow for
increased operator authority and oriented towards precise control concept scheduling by
the pilot. However, in order to allow for an adequate takeover from the Nominal system
and from then on enable the reconfiguration to wingborne flight and back, procedural
considerations are necessary. Section 4.3.1 demonstrates that with the given automation
design, where transition and retransition procedures can be derived.

Out of the derived procedures, a requirement on the Fallback control law is derived.
This requirement is elaborated upon in Section 4.3.2 and specifies how the mapping of the
throttle should be designed with relation to the control inceptor deflections 1 to enable a
non-time critical operator decision-making process during the transition and retransition
reconfiguration procedures.

In addition, the transition and retransition procedures establish a clear link between
aircraft flight phases and applicable automation states. For the sake of completeness,
Section 4.3.3 summaries the mentioned state allocation to the aircraft flight phases. Lastly,

in Section 4.3.4, the system response in the event of failures or crew deviations is analyzed.

4.3.1 Transition and Retransition Procedures with the Fallback
System

This section summarizes the actions of pilot and automation that facilitate the transition
and retransition with the Fallback system for both normal and abnormal scenarios. The
causal chain of events during the transition and retransition is presented. A link between
these events and the actions of the automation is established. Firstly, this observation is
performed for the transition and retransition under nominal conditions. This can be found
in Section 4.3.1.1 for the transition and in Section 4.3.1.2 for the retransition process.
Then, the same is done in abnormal scenarios is Sections 4.3.1.3 and 4.3.1.4. After each
analysis, the chain of events is summarized in a process flow graph for better understanding.
It must be noted that for the sake of simplicity, it is assumed that the crew does not

deviate from the procedures. Deviations are instead observed later on in Section 4.3.4.

4.3.1.1 Normal Transition Procedure

In these observations, it is assumed that the aircraft is in the hover phase in order to cover

the full transition to wingborne flight. This implies that the control inceptor position is
opr € H, (4.24)

whereas the states of M pp are { Hover,unused}. As a consequence, in terms of indication
patterns, the first row of Table 4.5 is applicable.
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In order to start the process, the operator requests an aircraft acceleration. This is
achieved when the pilot moves the throttle lever position d; forward. The automation
informs the pilot that the request to leave the hover region is processed via a change in
the indication item. This occurs when the detent position is crossed, i.e. when o7 ¢ H.
There, the color pattern of row two of Table 4.5 is applicable.

As the aircraft accelerates further and gains airspeed, the blending begins to take effect.

The blending variable calculation is presented with Equation 4.20. Whenever
A > AN (4.25)

the indication item changes. The color pattern is dependent on the current throttle
position. Generally, it is good practice for the operator to keep the throttle lever in the
transition region of the control inceptor in order to limit the possibility of inadvertent
powered-lift system deactivation due to wrong actions. In this case, i.e. o7 € T, then row
four of Table 4.5 is applicable and the crew is informed that the transition phase has been
reached.

Whenever the control inceptor has been increased to the maximum allowed value in the
throttle region, the operator must wait for the disengagement speed to be reached. This
holds after reaching V grarr, however Vgarg is advisable in order to guarantee obstacle
avoidance capabilities after powered-lift system shutdown. Subsequently, the operator may
start preparations for the an LTU disengagement, the pilot proceeds to move the throttle
to the left portion of the control inceptor gate, i.e. dp € L. This implies that trans,,s in
Equation 4.5 is true. By definition of the indication, row five of Table 4.5 is in effect. This
notifies the crew that the Fallback system has processed the movement of the throttle into
the wingborne region of the control inceptor.

As seen in Chapter 3, the conditions to initiate the LTU disengagement in the Nominal
system are managed by the automation. In the case of the Fallback system, this task is
allocated to the pilot. Therefore, the pilot is required to determine that the LTUs are
unused by the control allocation and can therefore be turned off. The condition can be
fulfilled by maintaining straight flight and ensuring that an excessively high climb is not
commanded. Both of the maneuvers would require LTU utilization. The check of the LTU
usage can be done via separate cockpit indications, which are not in the scope of this
thesis.

When the operator assesses the flight conditions as suitable, the disengagement is
triggered by the shutdown,,s action. As a consequence, the transition condition ¢; of
Equation 4.10 holds, and the state transition to the wingborne mode of Equation 4.9 is ap-
plicable. The State Machine M rp thus transitions to the {Wingborne, Hover Disarmed}
state tuple. In addition, the color pattern of the indication items changes to reflect the
change via row six of Table 4.5.

In the state Wingborne, the control allocation shuts down the LTUs. This is explained
previously in Section 4.2.2. As seen in Chapter 3, the Nominal system automation is

required to verify the correctness of the LTU disengagement. For the Fallback system, it is
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up to the operator to ensure full shutdown of the powered-lift system. This is achieved via
the remainder of the indication items that show the distributed propulsion system status
and also via visual confirmation. The enabling of this check is not in the scope of this

thesis.

As evident from the indication status in effect - row six of Table 4.5 - the automation
commissions a warning that is forwarded to the cautions and warnings system. This is
meant to raise awareness that the aircraft is already in the wingborne mode of the Fallback
control concept. However, whether the wingborne flight phase is truly obtained depends
on the status of the powered-lift system. Prior to ensuring the full disengagement, the
operator must not exceed the airspeed of V' 1g, . This airspeed is introduced previously
in Section 2.3.1.2.

Provided the LTUs are fully off, the warning is dismissed by the operator. The dismissal
is not in the scope of this thesis. However, for the sake of completeness, this indication
status is reflected in row seven of Table 4.5. If LTUs are not capable of shutting down,
then mitigation actions are required. The reason for such a scenario is provided in Section
2.3.1. In this section, no failures are assumed. The mitigation actions due to the failure

are examined later in Section 4.3.1.3.

Upon reaching the wingborne flight phase, the reconfiguration process is continued by
retracting the flaps. How this is done was explained previously in Section 4.2.2. After fully
retracting the flaps, the pilot may fully use the wingborne region of the control inceptor
and accelerate beyond the airspeed V pg. V pgp was introduced in Section 2.3.2.

From the above-listed actions, a transition procedure emerges. The derivation of the
transition procedure with the Fallback system be found in Figure 4.2. The execution
flow of the procedure is depicted in Figure 4.2. The figure considers the actions of the
software or crew. The actions of the latter are depicted in gray. In this and the following
sections, the identifiers of the procedural steps conform to the following convention. Each
step begins with either a “t” or “r”, indicating whether this step belongs to the transition
or retransition procedures respectively. If present, the next character “m” signifies that
this is part of the mitigation strategy. This is followed by the numbering in order of the
causal chain of events. If the step is part of the expected flow, then the identifier ends.
Alternatively, if this step is off-nominal - such as the start of the mitigation strategy or the
mitigation strategy options themselves, then the identifier is supplemented with additional

characters (e.g. “a” or “b”) to indicate this.

4.3.1.2 Normal Retransition Procedure

In order to observe the full reconfiguration to the powered-lift mode and entry to the
hover phase, it is assumed that the aircraft is in the wingborne flight phase. This means
that M pp’s states are {Wingborne, Hover Disarmed}. Furthermore, the flaps are fully

retracted.
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t1) Fixed-Wing
Region Requested
and Blending

complete?

t2) Indicate Start
of Transition

t3) Permissible to
Disengage LTUs?

t4) Engage Wingborne Control Mode

t5) Indicate LTU
Shutdown

t6) Disengage all LTUs

t7) Indicate Pilot
Action Necessary

t8a) Any Disengage
Failure?

t8) All LTUs
disengaged?

tm) Proceed to Mitigation Strategy

Figure 4.2: Transition Process Flowchart
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Initially, the operator reduces the throttle, whereby the aircraft starts to decelerate.
When the speed is below the never exceed speed for dirty configurations V gg, the pilot can
start deploying the high-lift system. The operation of the flaps was explained previously
in Section 4.2.2.

Next, the Vs, speed is crossed. Below this speed, the activation of the powered-lift
system can commence. The operator is subsequently required to move the control inceptor
to the transition region. As a consequence, the event dr € R is registered by the Fallback
system. The automation sends this condition to the indication item, which change their
status as per row nine of Table 4.5, facilitating the pilot awareness.

In order to actually begin the LTU engagement process, the operator requests it via
LTUengage,qs:. Consequently, the conditions for ¢, are applicable. Thus via Equation 4.11,
the Fallback system automation transitions to the state tuple {Wingborne, Hover Armed}.
As explained in Section 4.2.2, the control allocation ramps up the LTU RPM to the idle
revolution rates. Also seen from Section 4.2.2, the automation triggers an indication item
status change via row ten of Table 4.5. It is seen from the table that a warning is produced
as well.

The reason for the warning is that the pilot must check the correctness of LTU
engagement. Only after ensuring that the LTUs are fully engaged is the activation of the
hover control mode of the Fallback system permissible. For recollection, in the Nominal
system this check was performed by the automation as presented in Chapter 3. Here the
task is allocated to the system operator.

If the powered-lift system cannot fully engage, then mitigation strategies are in effect.
They are discussed in detail in Section 4.3.1.4. The assumption is that the operation of
the powered-lift system is fault-free. Upon performing the check of activation correctness,
the crew proceeds to engage the hover mode of the Fallback system by performing the
request, summarized with hover,qs. This triggers the state change of the automation
to {Hover,unused} via Equation 4.13. The control allocation is permitted to utilize
the LTUs for force and moment production. Furthermore, the indication item changes
according to row four of Table 4.5.

The control mode reconfiguration for the transition phase is fully performed and a
deceleration below V grarp is permitted. The pilot can do so by moving the throttle more

in direction of the hover region. As long as this region is entered, in other words

Xu(0r) (4.26)

is registered by the system, the operator is informed of the hover flight phase request via
the indication item change as per row three of 4.5. With further deceleration, the blending
variable A decreases and consequently the indication color patterns change in accordance
to row one of Table 4.5. This informs the operator that the hover flight phase is reached.

As performed for the transition in the previous section, here a retransition process flow
is derived. It is visible in Figure 4.3. The convention in terms of coloring and numbering

was already explained in Section 4.3.1.1.
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rl) Transition
Region Selected and
Speed Reached?

r2) Arm Hover Control Mode

r3) Indicate Start
of Retransition

r4) Engage all LTUs

r5) Indicate Pilot
Action Necessary

r6) All LTUs
engaged?

réa) Any engage
Failure?

r7) Engage Hover Control Mode

rm) Proceed to Mitigation Strategy

r8) Hover Region
Requested and
Blending Complete?

r9) Indicate End of
Retransition

Figure 4.3: Retransition Process Flowchart
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tm) Proceed to Mitigation Strategy

tm1) Decide
Powered-Lift?

tm2b) Manually turn off faulty
LTU

tm3b) Continue with Transition

Figure 4.4: Transition Mitigation Process Flowchart

tm2a) Initiate a Retransition

4.3.1.3 Abnormal Transition Procedure

The abnormal transition procedures are in effect if one or several LTUs are incapable of
disengaging. The analysis during the transition process hence continues with step t4)

onward. The sequence leading to this step is found in Section 4.3.1.1.

In step t4) the operator has engaged the wingborne Fallback control mode. The State
Machine M gp is therefore in the state tuple {Wingborne, Hover Disarmed}. During the
operator check t8a), the assessment is made that the LTUs did not fully disengage. The

failure cases where this may occur are discussed in detail previously in Section 2.3.1.

Similarly to Chapter 3, the options at the pilot’s disposal are to retain the wingborne
control mode and or to revert to powered-lift flight. Those two options are examined in

detail below. Figure 4.4 is used to illustrate the transition mitigation actions.

In the case of reversion to powered-lift flight, the initiation of the retransition procedure
is required as visible in step tm2a). This implies that the whole retransition has to be
performed as previously described in Section 4.3.1.2 and be performed in accordance to
Figure 4.3. In this scenario, the check r1) need not be performed, as the aircraft is in the

appropriate airspeed range by design of the transition procedure.

Full reconfiguration to wingborne flight requires a manual shutdown of the problematic
LTU as visible in step tm2b) of Figure 4.4. Then an acceleration beyond Vg, is

permissible.
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| rm) Proceed to Mitigation Strategy

rm1) Decide
Powered-Lift?

rm2a) Initiate a Transition rm2b) Continue with Retransition

Figure 4.5: Retransition Mitigation Process Flowchart

As discussed previously in Section 2.3.1, a manual shutdown may not be possible.
Then, by definition of Section 2.4.2, the aircraft has not fully entered the wingborne flight.
Nevertheless, the operator is capable of retracting the high-lift system to reach a more
aerodynamically efficient configuration. Section 4.2.2 demonstrates that the automation
does not prohibit such actions. It is the pilot responsibility to not exceed Vg, ,. In
addition, the operator decision does not need to be immediate, meaning it is not time-
critical. The reason for this is that the aircraft is in a controlled state, facilitated by the
law’s wingborne mode.

The automation design remains unchanged regardless of whether or not LTUs may be
manually disengaged. In order to revert to wingborne flight, the operator needs to execute
the retransition process of Section 4.3.1.2. Therefore, the lack of manual disengagement
does not add additional considerations on this mitigation strategy. By design, in mitigation
to wingborne flight, the State Machine does not experience any state changes and therefore

does not require functional modifications.

4.3.1.4 Abnormal Retransition Procedure

The retransition mitigation strategies assume a fault during retransition. Thus, this section
continues from step r2) of Figure 4.3 found in Section 4.3.1.2.

By implication, the State Machine M gp has the states {Wingborne, Hover Armed}.
The control allocation via the relationship in Section 4.2.2 has set the command to the
LTUs to idle RPM. However, the operator assesses the LTU engagement as failed, implying
that one or several LTUs are incapable of engaging. This is the starting point of the
retransition mitigation strategies. The available operator options in this scenario are found
in Figure 4.5.
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The options available to the operator are the same as in the Nominal system seen in
Chapter 3. The pilot may either revert back to wingborne flight or confirm the entry into
powered-lift flight. It must be noted that during this time the operator decision is not
time-critical. The crew needs to only ensure that the airspeed does not exceed V' 1g,, and
does not go below Vgrarr. The reason for the former is that the LTUs are in motion
as the control allocation is sending idle commands. The reason for the latter is that the
LTUs are not yet actively used for force and moment production, thus stalling the aircraft
is possible.

The operator may decide to go back to wingborne flight in order to conduct a go-around
and reattempt the retransition. For a more severe powered-lift failure, a wingborne landing
may be necessary. Regardless of the reason, in order to revert back to wingborne flight,
the operator is required to disarm hover mode. This is done via ¢, found in Equation 4.16.
This implies that the request LTUengage ithdraw is necessary. According to Equation 4.15,

the automation reverts back to the states {Wingborne, Hover Disarmed}.

Provided not a critical number of LTUs has failed, going to powered-lift flight is
possible. Because a manual inspection of LTU activation is enforced, the operator is
aware of the performance losses of the hover mode. The pilot can continue with the
retransition procedure with step rm2b) of Figure 4.5. As evident from Figure 4.3, the
subsequent actions are identical to the nominal case. In addition, prior to these actions
the automation has not experienced a state change. As a consequence, the mitigation
strategy does not add complexity to the automation design. The identical pilot actions in
normal and abnormal situations that lead to powered-lift flight do not add to the system’s

operational complexity.

As previously seen in Chapter 3, the Nominal system is responsible for maintaining
safe envelopes. This included not stalling in pure wingborne flight and also not exceeding
any critical speeds, like Vg, or V pg. With the exception of the protection for exceeding
Vg of Section 4.2.2 such functions are not available in flight with the Fallback system.
This is actively pursued by the system design. This choice allows for unrestricted operator

authority and minimizes the dependency on the airspeed.

Comparing the process flows of Fallback found in this section with the ones of the
Nominal System found in Section 3.3, it is visible that in the Fallback system the crew
workload increased. Firstly, the amount of actions performed by the pilot is much greater.
Not represented in this section are the adherence to a safe envelope, the management
of the high-lift system and the law operation. They increase the workload further. The
elevated workload is a consequence of reducing the level of automation and requiring more
operator authority.

Similarities can be found between the sequences of events in this section and the ones
for the Nominal system found in Section 3.3 of Chapter 3. Namely, the order of the actions
during transition and retransition overlap largely, despite the large differences of control

concepts and underlying automation. In the Fallback system, however, the complexity
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of the automation is reduced greatly. This is evident by the number of transitions, their
complexity and the decreased sensor dependency. This makes the Fallback automation

more robust and transparent.

This section presented solely the transition and retransition procedures with the
Fallback system. In Contribution 2 the claim of harmonization of the procedures with
Fallback and Nominal system is made. From the figures found in this section and the ones
for the Nominal System in Section 3.3 of Chapter 3, this does not appear evident yet. The
exact methods the procedures are harmonized with is instead explained later on in Section

4.4 where the whole integrated operation of Nominal and Fallback system is analyzed.

4.3.2 Fallback Throttle Mapping and Blending Requirements

In the previous section it was evident that individual steps in the process flow require
the achievement of given airspeed ranges. For example, in order to initiate the LTU
disengagement, the aircraft needs to exceed the stall speed but at the same time never
exceed the limit of Vg, ,. In addition, requirements to the control inceptor placement
during the sequence are set. In the example above, it was required that the throttle lever

position is in the gate.

In order to facilitate the proper execution of the transition and retransition sequences,
requirements on the traction thrust mapping of the Fallback concept with relation to the
control inceptor setting are set. This section analyzes the procedures of Section 4.3.1 with

regards to the thrust settings at the relevant control inceptor positions.

First, the borders of the hover and transition/retransition flight phases are examined. In
the procedure descriptions they are handled in t1) and r8) of the transition and retransition
procedures respectively. The state indications in Table 4.5 address them in the first three

Trows.

According to the flight phase division of Section 2.4.2, the border of the two flight
phases is dependent on the aircraft speed, where speeds below V oy ggr are attributable to
the hover flight phase. The control inceptor division between the two regions - hover and

transition/retransition is distinguished by the detent at the throttle lever position o7 p.

In order to establish a link between control inceptor, traction thrust command and
procedure flow, the following requirement is imposed onto the command mapping and
nominal blending parameter. Whenever the throttle lever is at the detent position 7, p,
the traction thrust command shall be equivalent to the thrust necessary to sustain a
steady-state straight and level flight with a ground speed of at least V yoyvgr. In addition,
the nominal blending of Ay (V ¢as) mentioned in Equation 4.20 shall initiate at an airspeed,
with which at minimum a kinematic speed of V goy g is flown. Both properties must be
achieved even in the presence of the most undesirable external conditions according to the

aircraft ConOps.
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The reasons for these requirements are as follows. In the hover region of the control
inceptor, the operator’s objective is to track the ground speed in order to perform high-
precision vertical take-off and landing patterns. The first property guarantees that the
operator would be capable of obtaining the necessary agility without leaving the allocated
control inceptor region. The second property ensures that even in the presence of headwind,
the blending would never engage the transition command variables.

When performing the LTU engagement and disengagement process, from the underlying
transition conditions of the State Machine, found in Equations 4.10 and 4.14, it is implied
that the throttle lever is in the gate position 07 . The transition process requires an
acceleration beyond V grarr but not beyond Vg, .. This was discussed in Section 4.3.1.1.
Similarly, the retransition process required the deceleration to the same region as explained
in Section 4.3.1.2. From this, the requirement for the commanded traction thrust at
the 07 can be derived. Namely, at 67 the commanded thrust shall be equivalent
to the thrust that ensures a steady-state straight and level flight with an airspeed of
Veoas € [Vsracr, Visyg)- The mapping shall be robust with relation to the allowed
external disturbance margins and also high-lift system configuration.

It must be noted that in the Fallback system the throttle commanded is solely a
feedforward of the inceptor command. The lack of closed-loop feedback of the kinematic or
aerodynamic speed is omitted in order to increase the system robustness in the presence of
faults. Therefore, the speed V goyver cannot exactly be matched in all situations. Due to
the nature of the commanded variable - the throttle of the traction system - the achieved
velocity is a function of the aircraft parameters and uncertainties. It may vary due to
deviations between actual and assumed traction unit efficiency, aircraft drag and others.
However, the conservative requirement formulation allows for facilitation of the necessary
command variable selection. As seen later in this chapter, this mapping in addition aids
the harmonization of the Nominal and Fallback transition and retransition procedure in

the scenarios where a takeover is initiated.

4.3.3 State Allocation to Flight Phases

The relationship between state-space of automation and the aircraft flight phases was
indirectly discussed with the introduction of the transition and retransition chain of
causal events in Section 4.3.1. For the sake of completeness, this section assigns the state
constellations of M pp to the aircraft flight phases they are meant to operate in.

When observing the transition and retransition procedures in Sections 4.3.1.1 and
4.3.1.2, the pilot is expected to accelerate to the LTU disengagement speed and decelerate
to hover with utilized powered-lift system in steps t1-t3) and r7-r9) respectively. Following
the explanation in the corresponding sections, it is evident that this is performed in the
state tuple { Hover, unused}. From this it can be derived that this state is used in the
HYV and TR flight phases. The flight phases definitions were introduced previously with
Section 2.4.2.

158



Chapter 4: Manual Transition and Retransition and the Industry Standard Compliance

In step t4), of the process flow in Section 4.3.1.1 the transition function is triggered,
leading to the state constellation of {Wingborne, Hover Disarmed}. It persist for the
whole duration of the procedure and subsequently in wingborne flight. Because of this, the
tuple can be assigned to the T'R and W B flight phases. The entry into higher airspeed is

in the responsibility of the operator, therefore no other differentiation is necessary.

Table 4.6: State Machine State to Flight Phase Allocation

Flight Phase
SFBI1 SFB2 HV | TR | WB
Hover unused v v
Wingborne HoverDisarmed v v
Hover Armed v

The findings are included in Table 4.6 and also denoted with green in the state machine

graphical representation, found in Figures 4.1.

4.3.4 What-If Analysis

In the previous sections, the behavior of the system automation during the transition and
retransition was examined. The way the design facilitates the process flow and interacts
with the surrounding systems was discussed. This section analyzes the behavior of the
design in off-nominal scenarios that are not covered by the mitigation strategies. This
section is structured as follows.

Previously, it has been assumed that the crew executes the procedures exactly as
prescribed. Section 4.3.4.1 examines how the automation would react if the crew actions
deviate from the specification. In order to ensure maximum operator authority, the
automation by implication cannot include protections against dangerous crew commands.
This section observes the design and analyses which combination of flight conditions and
procedural deviations may lead to hazardous situation.

Afterwards the automated response in the event of faults of different surrounding

components is analyzed. The major findings are covered in Section 4.3.4.2.

4.3.4.1 Procedural Deviations

This section focuses solely on the deviations from the procedures that would lead to
hazards. The exact crew actions that would cause this are explained. First, the transition
procedure and the mitigation actions are examined. This is followed by the retransition

and its mitigation strategies.
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Deviations during Transition

With relation to the State Machine transitions, there is no state change prior to the
LTU disengagement. However, when observing the LTU disengagement process, the first
identifiable hazard is if a deactivation of the powered-lift system below the stall speed
of the aircraft is demanded. This would cause the aircraft to dive. The severity of the
dive depends on the lift deficiency due to the no longer engaged LTUs and the degree of

criticality depends on the distance from the ground.

When examining the events that need to occur for the hazard to manifest, the transition
condition of Equation 4.10 and its atomic elements need to be examined. From the
Expression 4.6 it is visible that in order for the state transition to be in effect, the operator
needs to have deflected the control inceptor to the wingborne segment. In addition, a
command via a discrete input needs to be communicated to the automation. According
to the procedure in Section 4.3.1.1, the movement of the control inceptor in the above-
mentioned range must only occur when the stall speed has been exceeded. The movement
itself is along the gate, which by itself is tactile cue for the upcoming reconfiguration and
hence needs to be purposelessly demanded. It can be concluded that in order for the
hazard of above to occur, the pilot must execute at least two operational errors. Namely,
the premature movement of the inceptor to the wingborne region and the premature

disengagement command.?

Another scenario is the aircraft acceleration beyond the never exceed speed Vg, , with
a powered-lift system operational. From the requirements set on the thrust allocation in
Section 4.3.2, at the gate position the throttle is such that this speed cannot be exceeded
unless severe descent rates are commanded. By implication, this means that the operator
must have commanded a lever deflection beyond the gate position. This again implies two
operational errors. Prior to the lever deflection, the disengagement was not triggered and

the operator has not ensured the deactivation of the powered-lift system.?

Alternatively, it could be that a failure of an LTU is in effect, because of which it is
incapable of coming to a halt. The reasons for such failures are mentioned in Section 2.3.1.
This scenario implicates both a hardware malfunction and a procedural deviation. The
latter is evident when looking at steps t8) and t8a) that deal with the check for correctness
of disengagement. The operator is required to perform the check and in the event of the

above-mentioned failure, executes the mitigation strategy.

20ne solution to this hazard may be to prohibit the deactivation of the powered-lift system below
the stall speed. Apart from increasing the dependency on the airspeed, this strategy carries one big
disadvantage. Namely, the pilot deviates from the prescribed procedures twice, on one occasion even
ignoring the strong tactile cue of the lateral lever movement. It is highly-likely that this dive is actively
pursued. Including the prohibition, on the one hand, limits the operator authority to conduct this dive.

On the other hand, this introduces Literalism to the automation design.
3Here it must be noted that this hazard in particular is further minimized by the introduction of the

barrier functions. They are explained in Section 4.4.1.
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The last potential hazard is exceeding the airspeed V pg with a non-retracted high-lift
system, after which structural damage ensues. From Section 4.2.4 it is evident that the
protection function would prohibit this. The cases where the function would be unavailable
is if the Fallback system has registered a failure in the airdata system. However, in Section
4.2.4 it is explained that this function unavailability is indicated to the pilot. In addition,
according to the procedure definition 4.3.1.1, a throttle lever deflection out of the gate
should be performed only when the high-lift system is retracted. This implies that the

operator has both neglected the supplied warning and deviated from the procedures.

Deviations during Retransition

This analysis examines the retransition flow of Section 4.3.1.2 and identifies operator
commands that lead to adverse behavior. The first of the series of events is the deployment
of the flaps. According to the procedure, this needs to be performed below V gg. In order
for this hazard to occur, the deployment should initiate at higher dynamics pressures.
Therefore, the protection function must be unavailable. The conditions for which this
is in effect are described in the previous paragraph. In addition, deployment must be
demanded by the operator. This implies that the pilot must neglect the warnings on the
cockpit indications with regards to the function unavailability. In addition, a deviation

from the prescribed procedure has to occur.

The next potential hazard is the arming or the activation of the powered-lift system
above the never exceed speed Vg, . According to the procedures and the underlying
automation, the utilization of the LTUs by the law can only follow the arming sequence.

Therefore, solely the arming process at speeds, higher than Vg, ., is examined.

The arming of the powered-lift system requires a state transition of M pg, namely to
{Wingborne, Hover Armed}. Therefore, the transition condition of Equation 4.12 needs
to hold. Analyzing the processing of the Decision-Atomics in Equation 4.7 it follows that
firstly the control inceptor must be in the transition segment. Secondly, the operator
must demand the arming process by means of a discrete input. By its definition, the
retransition procedure in Section 4.3.1.2 requires the movement of the inceptor along the
gate into the transition segment only if the airspeed is below Vg, . Thus, in addition to
this procedural deviation, a significant tactile cue needs to be ignored prior to the discrete

input.

The next applicable hazard is stalling the aircraft. This can only occur if the powered-
lift system is disengaged while decelerating past the stall speed. From the procedure
definition in Section 4.3.1.2 it is visible that the control inceptor may not be moved out of

the gate in pursuit of lower throttle commands without previously engaging the Fallback
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hover control mode. At the gate, thrust levels that cause the aircraft to stall cannot be
commanded in the nominal case as visible in Section 4.3.2. Therefore, for this scenario to
occur, multiple violations in the retransition procedure must have been performed.*

The last observation deals with the event, in which the arming of the Fallback hover
mode is performed by the operator correctly and in accordance with the procedure in
Section 4.3.1.2. However, multiple LTUs fail to engage, such that the aircraft will be
rendered uncontrollable solely with the powered-lift at low dynamic pressures. This implies
two mishaps. Firstly, the error itself needs to occur. In Section 2.3.1 it is argued that such
a scenario is highly unlikely due to the inevitable catastrophic event in pure hover flight.
In addition, the pilot has to have neglected to perform the check of powered-lift activation
in steps r6) and r6a).

This section presented the occurrence of failures and operator mishaps during the
transition. In the analysis performed, it is visible that in order for hazards to occur on
the aircraft-level in the fault free case, multiple inconsistencies in the procedure execution
need to be performed. Component faults do not lead to adverse effects by themselves and
instead require at least one additional deviation from the prescribed procedures. In the
next section, the component malfunctions that are not directly tied to the procedures are

studied and their effect on the Fallback system operation is discussed.

4.3.4.2 Reaction to Faults

This section covers the system response to component malfunctions that are not depicted
in the transition and retransition procedures, discussed in Section 4.3.1. Due to the scope
of this thesis, the focus is on the automation reaction. However, for the sake of clarity, the
Fallback system behavior is discussed shortly as well.

The first fault is the failure of an LTU at any point during operation that is not
depicted in the derived procedures in Section 4.3.1. In contrast to the automation of the
Nominal system, the failure has no implication on the execution of the Fallback automation
functions. Instead, the failure is registered and is forwarded to both control allocation
and cockpit indications. The former adapts the algorithms accordingly to facilitate better
pseudocontrol generation. The latter serves as an alert of the operator of the decrease of
performance in powered-lift flight.

The responsibility of the automation and the system reaction to a failure in a control
surface is equivalent to an LTU malfunction. The reason for this is that similar to the
vertical propulsion system, the control surface actuation system must be fail-active as
well. Therefore, the operator is notified of the performance loss in wingborne flight and
the control allocation is informed of the failed effector for proper force and moment

distribution.

4In addition, this scenario is mitigated further by the introduction of the barrier operation. This is

introduced later in Section 4.4.
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Should a failure in a TTU occur, the design of the logics must not perform other actions,
apart from forwarding the information to cockpit indications, control law and control
allocation. The former informs the operator of the one engine inoperative scenario. The
control concept is responsible for handling the failure via appropriate command variable

mappings and allocation reconfiguration. This is not in the scope of this thesis.

The response to a malfunction in the high-lift system is highly dependent on the failure
mode. However, the responsibility of a proper reaction to the error is allocated to the
operator. If the flaps are stuck at a non-retracted state or if a hardover towards full
deployment is experienced, then the pilot must not exceed the structural limit speed V pg.
Therefore, the system must forward this failure to the cockpit indications so as awareness

of the limitation is gained.

In the failure cases where full high-lift system retraction is exhibited, then the disen-
gagement of the powered-lift system without altitude loss must be after Vgrarr. As seen
from Section 4.3.1.1, this has no implication on the transition procedure, because this is
the nominal condition for performing the deactivation. In order to facilitate this at the
gate position as required by the procedures, this must be accounted for in the throttle
mapping requirements of Section 4.3.2. If necessary, then the state of the configuration

needs to be forwarded to the control algorithms, as discussed in Section 4.2.4.

The last dependency is that the Fallback system has is loss of sensor information. Data
about the aircraft rotational rates, translational acceleration and attitude are necessary as
discussed in Section 2.4.1.3. They stem from inertial sensors and are thus highly reliable.
Nevertheless, should such a loss occur, then certain resilience can be achieved by degrading
the control mode. Thereby, the control mode can tolerate a loss of both translational
acceleration and attitude information. The consequences are modification of the transition
and retransition strategies. This, however, is not in the scope of this thesis but rather a

topic of further publications.

In the cases of airdata loss, the dynamic pressure is not known to the Fallback system.
Therefore, the reconfiguration from HV and T'R control mode and back is enabled solely
via the control inceptor as seen in Section 4.2.4. The airspeed knowledge is critical to
the pilot in order to conduct the transition and retransition procedures. Therefore, the

likelihood of this failure occurring is deemed as low.

In terms of input items which exclude inceptor deflections, the used pilot inputs include
flapspown, flapsyp and OPENgarg. A failure in the former two would make the
capability to operate the flaps by the operator impossible. A fault in the latter would
prohibit the correct transition and retransition procedures. It must be noted, however,
that all above-mentioned failures including the failures in the input items come in addition
to a malfunction in the Nominal system. Otherwise, the operation of the Fallback would
not have been necessary. Arguably, a takeover may be induced due to an error in an
effector that would induce a transient large enough for the functional monitor to raise

a false positive. This, however, is not the case for the input items. It can therefore be
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concluded that a fault in the operator inputs would only be hazardous in combination with
an unrelated Nominal system malfunction, which is at least a double failure and therefore
very unlikely. Nevertheless, it is advisable to mitigate latent errors via a BIT [124] prior

to operating the aircraft to further reduce the probability of the occurrence of this hazard.

Lastly, it is visible that the automation of the Fallback system is highly dependent on
the control inceptor. However, in the design of the automation in Section 4.2, no reaction is
present for the failure of the pilot sticks. The reason for this is that in the event of control
input loss, the system is rendered uncontrollable and is thus this scenario is classified as
catastrophic. Therefore, in the design it is assumed that the control inputs are realized in
a redundant manner so that this failure mode can never occur. The automation always
receives valid operator input information from the signal integrity checking of the Fallback

system.

4.4 Nominal and Fallback System Integration in the

Aircraft Operation

The previous sections of this chapter deal with the design of the Fallback automation
functions. The solution is analyzed and procedures are derived, with which the transition
and retransition from powered-lift to wingborne flight could be performed. The system

robustness with relation to component errors and operational errors is analyzed.

In addition to the properties analyzed in the previous sections, one of the major
motivations for the existence of the Fallback system is the necessity to takeover from a
potentially erroneous Nominal system. Nominal and Fallback system together form the
Flight Control System of the aircraft. This section presents the characteristics that both
Nominal and Fallback system need to exhibit so as to ensure adequate aircraft operation
during transition and retransition. More specifically, from the perspective of the pilot,
the handling of both needs to exhibit a consistent behavior, especially in the event of
contingencies. In addition, this chapter discusses the additional automation functions
in terms of haptic feedback that are necessary in order to ensure safe operation. Lastly,
a discussion as to how the transition and the retransition can be fit within the mission

profile, imposed by the regulatory organs, is necessary.

This section is structured as follows. The control inceptor includes barriers that can
restrict the access of certain throttle lever regions. Until this point in this thesis, the
conditions, under which opening or closing of the barriers is required was not discussed.
In Section 2.4.3.1 the operation of the barrier elements is presented. The barriers add
an additional layer of operator awareness as to the allowed actions and available flight
phases with the different automation modes and thus aid in enforcement of the operational

procedures of both Nominal and Backup system.
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In Section 3.4 of Chapter 3, certain logical criteria with relation to operator actions was
defined for the Nominal system. However, a clear link to the available input items in 2.4.3
is not established. The same statement holds for the Fallback System, where such criteria
are introduced in Section 4.2.1. Section 4.4.2 summarizes the not yet defined variables
and derives the link between the logical expressions of the Decision-Atomics modules of
Nominal and Fallback automation and the operator input items.

This derivation achieves one of the properties of Contribution 2, namely the har-
monization of the procedures. A comparison between Nominal and Fallback operation
during transition and retransition is performed in Section 4.4.3, demonstrating the above-
mentioned property. This analysis is supplemented by the one in Section 4.4.4, in which
the correctness of the Fallback behavior following a takeover from the Nominal system is
demonstrated.

Lastly, Section 4.4.5 analyses the requirements, imposed by the regulatory organs
in terms of mission profile. In the section it is demonstrated that the transition and
retransition procedures comply with the demands of the MOC SC-VTOL and AS94900A
and therefore their applicability in the aircraft Concept of Operations.

4.4.1 Control Inceptor Barrier Operation

In addition to the gate, Section 2.4.3.1 introduced tactile cues at the entry/exit points
of the gate, referred to as barrier. These input items are capable of restricting the
movement of the control inceptor, not allowing the operator to cross to potentially harmful
throttle settings. The operation of the barrier functions is therefore utilized during the
transition and retransition procedures in order to ensure increased awareness of the state of
automation. This section introduces the logical relationships that deal with the operation
of the two barriers. The motivation behind the choice of logic is discussed shortly. A
comprehensive analysis of the behavior in the scope of the whole aircraft operation is
presented in Section 4.4.3.

Firstly, the behavior of the two barriers with relation to the input item OPENgarg
is discussed. It must be noted that via OPENgarg, the operator forces the barriers
to lift regardless of the underlying automation states. This was previously mentioned
in Section 2.4.3.1. This action is performed at the control inceptor in a mechanical or
electromechanical manner. Hence, it is not in the scope of this thesis because it requires
no automation design considerations. However, this information is necessary in order to
understand the mechanics of the transition and retransition procedures. Therefore, it is
considered in this section.

When observing the upper barrier placement on the control inceptor in Figure 2.11
in Section 2.4.3.1, it is visible that it is placed at the upper end of the inceptor gate.
According to the procedures of this chapter and Chapter 3, it is concluded that the purpose
of the upper barrier limits the possibility to command higher airspeed or throttle in

Nominal and Fallback system respectively whenever the powered-lift system is engaged.
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From here the behavior of the gate depending on the system in command can be
derived. In the case of Nominal system operation, the powered-lift system confirmation of
disengagement occurs whenever s;ry == Disengaged. As previously discussed in Section
3.5.1.5 of Chapter 3, in the event of a transition malfunction the crew may require to
perform a flight at a higher airspeed than Vgsrr at a more aerodynamically efficient
configuration.® This is performed via the H Loverride,q,; Input item that causes the transition
of sy to Retract. Therefore, an additional condition to lift the upper barrier is for the
Retract to be reached. For the case of Nominal system operation, the upper barrier is

opened whenever the boolean function
topen = (sprv == Disengaged) V (sp, == Retract) (4.27)

is true. The former relational operator is fulfilled under normal conditions and the latter
is necessary for the abnormal scenario, in which prolonged flight at higher airspeed is

necessary. To close the upper barrier, the boolean expression
teose = (Sprv == Engaging) V (spruv == Engaged) (4.28)

needs to be true. Thus, using Equation 2.9, the upper barrier behavior is dictated according
to
OPENup|NOM = Latch(topen, tclose)' (429)

When the Fallback system is in command, the powered-lift system is not utilized by the
control allocation whenever the wingborne control mode is engaged. This was explained
in Section 4.2.4. Therefore, when the Fallback system is engaged, then the upper barrier
is opened whenever

OPEN,r = (sppn == Wingborne) (4.30)

is true. Even though in the state Hover Armed the LTUs are actively commanded to idle
RPM, the status of the upper barrier does not require knowledge of sgpps. Section 4.4.3
discusses why no differentiation between Hover Armed and Hover Disarmed is required.

As visible from Figure 2.11 in Section 2.4.3.1, the lower barrier can restrict the possibility
of commanding lower throttle settings and airspeed demands. Lifting of the barrier must
be performed if the powered-lift system is fully utilized. In addition, for the cases where
an LTU malfunction was registered by the Nominal system, then a confirmation of the
degraded transition and hover control mode is necessary as discussed in Section 3.5.1.3
of Chapter 3. In both scenarios the Nominal system automation state s;ry is the same.

Therefore, the lower barrier is opened whenever
OPENlow|NOM = (SLTU == Engaged) (431)

is true. Analogously, if the Fallback system is in command, then the barrier is open for
the true evaluation of
OPEN10w|FB = <5FB\1 === HOUGT). (432)
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Table 4.7: Barrier Status Truth Table

| OPENGatE | FallbackEngaged | NominalEngaged | OPEN,, OPEN
true - - true true
false true - OPENrp OPEN o\ FB
false false true OPENpnov | OPENgnom
false false false default default

The derivations of this section are summarized in Table 4.7. The system in command
is expressed using the variables Fallback Engaged € B and Nominal Engaged € B. The
command selection is not in the scope of this thesis. It is visible that a prioritization is
in effect. The highest priority is the OPENgarg input item. If not requested by the
crew, then the Fallback system is taken, provided it is in command. The Nominal system
receives a lower prioritization in order to facilitate the correct selection of the barrier status
in the event of a takeover with the Fallback system. The last row of the table implies that
no system is in command. There, the barriers shall assume their default status. Because
neither automation function can influence the status, this is not in the scope of this thesis
and left undefined.

It must be noted that the communication to the inceptor was not mentioned in both
Nominal and Fallback Decision-Atomics descriptions. This is done intentionally, as it
is a design decision whether the computation of the status of the gates is performed
decentralized on Nominal and Fallback system and forwarded to the control inceptor or
performed centralized on the inceptor itself. The latter involves the forwarding of the
required states that are visible in the equations above. In the former, solely the results of
the equations need to be sent. These considerations were omitted in the corresponding

sections of the Nominal and Fallback software design for the sake of readability.

4.4.2 Completing the Human-Machine-Interface Processing of
both Nominal and Fallback System

Section 2.4.3.1 provides an overview of the throttle control inceptor and the OPENgarg
input item, responsible for lifting the two gate barriers. The previous section demonstrates
how the usage of this item in combination with the automation status of both Fallback

and Nominal system can facilitate the complete operation of the barriers.

5Chapter 3 demonstrates that during this state the flaps are retracted to minimize the drag. In

addition, the airspeed protections enforce a safe flight envelope.
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However, the management of the automation includes the introduction of variables, the
origin of which was not explained fully. In the Decision-Atomics modules of both systems,
found in Sections 3.4.1.1 and 3.4.2.1 for the Nominal system and Section 4.2.1 for the
Fallback system, the variables are listed. They are introduced here due to the importance

of this item for the procedure harmonization.

For the sake of readability, first a short summary of the above-mentioned variables is
provided. Afterwards, the HMI processing supplementation of the Decision-Atomics of the
two automation modules is provided. The motivation behind the choice of processing is
shortly elaborated. In Section 4.4.3 a comprehensive analysis of the harmonization of the

procedures including the input items is provided.

The automation of the Nominal system includes two variables, with which the procedure
harmonization is facilitated. With LTUoverride,,s the operator communicates to the
automation that entry into powered-lift mode is acceptable. This is necessary for the
detected degradation of powered-lift flight due to a fault in the LTUs. Situational awareness
is ensured because the operator is forced to acknowledge the upcoming degraded aircraft
performance via the actions in LT'Uoverride,qs. This variable is an input symbol of M 1y

and is used in the transition condition ¢, in Equation 3.31.

The next variable in the Nominal system Decision-Atomics is H Loverride,qs;- This is
an input symbol of Mg, and used in the abnormal event that the deactivation of the
powered-lift system fails to succeed. Via the actions, summarized in this variable, the pilot
communicates to the system that the abnormal event is acknowledged. H Loyerride,qs; 1
used in transition condition tg in Equation 3.50 and subsequently performs the retraction

of the high-lift system to ensure a more aerodynamically efficient flight condition.

The automation of the Fallback system utilizes four variables for the operation of
the State Machine with the help of which procedure harmonization is ensured. The
Decision-Atomics of M pp processes the actions of the pilot and generates shutdown,qs
that communicates to the system that wingborne flight needs to be entered. Therefore,
the wingborne control mode of the Fallback system must be engaged and the powered-lift
system is disengaged. The input item is used in combination with the throttle lever

position to trigger the state transition as visible in Equation 4.6.

The actions of the operator, summarized in LTUengage,qs;, communicate the start of
the retransition procedure. The system begins the activation of the powered-lift system
whenever this action is processed in combination with the inceptor deflection and causes

the transition condition t, of M g to be true, triggering a state transition.

The operator actions are used for the retransition mitigation strategy to wingborne
flight. LTUengageithdaraw 1S processed by the Decision-Atomics and communicates to the
Fallback system that the activation of the LTUs (and the arming of the Fallback hover
mode) is canceled. The aircraft then reverts back to wingborne flight. This variable is

used in Equation 4.8 and is directly linked to the transition condition ¢,.
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Lastly, the pilot uses hover,qs to confirm the entry into powered-lift flight and thereby
activate the Fallback hover control mode. This is used by M gg in transition condition ts.

It is visible that all conditions of the Fallback State Machine are related to operator
actions, subject to procedure harmonization. This is intentional because as previously
mentioned in this chapter in Section 4.1, the Nominal system is the control concept,
intended for the aircraft operation. The Fallback system is used in the abnormal scenarios,
where a Nominal system fault is detected and thus a safe takeover and landing must be
ensured. As a consequence, the Fallback system must be tailored in a way that conforms
with the intended Nominal system operation. Thus, the majority of the requirements on
procedure harmonization fall onto the Fallback system.

A significant increase of operational complexity would be introduced if each of the
actions were communicated to the automation modules via a separate input item. In
addition, this would impose multiple requirements on the HMI in terms of cockpit layout
so as to ensure adequate usability of the system.

In order to mitigate this and facilitate a harmonization of the operation during transition
and retransition of Nominal and Fallback system, the solution to generate the above-
mentioned six boolean variables utilizes solely the input item OPENgarg and the control
inceptor position.

Firstly, the relationship

Nominal Decision-Atomics
—_——
shutdown,qsy = H Loyerride,yee = OPENGarTE (4.33)

Fallback Decision-Atomics

is introduced. For recollection, shutdown,,s in combination with the throttle inceptor
position at the left region of the gate activates the Fallback wingborne control mode. This
allows the subsequent entry to higher throttle commands as evident from Equation 4.30.
Similarly, H Loyerride,q; at the same throttle position induces a retraction of the flaps in
the Nominal system and also allows the command of higher airspeed demands. Thus,
whenever the pilot engages the OPFE Ngarg input item, the upper barrier is lifted. Upon
releasing OPFE Ngarg, the upper barrier would remain open regardless of the system that
is currently operating the aircraft.

The next two dependencies are

LTUengage,qss = OPENgarE (4.34)

Fallback Decision-Atomics

and
Nominal Decision-Atomics

hover,qss = LTUoverride,qss = OPENGgare A Xxm\r(07). (4.35)

Fallback Decision-Atomics

For recollection, whenever in the Fallback system wingborne mode the lower barrier would
be closed according to Equation 4.32. It would be opened when O PE N a7 is commanded
by the pilot. According to Equation 4.34 of above, the conditions to arm the powered-lift
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system would be fulfilled as well. In order to engage the Fallback system hover mode,
according to Equation 4.35, the operator would subsequently need to move the throttle
out of the gate into the transition region. The second equation also depicts the condition
to engage the Nominal law’s transition mode. Prior to this, according to Equation 4.31,
the lower barrier is closed. Due to OPE Ngarg, the barrier is opened and crossing it both
allows the usage of the distributed propulsion by the control allocation and permits the
command of lower airspeeds by the operator.

Lastly, in the Fallback mode, the reversion back to wingborne flight for the case of
faults in the powered-lift system is performed using Equation 4.8. This involves either
moving the inceptor in the left portion of the gate or when remaining in the right portion

of the gate and executing

LTUengagewitharaw = EdgeDecrease(OPFENgarg). (4.36)

Fallback Decision-Atomics

From the equation above, the Fallback system would in turn transition into the
HoverDisarmed and according to Table 4.7, the lower barrier closes, not allowing to enter
low throttle commands in the Fallback wingborne mode. The motivation behind explicitly
using an edge detector is motivated by the takeover conditions and the aircraft reaction
following this takeover. This is analyzed in more detail later on in Section 4.4.4.

This section provided the remainder of the HMI processing for both Nominal and
Fallback system. The computed variables are necessary for the harmonization of the
transition and retransition procedures. In the next section, the complete procedures are

examined. References to the operator actions that trigger those variables are made.

4.4.3 Nominal and Fallback Transition and Retransition Com-

parison

Achieving a harmonized transition and retransition between Nominal and Fallback system
allows for the execution of the reconfiguration in a similar fashion. This reduces the
operational complexity and the amount of training required for the pilot to become
familiar with the system and its underlying control concept. In order to facilitate a similar
strategy for both control systems, three aspects need to be accounted for.

The first property is to guarantee coherency of the control concept. More precisely, the
variables, commanded via the control inceptors, need to be consistent. This is presented
previously in Sections 2.4.1 and is not in the scope of this thesis.

Secondly, the feedback of the automation to the pilot needs to be accounted for. This
aspect is divided into the consistent operation of the cockpit indications and the haptic
feedback. The design of the indication item color pattern is not in the scope of this
thesis. Therefore, topics such as human factors, operator perception, quick and concise
indication interpretation are not covered here. However, this thesis derives the necessary

information supply so that full operator awareness with regards to the state of transition
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and retransition can be ensured. This was performed in Sections 4.2.4 and 3.4.4.4. The
haptic feedback consistency is related to the operation of the barriers and is found in
Section 2.4.3.1. Their operation was derived in Section 4.4.1.

Lastly, the procedures during transition and retransition need to trigger comparable
sequences of events. This facilitates a consistent operator mental image as to the state of
the aircraft and the underlying automation. It aids in the decision-making process in the
event of mitigation strategies. Furthermore, in the event of a Takeover by the Fallback
system, the need for adaptation of the pilot to the new control mode and the continuation
of the procedure is reduced. Lastly, having consistency in the mitigation strategies reduces
the duration of the operator decision-making process and aids in the correctness of the

execution.

This section analyzes the transition and retransition procedures for both Nominal
and Fallback systems. It observes the exact pilot actions and tasks during the execution
of the procedures and the system response in terms of information supply and haptic
feedback. The focus is on the differences in behavior between Nominal and Fallback
systems. The details of the automation mechanics for each system were discussed at length
previously in this chapter for the Fallback system and in Chapter 3 for the Nominal system.
Therefore, this section demonstrates the harmonized operation of the two systems during

the reconfiguration from powered-lift to wingborne flight and back.

Firstly, the normal transition and retransition procedures are examined in Sections
4.4.3.1 and 4.4.3.2 respectively. In the section, the fault-free case is studied and it is
demonstrated that the sequence of events on an aircraft-level is the same, whereby the
manual effort is increased for the Fallback system. Next, in Sections 4.4.3.3 and 4.4.3.4 a
comparison is made as to the operator actions and the system behavior when a mitigation

is in effect.

4.4.3.1 Transition Comparison in the Failure-free Case

Previously, the analyses of the reconfiguration process were performed from a holistic
perspective and were centered around the automation design. The analyses focus on the
execution and how it facilitates the prescribed process flow. In this and the following
sections, the procedures are broken down from the perspective of the operator in order to

analyze the consistency of the procedures.

Table 4.8 summarizes the actions performed on system-level during the transition from
powered-lift to wingborne flight. It provides an allocation of the necessary tasks among
the involved parties - pilot, law (control mode), and automation. It must be noted that
whenever the pilot is not directly responsible for the correct execution of the tasks, the
operator is required to monitor the system. This ensures situational awareness in the event
of abnormal events, such as component malfunctions, a takeover of the Fallback system

and more.
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Table 4.8: Comparison: Normal Transition Procedure - Fault-free Case

Nominal Fallback
. Performed by Performed by
Action
Pilot ‘ Law ‘ Auto* || Pilot ‘ Law ‘ Auto”
1 | Move Throttle in Right Gate v v
2 | Aircraft Reaches Vgrarr v v
3 | Move Throttle in Left Gate v v
4 | Check Fixed-Wing Conditions v v
5 | Initiate LTU Disengagement v v
6 | Execute LTU Disengagement v v v v
7 | Confirm High Speed Entry v v
8 | Retract High-Lift System v v
Aircraft is in Fixed-Wing Mode of Operation.

* Stands for “Automation”

To initiate the transition, the operator is required to deflect the throttle control inceptor
to the end of the transition region. This is depicted in row one of Table 4.8. This creates
an acceleration that is managed by the control mode, whereby the throttle mapping was
discussed in Sections 3.4.1.1 and 4.3.2 and it is guaranteed that the attained speed would
eventually be in a region, where the disengagement of the LTUs is allowed.

Whenever Vgrarr is exceeded, the theoretically permissible shutdown region has been
entered. This region is introduced previously in Section 2.4.2. Therefore, the pilot can
proceed to deflect the throttle inceptor in the gate to the wingborne region.

The next step is to ensure that the disengagement of the LTUs can commence. This
is done by the Nominal system automation via Equation 3.19. In the Fallback it is the
pilot’s responsibility and is depicted in row four of Table 4.8. Once the conditions are met,
then the disengagement starts. This is the first event during transition, in which both
systems differ. In the Nominal system, this is done by the automation. In the Fallback
system this is done by the pilot via the input item OPENgarg that can immediately be
released. Both automation modules communicate the the respective control allocation
systems that the ramp down needs to execute. However, as presented in Section 4.2.4,
a warning is issued in the case of flight with the Fallback system as a reminder to the
operator to verify the correctness of disengagement.

To move to higher airspeed regions, the LTU disengagement needs to be confirmed
as depicted in row seven of Table 4.8. Here the second difference in the procedure task
allocation is noticeable. As already discussed, for the Nominal system this is managed
by the automation. For the Fallback system, the pilot must ensure the correctness of the

shutdown. In the Fallback, the previously issued warning can be dismissed.
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Lastly, high-lift system needs to be retracted. This action is only necessary in the
presence of flaps and can be omitted in the cases where the aircraft is not equipped with
such a system. The modularity of both Fallback and Nominal systems with regards to
the different configurations was demonstrated previously in the chapter and in Chapter 3
respectively. The management of the high-lift system is automatic for the Nominal system,

whereas in the Fallback, the operator must perform the retraction manually.

When comparing the procedures during Nominal and Fallback system operation,
the pilot involvement is visibly higher in the Fallback system. In particular certain
responsibilities of the transition are allocated to the operator. However, the sequence of
events is the same. In addition, the nature of the tasks is equivalent. The difference is
that instead of the automatic execution, they are performed manually by the operator.
Another difference so far not mentioned is the haptic feedback behavior. This is analyzed

below.

Prior to the LTU disengagement initiation in row five of Table 4.8, the upper barrier
is closed and the lower one is open. This holds for both systems according to the
considerations of Section 4.4.2. Being fully automatic, during flight with the Nominal
system, no input is required by the operator. Therefore, during the state transition flow
from Engaged to Disengaging, the lower barrier closes, implying that both restrictions are
in effect. The throttle is thereby limited only to movements in the gate. The subsequent
completion of action seven in Table 4.8 implicates the transition to Disengaged, where
the upper barrier is open. This sequence is evident when observing the haptic feedback

operation in Section 4.4.2.

During flight with the Fallback system, the LTU disengagement is initiated by the
operator with the use of the input item OPENgarg. At this moment both barriers are
lifted due to the logic previously presented in Section 4.4.2. At the same time, the transition
from Hover to Wingborne is triggered as evident from Equation 4.10. According to the
derivations in Section 4.4.1, the subsequent release of OPE Ngarg drops only the lower

barrier.

Though the initial and final constellations of the barrier are the same, the different
behavior during the transition is visible. The reason for this is the increased automation
involvement in the Nominal system. This property allows for the closing of both barriers
and as a consequence, the safe envelope is enforced further. Later in Section 4.4.3.3

similarities in the haptic feedback response in abnormal events is demonstrated.

It must be noted that the split between inceptor deflections from right to left regions
in the gate (rows one and three of Table 4.10) depending on the airspeed can be omitted
for the Nominal system. Instead, the control inceptor can be deflected in the left portion
of the gate immediately. Chapter 3 demonstrates that this does not have an impact and

the procedure can be conducted with no implications. The importance of this division
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in two parts is in the event of a takeover. Deflecting to the wingborne region only after
exceeding the stall speed mitigates the possibility of hazards due to procedure deviations

following the takeover. This hazard is discussed previously in Section 4.3.4.1.

4.4.3.2 Retransition Comparison in the Failure-free Case

Similar to the transition in the previous section, this section provides a comparison of the
reconfiguration process during retransition. This is summarized in Table 4.9. The table

follows the same convention as Table 4.8 found in the previous section.

Table 4.9: Comparison: Normal Retransition Procedure - Fault-free Case

Nominal Fallback
. Performed by Performed by
Action
Pilot ‘ Law ‘ Auto* || Pilot ‘ Law ‘ Auto*
1 | Move Throttle in Left Gate v v
2 | Aircraft Reaches Vg, v v
3 | Move Throttle in Right Gate v v
4 | Deploy High-Lift System v v
5 | Initiate LTU Activation v v
6 | Execute LTU Activation v v v v
7 | Confirm Powered-Lift Entry v v
Aircraft is in Powered-Lift Mode of Operation.

* Stands for “Automation”

Initially, wingborne flight in the clean configuration is assumed. First, the pilot is
expected to deflect the control inceptor into the lower end of the wingborne regions. This
implies into the left portion of the gate. This triggers the deceleration of the aircraft and
once below the structural limit speed V g, ,,, the throttle can be deflected to the transition

region (the right of the gate). These steps are depicted in rows one to three of Table 4.9.

First, the deployment of the flaps is performed. If the system is not equipped with a
high-lift system, then this step can be omitted. Chapter 3 demonstrates the decoupling of
the LTU and High-Lift automation for the Nominal system. The deployment is conducted
manually or automatically by Nominal and Fallback systems respectively.

Upon the full extension of the flaps, the activation of the powered-lift system can
commence as depicted in row five of Table 4.9. In the Nominal system, the initiation
performed fully automatic, whereas the Fallback system awaits the operator confirmation

with the input item OPFE Ngarg as explained in Equation 4.34.
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In both systems the activation is performed via the automation that supplies the
control allocation with the command for activation in both control systems. This is
introduced in Chapter 3 and in this chapter in Section 4.2.4 for Nominal and Fallback

systems respectively.

The correctness of LTU activation must then be confirmed. In the Nominal system
this is automatic, as already discussed in Chapter 3. For the Fallback system this is done
via the actions in Equation 4.35. Here, the operator is required to move the throttle out

of the gate region and cross the opened barrier.

Similarly to the transition, the difference between the actions of both systems arises
due to the allocation of the select activities to the pilot’s responsibilities. However, as
seen in Table 4.9, the sequence of actions (and therefore events) is the same. Next, the

behavior of the haptic feedback is examined.

Prior to row four of Table 4.9, the upper barrier is open and the lower barrier is
closed. This allows entry into the gate in the wingborne region. During the actions of rows
five to seven of Table 4.9, the Nominal system’s State Machine M ;¢ transitions from
Disengaged to Engaging and then to Engaged. According to the behavior of the barriers
found in Section 4.4.1, during the first state transition, both barriers are closed, restricting
the movement solely in the gate. After the second state transition, the lower barrier lifts,

allowing the entry into lower airspeed following the correct powered-lift system activation.

During flight with the Fallback system, the activation of the powered-lift system is
initiated by the operator with the use of the input item OPENgarg. At this moment
both barriers are lifted due to the logic previously presented in Section 4.4.1. The state
transition from Wingborne to Hover is performed after executing the actions as per
Equation 4.35. According to the derivations in Section 4.4.1, the subsequent release of

OPFENgarg drops only the upper barrier.

Similarly to the observations during transition, the initial and final constellation of
the barrier is the same. However, the behavior during the retransition is different. Again,
the increased automation involvement in the Nominal system allows for the closing of
both barriers and therefore the further enforcement of a safe envelope. Section 4.4.3.4

demonstrates similarities in the haptic feedback response in abnormal events.

It must be noted that the split between inceptor deflections from left to right regions
in the gate (rows one and three of Table 4.14) can be omitted for the Nominal system.
Instead, the control inceptor can be deflected in the right portion of the gate immediately.
Chapter 3 demonstrates that this does not have an impact and the procedure can be
conducted with no implications. The importance of this division in two parts is in the
event of a takeover. Deflecting to the transition region only when below Vg, , mitigates
the possibility of hazards due to procedure deviations following the takeover. This hazard

is discussed previously in Section 4.3.4.1.
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4.4.3.3 Transition Mitigation Actions Comparison

This section examines the application of mitigation strategies during the transition from
the pilot’s perspective. The response of the Nominal system to abnormal events was
discussed previously in Section 3.5.1.3. For the Fallback system, the same is available in
Section 4.3.1.3. There, a thorough analysis of the system reaction is provided. Here the
focus is on the differences in the procedures from the perspective of the operator and the
required actions.

A high-lift system error implies that the actions in row eight of Table 4.8 cannot be
performed. Otherwise, no implications from the transition procedure are evident. During
flight with the Fallback system, the operator must be aware that the speed V pp may not
be exceeded. Similar to previous discussions, here it assumed that asymmetric hardovers
are handled by other functions and are not in the scope of the considerations here. Chapter
5 provides an example of how such high-lift system errors are handled.

Other failure modes that influence the transition are failures of the LTU, such that a
shutdown cannot be performed. First, the reversion to powered-lift flight is observed. The
actions in the event of this decision are provided in Table 4.10. The start of the process is
the same as Table 4.8, therefore the initial steps are omitted for the sake of readability.
In this table and all subsequent comparison tables, the entries marked in red depict the
actions that deviate from the previously introduced normal procedures. These abnormal

tasks are furthermore denoted with “a” in the actions column.

Table 4.10: Comparison: Abnormal Transition Procedure - Powered-Lift Flight Reversion

Nominal Fallback
. Performed by Performed by
Action
Pilot | Law | Auto* || Pilot | Law | Auto*
5 | Initiate LTU Disengagement v v
Execute LTU Disengagement v v v v
LTU(s) do not disengage.
a | Move Throttle in Right Gate v v
Proceed with Retransition Procedure

* Stands for “Automation”

In this mitigation, the crew communicates the intent to perform the reversion to
powered-lift flight by deflecting the throttle control inceptor back into the transition region
within the gate. From then on, the respective retransition procedures need to be performed.

The automation reactions are discussed at length previously in this chapter for the Fallback
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system and in Chapter 3 for the Nominal system. During flight with both systems, the
lower barrier is closed, as evident by the decision-making process of the haptic feedback,
found in Section 4.4.1. It is lifted in accordance to the respective procedures.

Table 4.11 provides an overview of the crew actions following the detection of the error
if a manual shutdown of the LTU is possible. In this case, the crew can decide to execute
this shutdown in order to fully perform the transition. This is depicted in the table and

discussed next.

Table 4.11: Comparison: Abnormal Transition Procedure - Reconfiguration to Fized-Wing

Mode
Nominal Fallback
. Performed by Performed by
Action
Pilot ‘ Law ‘ Auto* || Pilot ‘ Law ‘ Auto*
5 | Initiate LTU Disengagement v v
Execute LTU Disengagement v v v v
LTU(s) do not disengage.
a | Manually Shutdown LTU(s) v v
Confirm High Speed Entry v v v
8 | Retract High-Lift System v v
Aircraft is in Fixed-Wing Mode of Operation.

* Stands for “Automation”

As explained in Chapter 3, a warning is issued to the crew in the event that the
shutdown of the powered-lift system times out during Nominal system flight. From then
on, the crew is expected to manually turn off the malfunctioning LTU. This action must be
performed during flight with the Fallback system as well. Therefore the mitigation action
is identical. In the subsequent step (row seven of Table 4.11), the Nominal automation is
capable of confirming the entry into wingborne flight as discussed previously in Section
3.5.1.3. The added pilot action is the dismissal of the previously issued warning.

As previously discussed, if a manual shutdown of the problematic LTU is impossible,
then the crew may want to continue to operate in “quasi” wingborne flight in order to
cover a larger distance with an aerodynamically efficient configuration. The crew actions
in this event are found in Table 4.12.

During flight with the Nominal system, the upper barrier is closed. When the warning
is issued, the crew must communicate to the automation the intent of higher airspeed
entry. According to Equation 4.33, this is done via the input item OPFENgarg. This

lifts the upper barrier and due to Equation 4.33 the state transition to sy, = Retract
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Table 4.12: Comparison: Abnormal Transition Procedure - Entry to Higher Airspeed

Nominal Fallback
. Performed by Performed by
Action
Pilot ‘ Law ‘ Auto* || Pilot ‘ Law ‘ Auto*

Initiate LTU Disengagement v v

Execute LTU Disengagement v v v v

LTU(s) do not disengage.
a | Confirm High Speed Entry v (V')
8 | Retract High-Lift System v v
Aircraft can enter Higher Airspeed.

* Stands for “Automation”

is executed as per Equation 3.50. By implication, in Section 4.4.1 it is visible that the
release of OPFE Ngarg would keep the upper barrier open. Following this, the crew must

dismiss the transition warning, which is contained in row “a” of Table 4.12.

In the Fallback system, the procedure is the same as the nominal procedure. This
is evident when comparing the actions following the error - in order to detect the issue,
the pilot has already triggered the deactivation using OPFE Ngarg. By implication, the
upper barrier is lifted, whereas the lower barrier is closed. It must be noted that the
workload of the operator during operation with the Fallback system is increased due to
the responsibility to not exceed the structural safe speed Vg, ,. However, the above-
mentioned mitigation strategies to revert to powered-lift flight or to manually turn off the

LTU are executed by the pilot identically in Fallback and Nominal system.

To enter a flight regime with higher airspeed it is visible that the crew actions in the
Nominal system are the same as the ones necessary in the Fallback system. The pilot
tasks after the fault also lead to a consistent upper and lower barrier behavior. The crew
engages the item OPFE Ngarg, at which point both gates are lifted. Then OPE Ngarg is

released, which leads to a closing only of the lower barrier.

In this section it is visible that the mitigation strategies during transition are the
same for Nominal and Fallback system in terms of crew actions. Furthermore, one of the
mitigation strategies - the entry to higher airspeed - is equivalent to the normal procedure
for the Fallback system.
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4.4.3.4 Retransition Mitigation Actions Comparison

The response of the Nominal system to abnormal events is discussed previously in Section
3.5.1.3. For the Fallback System, the same is available in Section 4.3.1.4. Here the

retransition mitigation strategies are examined from the perspective of the operator.

A high-lift system error implies that the actions in row four of Table 4.9 cannot be
performed. Otherwise, no implications from the transition procedure are evident. Similar
to previous discussions, here it is assumed that asymmetric hardovers are handled by
other functions and are not in the scope of the considerations here. Chapter 5 provides an

example of how such high-lift system errors are handled.

Apart from the failure in the high-lift system, other relevant malfunctions that change
the retransition procedure execution are faults in the powered-lift system. In such instances
the mitigation strategies are either to revert back to wingborne flight or to enter powered-lift
flight with an acknowledged performance reduction. The motivation behind either action
depends heavily on the applicable mission profile and is discussed at length previously in

this chapter for the Fallback system and in Chapter 3 for the Nominal system.

Table 4.13: Comparison: Abnormal Retransition Procedure - Reversion to Wingborne

Flight
Nominal Fallback
. Performed by Performed by
Action
Pilot ‘ Law ‘ Auto* || Pilot ‘ Law ‘ Auto*

5 | Initiate LTU Activation v v

Execute LTU Activation v v v v
LTU(s) do not engage.
a | Move Throttle in Left Gate v v
Proceed with Transition Procedure

* Stands for “Automation”

The actions in the event of a reversion to wingborne flight are depicted in Table 4.13.
The start of the process is the same as Table 4.9, therefore the initial steps are omitted
for the sake of readability. The issue in the powered-lift system would be detected at the
latest during the LTU activation process.

As discussed previously in Section 4.4.3.4, either pilot or automation would verify the
activation correctness for Nominal and Fallback system respectively. After the conclusion

that the activation process does not succeed, the actions of the crew would be identical
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with both Nominal and Fallback system. The pilot has to deflect the throttle control
inceptor in the gate to the wingborne region. After this, the corresponding transition
procedure would be re-initiated.

With regards to the haptic feedback during Nominal system operation, due to spry =
Engaging, both barriers are closed as evident from Section 4.4.1. This restricts the
command of an airspeed that is lower than V gspg, thereby continuously enforcing a safe

envelope and the operator awareness until the procedure is complete.

Table 4.14: Comparison: Abnormal Retransition Procedure - Confirm Powered-lift Flight

Nominal Fallback
. Performed by Performed by
Action
Pilot ‘ Law ‘ Auto* || Pilot ‘ Law ‘ Auto*
Initiate LTU Activation v v
Execute LTU Activation v v v v
LTU(s) do not engage.
a | Confirm Powered-Lift Entry v v
Aircraft is in Powered-Lift Mode of Operation.

* Stands for “Automation”

The remaining scenario is to continue to powered-lift flight with the reduction of
performance. This is depicted in Table 4.14. Section 4.3.1.4 already discusses that for the
Fallback system, the set of actions for powered-lift flight entry is the same for both normal
and abnormal events. The crew must engage the Hover control mode in exactly the same

manner regardless if there is fault or not. This is depicted in Table 4.14.

For the Nominal system, a crew confirmation for powered-lift entry in necessary. This
is done via the actions, found in Equation 4.35. As evident in the equation, the actions are
equivalent to the ones for the Fallback powered-lift mode of operation that are explained
below. The subsequent dismissal of the issued warning is also the same.

This concludes the comparison of the pilot effort during the transition and retransition
and their corresponding mitigation strategies. In normal conditions, the pilot workload
with the Fallback is unavoidably increased. This is visible in Sections 4.4.3.1 and 4.4.3.2.
This increase of workload is necessary in order to ensure the required higher control
authority.

In terms of procedures, Sections 4.4.3.1 and 4.4.3.2 demonstrated that the difference
between high- and low-degree of automation operational modes is the shift of the tasks

from automation to pilot. The sequences of events are the same. This creates the synergy
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that in the event of a takeover the shift of the pilot role from system supervisor to system
operator is fluid. In addition, the consistent chain of events allows for a more efficient
monitoring by the pilot prior to this takeover.

By design, the procedures support the pilot whenever abnormal events occur. Sections
4.4.3.3 and 4.4.3.4 demonstrate that for component malfunctions the required pilot actions
are the same regardless of the currently engaged system. This reduces the operator
workload because there is less consideration on the mechanisms to execute the mitigation
strategy once it is chosen. Instead, the focus can be put on other objectives.

Under normal conditions, solely the Nominal system is intended to be flown. Therefore,
the takeover can be seen as an abnormal event. By implication, this occurrence during
transition or retransition needs to be studied in order to prove that the integrated system
can cope with a Nominal system malfunction. In the next section such an analysis is

provided.

4.4.4 Takeover Correctness

As introduced previously in Section 4.2.3, whenever a takeover is mandatory, the evaluation
in Equation 4.18 ensures that the automation selects the correct initial states of M pp.

When observing a takeover outside the procedures, i.e. during powered-lift or wingborne
flight, then the complexity of the initialization is manageable. The correctness of the
takeover in these phases can be concluded when observing the starting state selection
from Table 4.3 and the state allocation of the automaton to the aircraft flight phases
found in Table 4.6. Correctness of takeover during the reconfiguration from powered-lift
to wingborne flight and back is critical and is therefore examined in this section.

During a transition, the Nominal system’s State Machine M ;ry first experiences state
change from Engaged to Disengaging. Section 3.4.4.1 of Chapter 3 specifies that during
the state Disengaging a ramp down is commanded by the control allocation in order
to disengage the LTUs. According to the Decision-Execution of the Fallback system
found in Section 4.2.4, the same activity is conducted in M gg’s the state constellation
{Wingborne, Hover Disarmed}. As evident in Table 4.3, this is also the correct takeover
starting state. If the takeover occurs a later point in time, then the State Machine M 1y
transitions to the state Disengaged. During this state, the aircraft is in wingborne flight
and the correctness of the Fallback initialization is evident from discussion of the previous
paragraph.6

SM g does not distinguish between an LTU deactivation process and flight with deactivated LT Us.
Section 4.2.4 discusses that a zero RPM command is sent following the ramp down. Therefore, the takeover
when M ppy is either in Disengaging or Disengaged leads to the same starting state evaluation as per
Table 4.3. However, it is important that the control allocation of the Fallback also initializes correctly. If
the takeover happens during the Nominal system ramp down, then the Fallback control allocation needs to
continue where the Nominal system was rejected. Arguably, correct initialization of the control allocation
commands following a takeover needs to be ensured regardless of the state constellation of M pg. This is

a task of the control allocation design and hence not in the scope of this thesis.
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Prior to a takeover during a shutdown, the throttle inceptor is in the left portion in the
gate. If My is in the state Disengaging, then the barriers are both closed. This is visible
when observing the logical decision of the haptic feedback of Table 4.7. At the moment
of takeover, the Fallback system initializes M gp with {Wingborne, Hover Disarmed}.
According to Table 4.7, then the upper barrier opens. The transition procedure is
continued with the Fallback system as if it was conducted solely with that system. The
reason for this is that the status of haptic feedback, inceptor deflection and state of M g

are identical to the ones during row six of Table 4.8.

During a retransition with the Nominal system, the State Machine M 7y goes through
the state transition from Disengaged to Engaging. Whenever in the latter state, the
control allocation of the Nominal system commands a ramp up of the LTU RPM as per
Section 3.4.4.1. This is necessary in order to automatically check for activation correctness.
According to the Decision-Execution of the Fallback system, found in Section 4.2.4, this
action is performed whenever M pp has the states {Wingborne, Hover Armed}. As evident
in Table 4.3, a takeover from the Nominal system during the state Engaging leads to the

above-mentioned state constellation of M gg.

Prior to the takeover, with the Nominal system the throttle inceptor is in the right
portion in the gate and the OPENgarg is not utilized. Therefore, according to the logic
in Table 4.7, the two barriers are both closed. At the moment of takeover, the Fallback
automation assumes the states {Wingborne, Hover Armed} and according to the same
table, the upper barrier opens but the lower barrier remains closed. This is evident from
the transition conditions to leave the state constellation, found in Equations 4.14 and
4.16. To execute the former would imply that powered-lift flight is entered. This would
correspond to conducting the normal retransition procedure with the Fallback system as
per Section 4.3.1.2. The latter abandons the retransition in the pursuit of wingborne flight.
This corresponds to the execution of one of the abnormal retransition procedures, found in
Section 4.3.1.4. Prior to either decision, after the takeover no action is undertaken by the
system. This provides the operator with sufficient time for the assessment of the situation

and subsequent decision-making.

4.4.5 Fitting the Transition and Retransition in the SC-VTOL
Mission Profile

Chapter 3 demonstrates the capability and mechanics of conducting a transition and
retransition with the Nominal system. In Section 4.3.1 of this chapter, the procedure of
doing the same with the Fallback system is presented and in Section 4.4.3, the compatibility
of both procedures is established. In Section 2.5, the requirements, set by the regulatory
efforts that impact the execution of the transition and retransition and their placement

in the mission profile, were summarized. This section explores the applicability of the
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procedures and the underlying automation in the envisioned mission profile. The provided
procedure execution serves as proof of the procedure compliance in the overall aircraft

operation and regulatory demands.

The subsequent sections use the terminology that stems from the regulatory effort.

The relevant terms and their interpretation were summarized in Section 2.5 of Chapter 2.

4.4.5.1 Take-Off Decision Point Selection

The requirements as to the choice of Take-Off Decision Point (TDP) are summarized in
Section 2.5.2. Prior to reaching the TDP, the take-off may be aborted for a number of
reasons, which include component faults that may or may not lead to a CFP, a takeover

with the Fallback system and more.
The exact placement can be selected freely by the applicant. It must be kept in mind

that if the mission is continued past the TDP, then during the initial acceleration, the
height of 35 feet above the elevated vertiport altitude hy cannot be exceeded. In addition,
obstacle clearance of at least 15 feet must be attained. As a consequence, the TDP
height is limited to the range of [15,35] feet above ground level or hy for conventional and
vertical take-off use-cases respectively. For recollection, the types of take-off scenarios are
mentioned in Section 2.5.3. For the sake of simplicity and in the interest of lowering the
energy consumption of the powered-lift flight, in the latter case the TDP height is chosen
to be 15 feet above hs.

4.4.5.2 Specification of the Take-Off Safety Speed

Assuming the TDP is reached and the departure must be performed, the next relevant
maneuver is the acceleration to the velocity Vross which is introduced previously in

Section 2.5.3. A transition during this segment is not possible due to two reasons.

The first discussion point is whether the reconfiguration to wingborne flight can be
performed in this segment. Firstly, if the transition were to be performed in the initial
take-off phase, this would imply that Vrogs is at least V grarr. This would require a long
acceleration distance and if performed in horizontal flight, this would undoubtedly be in
collision with the reference volume, mentioned in Section 2.5.2. Otherwise, a climb would
be necessary, therefore the range of [15, 35] feet above hy would be exceeded. This range
is mentioned in the previous section.

The second reason to not perform a transition in the initial departure segment is that
manual configuration changes are not permitted. Arguably, in normal operation, the
transition with the Nominal system is performed automatically. However, after the TDP,
the departure profile must be performed in the event of any single abnormal event. This

includes a takeover with the Fallback system, after which the reconfiguration is manual.
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This would introduce a certain degree of inconsistency in the mission profile execution
because following the takeover, the transition must be executed at a different place in the
take-off trajectory.

As a consequence, Vrogs needs to be in the powered-lift flight phase. In order to
facilitate better haptic indication as to the necessary throttle level during the acceleration,
the throttle detent dp p is used as the Vppgs position. From the derivations of Chapter 3,
this means that

Vross = Vuover. (4.37)

In the Fallback system, the thrust that is equivalent to that speed is mapped to the detent

position as well. This was specified in Section 4.3.2.

4.4.5.3 Specification of the Final Take-Off Speed and the Transition

Once Vrogs is reached, the pilot can continue the prescribed climb profile, summarized in
Section 2.5.3. This must be performed with V1pgg until the two hundred feet mark is
reached. There, horizontal flight is permissible again and the aircraft must accelerate to
the speed of V pro. Here, the transition can be conducted.

If performance of the aircraft allows it, then horizontal flight can be omitted and the
transition can be performed while climbing instead. However, in the interest of battery
consumption it is advisable to perform the transition during horizontal flight and thus
allocate the specific excess power solely to the aircraft acceleration. A dive for transition,
on the other hand, needs to be omitted so as to not penalize requirements imposed by
AS94900A 2.5.1. After performing the transition, the climb to one thousand feet can
be continued at a much more efficient aircraft configuration (wingborne flight). As a
consequence, the transition is to be performed at two hundred feet above hy and V pro
must be the disengagement speed at the lowest, ideally above V gapg so as to guarantee

ideal obstacle clearance capabilities following the powered-lift disengagement.

4.4.5.4 Specification of the Landing Decision Point, the Retransition and the
Landing Reference Speed

A summary of the approach profile is provided in Section 2.5.4. The relevant parameters
to specify in the segment are the Landing Decision Point (LDP) and the velocity V ggr.
Though not explicitly mentioned by the regulator, the execution of the retransition must
be performed and as a consequence, the fit of the procedure in the mission profile must be
analyzed.

As mention in Section 2.5.4, prior to reaching the LDP the approach can be rejected
and a go-around must be performed. After crossing LDP, the landing must be executed.
The reasons to abort the approach may be component faults that may or may not lead to

a Critical Failure of Performance (CFP), a takeover with the Fallback system and more.
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By implication, this means that a retransition mitigation strategy may be the reason for a
balked landing. Therefore, it can be concluded that the retransition must be performed
prior to reaching the LDP.

The LDP must be crossed with the speed V rrpr. A consequence of the requirement to
perform the retransition prior to the LDP is that V ggp is either in the transition/retran-
sition or the hover flight phase. During a balked landing, the regulator prescribes that
Vross must be regained, after which the take-off profile needs to be initiated. Therefore,
it can be concluded that the definition of

Vrer = VHovER (4.38)

is feasible for two reasons. First, as previously stated, the speed V yoy g is assigned to
the throttle inceptor’s detent position. Therefore, the pilot has haptic feedback of the
correct throttle setting at the crossing of the LDP. Secondly, the deceleration to V gpp
can be performed shortly before crossing the LDP and prior to that the upper airspeed
region of the transition/retransition flight phase can be maintained. In addition, having a
Landing Reference Speed at the border of the hover flight phase implies that the distance
between LDP and landing point can be kept short. Both above mentioned characteristics

reduce the energy consumption of the aircraft.

4.5 Chapter Summary

This chapter presented the Fallback system automation methods that enable the transition
from powered-lift to wingborne flight and back of VTOL aircraft. The design and the
resulting procedures advance the state of technology in accordance with Contribution 2.

It accomplished the following targets.

Low-Degree of Automation Transition, Retransition and Takeover Capability
Section 4.2 presented an automation design that together with the laws in Section 2.4.1.2
can facilitate a manual transition and retransition, executed by the operator. Subsequently,
Section 4.3.1 demonstrated how a reconfiguration from powered-lift to wingborne flight
and back can be executed and a derivation of the transition and retransition procedures
was provided. The design ensures a high degree of operator authority.

By design, resilience against component malfunctions and procedure deviations was
demonstrated in Section 4.3.4. In addition, the correctness of operation following a fault
of the Nominal system was shown in Section 4.4.4. The capability of the low-degree of
automation system to perform fixed-wing and powered-lift configurations, its reduced
sensor dependency and proper operation following a takeover from the Nominal system
allow for correct execution of the fallback principle as defined in Section 1.2.4. This

guarantees a fail-safe FCS operation in the event of an erroneous Nominal system.
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Lack of Nominal System Implications

Section 4.4.3 demonstrated that the methods and procedures of this chapter take the
Nominal system operation and its transition and retransition procedures into account.
However, as visible from the above-mentioned section, the Fallback system does not impose
additional requirements or restrictions on the Nominal system design and operation.
Therefore, in an FCS where both Nominal and Fallback systems can be executed, all

favorable Nominal system characteristics in terms of systems safety are retained.

Operator Support

Sections 4.4.2 and 4.4.3 demonstrated that the difference between high- and low-degree
of automation operational modes is the shift of the tasks from automation to pilot.
The behavior in both Nominal and Fallback system operation is kept consistent with
relation to the operator input. In the events where mitigation strategies are required, the
harmonization of the transition and retransition procedures ensures a fast and equivalent
operator response regardless of the chosen contingency.

The operator awareness is ensured via adequate supply to the indication items that
are the same ones as the ones for the Nominal system. This is presented in Section 4.2.4.
In addition, procedure and flight-state awareness is facilitated by the utilization of the
haptic feedback. This is found in 4.4.1.

Industry Compliance

Section 4.4.5 demonstrated the applicability of the procedures and therefore the underlying
automation within the envisioned mission profile from the currently available regulatory
effort. It showed that the transition and retransition with both Nominal and Fallback
systems can be executed within the take-off and approach maneuvers of the MOC SC-VTOL

and fully comply with the imposed requirements.

186



Chapter 5

Operational Concept Validation
During Early Development Stages

Chapter 3 presented the highly-automated operational concept for the transition and
retransition. The created procedures and underlying automation provide fully automatic
reconfiguration capabilities in the fault-free case. In the event of failures of powered-lift and
high-lift systems, the developed solution provides for a non-time critical decision-making

process by the operator. At all times, the design enforced a safe flight condition.

Subsequently, Chapter 4 derived the procedures and automation concept of the Fallback
system transition and retransition process. The chapter demonstrates that the Fallback
automatic functions could perform a takeover from the Nominal system in the event
of its failure. The approach ensures an increased operator command authority and
provides manual reconfiguration capabilities. At the same time, the Fallback transition
and retransition concept guarantees consistency with regards to the Nominal automation

concept.

In addition to introducing the automation design, Chapter 4 demonstrates compliance
with requirements on the mission profile that are imposed by the regulatory organs. It
explains how Nominal and Fallback systems together enable a transition and retransition
capability of the system that could fit in the envisioned mission of the MOC SC-VTOL.

The concepts in Chapters 3 and 4 provide innovative solutions to the newly emerged
problems associated with lift-to-cruise eVTOL aircraft. Namely, the execution of a
transition to wingborne flight and the retransition back to powered-lift flight. However,

certain topics and challenges remain open. They are elaborated upon below.

First, compatibility of the above-mentioned procedures with regards to the overall
aircraft operational concept is not yet studied. According to [43], the UAM mission-profile
and the vehicle behavior are highly aircraft-specific. Due to the novelty of the envisioned
lift-to-cruise airframes, ensuring a seamless integration of all procedures in the overall
system operation is a highly non-trivial task. Having simplistic and industry-compliant

transition and retransition procedures carries little benefit if during the reconfiguration
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Figure 5.1: V-Model as Found in [11]

the remainder of the aircraft operation is not intuitive. Therefore, the validation of the
transition and retransition procedures in the context of the whole aircraft operation is

necessary.

Validation activities are prescribed in the aviation industry standards [50, 51] in
accordance to the V-Model [11, 125]. An example of the V-Model is provided in Figure 5.1.
From the image the importance of an adequate operational concept is visible. According to
the process, the ConOps and all system-level requirements are the basis of all development
activity and need to validated using the full system integration. If the envisioned vehicle
behavior is unfeasible, then this will only be detected in the final stages of the development
cycle. Such a scenario implicates a change in the high-level requirements which can have a
high impact on the accumulated product costs [22]. A need for validation methods in the

early stages of the development is recognized in [21].

A second challenge that was not yet addressed is the correct integration of all au-
tomation functions. Similar to the discussion from above, it must be ensured that the
resulting complete system automation is human-centered and that the considerations on
the transparency, resilience and flexibility are not negatively impacted. As explained in
the previous paragraph, on the one hand, this could be caused by having an inadequate
ConOps whereby the operation of the functions is not thought through. On the other

hand, such shortcomings could be driven by the interactions between the automation
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functions themselves. The transition and retransition functionality is just one of the
elements involved in the very complex system. As a consequence, the operator workload
may be increased due to different automatic functions interfering with one-another. Mode
awareness may be lost and many more. A need for an environment, in which the automa-
tion concept can be simulated and validated prior to the full functional implementation is

needed.

This chapter of the thesis addresses the above-mentioned challenges and provides a
method of modeling the aircraft operational concept in the beginning phases of the product
life-cycle. The resulting behavioral specification model recreates the automation functions
in a simplified manner and enables the simulation of the aircraft operation prior to the full
functional development. Therefore, it allows for efficient validation of the aircraft ConOps
and automation concept. Fast adaptations in the events where changes to the specification
are necessary is possible. It thereby advances the state of technology in accordance with

Contribution 3.

The focus of the chapter is on the demonstrating that the interactions between the
derived transition and retransition functions, found in Chapters 3 and 4, and the envisioned
operation of the aircraft found in Section 1.1.4 of Chapter 1 can be reproduced and thus their
plausibility can be validated. The developed method offers the possibility of reproducing

all aspects of the aircraft operational concept.

The chapter is structured as follows. Designing a specification model prior to the
functional development implicates that a set of assumptions must be met. In addition, a
degree of abstraction and simplification must be pursued so as to facilitate a low-degree
of dependence of the system architecture and to allow for fast and efficient modeling.
In Section 5.1 an overview of the behavioral specification design method is provided,
explaining where assumptions and simplifications are met and where a high-degree of

modeling fidelity is maintained.

In order to illustrate the method, a behavioral specification model for the aircraft of
Section 1.1.4 of Chapter 1 is created. All subsequent sections following Section 5.1 present
different aspects of the proposed methods using the behavioral specification model of this
aircraft as an example. In Section 5.3, the architecture of the behavioral specification model
is presented. It describes the design patterns utilized and how the previously introduced
assumptions and simplifications are exactly considered into the design. It demonstrates
under which conditions and circumstances the automation concepts of Chapters 3 and 4

are executed.

The behavioral specification modeling is application-driven in terms workflow and
must therefore consider and incorporate a development process. Section 5.2 introduces
the file structure, the utilization of different repositories and provides and overview of the
development effort and workflow. In addition, aspects such as change management are

discussed.
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This thesis emphasizes on the automation transition and retransition process with
both Nominal and Fallback systems. As a consequence, the chapter continues to present
the parts of the behavioral specification model which directly concern the methods that
achieve Contribution 1 and Contribution 2 of the thesis. In Section 5.4, the logical
activities and operations that are common to both Nominal and Fallback automation are
presented. Those include the processing of the operator input and the generation of the
logical variables, required for the transition and retransition automation that originate
from the pilot intentions. In addition, this includes the operation of the haptic feedback
that was previously explained in Section 2.4.3.1.

Next the individual behavioral specification modeling of the transition and retransition
automation of Nominal and Fallback system are presented. Section 5.5 shows how the high-
degree of automation method of Chapter 3 is realized within the model. The management
of the LTUs and the high-lift system is presented. This is followed by Section 5.6, in which
the same is performed for the Fallback system methods previously derived in Chapter 4.
There the focus is on the modeling of the correct initialization following a takeover from
the Nominal system and on the management of the control mode.

The chapter is concluded with Section 5.7 where the achieved contributions are sum-
marized. The section furthermore shows how the behavioral specification model for the
aircraft in Section 1.1.4 of Chapter 1 is utilized within the activities of the TUM Institute
of Flight System Dynamics.

5.1 Method Description

The section lists the topics considered in the developed method. As previously discussed,
in order to create a high-level behavioral specification model, the proposed method must
be predicated on certain simplifications and assumptions. Those are necessary due to the
high-degree of aircraft abstraction in the beginning stages of the functional development
but also in order to reduce the behavioral specification modeling time and effort. This
section presents the task breakdown involved in the creation of the behavioral specification
model and in addition defines clear objectives for the provided solution.

Section 5.1.1 lists all activities and methods that are unarguably necessary in the scope
of full functional development but are omitted in the behavioral specification modeling.
Clear argumentation for the reason of the elimination of these tasks is provided.

As discussed in detail in Section 2.2.1 of Chapter 2, a major design aspect of the
automation functions are considerations, directly related to the system architecture and
operation. Section 5.1.2 analyzes the automation activities, associated with the system
design operation and provides an overview of all tasks that are reproduced within the
behavioral specification model. A degree of modeling abstraction is decided on. The latter
facilitates a reduced development effort. The degree of fidelity and made assumptions are

listed in that section.
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The level of modeling fidelity is a recurring topic in this chapter. The degree of
abstraction which certain functions are developed is of significant importance. The two
properties are the central element that describe how representative the resulting functions
with respect to the final functional design are. Section 5.1.3 summarizes and groups the

different functions according to their degree of modeling fidelity and abstraction.

5.1.1 Degree of Rapid Prototyping

Avoiding full functional development carries both benefits and shortcomings. Reducing
the complexity of certain functions by assumptions and averting robustness considerations
allows for a time-efficient modeling of the system response. However, minimizing the effort
just for the sake of expediting results leads to the danger of oversimplification and thereby
unfeasible capabilities of the function. This section lists activities that could be completely

omitted without sacrificing the system response characteristics.

The developed method must pursue a high-level of abstraction but at the same time aims
to guarantee a realistic behavioral modeling. All produced functions that are attributable
to the FCS design must fulfill their intended operation using data that can be supplied
by surrounding systems and sensors later in the actual application. However, certain

robustness considerations are omitted.

Namely, measures such as anti-aliasing, filtering out process noise and others methods
that require knowledge of the providing sensors’ characteristics are omitted completely for
the sake of simplicity. They are necessary to ensure the system’s robustness but do not

influence the end behavior significantly.

The integration of system architecture components involves tedious tasks that carry
little benefit when it comes to the integrated system behavior. Such functionalities include
considerations with respect to the operation of low-level software drivers, the transmission
protocols and more. Omitting the generation of bitmasks or processing of integrity data
and instead sending the raw data has no impact on the high-level system behavior. Scaling
of variables that is associated with data transmission leads to precision loss but the effect

is negligible for the purposes of the methods here.!

Knowing the input data in a idealized manner implies that assumptions, such as
threshold magnitudes and confirmation times, could in be avoided. However, provisions
for such elements must be made and parameterized in order to enable a realistic response.
Most failure detection mechanisms - wherever necessary - are avoided for the same reasons.
Instead, the behavior of such functions can be assumed to be known. One exception are
functional monitors. As explained later on, they are developed with a high degree of rigor
and fidelity.

1Delays due to sensor processing and transmission change the closed-loop response. However, arguments

as to why this is permissible in the considerations here are available in [8].
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All other known system behavior that is not attributable to the FCS operation but has
an influence on it can be abstracted to the highest degree possible in order to reduce the
development effort. Examples of items that fall into this category is the operation of the

electrical system, the processing of cockpit items, such as button and switches and more.

5.1.2 Degree of System Architecture Independence

One big factor that drives the development effort are considerations with regards to the
components involved in the control of the aircraft. Aspects such as robustness measures
against sensor dirt effects are mentioned in the previous section. However, other topics
imposed by the system architecture influence the aircraft operation greatly and must be
included in the specification modeling. However, they can be reproduced with significant
reduction of development effort and at the same time still facilitate a realistic behavioral
specification. This is only possible if a certain degree of abstraction is pursued. This

section summarizes these considerations.

In very early stages of the product life-cycle, it may be unknown what exact components
are involved in the system architecture design. However, for the purposes of the behavioral
specification, only their role needs to be known. Thereby, the developed framework can
initially model the component’s response and later on expand it to enable a greater fidelity.
For example, it may be known that power is supplied to the avionics after an operator
input via the cockpit. However, the exact mechanics of this power supply may be unclear
at this stage of development. If related to the operational concept. initially provisions
can be made by modeling the power supply via one input item until the electrical system
is specified. Thereafter, this behavioral specification can be expanded to account that
different parts of the avionic components are powered via multiple input items and that
the status of the power needs to be fed back to cockpit indications. This also allows for
testing that the prescribed management of the avionics by the operator is plausible and
intuitive. In the cases where it is not, this method allows for efficient changes to the

specification.

Another topic attributed to the system architecture that during functional development
requires a great amount of resources has to do with the redundancy management. In
order to guarantee fault-tolerant properties, component redundancy is introduced in the
architecture of an FCS [126]. This implies that safety-critical signals, required for proper
FCS execution, are available from multiple physical entities. This is necessary in order to
guarantee the availability and the detection of potential failures of the data. The process

of selecting a signal from redundant sources is referred to as voting [127].

Another redundancy measure is the replication of individual flight control algorithms
on several physical instances [128]. This is done in order to guarantee the availability of the

algorithms in the event of component failures. The replication implies that processes within
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the FCS become distributed and require software provisions that introduce significant
complexity to the design [129]. To reach decisions, the components of the FCS require
consensus and agreement protocols [130] and need to be resilient to failures [131].

For this purpose, the framework makes the following two simplifications. Firstly,
voting mechanisms are omitted completely in the behavioral specification design. The
model instead relies on the raw data from the simulation and assumes that the voting -
if necessary - has been performed. Whether signal redundancy is required is a product
of the safety analysis and the applied voting techniques are dependent of the number of
available sources. However, this is not in the scope of the behavioral model specification
and is instead subject to later development effort. Wherever applicable, faults in the
voting mechanisms are simulated instead.

Secondly, the behavioral specification omits the known decentralization of the flight
control algorithms and instead uses centralized algorithm design. Such an algorithm
prescribes how the future decentralized one is supposed to respond. Doing this, on
the one hand, alleviates the necessity to know the physical allocation of the provided
functions. On the other hand, algorithms, such as command selection and consensus are
significantly simplified and in some instances not even necessary. As explained later, the
proposed method of algorithm centralization aids in the later functional allocation to

system components.

5.1.3 Simulation Capabilities and Tools

The previous sections discussed multiple simplifications that are made within the behavioral
specification model. This section discusses the capabilities of the developed solution. For
the sake of clarity, Table 5.1 lists the methods in the model according their level of fidelity
and degree of abstraction. In addition, this section summarizes the constructs utilized in
order to reproduce the envisioned aircraft mission profile and operational concept fully.
At the lowest levels of fidelity and highest degree of abstraction is the processing of
the signals. Those include the error injection, checking of the integrity of the signals and
the voting (or signal selection). The time necessary to detect failures relies heavily on
the sensors used and the voting mechanisms depend on the criticality of a sensor error
and the sensor redundancy. As previously mentioned, the voting is omitted completely.
The behavioral specification model includes an error injection functionality that halts the
supply of a particular signal. Depending on the type of error, the last value before injection
is retained or an unfeasible value is fed to the software components. The detection is
modeled by a Confirmation Counter as per Equation 2.12. Thus, the notion of sensors
is omitted completely. Instead, incoming data is split into signal types (rotation rates,
kinematic velocities, etc.) and their availability. The time to detect erroneous signal
sources can initially be assumed and later on modified depending on the characteristics of

the system.
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Table 5.1: Overview of Behavioral Specification Model Method Abstraction

Method Response Fidelity | Abstraction
Data Supply Signals are clean. Precision loss not | Low High
considered. Signal selection implic-
itly assumed. Error Detection time
(or lack thereof) is predefined. Erro-
neous data supply is injected.
Signal Selection Voting not modeled at all. Errors | Low High
covered by error injection of data
supply.
Input Data Pro- | Robustness measures considered for | Medium | High
cessing further design stages. Data process-
ing consolidated wherever possible.
Electrical System | Fidelity depends on stage of devel- | - High
opment. System response modeled,
but mechanisms of power supply not
considered.
Component Phys- | Fidelity depends on stage of devel- | - High
ical Behavior opment. Faults injected. System
response modeled.
Command Selec- | Algorithms centralized. Desired sys- | High High
tion tem response specified.
Control Concept | DRM method utilized. Closed-loop | High High
system response representative to
end design.
Functional Moni- | Checks equivalent to end design. High Low
toring
Law Automation | Functions equivalent to end design. | High Low
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The constructs of above allow to model the behavior of the incoming data in the
presence of malfunctions that lead to unavailable signal types. This enables the simulation
and validation of the system response in the event of failures.

Due to the distribution and replication of the functions onto different physical flight
control computers, in the actual FCS certain activities are the joint decision of all involved
components. Such a function is for example the algorithm that chooses the system in
command (Nominal or Fallback) or some parts of the generated indication data. Opting for
modeling such distributed decision-making processes as centralized reduces the modeling
effort significantly.

Thus, such FCS functionality that is either decentralized among the FCS components
is reconstructed with a greater level of fidelity while achieving a very high level of modeling
abstraction. The behavioral specification does not consider the number of function
replications or the physical allocation to components. As mentioned earlier, however, this
reduces the development effort while at the same time retaining a feasible system response.

Such an approach is pursued for so-called “shared” functions. Those are for example
the aircraft behavior on ground or the processing the pilot inceptors. Such activities must
be performed by all control concepts within FCS. In the behavioral specification model,
these processes are consolidated.

Other methods that are of higher fidelity are ones that are explicitly necessary, but
cannot be recreated realistically to their full extent due to requirement on explicit system
architecture knowledge. Examples of such methods include the error mitigation in the
cases of a flap runaway. Clearly, mechanisms to counteract this are necessary but a higher
level of abstraction is required prior to knowing the specifics of the underlying system.

Lastly, the methods with a fidelity level close to the end-design are the ones, associated
with the FCS operation during flight that are attributable to the different systems - in
this thesis to the Nominal and Fallback systems. They include the automation functions
and the closed-loop response. Examples of the former are the automation concepts of
Chapters 3 and 4 and more. The closed-loop response is modeled using the so-called
Design Reference Model (DRM) method. A comprehensive explanation on the DRM
abstraction is available in [8]. The important aspects of the method are highlighted.

The DRM is a method that enables the recreation of the closed-loop system response
for a control law. The approach takes the system under control’s kinetic capacity into
account and thereby guarantees a physically feasible behavior. It makes use of a simplified
model of the plant but at the same time allows for a highly abstracted system description.
The specifics of the control concept implementation and the process of the DRM design
are not in the scope of this thesis. Due to their impact on the behavioral specification
model, the DRM method is examined here.

Firstly, the simplified plant does not model the effectors as physical systems but rather
observes the force and moment production capacity of all effectors. Thus, the behavioral

specification model needs to recreate meaningful control surface and powered-lift data
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such as deflections or RPM. Fortunately, this data does not impact the DRM but is rather
necessary in order to facilitate the operator awareness as to the aircraft state via the
cockpit indications. Thus, for the behavioral specification model the indication data is

generated fully decoupled from the closed-loop DRM operation.

Another aspect of the DRM operation is the correct selection of plant mode. The
simplified plant of the DRM requires discrete information of the current flight state. This
is necessary in order to schedule the force and moment production rate based on the
currently utilized effectors. Such data must be provided by the behavioral specification

model.

The DRM can be split into control concept and plant dynamics. One important feature
of the former is that it normally includes no states, such as Simulink “integrator” or “delay”
blocks. This is, on the one hand, enabled by omitting methods, such filters for signal
conditioning. On the other hand, by design all necessary states related to the flight state
are delegated to the plant dynamics. In the DRM method, the plant model states are
utilized directly. However, while in command, the control concept relies on inputs from the
automation functions in order to guarantee correctness of the execution in dependence of
the current flight state. As a consequence, the control concept does not require additional

initialization considerations apart from the correct data supply from the automation.

This concludes the summary of the methods utilized within the behavioral specification
model. The next sections demonstrate how they are structured and designed to recreate

the complete aircraft operation.

5.2 Data and Functional Management

The behavioral specification model is one of the initial phases in the development process.
While the DRM concept enables the validation of the control concept, the behavioral
specification model utilizes the DRM and can be used for validation of the operational

concept and thereby the correctness of the automation.

A major aspect in every development process is the management of the data structures
and the allocation of the functions to the individual development spaces. Having to
utilize the results of the Nominal and Fallback DRMs, the file structure of the behavioral
specification model needs to ensure compatibility between the different processes. This

section elaborates on how this is achieved.

This section is composed of two sections. In Section 5.2.1, the file structure of the
exemplary behavioral specification model is illustrated. This is highly related to the
repository structure, which is necessary for version management. Hence, this is explained
as well. The section demonstrates where the different automation functions are stored and

provides explanations for the motivation behind the placement.
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Figure 5.2: Repository and File Structure of the Fxemplary Behavioral Specification

The section is concluded with Section 5.2.2 which demonstrates the development process
of the automation functions. It focuses on the topic of change management, especially for
the case of functions that are highly dependent on the interactions between the individual

software components.

5.2.1 Repository and File Structure

Figure 5.2 visualizes the models and repositories involved in an exemplary behavioral
specification model. The top-level repository is depicted in white, whereas the remainder
of the repositories are submodules of that repository. The main components within each
module are listed next to them.

The provided example is the behavioral specification file structure for the aircraft of
Section 1.1.4. It is composed of two control concepts and hence DRM designs - the Nominal
and Fallback. Parameters, necessary for all functions are kept in Data Dictionaries [132].

The Nominal system includes a functional monitor, while the Fallback system does
not require such a feature. This is evident in Figure 5.2 and in order to verify the
monitoring concept as previously mentioned in Section 5.1.1, this function is included in
the corresponding repository. The functional monitor is not in the scope of this thesis,
but allows for runtime assurance of the Nominal control concept in an independent and
dissimilar manner.

In Figure 5.2, the abbreviation “Auto” is used to summarize the automation function
design for the individual DRM modules. As visible from the figure, each automation

function is part of the repositories of the systems and therefore developed within the
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corresponding process. This structuring allow for the verification and validation of the
closed-loop design of DRM together with its automation in a thorough manner prior to the
system integration in the behavioral model. Among many others, the automation function
modules of the Nominal and Fallback control concepts include the functionality that is

attributable to the transition and retransition previously presented in Chapters 3 and 4.

A consequence of this file allocation is that the automation functions within the Nominal
and Fallback system repositories are solely responsible for the operation of the control
concept while it is engaged. Therefore, all additional functionality, such as the engagement
of the control concept, the interaction concept harmonization, all ground procedures and
others are allocated to the behavioral specification file structure. They are what is referred
to as shared in Section 5.1.3. This carries the advantage that the maintenance, associated
with changes to these concepts is carried out in one location and can be kept consistent

for both Nominal and Fallback systems.

The behavioral specification model, depicted in Figure 5.2 integrates all models and
enables the complete simulation of the aircraft operation. It must be noted that both
Nominal and Fallback system repositories utilize the simplified plant that stems from a
separate repository. For the sake of readability this is omitted in Figure 5.2, where only
one repository instance is referenced. Prior to integration it must therefore be ensured
that all such shared repositories are on the same stage. The simplified plant repository is
one example, but such considerations also apply to common conventions, such as mappings

of control inceptors and many others.

In Figure 5.2 certain structures are depicted with dashed lines. Those are, on the
one hand, multiple items that are omitted for the sake of readability. For example all
additional functions, such as altitude hold or altitude protection automation functions for
the Nominal system are contained under the “Additional Items” category of Figure 5.2.
On the other hand, dashed lines are used to depict application-specific items, such as the
indication data generation that is necessary for cockpit indications. The last category are
constructs of highly reduced fidelity and specific to the system architecture that could be
included later in the behavioral specification model design once their role and operation is

better known.

Lastly, the “Logics Prototype Repository” visible in Figure 5.2 contains functions that
are shared within different stages of the development process. The mentioned function are
the basis for design of higher-fidelity and code-compliant modules. Examples include the
haptic feedback behavior or the processing and conditioning of the pilot control inceptors.
In addition, the behavioral specification models of these functions can be utilized if
necessary in later stages of control concept development. Therefore, a separate repository
is deemed meaningful in order to have access to the functions without having to include

all other items, associated with the behavioral specification repository.
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5.2.2 Change Management

During the functional testing and validation of the integrated system behavior, different
improvement potential was pinpointed. This included missing functionalities or inadequate
interaction between functional elements. The initially high likelihood of wrong function
specifications is mainly driven by the novelty of the underlying airframe, its control and
automation concept and ConOps. This is especially applicable to the interaction concept,
namely to the design of the indication items. It was found that items that facilitate
adequate, ergonomic and intuitive operator support and enable situational awareness

require multiple validation cycles.

The development of the behavioral specification and of its corresponding elements is
therefore an iterative process, in which an update to the specification and subsequent
renewed validation need to be supported by the functional distribution within the data
structure. Upon discovery of necessary modifications, certain deficiencies can directly be
delegated and alleviated in the corresponding submodules of the behavioral specification.
These can for example be changes necessary in the automation of solely the Nominal
system due to changes of the dynamics of the LTUs in the simplified plant. Another
example includes the inclusion of altitude protection functions that were not envision in

the beginning of the development.

However, certain issues arise whenever improvement potential is observed in interactions
between components of different development paths. For example, during testing of the
integrated system, it was noticed that with the specified pilot reaction times in [122, 133],
in certain situations the aircraft safe envelope was exceeded following a takeover from the
Nominal system by the Fallback system. Namely, after the reaction time, the operator

was incapable of stabilizing the system in time.

Prior to the integration, this phenomenon could not be detected or even reproduced
in the standalone Fallback system development due to the lack of aircraft behavior with
the Nominal system in that environment. As a consequence, the issue can only be solved

efficiently in the behavioral specification model where both systems are present.

The developed framework allows for adequate flexibility in the design to address and
alleviate such issues in an efficient manner. The above-mentioned problem was discovered
and a solution for it was developed by Daniel Gierszewski of TUM Institute of Flight
System Dynamics and is not in the scope of this thesis. Here, the utilized workflow is of
importance. It is inspired from the agile development processes [55] and is depicted with
Figure 5.3. This cycle only tackles the method of alleviating such potential issues and
does not deal with the modification of the high-level requirements. They follow formal

processes recognized in the aviation industry are not in the scope of this thesis.

The change cycle begins with the identification of the improvement point. It refers to
the observation of the issue and gaining understanding of the underlying reason of the

effect. Typically, this is performed during validation.
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Figure 5.3: Development Cycle for Functions that Tackle System Interactions

Logically, this activity is followed by the effort to reproduce the issue in a deterministic
manner. In particular, a test case needs to be formally defined, in which the unwanted
effect is replicated. This is used not only as a basis for the design of the solution. In
addition, the test case can be reused from then on to ensure that the problematic effect

does not manifest at later points during development.

Next, a fix for the observed problematic interaction is designed. This is performed
within the behavioral specification framework. By doing this, the needed additional

functionality can be specified in detail and a placement within the necessary system can
be decided.

The design imposes a specific solution that needs to be allocated to the particular
system. In the example from above, the reaction of the Fallback system in the event of a
takeover needs to be modified. The inclusion of this proposal in the design of the Fallback
system requires a review from the involved designers in order to guarantee that other

functionality is not negatively impacted or compromised.

Once the proposed solution is accepted, in the next step the design is migrated from
behavioral specification model into the necessary system file structure. This is performed
via a separate branch in the corresponding repository. Because the solution is already
implemented, the duration in which the branch is open is kept low and it does not hinder
the remaining designers. Subsequently, a new system release is prepared, which is the

basis for further validation effort.

This method of identification of missing functionality and subsequent supplementation
within the behavioral specification model was first applied and from then on utilized

heavily in the development of cockpit indication behavior.
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Figure 5.4: Overview of the Model Architecture

5.3 Model Architecture

This section presents the FCS behavioral specification model architecture. Figure 5.4
depicts the layout of the deployed models. For the sake of readability, in the figure the data
flow of the involved modules and their interactions are omitted. In addition, not depicted
in the figure is that the FCS interacts with the simplified plant model in a closed-loop
manner directly without the use of sensor models. Thus, the outputs of the plant are
inputs to the FCS and vice-versa.

The color coding in Figure 5.4 is in accordance with the origin of the functions in
terms of repository. The repositories are already mentioned in Figure 5.2 and Section 5.2.
All blocks without color are contained in the repository of the behavioral specification
model. The section breaks down the architecture into several topics that are listed in the
following sections. In addition, Appendix F provides images of the behavioral specification

model for the aircraft of Section 1.1.4.

5.3.1 Utilization of Simulink Libraries

First, the main referencing constructs are explained. The standard workflow for embedded
software design at TUM-FSD utilizes model references. In the behavioral specification
model this construct is avoided. The reason is as follows.

Model references are useful when designing software, intended for flight due to ad-
vantages in the code generation. However, this has the potential to introduce artificial
algebraic loops [134-136] due to the incapability to split the functions within the model
references according to more suitable execution orders. Therefore, additional Simulink
delay blocks are necessary to mitigate this issue. Instead of utilizing this method, here the
functional elements are maintained in Simulink library blocks where inlining [137] of the

elements is explicitly disabled.
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By this means, the problem with artificially created algebraic loops is alleviated. At
the same time, version and change management of the functions is maintained in a similar
fashion as with model references. An additional benefit observed is that the compilation

time is reduced compared to the use of model references.

5.3.2 Error Detection

As depicted in Figure 5.4 for rapid prototyping and evaluation, the error detection
capability is consolidated within one element of the FCS and is not physically placed at
each instance of the control system (Nominal or Fallback). This, on the one hand, aids in
the management and troubleshooting of the functions due to their integration into one
functional element. On the other hand, this reduces the dependency of the framework on
the system architecture.

The error detection is highly simplified as previously discussed in Section 5.1.2. As
mentioned there, for each signal source, error injection signals are provided as inputs to
the system in order to simulate the system’s response for component malfunctions.

An example of the error detection functions is provided in Figure F.1 found in the
Appendix. For each signal source, a flag is raised to true a specific number of cycles after
the corresponding error injection signal has also been set to true. This is realized using
a Confirmation Counter with the error injection signal as an input. This is in addition
performed for each control instance within the FCS. The behavioral specification model is
therefore capable of first reproducing the reaction during an undetected erroneous of a
particular signal source. After the specified number of cycles is exceeded, a detection of

the error is simulated and the subsequent system action can be produced.

5.3.3 Integration Models

The elements in Figure 5.4 marked with dashed lines represent integration models that
consolidate elements of similar functionality or ones that have high mutual dependency.
For example, the Nominal and Fallback automation modules can be found under the
“Law Automation” integration model. Similarly, vehicle and law automation form the
“Automation” integration model. They are depicted in Figures F.2 and F.3 respectively.

The difference between the integration modules and all other modules within the
behavioral specification is that the integration models do not include any functionality
and are required for better structuring, readability and testability. Apart from the main
functions, the integration models include the following functional elements that are not
depicted in Figure 5.4 for the sake of readability.

The first element included within the confines of the integration model are the error
injection modules. Those are tailored to each included model and are found immediately
before and after the main functional elements. In the error injection models, the supplied

data is manipulated depending on the error type. Thus using the error injectors before the
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main function would depict the system response for erroneous inputs of the functionality.
Similarly, the error injection found immediately after the function can depict a malfunction
of the functional component itself due to a hardware failure and - in the case of the
Nominal system - a design failure as well.

The next element within the integration models are interface modules. As visible in
Figure 5.4, a majority of the models originate from different repositories that share very
little dependency. Apart from the simplified plant outputs, the models of those create their
own input and output data structures. The information, originating from the different
systems required by the mentioned models, is therefore consolidated and prepared in the
interface modules.

The last functional element within the integration models are ones that process
information that has high dependency on modules of similar functionality. This can for
example be the takeover initialization or inputs that facilitate the procedure harmonization
found in Sections 4.2.3 and 4.4.2 of Chapter 4 respectively. An example of an integration
model is provided in Figure F.4.

5.3.4 Vehicle Automation

A central element and the core of the logic within the behavioral specification model is the
“Vehicle Automation” visible in Figure 5.4. This model fulfills the overall coordination of
every key task within the aircraft operation. For the current example, it is depicted in
Figure 5.5. As visible in the image, it is composed of multiple levels of parallel sequential
logic modules, the majority of which are Finite-State Automata. It is modeled in a
centralized manner to alleviate the implementation complexity as previously mentioned in
Section 5.1.2.

Among others, the management and emulation of all peripheral system is allocated
within the vehicle automation functionality. Depending on the inputs from the operator
and the injected errors, it determines the operational state of the aircraft. This also includes
the operation on the ground and the activation of the laws. The currently executed mode
is thereby a task of the vehicle automation’s function, referred to as “Mode of Operation”,

explained in the next section.

5.3.4.1 Mode of Operation

As visible in Figure 5.5, the mode of operation contains multiple states and is composed of
two levels. It is implemented according to the workflow found in [77]. Based on the current
state of the peripheral systems and the detected errors, the availability of the different
control modes and their subfunctions is evaluated. As visible in Figure 5.5, the first level
of the mode of operation is responsible to specify the current system in command. The
system in command is selected manually by the operator via dedicated input items which

are not in the scope of this thesis. Automatic selection due to safety requirements is also
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modeled based on the signal availability. This is calculated within the vehicle automation
using the error detection data. For the specification of the currently engaged system, the
vehicle automation element relies on the command selector function, explained in the next
section.

Whenever a system is in command, then the second layer of the mode of operation
determines the FCS state of automation. The current example distinguishes between
three main modes, namely “Armed”, “Built-In Test (BIT)” and “Engaged”. The flow from
Armed to Engaged via BIT is the activation procedure of the control concept and the flow
from Engaged to Armed follows the deactivation procedure. In both Armed and BIT state,
the operator control inceptor input does not induce any change in effector commands,
whereas in the Engaged state, the deflections of the pilot inceptors are fully utilized by
the corresponding control concept.

In the Armed state, the selected control concept is available and both distributed
and traction propulsion systems are fully disengaged. In the background, the operator is
executing the prescribed checklists and activating the various systems. This is processed
by the peripheral system emulation, found in Figure 5.4. Thereby, different electrical
components are turned on and configured, the cockpit indications are supplied with the
required data and more. This information is also fed to the mode of operator.

When the conditions are met and the appropriate operator input is registered, the
system transitions into the BIT mode. In this state, the distributed and traction propulsion
is engaged and the correctness of the activation is checked. This greatly mitigates the
potential of in-flight failures [124] and additionally facilitates a smoother activation of the
selected control mode due to the effector preactivation.

Provided the BIT checks pass, the operator is capable of engaging the selected control
concept. At this point, the law-specific automation is enabled. The modules stem from
the corresponding repositories and include the transition and retransition elements as
described in Chapters 3 and 4 for Nominal and Fallback system operation respectively.

It must be mentioned that with the exception of the control mode selection, the
activation and deactivation procedures are identical. In Figure 5.5 it is visible that the
second level of the mode of operation is identical with the exception of the law-specific
automation within the engaged state. However, as evident in Figure 5.4, those are instead
found in the “Law Automation” module. Therefore, the vehicle automation actually
utilizes one instance of the second level of the mode of operation. Figure 5.5 depicts it

twice for the sake of readability.

5.3.4.2 Command Selection and Control Concept Replication

The vehicle automation’s mode of operation module specifies the system in command.
In this example, this could be the Nominal or the Fallback system. In addition, when a
power off of the avionics is simulated, none can be selected. Function replication is a term

which implies that multiple instances of a particular control concept are available within
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the FCS. For instance, in the behavioral specification model here, the Fallback system
would have to available in at least two instances in order to guarantee the availability of
the takeover function.

If the vehicle automation selects the system in command, the “Command Selector”
visible in Figure 5.4 is the centralized algorithm that is utilized for function replication to
specify which instance of the particular system is selected. The benefits of opting for a
centralized algorithm within the behavioral specification model was already mentioned in
Section 5.1.2.

This module implicitly requires knowledge of the number of replications of each control
concept and therefore carries a large degree of design decisions in that regard. In addition,
the method of selection is application specific. However, although the algorithm must
account for the number of control concept instances, it requires no knowledge with
regards to the physical allocation of the instances to flight control computers. It therefore
guarantees a high-degree of independence with respect to the system architecture.

It must be noted that in very early stages of the aircraft development where the number
of instances is not known at all, this module could be omitted completely. This is because
the system in command evaluation is not performed here, but in the mode of operation
module instead.

Another detail with regards to this module is that the number of replications for each
system are assumed. However, no assumption as to the physical allocation is made. This

makes the algorithm largely agnostic to the system architecture.

5.3.4.3 Law Automation and Law Utilization

As discussed previously in Section 5.2.1, the two control concepts are available from two
separate repository structures. This includes their corresponding automation modules.
Among others, they are responsible for automating the transition and retransition as
described in Chapters 3 and 4 for Nominal and Fallback system operation respectively.

As visible in Figure 5.4 and previously discussed, control algorithms and automation
are physically separated for testability purposes. In addition to this, for each function -
automation, law and monitor (if applicable) - only one library block is utilized, regardless
of the number of function replication which facilitates a degree of independence of the
system architecture as discussed previously in Section 5.3.4.2. In the event of a switch
from one control instance to another (for example from Nominal system one to Nominal
system two), proper initialization is guaranteed by DRM design as mentioned in Section
5.1.3.

The decision-making modules within the law automation are allocated to enabled
subsystems. Those subsystems are activated whenever the control mode is engaged and
selected. This enables the execution of the law-specific automation only when necessary
and guarantees coherence with the depiction in Figure 5.5. Figure F.5 demonstrates this

for the Nominal system and this is done for the Fallback system in an identical manner.
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The Nominal and Fallback DRM algorithms describe the closed-loop control response
during flight. For this reason, in addition to the two DRMs, the behavior of the aircraft on
the ground is included with a separate model within the Law integration model of Figure
5.4 called “Law Disengaged” which is allocated in the behavioral specification model file
structure. This includes the reaction of the system when completely disarmed and during
the engagement process of each control concept. It is visible in Figure F.2.

Lastly, the outputs of the correct system are rooted to the simplified plant model via
the “Command Selection” function. In addition, this module handles the system response
when failures are detected. Because the simplified plant does not include effectors but only
force and moment production capabilities, this element additionally provides a simplistic

effector emulation which is necessary for the cockpit indications.

5.4 Haptic Feedback Automation and Pilot Input

Processing

This section presents the behavioral specification modeling of the haptic feedback, supplied
to the operator via the throttle control inceptor. In addition, the input processing of the
pilot input that is shared among Nominal and Fallback system is discussed. As explained
in Section 5.2.1, this information is processed within the Logics Prototype Repository.

For recollection, the throttle control inceptor includes two barrier elements that can
limit the entry of the inceptor into the different regions. This was explained in Section
2.4.3.1. The operation of the barriers within the scope of the transition and retransition
procedure harmonization between Nominal and Fallback systems was prescribed in Section
4.4.1.

More precisely, the decision with relation to the barrier status was summarized in Table
4.7. Figure 5.6 illustrates how this behavior is realized within the behavioral specification
model. The two subfigures are part of an if-clause, where a check of the current system in
command is performed. The upper evaluation is executed whenever the Nominal system
is selected, whereas the lower is chosen whenever this is not the case. The command
evaluation is contained in the variable w1 contained in the if-clause and visible in the
upper block of Figure 5.6.

From both graphs in Figure 5.6 it is visible that the constraint to lift both barriers when
OPFENgarg is true is maintained. Though according to Section 2.4.3.1 this is realized
mechanically independent of the logic, for the sake of completeness in the behavioral
specification, this is simulated as well. Otherwise, whenever OPFE Ngarg is false, the
prescribed behavior in Table 4.7 is maintained by the remainder of the functions.

The validation activities of the operational concept discovered that the operator may
deviate from the transition and retransition procedures and overstep the allowed region,
dictating the barrier function operation via OPENgarg. The subsequent release of

OPENgarg to false prohibited the operator from returning to the intended throttle
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region. For this, additional robustness features are implemented within the behavioral
specification. For the sake of readability, these considerations are omitted in this thesis

and are instead in the scope of further publications.

Another central element of the functions, shared among Nominal and Fallback systems is
the processing of the operator input from the throttle command inceptor. This involves the
evaluation of the throttle position with respect to the inceptor range divisions, mentioned
in Section 2.4.3.1, and the operator desired mode of operation. The methods applied to
facilitate this are illustrated in Figure 5.7. The upper graph depicts the State Machine
used to analyze the current throttle position. The parameters for the evaluation are chosen

such that robustness against sensor noise is ensured.

The resulting State Machine outputs are unambiguously assignable to the regions,
defined in Section 2.4.3.1. Namely, the throttle inceptor is in the powered-lift region
whenever throttle_below gate_ flg or throttle _at_gate_right_flg are true. An addi-
tional check is performed using a “Compare to Constant” block to differentiate between
the regions H and T but is omitted here for the sake of readability. Similarly, the in-
ceptor is positioned in the wingborne region W if either throttle_above gate flg or
throttle_at_gate_left flg is true. Lastly, the divisions R and IL apply for true condi-
tions of throttle_at_gate_right flg and throttle_at gate_left flg respectively.

Another observation is that the state transition from one state to the other and vice-
versa is done using different variables. The difference in the values is small but is necessary
for robustness considerations. The provision ensures that the state does not frequently
change due to sensor noise whenever the control inceptor is in the vicinity of the region

borders.

In the upper illustration of Figure 5.7 it can be noticed that the inceptor is initially
always assumed to be in below the gate. In the cases where the simulation is initialized
and the physical throttle inceptor not in this region, it can take up to three simulation
cycles to arrive at the correct division. This would be the case if the throttle inceptor
is above the gate in the wingborne region. No robustness against such events is built in
as the State Machine corrections are magnitudes faster than the activation of the FCS
according to the procedures. As a consequence, the correct position evaluation occurs

before any event, associated with the activation procedures.

The lower portion of Figure 5.7 visualizes the evaluation of the pilot intentions with
regards to the transition and retransition. These values are used by the Decision-Making
processes of both Nominal and Fallback systems and are presented in Section 3.4.1.1 and
4.2.1 respectively. More precisely, the evaluation depicted in the lower part of Figure 5.7
implements Equations 3.3 and 3.4 for the Nominal system whereas the Fallback system

utilizes the upper evaluation as per Equation 4.5.
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5.5 Nominal Automation

This section presents the behavioral specification modeling of the Nominal system automa-
tion. As per Section 5.2, it is allocated to the Nominal System Repository and as per

Section 5.3 it operates within the Law Automation integration module.

The Nominal system operational concept includes multiple high-degree of automation
capabilities, such as the transition and retransition capability, the management of altitude
protections, altitude hold and more. The emphasis in this section is on the core modules,
utilized to produce a high-fidelity behavior of the automation concepts in Chapter 3.

The concepts found in Chapter 3 include the operation of the LTUs, found in Section
5.5.1. As discussed in Section 2.4.1.1, the Nominal system control algorithms require
knowledge of the flight phase in the powered-lift flight mode. The automation module,

responsible for this is discussed in Section 5.5.2.

Because the exemplary vehicle in this thesis in Section 1.1.4 includes a high-lift system,
the automation of the flap operation with regards to the transition and retransition is
considered in Section 5.5.1 and the high-lift system management itself is presented in 5.5.3.
For the sake of consistency, the contents of the above-mentioned sections are organized in a
similar manner as the structure of Chapter 3. First the Decision-Atomics of the individual
functions are presented and are followed by the Decision-Making modules. The Atomics

make up the basic relationships, utilized by the Decision-Making.

5.5.1 Powered-Lift System Operation

As found in Section 3.4.1.1, the Decision-Atomics of the automation that dictates the LTU
operation using the State Machine M 7 begins with the processing of the operator input

via the HMI. The pilot actions communicate the crew intentions to the automation and
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Figure 5.9: Processing of the Airdata

the implementation of the processing is depicted in Figure 5.8. As visible in the figure,
the input variable trans,,s that is calculated as per Equation 3.3 is taken as-is from the
processing previously depicted in Figure 5.7 found in Section 5.4.

For retrans,qs;, the information is taken in a similar manner. However, an additional
condition is introduced, summarized in the signal LTU in_air_disengage_ flg. This
variable is processed from an additional operator input, necessary in abnormal events where
the powered-lift system should be prohibited following the transition into wingborne flight.
It is used to communicate to the automation that the engagement of the LTUs should not
be executed despite the movement of the throttle inceptor into the transition/retransition
command region. Thus, the usage of this input item enables the wingborne landing of the
aircraft. The input item is utilized within a separate aircraft procedure and both input
item and procedure are not in the scope of this thesis.

The last pilot input processing has to deal with the generation of the input variable
LTUengage,qs;. Apart from the dependency on LTU in_air disengage flg that was
explained in the previous paragraph, the variable generation is in accordance with Equation
4.34. For recollection, the computation is conducted so as to guarantee consistency in the
retransition procedures among Nominal and Fallback systems and was derived previously
in Section 4.4.2. The evaluation of the position with relation to the throttle inceptor
gate that is necessary for the variable generation is realized using the logical operation,
introduced previously in Section 5.4.

The State Machine M ;7 that is responsible for the management of the powered-lift
system requires knowledge of the current flight state. More precisely, the disengagement
of the LTUs has to occur in a permissible airspeed range where stall is mitigated and
obstacle clearance is facilitated. Likewise, the engagement of the LTUs must be performed
such that no structural damage can occur. These consideration are analyzed thoroughly
and can be found in Chapter 3. The airdata processing of the Decision-Atomics of M 1y

is depicted in Figure 5.9 and is in accordance with Sections 3.4.1.1 and 3.4.3.2.
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In the current example of the behavioral specification model, the aircraft is equipped
with a high-lift system. Therefore, the evaluation of the variable V.4, is conducted as
per Equation 3.53 and is the first signal, visible in 5.9. In the cases, where the aircraft
does not have flaps, this can be performed using Equation 3.9 instead. As visible in Figure
5.9, the choice of computation of V.4, is implemented using an if-clause, whereby the
different inequalities in Equation 3.53 are within “If Action Subsystems”. For the sake
of readability, they are not depicted in separate images. The information, necessary for
correct operation of the if-clause stems from the error detection and the flap feedback

information and the origins of the data is not depicted further for the sake of readability.

The second signal, generated as depicted in Figure 5.9 is the variable V,.c;rqns. Using it,
the system guarantees that the activation of the powered-lift system causes no structural

damage to the airframe. The model implements the check in accordance with Equation
3.10, found in Section 3.4.1.1 of Chapter 3.

The Decision-Atomics module of the powered-lift system automation module further
needs to evaluate the state of the LTUs. This is necessary in order to determine the lack
of powered-lift system usage prior to the initiation of the LTU deactivation. In addition,
the correctness of engagement and disengagement needs to be evaluated by the software
in order to confirm the successful start or end of the transition and retransition processes
respectively. This is discussed at length in Chapter 3 and the implementation of this

functionality within the behavioral specification model is depicted in Figure 5.10.

As visible from Figure 5.10, the feedback and integrity of each LTU is processed.
Thereby, the automation evaluates the current usage of every LTU. More precisely, the
implementation visible in Figure 5.10 generates the input variables LTU oy, LTU ppr and
LTUynusep in accordance with Equations 3.13, 3.14 and 3.15 respectively. The latter
equation implements a Confirmation Counter, previously derived in Section 2.2.3.4. The
inputs of the Confirmation Counter is, on the one hand, the implementation of Equation
3.16 as required in Section 3.4.1.1. On the other hand, the threshold is a parameter, found

in the “Confirm” masked subsystem, visible in Figure 5.10.
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Figure 5.11: Powered-Lift Automation Provisions for High-Lift System Operation

The last signal, generated as per Figure 5.10 implements Equation 3.17 of Chapter 3.
For recollection, this variable becomes true if the engagement process takes unexpectedly
long. This evaluation is facilitated by the deterministic activation time of the LTUs,
achieved via a RPM command ramp-up through the Nominal system’s control allocation.

The duration of the activation is hence known.

For recollection, the reason why the timeout may occur is a malfunction of the powered-
lift system that leads to the impossibility of LTU oy as per Equations 3.13 to become true.
Via retransymeout, the automation sends the necessary for the provision of a warning to
the operator that formally marks the start of the retransition mitigation strategies. This

is discussed at length in Chapter 3.

The last portion of the Decision-Atomics functionality of the behavioral specification
model tackles the effects the high-lift system has on the operation of the powered-lift
automation. As previously mentioned in Chapter 3, in the cases where the aircraft is not
equipped with flaps, this can be omitted. Thereby, the supplementation of the logic, found
in 3.4.3.2 can be omitted. For the current example specification, high-lift system operation

is considered and is depicted in Figure 5.11.

For recollection, in order to maintain the execution order of the two system (powered-
lift and flaps) during retransition, the powered-lift system activation is preceded by the
extension of the high-lift system. Therefore, the first signal found in Figure 5.11 is utilized
for the normal case, in which the automation of the powered-lift system waits for the
high-lift system extension. The information stems from the flap feedback and the origins
of the data are not depicted further for the sake of readability. The computation of the

signal is done in accordance with Equation 3.51.

The next two signals of Figure 5.11 are used in abnormal events, in which the flaps
malfunction. This enables the activation of the powered-lift system despite the failure
to extend the flaps. The first item originates from the failure detection functions of the
behavioral specification model and covers a detected erroneous flap operation. Because
the time and conditions of extension are known, the last signal in Figure 5.11 implement a
functional evaluation of an abnormal scenario in the events of a undetected erroneous flap

operation. They implement the timeout of Equation 3.52.
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Figure 5.12: M ;ry Implementation

This concludes the Decision-Atomics of the Nominal system powered-lift automation
module. The information from the Decision-Atomics is passed on to the Decision-Making,
which implements the State Machine M ;7. The chart is found in Figure 5.12 and follows
the derivations, found in Sections 3.4.1.2 and 3.4.3 of Chapter 3.

The provided chart in Figure 5.12 implements a variable starting state. This is in order
to allow for an in-flight activation of the Nominal system. Thereby, the evaluation, found in
it LTU lgx facilitates a correct initial state with regards to the powered-lift automation
and depends on the status of the previous system in command. The possibility for an
in-flight switch to the Nominal system is in the scope of separate procedure definitions
and hence the evaluation is not in the scope of this thesis. For the sake of simplicity, here
it can be assumed that init LTU lgx = Engaged, facilitating the starting state, found
in Equation 3.2 found in Chapter 3.

Apart from the initial state specification, the chart exactly follows the derivations of
Sections 3.4.1.2 and 3.4.3. The transition conditions for normal and abnormal entry to
the powered-lift mode, i.e. the transition from Engaging to Engaged as per Equations
3.25 and 3.25 respectively are established with a logical “or” as evident from Figure
5.12. Furthermore, the chart considers the provisions for high-lift system operation as per

Equations 3.57 and 3.58 that cause the transitions from Disengaged or Disengaging to
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Figure 5.13: Powered-Lift Mode Selection

Engaging respectively. Provided the system is not equipped with a high-lift system, the
bracketed contents in the transition conditions in the chart of Figure 5.12 can simply be

removed.

The output of M ry’s implementation is the state, denoted with LTU lgx. It is
passed to the automation’s Decision-Execution together with all other sequential and
combinational logic used for the generation of the data, required by the surrounding

systems within the behavioral specification model.
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5.5.2 Powered-Lift Mode Selection of the Nominal System Law

For recollection, the Simplified Vehicle Operations Concept of the TUM Institute of Flight
System Dynamics requires explicit knowledge of the flight state with regards to the aircraft
kinematic speed. More precisely, when the control inceptor is in the hover region H, the
aircraft ground speed needs to be controlled in order to enable high-precision landing,
take-off and near-ground maneuvering. The differentiation between the aircraft flight
states is established by the automation as previously presented in Equation 3.59 of Chapter
3. For this, the state of the the State Machine M ;ry and an additional automation logic
is used. The latter is syg and was presented in Section 3.4.1.2. The implementation of

this logic within the behavioral specification model is visualized in Figure 5.13.

Subfigure 5.13a demonstrates the Decision-Atomics generation of syg. The two signals
are used to control the state of the Latch and are performed in accordance with Equations
3.33 and 3.32. There, the evaluation of the kinematic speed is as per Equations 3.12 and
3.11 respectively.

For recollection, the comparison needs to be done with relation to the upper kinematic
speed boundary V yoypr. However, in Subfigure 5.13a, an additional robustness criteria
is added. It is necessary to ensure that state changes and frequent mode switches are
avoided. Hence, a hysteresis is made with regards to the kinematic speed as visible in
the “compare to constant” elements of Subfigure 5.13a. The same is performed for the
pilot input, captured in the throttle__above_detent flg by means of a “relay” in the pilot
data process, found in the common functions within the behavioral specification model. A

depiction has been omitted for the sake of readability.

Subfigure 5.13b demonstrates the sequential logic that drives the state syg. It is done
in accordance with Equation 3.34 and implements the Latch method as found in Equation
2.9 in Chapter 2. One addition with regards to the Latch definition in Equation 2.9 is the
provision for a variable starting state, visible in Subfigure 5.13b. This is in order to allow
for an in-flight activation of the Nominal system. The evaluation, found in init  LTU lgz,
facilitates a correct initial state with regards to the powered-lift automation and depends
on the status of the previous system in command. The possibility for an in-flight switch to
the Nominal system is in a scope of separate procedure definitions and hence the evaluation

is not in the scope of this thesis.

5.5.3 High-Lift System Operation

The powered-lift system automation module presented in Section 5.5.1 demonstrated
the provisions that consider the operation of the high-lift system. In this section, the
automation of the flaps is presented. It follows the methods, derived in Section 3.4.2 of
Chapter 3.
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Figure 5.14: The Decision-Atomics of the High-Lift System Automation

The Decision-Atomics module of the High-Lift system automation is visible in Figure
5.14. The figure is organized as the individual parts of Section 3.4.2.1 in Chapter 3 and

therefore divided by the signal source.

Subfigure 5.14a evaluates the pilot inputs via the HMI. For recollection, they communi-
cate the desired mode of operation to the automation module. As visible in the figure, the
first two input variables are calculated as per Equations 3.40 and 3.41 and are taken as-is
from the processing previously depicted in Figure 5.7 found in Section 5.4. The last input
- HLoverride,qs: - 18 necessary in the abnormal event where the LTU disengagement fails
and a mitigation is in effect. The strategy is explained in detail in Chapter 3. The origin
of the signal is the basis for the Nominal and Fallback system procedure harmonization
and is derived in Equation 4.33 in Chapter 4. In addition to this, it is coupled with a

temporal check, explained later in this section.

The processing of the operator input is followed by the evaluation of the flight conditions
for the high-lift system operation. This is visualized in Figure 5.14b. The two boolean
values are calculated as per Equations 3.42 and 3.43. For recollection, the latter ensures
that the extension of the high-lift system can only commence when the structural integrity
of the aircraft is ensured. Prior to retraction (i.e. in the probable proximity to the
ground), the former check ensures obstacle avoidance until the final take-off configuration

is initiated.
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Figure 5.15: My Implementation

Lastly, Subfigure 5.14 depicts the internal variable processing. The variable is needed
in the event where a functional and undetected failure in an LTU is in effect because of
which the disengagement of the powered-lift system is no longer possible. The timeout
becomes true if the disengagement duration exceeds the known LTU ramp down command
by the control allocation and achieves two properties. First, it produces a warning via the
HMI and informs the operator that a mitigation strategy must be initiated. Secondly, it
allow the automation to transition to the state Retract if requested by the operator via

H Loverride,q; €xplained in the previous paragraphs of this section.

This concludes the Decision-Atomics of the Nominal system high-lift automation
module. The information from the Decision-Atomics is passed on to the Decision-Making,
which implements the State Machine M gy. The chart is found in Figure 5.15 and follows
the derivations, found in Section 3.4.2.2 of Chapter 3.

The provided chart in Figure 5.15 implements a variable starting state. This is in order
to allow for an in-flight activation of the Nominal system. Thereby, the evaluation, found
in init_ HL lgx facilitates a correct initial state with regards to the high-lift automation
and depends on the status of the previous system in command. The possibility for an

in-flight switch to the Nominal system is in a scope of separate procedure definitions and
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Figure 5.16: High-Lift System Scheduling over the Airspeed and Automation Mode

hence the evaluation is not in the scope of this thesis. For the sake of simplicity, here
it can be assumed that init HL lgr = Extend, facilitating the starting state, found in
Equation 3.36 found in Chapter 3.

Apart from the variable starting state provisions, the implementation visible in Figure
5.15 implements the transition conditions exactly as derived in Equations 3.46, 3.48 and
3.50. The normal and abnormal transition conditions that cause the change of the state
from Extend to Retract are summarized in a logical “or”. It must be noted that the logical
operation can be optimized. For the behavioral specification model this is not performed
for the sake of readability and consistency with Equations 3.46 and 3.50. However, later

on for application in flight software, such optimizations must be conducted.

The output of the chart HL [gx specifies the state of Mpygy. It is passed to the
automation’s Decision-Execution and together with all other sequential and combinational
logic used for the generation of the data, required by the surrounding systems within the
behavioral specification model. Of particular interest are the commands, supplied by the
Nominal system to the high-lift system. Depending on the state of the automation, these

commands differ as previously explained in Section 3.4.4.3.

The scheduling of the flap commands is depicted in Figure 5.16. The important
velocities are denoted on the x-Axis. The never exceed speed as a function of the high-lift
system deflection is depicted in red. Whenever the state of the automation is Fxtend, then
the function, depicted in blue in Figure 5.16 is tracked and the corresponding command
value is forwarded to the high-lift system. This corresponds to the derivations, found in
Equation 3.70. Thereby, the drag is maximized, allowing for a faster retransition. At
the same time, a buffer from the never exceed speed is maintained in order to ensure the

structural integrity in the cases of short-term disturbances that may cause the airspeed to
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increase abruptly. In a similar manner, the state of the automation Retract forwards the
mapping, visualized in green in Figure 5.16. For recollection, this mapping minimizes the

drag and is computed in preprocessing in accordance with Equation 3.68.

In terms of implementation, the command scheduling is realized with a switch that
chooses between the two different command mappings. The mappings are implemented by
means of lookup tables that accept the aerodynamic velocity as an input. This part of the

Decision-Execution is omitted here for the sake of readability.

In addition to this, the Decision-Execution of the Nominal system automation’s
behavioral specification model includes coordination and data supply to the law and
control allocation, the scheduling of the airspeed limits and the signal generation for
the cockpit indication items. The considerations for each of the above-mentioned topics
was discussed in Sections 3.4.4.1, 3.4.4.2 and 3.4.4.4 of Chapter 3 respectively. The
implementation methods are, however, omitted here in the interest of readability due
to the high interface dependency on the surrounding modules and additional procedural

considerations that are outside the scope of this thesis.

5.6 Fallback Automation

Section 5.5 presented the the behavioral specification modeling of the Nominal system
automation. This section does the same for the Fallback system. As per Section 5.2, it is
allocated to the Fallback System Repository and as per Section 5.3 it operates within the

Law Automation integration module.

Among others, the Fallback system automation includes the management of the
Fallback control concept by the pilot. Thereby, the powered-lift system operation is
specified. In terms of the transition and retransition, the behavioral specification model of
the Fallback system automation follows the concepts, derived in Chapter 4. It thereby
assures consistency in the procedures during transition and retransition with both Fallback
and Nominal system. Furthermore, a capability for correct state initialization following a

takeover is provisioned.

This section focuses on the main tasks of the automation and their implementation. It
is organized as follows. Section 5.6.1 demonstrates the implementation of the Initialize
function, responsible in ensuring starting state correctness following a reversion to the
Fallback system due to a failure in the Nominal system. This is done in accordance with
Section 4.2.3 of Chapter 4. Next, the Fallback system automation’s Decision-Atomics
module is presented. This is done in Section 5.6.2 and is consistent with the derivations of
Section 4.2.2 of Chapter 4. This is followed by Section 5.6.3, in which the Simulink chart
that implements the Fallback State Machine M rp is demonstrated.
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5.6.1 Takeover Starting State Calculation

In order to facilitate a takeover with the Fallback system in the correct automation mode,
in Section 4.2.3 of Chapter 4, the function Initialize was introduced. This specifies the
starting states of the Fallback system’s State Machine M gg. This is done in accordance
with Equation 4.18, found in Chapter 4. The implementation of the Initialize function is
illustrated with Figure 5.17.

For recollection, from a theoretical standpoint, a State Machine may only have one
starting state or state tuple. Because the State Machine M g is part of a much larger
automation module, however, this automaton is actually enabled only when the Fallback
system is in command. This was explained in more detail previously in this chapter in
Section 5.3.4.1 and visualized with Figure 5.5. Therefore, a variable initial state of this

particular state machine is allowed. This is explained in more detail in Appendix D.

The implementation in this exemplary behavioral specification model follows the
derivations, found in Table 4.3. Thereby, Subfigure 5.17a illustrates how the selection of
the first starting state is evaluated. The output corresponds to the third column of the

specification in Table 4.3.

As visible in the Subfigure 5.17a, apart from the known dependency on the state of Nom-
inal system automation s;ry and the evaluation whether that system is in command, an
additional condition is introduced, summarized in the signal LTU _in__air__disengage_ flg.
This variable is an additional operator input, necessary in abnormal events where the
powered-lift system should be prohibited following the transition into wingborne flight. It
is used to communicate to the automation that the engagement of the LTUs should not
be executed despite the movement of the throttle inceptor into the transition/retransition
command region. Thus, the usage of this input item enables the wingborne landing of the
aircraft. The input item is utilized within a separate aircraft procedure and both input

item and procedure are not in the scope of this thesis.

Similarly, Subfigure 5.17b demonstrates the second starting state selection. The
output corresponds to the fourth column of the specification in Table 4.3. Comparing the
implementation in the subfigure and the table contents, it is visible that the evaluation
is performed differently. For example, Table 4.3 defines the conditions, under which the
starting state sppj2 may be unused using the state spry whenever the Nominal system is
operational. In the provided implementation this is omitted as it is performed previously
for the starting state of the first level init_[vl] in an identical manner. Therefore, this

variable is utilized instead for the sake of simplicity.
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Figure 5.18: Fuallback System Control Mode Selection Decision-Atomics

5.6.2 Decision-Atomics

This section presents the Decision-Atomics of the Fallback system automation’s behavioral
specification model. It follows the derivations found in Section 4.2.1 of Chapter 4. For
recollection, one main objective of the Fallback automation concept is to ensure maximum
operator authority throughout the aircraft flight envelope. This is because following a

takeover the operator alone bares the responsibility of maintaining safe flight.

However, this also allows for robust automation design due to the possibility to reduce
the amount of sensor information necessary for the automation operation. As evident
in Section 4.2.1, the scope of the Decision-Atomics of the Fallback concept is solely the
processing of the crew input via the Human-Machine-Interface. The implementation of
the Decision-Atomics of the Fallback automation behavioral specification is depicted in
Figure 5.18.

As evident in the two subfigures, the behavioral specification modeling of the Decision-
Atomics distinguishes between two separate signal processing elements. For recollection,
the derivations in Section 4.2.1 do not differentiate with respect to the layer of State
Machine. However, the implementation methods of multilevel Finite-State Automata

requires the separation of the individual layers as prescribed in [77, 83]. Therefore, from
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an implementation point of view it is beneficial to further split the signal according to the
separate levels. Subfigure 5.18a hence provides the Decision-Atomics for the first level of

M g, whereas Subfigure 5.18b does so for the second level.

The computation for the wingborne control mode activation command wingborne,qs:
in Subfigure 5.18a follows Equation 4.6. In the equation, the input variable trans,,s that
is calculated as per Equation 4.5 is taken as-is from the processing previously depicted
in Figure 5.7 found in Section 5.4. For recollection, the variable shutdown,s is chosen
such that harmonization between the procedures between Nominal and Fallback system is

achieved. It is hence chosen in accordance with Equation 4.33.

The same harmonization considerations apply to hover,,s. It is therefore computed
in accordance with Equation 4.35. However, as evident in Subfigure 5.18a, an additional
condition is introduced, summarized in the signal LTU n_air_disengage_ flg. This
variable is an additional operator input, necessary in abnormal events where the powered-
lift system should be prohibited following the transition into wingborne flight. It is used to
communicate to the automation that the engagement of the LTUs should not be executed
despite the movement of the throttle inceptor into the transition/retransition command
region. Thus, the usage of this input item enables the wingborne landing of the aircraft.
The input item is utilized within a separate aircraft procedure and both input item and

procedure are not in the scope of this thesis.

The Decision-Atomics of the second level of the State Machine presented in Figure
5.18b generates the remaining two signals that are required by the charts. More precisely,
the variable that triggers the activation of the LTUs to the idle setting arm,.qs is computed
as per Equation 4.7. It utilizes the processing previously depicted in Figure 5.7 found
in Section 5.4. In addition, it includes the harmonization considerations, included with
LTUengageqs: and found in Equation 4.34. For recollection, the last variable - disarm, s
- is necessary in the event of mitigation strategies. This was previously explained in
detail in Chapter 4. The computation of this signal follows Equation 4.8, in which

LTUengageyitharaw 1S in accordance with the considerations, derived with Equation 4.36.

This concludes the Decision-Atomics of the Fallback system control mode selection.
The information from the Decision-Atomics is passed on to the Decision-Making, which
implements the State Machine M rg. The State Machine architecture is presented in the

next section and follows the derivations, found in Section 4.2.2 of Chapter 4.

5.6.3 Decision-Making

The Fallback automation fulfills multiple tasks. Among others, it is responsible for the
management of the law. This includes specifying the control mode in terms of level of
automation but also in terms of allowed effector usage and flight state. The latter includes

considerations on the transition and retransition from powered-lift to wingborne mode and
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back. The methods for this were in the scope of this thesis and presented in Chapter 4.
This section presents the Decision-Making process of the exemplary behavioral specification
model.

For recollection, the State Machine used for the transition and retransition with the
Fallback system was presented in Section 4.2.2 of Chapter 4. As explained there, the
Mealy machine used contains two levels. In order to produce an implementation solution
that adheres to the the architecture presented in Section 4.2.2, the workflow derived in
[77, 83] is utilized and visualized in Figure 5.19.

The methods in [77, 83] use a mixture of Simulink and Stateflow constructs that
allow for the design of Finite-State Automata that comply with rigorous demands for
high-integrity software as found in [82] and more. It must be noted that the automation
behavioral specification model need not be developed with the workflow, derived in [77, 83].
However, this method is nonetheless utilized due to the easier ability to transfer the design
later on for embedded software applications where demands such as code compliance are

relevant.

In Figure 5.19 the first level of the State Machine is located within the subsystem
on the left hand side. This automaton is explained later on in this section. The correct
chart for the second level is called using a switch-case based on the state of the first level.
For the sake of readability, here this selection is on the same level unlike in the methods,
introduced in [77, 83]. In addition, a bus creator is used instead of a bus assignment
for the same reason. The inputs fed to both first and second level of the State Machine

originate from the Decision-Atomics as evident from the figure.

The first level of the State Machine that implements M rp can be seen in Figure 5.20.
From an architectural point of view, it resembles the depiction in Figure 4.1 of Chapter 4.
The starting state selection in accordance with the initialization function Initialize as
described previously in Section 5.6.1. It is implemented with the top-most nodes in the

figure.

One used signal that was not explained previously is force_lvl1 that is of the same
data type as the chart enumeration type. This signal is used for on-ground operation

prior to the engagement of the law. It is used to communicate to the automation the

226



Chapter 5: Operational Concept Validation During Early Development Stages

[init Ivil == ENUM FB Ivil Igx.WB]
1

; -O

{Ivll = ENUM_FB_Ivll Igx.HV}

HV wingborne rqst flgj)...
force Ivlil == ENUM FB Ivll Igx. WB] >€S

{Ivil = ENUM FB Ivil Igx.HV}}

{Ivll = ENUM FB Ivll Igx.WB;}

[(IvI2 == ENUM FB_IvI2 lgx. HOVER ARMED &&...

hover rgst flg)/]... WB
force Ivil == ENUM FB Ivll Igx.HV] (

Figure 5.20: Fuallback Automation State Machine First Level

227




5.6 Fallback Automation

U [init IvI2==ENUM FB_Ivi2 lgx. HOVER _ARMED]

of 0

{IvI2 = ENUM _FB_Ivi2 lgx. HOVER _DISARMED;}

HOVER DISARMED ] [arm rgst flg&&...

larm_unavail flg] - {)

\{Ivi2 = ENUM FB Ivi2 |gx. HOVER DISARMED;}

{Iv2 = ENUM FB _Ivi2 Igx. HOVER ARMED;)

[disarm_rgst flg]|.... (HOVER ARMED
(} arm_unavail flg]

Figure 5.21: Fallback Automation State Machine Second Level

way the control surfaces need to be utilized by the Fallback DRM. This allows for the
implementation of a direct law while the control mode is not fully engaged and is therefore
part of procedures that are related to preflight checklists. It is therefore not in the scope
of this thesis.

Apart from force lvll, the mechanics of the chart follow the ones, explained in
Section 4.2.2 of Chapter 4. The input data originates from the Decision-Atomics previously
introduced in Section 5.6.2. What must be noted here is that the condition that implicates
the transition from Wingborne to Hover includes the state of the second level of the
State Machine. This differs from the previously derived transition condition found in
Equation 4.12. The additional utilization of the state of the second level is necessary due
to the implementation method itself. As visible in both Equation 4.12 and Figure 4.1, the
transition from Wingborne to Hover is only permissible if spppp is Hover Armed. This

condition must be explicitly modeled in the chart found in Figure 5.20.

The state first level State Machine is passed to the switch case block which enables two
switch case action subsystems as seen in Figure 5.19. Provided the system is in the Hover

state, then for the second level the state unused is assigned as per the lower subsystem
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visible in the figure. This is consistent with the assignments found in Table 4.1 and Figure
4.1 of Chapter 4. Otherwise, for the state Wingborne, the second level State Machine is
called and its implementation is depicted in Figure 5.21.

The signal arm__avail _flg seen in Figure 5.21 is a variable resulting from multiple pilot
inputs, necessary in abnormal events where the powered-lift system should be prohibited
following the transition into wingborne flight. It is used to communicate to the automation
that the engagement of the LTUs should not be executed despite the movement of the
throttle inceptor into the transition/retransition command region. Thus, the usage of this
input item enables the wingborne landing of the aircraft. The input item is utilized within
a separate aircraft procedure and both input item and procedure are not in the scope of
this thesis.

Similar to the chart for the first level, the starting state selection is in accordance
with the initialization function Initialize as described previously in Section 5.6.1. It is
implemented with the top-most nodes in the figure. Apart from arm_avail__flg, the
mechanics of the chart follow the ones, explained in Section 4.2.2 of Chapter 4. The input
data originates from the Decision-Atomics previously introduced in Section 5.6.2.

As explained previously in Chapter 4, the operation of the high-lift system is within
the responsibility of the pilot. However, the Fallback system includes a protection function
that retracts the flaps in the event where a critical airspeed is exceeded. This was done
according to Equation 4.23. The scheduling of the command upper limit of the high-lift
system with regards to the airspeed is as per Equation 4.21. For the sake of simplicity,
the linear interpolation of the last line in Equation 4.21 is chosen to be the same as for
the drag maximization with Nominal system as depicted previously in blue in Figure 5.16.
Thereby, the same buffer that ensures the structural limit speed is not exceeded due to
short-term disturbances.

In addition to this, the Decision-Execution of the Fallback system automation’s behav-
ioral specification model includes coordination and data supply to the law and control
allocation, the scheduling of the airspeed limits and the signal generation for the cockpit
indication items. The considerations for each of the above-mentioned topics was discussed
in Section 4.2.4 of Chapter 4. The implementation methods are however omitted here
in the interest of readability due to the high interface dependency on the surrounding

modules and additional procedural considerations that are outside the scope of this thesis.

5.7 Conclusion

This chapter presented a methodology for the validation of automation function behavior
within the scope of the whole aircraft operation. The proposed solution is largely system
architecture-agnostic and can therefore be applied in early stages of the product devel-
opment cycle. This is made possible using the so-called behavioral specification model

presented in this chapter. The specification model recreates the automation functions
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in a highly simplified but representative environment and enables the simulation of the
aircraft operation prior to the full functional development. Therefore, it allows for efficient
validation of the aircraft ConOps and for fast adaptations in the events where changes to
the specification are necessary. It thereby advances the state of technology in accordance
with Contribution 3.

The behavioral specification model was utilized for multiple design and validation
efforts at the TUM Institute of Flight System Dynamics. Among others, the method
proved useful in identifying missing functionality and pinpoint improvement potential in
both control and operational concept. In the next paragraphs selected examples of this

are provided.

Takeover Analysis
In order to reproduce executable control concepts within the behavioral specification
model, the DRM method is utilized. How this construct is embedded into the behavioral

specification model is explained previously in Section 5.1.3.

In addition to this, the analysis and subsequent functional partition of the DRM
method into control part and simplified plant modeling allowed for the integration of
multiple control concepts within a single behavioral specification model. As a consequence,
the inclusion of additional automation functions could be included, with which a change
between the control concepts during flight is facilitated. Section 5.6.1 of this chapter

provided an example of how this can be achieved.

The above-mentioned property and the correct variable initialization of the DRM
method allow for concepts such as a takeover due to the fallback principle to be tested.
Clearly, a switch from one control concept to another introduces a transient in the system
response. The magnitude of such transients is especially exacerbated whenever this occurs
without the pilots request but automatically instead. This is due to the delayed operator
reaction following a change of control concept. Such reaction times are mentioned in
[122, 133] and could be significant if the current attention of the pilot is directed elsewhere

(for example during cruise flight).

The behavioral specification was used at TUM-FSD for the analysis of the system
response following a takeover. During the evaluation of the transients it was discovered that
under certain situations the stabilization of the aircraft following a fault in the Nominal
system was impossible without the use of proper operator input filtering. The analysis
and the solution for the mentioned issues were performed by Daniel Gierszewski of TUM

Institute of Flight System Dynamics.
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Functional Monitor Design

The high-degree of automation for the Nominal system implies high complexity in the
deployed functions. In addition, the functional design relies heavily on aircraft parameters
that are prone to uncertainties. As a consequence, a failure in the Nominal system may

be caused due to undiscovered failures in the design.

In order to address this, for the exemplary aircraft found in Section 1.1.4 of Chapter
1 the so-called functional monitor is under development at TUM-FSD. The functional
monitor offers checks of the correctness of the Nominal system execution by independent
evaluation of the pilot intentions, the aircraft response and the state of the automation.
It therefore provides runtime assurance capabilities to the Nominal system operational

concept. This was explained briefly in Section 5.2.1.

The developed behavioral specification model was used for the conceptual design of the
functional monitor for the Nominal system. Analysis and testing of the aircraft response
and the utilization of the failure injections enabled the selection of the main error detection
mechanisms. The development of the functional monitor is performed by Hannes Hofsafl
of the TUM Institute of Flight System Dynamics.

Cockpit Indications

The behavioral specification model covers the complete aircraft operation. This is, on
the one hand, facilitated by the incorporation of automation functions that enable the
execution of the aircraft operational concept. On the other hand, the inclusion of the
DRM method into the behavioral model design allows for a representative description of
the control concept and handling qualities. As per Section 5.1.3, both are modeled with a

relatively high degree of fidelity.

This capability has allowed for the validation of the interaction concept between law and
automation on one side and the pilot on the other. The system feedback is communicated
to the operator via cockpit indication. Therefore, the indication items could be tested and

validated for their intuitiveness and readability.

In addition to this, the simulation of the behavioral specification model allowed for
the identification of additional useful indication items that would otherwise have been
discovered much later during the functional development. Among others, those include the
warning and cautions associated with the transition and retransition that were mentioned
in Chapters 3 and 4.

Pilot-In-The-Loop Testing

At the TUM Institute of Flight System Dynamics, an eVTOL simulator is under de-
velopment. The purpose of the simulator is to conduct Pilot-In-The-Loop validation of
both operational and control concept in a representative environment. In that regard,

the behavioral specification model presented here provided an efficient solution in the
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commissioning of the eVTOL cockpit simulator at TUM-FSD. The reason for this was the
possibility to rapidly reproduce the aircraft operational concept with little dependency on
the system architecture and prior to the full functional development.

The different stages of the developed cockpit are visible in Figure 5.22, where the initial
design can be found on the upper left and the current state of technology - on the bottom.
Each development stage included altered operational concepts or additional functionality
and capability. Therefore, the high degree of rapid prototype of the behavioral specification
model proved useful for the fast commissioning of the simulators.

So far the TUM-FSD eVTOL simulator and therefore the behavioral specification model
has been used at the institute for the conduction of mission task elements that evaluate
the aircraft handling qualities and the operational concept. In addition the specification

model has been used for the creation of pilot checklists. They can be found in Appendix

G.

Formulation of Automation Function Requirements
The artifacts of the behavioral specification model can be utilized outside the scope of
the validation and simulation activities. For example, the resulting automation sequential
logic found in Figure 5.5 is the product of the functional decomposition of the automation
tasks and is utilized for the design of the software architecture of the automatic functions.
Section 5.1.2 mentioned the explicit centralization of otherwise distributed algorithms
for the sake of work effort reduction. These centralized functions are the basis for the
requirement specification of the later centralized function design. The decentralized

algorithms are designed and tested using their centralized specification.

Transition and Retransition Automation
The exemplary behavioral specification model of this thesis includes the application of
derived methods from Chapters 3 and 4 of the thesis and therefore the transition and
retransition procedures and the underlying automation. They were presented in Sections
5.5 and 5.6 respectively, where Section 5.4 demonstrated the common items shared among
them. As discussed in Section 5.1.3, these functionalities are modeled at a high level of
fidelity.

Thus, the behavioral specification model can be used for the validation of the transition
and retransition solutions developed in this thesis. The next chapter provides simulation

results of namely these validation efforts.
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Figure 5.22: The Development Stages of the eVTOL Simulator of TUM-FSD
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Chapter 6
Simulation Results

The framework presented in Chapter 5 is utilized for the validation of the closed-loop
aircraft behavior. This chapter summarizes the simulation results of selected scenarios
using the behavioral specification. Thereby, the chapter focuses on the methods responsible
for the automation of the aircraft transition and retransition, developed in Chapters 3 and
4 of this thesis.

A mission profile that conforms with the SC-VTOL regulatory effort is utilized for
the generation of all results in this chapter. Figure 6.1 visualizes the mission profile. The
results, found in the graph, are from the flight using the Nominal system. During flight
with the Fallback system, the results are similar. The different segments of the mission

are numbered in Figure 6.1.

The depicted mission begins with the activation of the FCS and is followed by a vertical
take-off until the TDP at 20 ft. Subsequently, the aircraft is accelerated until Vrogs at
that height. Upon reaching the desired speed, a climb is initiated in accordance with
segment one of the SC-VTOL profile which continues until 200 f¢ as prescribed by the
standard. There, a transition is performed as suggested in Section 4.4.5. This is denoted
with a change in color coding in Figure 6.1, whereas the colors of the different flight phases

can be seen in the legend.

Upon reaching wingborne flight - depicted in green - the second segment of the mission
profile is initiated. As seen in both Chapter 3 and 4, after achieving wingborne flight the
high-lift system is retracted. Apart from that, no change in the automation methods in
those chapters is observed. For this reason and for the sake of visibility in Figure 6.1, the
second segment here is concluded at 400 ft instead of at the prescribed 1000 ft.

The mission profile in Figure 6.1 includes a short cruise flight upon concluding the
take-off trajectory. This is followed by an approach at the prescribed sink rate by the
MOC SC-VTOL. At a height of approximately 200 ft, the sink rate is stopped in order
to perform the retransition which is denoted with orange Figure 6.1. Thereupon, the

approach and vertical landing are conducted in the powered-lift mode. It can be noticed
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that the transition requires noticeably less distance to execute than the retransition. This
is due to the aerodynamic efficiency of the aircraft and the high available specific excess

power of the traction system.

For the execution of the mission profile, an autopilot is implemented that is meant to
substitute the operator input. The autopilot includes actions following different component
errors. The implementation of the autopilot is not in the scope of this chapter. Instead,
the aim of the chapter is to visualize the automation mechanisms of Chapters 3 and 4

within the whole system operation.

This chapter is organized as follows. The transition and retransition processes and
automation mechanisms for the Nominal system are examined first. This section covers
the fault-free scenarios. Section 6.1 presents the results of the validation effort. The focus
is on the three core functionalities of the automation - the operation of the powered-lift
system, the high-lift system and the management of the airspeed protections. In addition,
Section 6.1 examines the possibility of a takeover by the Fallback system. It demonstrates
the correctness of Fallback system initialization. Next, in Section 6.2 the Fallback system

transition and retransition in the failure-free case is examined.

Abnormal scenarios are examined in Section 6.3 for both Nominal and Fallback systems.
The simulation results focus on the pilot actions and the automation response. For the
Nominal system, the airspeed protection management is examined in order to prove that

safe flight can be maintained during the prolonged reconfiguration processes.

The chapter is concluded with Section 6.4, where the findings are summarized. Due to
confidentiality, all aircraft performance and configuration parameters are not provided.
Those include stall speeds, structural limit speeds, LTU operation ranges and more.
Therefore, in the simulation results all graphs utilize the symbols used throughout this

thesis instead of the corresponding numerical values.

6.1 Fault-Free Nominal System Transition and Re-

transition

This section provides simulation results of the Nominal system automation operation
during transition and retransition. Section 6.1.1 illustrates the time history of the relevant
signals during the reconfiguration to wingborne flight and Section 6.1.2 does so for the

retransition to powered-lift flight.

The provided graphs focus on the methods, presented in Chapter 3. Namely, they
demonstrate the operation of the distributed hover propulsion system, the high-lift schedul-

ing and the airspeed protection settings during the different system modes.
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6.1.1 Transition

As discussed in Section 3.5.1.1, the transition automation first disengages the LTUs and
thereupon proceeds to retract the high-lift system. During every point in the process, the
airspeed protections are scheduled in order to ensure a safe envelope. This section begins
with a discussion about the management of the powered-lift system. The results of the
simulation are found in Figure 6.2.

As previously summarized in Table 4.8 of Chapter 4, the transition process is initiated
by accelerating the aircraft via the throttle control inceptor. According to the procedure
in the table, this can be done by moving the stick to the gate but it should remain in the
transition region. This is depicted in the upmost graph of Figure 6.2. In the plot, the
outcome of the pilot input processing found in Figure 5.7 is presented. Namely, initially
the pilot moves the throttle lever from the detent to the right portion of the gate (i.e.
or € R).

Thereupon, the aircraft accelerates. This is visible from the second graph of Figure 6.2
where the calibrated airspeed is visualized. According to Table 4.8, once the stall speed is
exceeded - in this case Vgrarr,, due to the fully extended high-lift system - the pilot is
allowed to move the throttle into the wingborne region. The movement is captured by the
operator input processing found in Figure 5.8 and is visible in the top graph in Plot 6.2.
In accordance with Equation 3.3, this is the request to transition to wingborne flight. The
moment when the variable trans,,s becomes true for the first time is also depicted in the
plot.

According to Equation 3.19, three conditions need to be satisfied in order to initiate
the LTU disengagement. The first is that wingborne flight is required by the operator.
This is fulfilled by the true evaluation of trans,,. In addition, the disengagement speed
needs to be reached. This is described in Equation 3.53 and in this example implemented
as depicted in Figure 5.9. Due to the lack of error in the high-lift system or the transition
units, the disengagement speed is calculated to be Vgarpg,,. Exceeding this speed is
captured by the input variable V', .,s of the state machine My as per Equation 3.7.
The moment where this condition applies is visible in the second graph of Figure 6.2.

Lastly, in order to shut down the LTUs, the control allocation must not actively
utilize them for force and moment production. This evaluation is in accordance with the
Confirmation Counter of Equation 3.15, whereby the condition for starting the timer is
as per Equation 3.14. In this example, the implementation of the check is provided in
Figure 5.10. The counter start conditions are visible on the y-Axis of the third graph in
Figure 6.2. There, the maximum RPM of all LTUs is plotted for the sake of visibility. The
moment where the State Machine input LTUyyysep is valid is marked on the x-Axis of
the same graph.

Once all three conditions - trans,qst, Virans and LTUynusep - are satisfied, the State
Machine My transitions to the state Disengaging. This is in accordance with Equation

3.18, implemented in Figure 5.12. This is visible in the bottom graph of Figure 6.2. In
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this state the control allocation ramps down the LTUs to a halt. The ramp down is visible
in the third plot in Figure 6.2. Once all units are evaluated to be off as per Equation
3.21 and performed as per Figure 5.10, the system transitions to the state Disengaged as

visible in the lowest graph.

In terms of haptic feedback, the management of the barriers is as per Table 4.7 and
is implemented as visible in Figure 5.6. The barrier operation during the transition
is depicted in the upper graph of Figure 6.2, whereby the red sections depict that the
corresponding barrier is closed and therefore the operator is incapable of deflecting the
inceptor into that region. It is therefore visible that the powered-lift regions where low
airspeeds can be commanded are inaccessible once the disengagement has been initiated.
Similarly, the wingborne regions can be entered only once the correct shutdown of the
LTUs has been confirmed.

Next, the management of the flaps by the high-degree of automation during transition
is examined. The simulation results are available in Figure 6.3. As described previously in
Chapter 3, the retraction of the flaps occurs after entering wingborne flight. By implication,
this is executed after the disengagement of the LTUs. For convenience, the graphs in
Figure 6.3 do not focus on the whole transition as the high-lift system management does
not take any actions in the initial portion of the procedure. Instead, the graphs are zoomed

to the portion, where changes in the high-lift command scheduling are observed.

As explained previously in this section, according to the transition procedure of Table
4.8, the operator moves the throttle into the wingborne region upon exceeding the stall
speed. According to Equation 3.40, this processed by the automation as a request to
retract the flaps. This is implemented as per Figure 5.14a and therefore the variable
retract,.s is evaluated as true. The moment this occurs is indicated in the upper graph

in Figure 6.3.

As visible in Equation 3.46, the retraction of the flaps in the fault-free case is initiated
if three conditions are satisfied. More precisely, the change of operation needs to be
commanded by the operator which is confirmed via retract,qs. In addition to this, a safe
speed needs to be reached. This is monitored via Equation 3.42 that is implemented as
visible in Figure 5.14b. The moment this occurs can be seen in the second graph of Figure
6.3.

The last condition is that the LTUs are fully disengaged. For this, the state of M 1y
is used as visible in Equation 3.46. Once spry is Disengaged, then the transition function
found in Equation 3.45 is triggered. This function is implemented as per Figure 5.15.
Therefore, the State Machine M, transitions to the state Retract as visible the last

graph of Figure 6.3.
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As previously explained in Section 3.4.4.3 of Chapter 3, the transition to this state
changes the high-lift system management to deflect the flaps such that the drag is minimized.
This is in accordance to the scheduling found in Figure 5.16. As visible in the third graph
of Figure 6.3, the flap deflection changes in accordance with the scheduling after the

transition has been completed.

Lastly, the scheduling of the airspeed protections during transition needs to be observed.
Figure 6.4 provides the simulation results for this function operation. The underspeed and
overspeed protections are scheduled in accordance with Tables 3.5 and 3.6 respectively.
The values they assume are visible in the lowest graph of Figure 6.4, whereby underspeed

and overspeed protection are depicted with orange and red respectively.

As visible from Table 3.5, the underspeed protection is not applicable whenever the
system is in powered-lift mode of operation. The reason for this is that stall is not
hazardous when utilizing the LTUs for force and moment production. Therefore, while the
state of M 1y is Engaged, the lower airspeed protection does not exist. This is visible in
Figure 6.4. After the disengagement process is initiated (i.e. sppy is not Engaged), then
the lower airspeed is dependent on the status of the high-lift. Therefore, once movement
outside the extended position is detected, the upper airspeed limit changes from the initial

value of Vgarg,, to Vsare.

As per Table 3.6, initially, the upper airspeed protection value is at V 1g,, in order to
prevent structural damage. Once the LTUs are confirmed to be disengaged, the upper
airspeed limit is relaxed and is dependent on the high-lift system deployment. This is in
accordance with the lookup values depicted previously in Figure 5.16 of Chapter 5. As the
retracted high-lift position is confirmed, the upper airspeed limit is increased further to
V nE as per Table 3.6.

6.1.2 Retransition

Section 3.5.1.2 of Chapter 3 describes the high-degree of automation behavior during
retransition. This section provides simulation results that support those claims. As defined
in Section 3.5.1.2, the retransition sequence is to first deploy the high-lift system and
thereupon engage the LTUs. The operation of the flaps during the retransition process is

visible in Figure 6.5.

According to the procedure, summarized in Table 4.9 of Chapter 4, a deceleration of
the aircraft is initiated by the crew by moving the throttle inceptor into the gate. This
is visible in the upper graph of Figure 6.5. In the plot, the outcome of the pilot input
processing found in Figure 5.7 is presented. Namely, the pilot moves the throttle lever to
the left portion of the gate (i.e. dp € L).
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As the aircraft decelerates and the airspeed goes below the structural limit speed of
V Lsygs according to Table 4.9 the operator is required to deflect the control inceptor into
the transition region, i.e. 67 € R. The upper graph of Figure 6.5 depicts the moment in
which this occurs via the variable extend, . For recollection, this is calculated as per

Equation 3.41 and implemented as depicted in Figures 5.14a and 5.7.

According to 3.48, this is one of two conditions that need to be satisfied in order to
initiate the flap deployment. Apart from this, the aircraft needs to fly at an airspeed lower
than the extension speed. This speed is defined in 3.43 and the evaluation is found in
Figure 5.14b. The moment this condition is satisfied is depicted in the second graph of
Figure 6.5.

Fulfilling both conditions implicates that the transition function found in Equation
3.47 is triggered. This function is implemented as per Figure 5.15. Therefore, the State
Machine M p; transitions to the state Extend as visible in the last graph of Figure 6.5.
Thereupon, the flaps are extracted via the scheduling previously explained in Section
3.4.4.3 of Chapter 3 and visualized in Figure 5.16 of Chapter 5 for the current application.
The response of the high-lift system operation is visible in the third graph of Figure 6.5.

According to Section 3.5.1.2 of Chapter 3, once the flap deployment is initiated, the
engagement of the LTUs is expected. Figure 6.6 demonstrates the system management of

the distributed propulsion during the retransition process.

Equation 3.57 defines the transition conditions to initiate the engagement process.
According to the equation in the fault-free case applicable here, the engagement process
may initiate if three conditions are met. Firstly, the aircraft must be in an airspeed
envelope in which no structural damage may ensue if the LTUs were to engage. This is
captured by the variable V. ans as per Equation 3.8. In the current implementation, this

is realized as depicted in Figure 5.9. The event is captured in Figure 6.6 in the third graph.

The next condition is that the retransition is requested by the operator. According to
Equation 3.4, this is applicable whenever the throttle inceptor is outside the wingborne
division of the gate. Therefore, deflecting the level into the right portion of the gate
communicates to the automation that the flight phase is required by the operator. In
the upper graph of Figure 6.6, the outcome of the pilot input processing found in Figure
5.7 is presented. In the plot, retrans,.s denotes the event when this is registered by the

automation as per implementation depicted in Figure 5.8.

The last condition is that the high-lift deployment has concluded fully. This is realized
in accordance with Equation 3.51. As previously explained during the simulation result
presentation of the high-lift management, the deflection of the inceptor to the right portion
of the gate initiates the deployment. The movement of the flaps is denoted in the second
graph of Figure 6.6. The moment when the high-lift system is close to reaching the fully
deployed setting is captured via H L,; on the graph as per Equation 3.51. The generation

of this variable is found in Figure 5.11.
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Once all three conditions are fulfilled, then the transition condition of Equation 3.57 is
evaluated to be true. As per Equation 3.54, this forces M 7y to transition to Engaging.
This activity is implemented as found in Figure 5.12. The state change is visible in the last
graph of Figure 6.6. As explained in Section 3.4.4.1 of Chapter 3, in this state the control
allocation produces an LTU command of idle RPM. This allows the automation to check
for the correct operation of the distributed propulsion prior to entry into powered-lift
flight.

The idle RPM command to the LTUs is visible in the third graph of Figure 6.6. There
the lowest RPM response of all LTUs is depicted, on the x-Axis and the threshold after
which the units are evaluated to be correctly engaged is visualized. This is in accordance
with Equation 3.13. In the implementation example, this check is performed as per Figure
5.10, whereby the moment after which the signal is valid can be seen on the y-Axis of the
third graph of Figure 6.6. Once this value is exceeded, the condition found in Equation
3.25 is fulfilled. This triggers the transition condition of M 7y to the state Engaged as

visible in the lowest plot in Figure 6.6.

In terms of haptic feedback, the management of the barriers is as per Table 4.7 and
is implemented as visible in Figure 5.6. The barrier operation during the retransition
is depicted in the upper graph of Figure 6.2, whereby the red sections depict that the
corresponding barrier is closed and therefore the operator is incapable of deflecting the
inceptor into that region. It is therefore visible that the wingborne regions where high
airspeeds can be commanded are inaccessible once the disengagement has been initiated.

Similarly, the powered-lift regions can be entered only once the correct engagement of the
LTUs has been confirmed.

Lastly, the operation of the airspeed protections during the retransition process is
of interest. Figure 6.7 provides the simulation results for this function operation. The
underspeed and overspeed protections are scheduled in accordance with Tables 3.5 and 3.6
respectively. The values they assume are visible in the lowest graph of Figure 6.7, whereby

underspeed and overspeed protection are depicted with orange and red respectively.

As visible in Table 3.6, the scheduling of the overspeed protection depends on the
status of the high-lift and powered-lift systems. Prior to the deployment of the flaps,
the upper limit that can be reached by the aircraft is the structural limit speed V yg.
However, as the high-lift system starts extending and the deflection is measurable by the
automation, then the limit is set in accordance with the velocity V g as per Table 3.6.
This is done using the values depicted in Figure 5.16. The trigger for the switch can be
seen in the third graph of Figure 6.7.

As soon as the engagement of the LTUs is initiated, Table 3.6 prescribes that the
overspeed protection should further be limited to Vs, ,. This is visible in the last graph
of Figure 6.7.
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According to Table 3.5, while the high-lift system is not fully extended, the underspeed
protection limit is set to be Vgarp. The lowest graph of Figure 6.7 confirms that this is
the case. The limit can only be relaxed to Vgarp,, once the full deployment is confirmed
by the automation. This is realized in accordance with Equation 3.51. The moment when
the high-lift system is close to reaching the fully deployed setting is captured via H L.,
on the graph as per Equation 3.51. The generation of this variable is found in Figure 5.11.

Once the engagement of the LTUs has been confirmed by the automation, the lower
airspeed protection is fully lifted as per Table 3.5. This is visible in the last graph of
Figure 6.7 following the state transition of My to Engaged.

6.1.3 Takeover State Evaluation During Nominal System Opera-

tion

In the previous two sections, the normal transition and retransition using the Nominal
system was examined. As discussed in Section 4.2.3 of Chapter 4, the Fallback system
constantly monitors the progress of the automation. Using the Nominal system automation
states, the Fallback system is capable to initialize its State Machines such that a correct
takeover can be performed at any point during the transition and retransition. For
recollection, a takeover can be initiated manually on pilot demand or automatically in
the case where an error in the Nominal system is detected. This section examines the
correctness of initial state evaluation of the Fallback system.

As defined in Table 4.3 and Equation 4.18, the evaluation of the initial states following
a takeover is done algebraically using the high-degree of automation state spry. In the
current example, this specification is implemented as found in Figure 5.17. Simulation
results that illustrate the operation of the I'nitialize function are visible in Figure 6.8.

The left and right half of the results visible in Figure 6.8 originate from the transition
and retransition process with the Nominal system respectively. Those were examined in
more detail previously in Sections 6.1.1 and 6.1.2 respectively.

In the first row, the airspeed is plotted for reference during both transition and
retransition process. The state sppy is available on the next row found in the figure. Here,
the Nominal system is in command, therefore this information is not depicted for the sake
of visibility. The next two rows depict the outcome of the implementation of the Initialize
function found in Figure 5.17. Namely, the third plot shows the output of the first level
selection found in Figure 5.17a and the last plot illustrates the outcome of the second level
as per Figure 5.17b. It is visible that the specification available in Table 4.3 is fulfilled.

For the evaluation to be correct, it is visible that the information, fed to the Fallback
system needs to be feasible. As previously mentioned in Section 4.2.3, this property is
satisfied by a functional monitor that ensures the state transitions of the Nominal system
are executed in the appropriate manner and therefore taking the last valid value suffices

to ensure correctness of the Fallback state selection.
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The methods, provided in this thesis ensure the correctness of the Fallback system’s
state initialization following a takeover. The aircraft response that is caused by the
takeover and the functional monitor that may initiate the reversion to the Fallback system

are in the scope of further publications at the TUM Institute of Flight System Dynamics.

6.2 Fault-Free Fallback System Transition and Re-

transition

This section provides simulation results Fallback system automation mechanisms during
transition and retransition. The transition process is explained first. Results of the
performed simulation are available in Figure 6.9.

For recollection, the procedure from the perspective of the automated system is ex-
plained in Section 4.3.1.1. According to Table 4.8, the transition starts with an acceleration
command by the operator by deflecting the throttle inceptor towards the end of the transi-
tion region (i.e. in the right portion of the gate dr € R). This is depicted in the first graph
of Figure 6.9. The acceleration of the vehicle is apparent when examining the airspeed
visible in the second graph of the figure.

In accordance with the harmonized procedures of Table 4.8 found in Chapter 4, the
pilot is expected to wait until the aircraft exceeds the stall speed. Upon reaching such
higher dynamic pressures, the operator is required to deflect the throttle into the wingborne
region, i.e in the left portion of the barrier. This is visible that in this simulation the pilot
performs this action well above the stall speed, namely when exceeding the stall speed
V SAFEpg-

While accelerating further, the operator is expected to monitor the LTU revolution
rates. Whenever the RPM of all LTUs is deemed to be low enough, then the disengagement
process can be initiated by the pilot. The third graph illustrates the LTU usage by the
control law and allocation. For the sake of visibility, the maximum RPM is visualized.

Once the operator confirms that the LTU RPM commands are below the predefined
threshold, then the disengagement of the powered-lift system must be initiated. According
to the State Machine M rp introduced in Chapter 4, this is done in accordance to the
condition found in Equation 4.10. There, it is visible that the operator is capable of
requesting the Fallback system’s wingborne mode and therefore the disengagement of the
LTUs when two properties are satisfied.

Namely, the control inceptor needs to be in the wingborne division. This is performed
by the operator in accordance to the procedure found in Table 4.8 whenever the stall speed
is exceeded. In addition, a confirmation needs to be communicated to the automation via
the shutdown, s variable, which according to Equation 4.33 needs to be performed via the
input item OPENgarg. The check for both conditions is conducted in the implementation

example as per Figure 5.18a, whereby some of the signals originate as found in Figure 5.7.
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The exact moment during the transition in which the operator does both actions is
visible in Figure 6.9. Namely, trans,,s indicates the movement of the throttle to the
wingborne division and is indicated on the first graph. The moment, in which OPENgarg
is applied and thus shutdown,q is fulfilled is on the first and third graphs respectively.
Therefore, the transition function of Equation 4.9 causes the State Machine Mpp to
transition to the states {Wingborne, Hover Disarmed}. For the example provided here,
this transition is implemented as found in Figures 5.20 and 5.21. As explained previously
in Section 4.2.4, this engages the wingborne mode of the Fallback law and forces the
control allocation to ramp down the RPM commands to the LTUs until they come to a
halt. The latter is visible in the third graph of Figure 6.9.

In accordance to the procedure, found in Table 4.8, the operator is then required to
manually retract the high-lift system. This action is visible in the last graph of Figure
6.9. For recollection, with the Nominal system in this envelope the airspeed is tracked. In
contrast, the Fallback system has a traction thrust command. The retraction of the flaps
causes a reduction of the aircraft drag. This leads to an excess of available power which

causes an acceleration of the vehicle. This is visible in the second graph of Figure 6.9.

In terms of haptic feedback, the management of the barriers is as per Table 4.7 and is
implemented as visible in Figure 5.6. The barrier operation during the transition is depicted
in the upper graph of Figure 6.9, whereby the red sections depict that the corresponding
barrier is closed and therefore the operator is incapable of deflecting the inceptor into that
region. It is therefore visible that initially the wingborne region where high airspeed can be
commanded are inaccessible. This limitation is lifted with the shutdown, s as visible in
the figure. Because this input variable is generated using the operator input OPENgarg,
both barriers are lifted as this point. The reason for this is that OPENgarg lifts both
barriers regardless of the automation output as previously explained in Section 2.4.3.1.
The subsequent release of OPENgarg as visible in the first graph of Figure 6.9 allows for
the activation of the lower barrier as per Table 4.7 due to the Fallback automation’s state
transition to the wingborne mode. This prohibits the command of low traction thrust

commands.

When performing the transition with the Nominal system, the operator sends clear
commands to the automation, whereby the reconfiguration is performed fully automatically
by the system. It thus requires less crew involvement. As visible in Figure 6.9, the transition
with the Fallback system is a collaboration by human and machine. The reconfiguration
to wingborne flight is the responsibility of the operator and the pilot commands are used
to both control the aircraft states but are in addition processed by the automation. The
system thereby provides the pilot with the required response. Whenever the conditions
are suitable, the operator proceeds to command the entry into wingborne mode which is

provided by the automation accordingly.
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The retransition process with the Fallback system is examined next. The results of the
performed maneuver are available in Figure 6.10. In the paragraphs below, the results are
elaborated upon.

In accordance with the derivations from Table 4.9, the start of the retransition process
is with the deceleration of the aircraft that is driven by the operator thrust demand.
The pilot namely is expected to deflect the throttle inceptor to the lowest portion of the
wingborne division (i.e. d7 € IL). This action is visible in the first graph of Figure 6.10.

As soon as the speed of V pg is crossed, the deployment of the high-lift system can
be initiated. In this particular scenario this is the case prior to the initiation of the
retransition, therefore this can be performed immediately. The extension of the flaps
that is executed by the operator is visible in the third graph of Figure 6.10. It must be
noted that it is the pilot’s responsibility to ensure that this action is performed below the
structural limit speed. Nonetheless, the protection function found in Section 4.2.4 would
prohibit the deployment if the airspeed is too high.

Both reduction of the throttle and the deployment of the flaps induce a deceleration
of the vehicle. The latter does so by increasing the aircraft drag. In accordance to the
procedure in Table 4.9, the pilot must wait until the speed of V5, is crossed. Whenever
this is the case, the activation of the LTU can be commenced.

As discussed in Chapter 4, the control allocation of the Fallback system initiates the
engagement of the LTUs when the automation’s State Machine M pp has its second level
state sppp2 in Hover Armed. According to the Equation 4.12, this is the case when the
following conditions apply. First, the throttle needs to be in the right division of the
gate (6r € R). This is evident in the first graph of Figure 6.10. Secondly, in accordance
with Equation 4.7, the variable LTUengage,,s needs to be true. As visible in Equation
4.34, this would apply whenever O P E Ngarg is confirmed by the operator. In the current
example, the processing is implemented as found in Figure 5.18b.

The time point, in which both conditions are fulfilled is indicated on the fourth graph
of Figure 6.10 with arm,s. In this moment, the transition function found in Equation
4.11 is triggered, changing the state of spps to Hover Armed. This is implemented by the
chart found in Figure 5.21. The state change is visible in the fifth graph of Figure 6.10.

In the state tuple {Wingborne, Hover Armed}, the control allocation commands idle
RPM to all units within the powered-lift system. The time history of the LTU response
is visible in the lowest graph of Figure 6.10. There, the minimum RPM of all LTUs is
depicted for the sake of visibility. The predefined ramp to idle following the state change
is evident.

According to Table 4.9, the pilot’s next responsibility is to verify the correctness of the
powered-lift system’s engagement. Once this is confirmed, then the Fallback system’s hover
mode can be activated. This is done in accordance with the transition condition, found in
Equation 4.14. This is done via the variable hover,,s and is computed in accordance with

Equation 4.35. For recollection, in order to communicate this request to the automation,
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Figure 6.10: Fullback System Automation Operation During Retransition
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the activities of the pilot are as follows. Firstly, the variable OP E Ngarg needs to be true.
This action was previously performed by the pilot who still continues engaging that item.
Next, the throttle inceptor needs to be moved outside the gate in direction of the hover
phase. Though it can remain in the transition region, it must nonetheless be below the
gate.

The moment the latter occurs is visible in the first graph of Figure 6.10. The state
transition that is executed as per Equation 4.13 is implemented as seen in Figure 5.20.
In the example, the input variables are generated as depicted in Figure 5.18a. The state
transition to { Hover, unused} permits the control allocation of the Fallback system to
utilize the LTUs and the reconfiguration is completed. This transition is visible in the
fourth and fifth graphs of Figure 6.10.

In terms of haptic feedback, the management of the barriers is as per Table 4.7 and
is implemented as visible in Figure 5.6. The barrier operation during the retransition
is depicted in the upper graph of Figure 6.10, whereby the red sections depict that the
corresponding barrier is closed and therefore the operator is incapable of deflecting the
inceptor into that region. Initially the hover region where low airspeed can be commanded
is therefore inaccessible. This limitation is lifted with the arm,,s as visible in the figure.
Because this input variable is generated using the operator input O PE Ngarg, both barriers
are lifted as this point. The reason for this is that O PE Ngarg lifts both barriers regardless
of the automation output as previously explained in Section 2.4.3.1. The subsequent
release of OPE Ngarg after engaging the Fallback law’s hover mode as visible in the first
graph of Figure 6.9 allows for the activation of the upper barrier. This is as per Table
4.7 due to the Fallback automation’s state transition to the tuple { Hover, unused}. The

subsequent barrier constellation prohibits the command of low traction thrust commands.

6.3 Abnormal Scenarios

The transition and retransition processes of both Nominal and Fallback systems consider
component malfunctions that could lead to mitigation strategies or abnormal procedures as
discussed in Chapters 3 and 4 respectively. In addition, the procedures were compared in
Section 4.4.3. This section summarizes the validation effort with relation to the off-nominal

scenarios and the response of the two systems.

Namely, Section 6.3.1 present the simulation results for an LTU malfunction during
retransition and the subsequent termination of the procedure in order to revert back to full
wingborne flight. Similarly, Section 6.3.2 does the same for the cases where powered-lift
flight has to be entered regardless of the LTU malfunction and subsequent loss of system

performance.
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For recollection, mitigation and off-nominal procedures were developed for both Nominal
and Fallback systems during transition if an LTU is incapable of disengaging. The proposed
methods for both systems account for such events as well. However, due to the decreased
likelihood of the occurrence of these abnormalities, the simulation results are summarized

in Appendix H.

6.3.1 Retransition Mitigation - Reversion to Wingborne Flight

The retransition procedure developed in this thesis has provisions in the event where an
LTU is incapable of engaging whenever attempting to enter powered-lift flight. They are
discussed at length for both Nominal and Fallback system in the corresponding chapters.
To summarize, one option at the operator’s disposal is to revert back to wingborne flight
in order to perform a go-around and reattempt the retransition. This section examines

the mechanics of the automation that facilitate this reversion.

The procedure itself is defined as in Table 4.13 of Chapter 4. The results of this scenario
while performing a flight with the Nominal system are visible in Figure 6.11. They are

elaborated upon below.

Firstly, as previously stated, this procedure occurs during retransition. Therefore, the
initial sequence is the same as found in Section 6.1.2 of this chapter. For this reason, the

initial aircraft response is in Figure 6.11 is equivalent to the one in Figure 6.6.

The issue can be identified whenever the engagement of the LTUs is required. As the
State Machine My transitions to the state Engaging, the control allocation begins its
command ramp-up to idle RPM. The state transition is visible in the lowest graph of
Figure 6.11 and the LTU response is depicted in the fourth graph of the same image. In
the latter graph, the time history in red depicts the response of the faulty LTU that does
not engage. This LTU is chosen arbitrarily. Similarly to before, the green time history

shows the minimum RPM of all non-faulty propulsion units for the sake of visibility.

The subsequent procedure is analyzed in Table 4.13 found in Chapter 4. Due to the
inability to engage all units of the distributed propulsion, the automation requires operator
input to proceed with the process. According to Table 4.13, the abnormal event - the LTU
not engaging - is prompted to the operator via the variable retransmeou:- The prompt
via the indication items is in accordance with the Truth Table 3.7. The time, at which
it is evaluated to be true is visible in the first graph of Figure 6.11 and is calculated in

accordance with Equation 3.17. This equation is implemented as depicted in Figure 5.10.

According to Table 4.13, the reversion to wingborne flight is by deflecting the throttle
control inceptor into the wingborne region. For recollection, this movement also raises the
trans,qs: to true in accordance with Equation 3.3. This is captured by the operator input

processing found in Figure 5.8 and is visible in the top graph of Figure 6.11.
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Figure 6.11: Nominal System Retransition Mitigation to Wingborne Flight
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As seen in Equation 3.29, trans,.s also forces a state transition in My to the state
Disengaging. The transition is visible in the lowest graph of Figure 6.11. Therefore, the
transition mechanics are initiated. Upon LTU shutdown, the high-lift system is retracted
as expected. The state transition is implemented as depicted in Figure 5.12.

In terms of haptic feedback, the management of the barriers is as per Table 4.7 and
is implemented as visible in Figure 5.6. The barrier operation during the retransition
is depicted in the upper graph of Figure 6.10, whereby the red sections depict that the
corresponding barrier is closed and therefore the operator is incapable of deflecting the
inceptor into that region. It is demonstrated that a safe airspeed demand is always enforced
by the system in this abnormal scenario.

While the operator is not able to enter impermissible velocity commands via the haptic
feedback, the Nominal system enforces a safe airspeed envelope. This is performed in
accordance with Tables 3.6 and 3.5 for overspeed and underspeed protections respectively.
The management of the airspeed limits is visible in Figure 6.12.

The reversion to wingborne flight following an LTU malfunction is examined next. The
procedure is performed as per Table 4.13 and in terms of operator actions is the same as
for the Nominal system. The simulation results are visible in Figure 6.13.

Until the point where arm,,s, the retransition is identical to the one previously
examined in Section 6.2. Due to the failure in the LTU, the response of the distributed
propulsion is the same as for the Nominal system and is depicted in Figure 6.13.

The decision to revert to wingborne flight as per Table 4.13 is to deflect the throttle
inceptor into the wingborne division. In accordance with Equation 4.8, this causes the
variable disarm,qs to become true which is visible in the fourth graph of Figure 6.13.
This processing is realized as depicted in Figure 5.18.

The action of deflecting the throttle inceptor thereby causes the state transition function
in Equation 4.15 to be executed. The implementation of the function can be found in
Figure 5.21. As visible in the fifth graph of Figure 6.13, this causes the transition of the
state Hover Disarmed, whereby the LTUs are subsequently disengaged.

The subsequent actions of the operator are consistent with those of Table 4.9 and
namely to retract the high-lift system in order to reduce the aircraft drag.

In the first graph of Figure 6.13 the haptic feedback is also depicted, whereby the
convention is the same as the one previously introduced. The operation of the barriers is
in accordance with Table 4.7 and realized as found in Figure 5.6. The moment where the
OPENgarg engaged is with arm,,s as previously explained in Section 6.2. Following the
reversion, it is released by the pilot and the moment where this is done is indicated in
the graph and from then on the regions of the throttle inceptor where low traction thrust
can be commanded are prohibited. It must be noted that in accordance with Equation
4.8, the release of the input item OPENgarg is also a condition to revert to wingborne
flight. Therefore, the pilot is capable of aborting the retransition without a movement of

the throttle inceptor into the wingborne region but with that input item instead.
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6.3.2 Retransition - Confirming the Entry to Powered-Lift Flight

The previous section examined the simulation results of the automation mechanisms that
facilitate a reversion to fixed-wing flight following an LTU malfunction during retransition.
The other available operator action is to accomplish the retransition and enter powered-lift
flight with a degraded vertical propulsion system. The results of the validation effort for
the Nominal system for this scenario are examined in this section. As discussed at length
in Section 4.4.3.4, the procedure and automation mechanisms for the Fallback system in

such events are exactly the same. Therefore, results for this system are not provided.

The operation of the Nominal system automation is depicted in Figure 6.14. Until the
warning is forwarded to the operator via retransimeou:, the time history is exactly the
same as from the previous section. The remainder of the available data is different due to

the difference in operator decision.

The confirmation of powered-lift flight entry is done in accordance with Table 4.14
found in Chapter 4. As visible in the table, in order to perform this procedure, the operator
needs to first engage the input item OPENgarg. The moment this occurs is depicted in

the upmost graph of Figure 6.14.

According to Table 4.7, the barriers are lifted due to this input. This is visible on
the top graph of Figure 6.14 as well. The responsible mechanism that implements this

function is as shown in Figure 5.6.

The lifting of the barrier allows the movement of the throttle control inceptor into the
regions below the gate. As visible in Equation 4.35, if this is performed, then the variable
LTUoverride,qs is evaluated to be true by the automation. In this particular example,

this is performed as depicted in Figures 5.7 and 5.8.

As per Equation 3.31, this action and variable trigger the transition of the State Machine
My to the state Engaged, thereby enforcing the powered-lift mode of operation. This
transition is performed by the example as implemented in Figure 5.12. The state transition
is visible in the lowest graph of Figure 6.14. This state enables the control allocation to use
the non-faulty LTUs for force and moment production. The imminent loss of performance
is confirmed by the operator via the dedicated procedure and actions. Therefore, awareness
of the reduced handling qualities and the degraded system in this flight phase is gained

prior to the entry into the envelope.

Figure 6.15 examines the operation of the airspeed limits during this abnormal scenario.
The scheduling is performed in accordance to Tables 3.6 and 3.5 for overspeed and
underspeed protections respectively. The management of the airspeed limits is visible
in Figure 6.12. It can be confirmed that safe flight is guaranteed throughout the whole

procedure.
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6.4 Conclusion

The previous chapters of this thesis introduced the contributions of the research. The
methods and techniques were presented and the mechanisms were explained. This chapter
demonstrated the plausibility of the solutions using simulation as the means of validation.
It thereby also aids in the understanding of the runtime operation of the derived automation
methods.

The basis for the proposed simulation is the product of Chapter 5. Thus, it demon-
strated the capability of the methods of that chapter of creating high-fidelity behavioral
specifications. It thereby illustrated the efficacy of Contribution 3 as a validation method
of automation functions.

The behavioral specification model implements the methods of Chapters 3 and 4 and
thus provides the specification of Contribution 1 and Contribution 2. The validity of
the high-degree of automation strategy that was introduced and explained in Chapter 3
was analyzed in Sections 6.1 and 6.3 of this chapter for the fault-free and abnormal cases
respectively. In an analogous manner, 6.2 and 6.3 did so for the low-degree of automation

concept used as a fallback.
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Chapter 7

Conclusion

In an industry funded project, the TUM Institute of Flight System Dynamics is responsible
for the whole functional development of the flight control system for a manned lift-to-cruise
aircraft. The specifics of the vehicle are subject to non-disclosure but a representative
example of the airframe was introduced in Chapter 1. This thesis was inspired by the

author’s efforts within this project.

The aircraft’s flight control system is realized with the fallback strategy. It therefore
relies on two functionally dissimilar control concepts and their corresponding automation,
which in this thesis are referred to as Nominal and Fallback systems. The former includes
a higher level of automation, whereby high number of tasks are performed by the software.
The latter provides a safety net should a malfunction of the Nominal system occur. It

enables the pilot to seize control authority when required.

This author is responsible for the functions, directly associated with the vehicle
automation that are allocated to the flight control system. The thesis presented selected
automation concepts for both Nominal and Fallback systems that enable the transition
and retransition capability of the aircraft. Though inspired by the presented airframe, the

proposed solutions are built generic and could be applied to other vehicles of this type.

The solutions, developed for the Nominal system expand the state of technology as
summarized with Contribution 1. The procedures and automation concepts for this
system were presented in Chapter 3. The solutions conform to and fit in the Simplified
Vehicle Operations Concept of the TUM Institute of Flight System Dynamics (FSD-SVO)
seamlessly. In the nominal case, the procedures of reconfiguration from powered-lift to
wingborne flight and back require no manual intervention. In addition, the automation
fulfills the requirements set out from the FSD-SVO in terms of law scheduling. During
reconfiguration, it provides the algorithms with the necessary information for correct
execution. This is achieved using the presented human-centered high-degree of automation
module that takes the operator requests and the aircraft states into account and manages

the sequences and switches between the required behavioral modes.
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The high-degree of automation proposal extends the FSD-SVO with regards to ro-
bustness in both nominal and off-nominal scenarios. It includes the management of the
system’s airspeed protection scheduling which is integrated into the automation design.
The derived procedure and the automation module that implement the procedures ensure
that during reconfiguration with and without faults no potentially hazardous situation
can be entered. A safe state is also enforced by airspeed scheduling that is managed by

the automation.

The Nominal system’s automation for transition and retransition further extend the
FSD-SVO to account for the utilization of a high-lift system by utilizing an additional
State Machine. If the aircraft is equipped with flaps, the core State Machine responsible
for reconfiguration from powered-lift to wingborne flight and back is designed modular and

needs only to be supplemented by the additional automation methods found in Chapter 3.
The methods described in this thesis that are allocated to the Fallback system together

with the flight control laws enable a manual transition and retransition capability, executed
by the operator. This thesis demonstrates how a reconfiguration from powered-lift to
wingborne flight and back can be performed and in addition derivation of the transition
and retransition procedures was provided. The design ensures a high degree of operator
authority and expands the state of technology as described in Contribution 2. The

solutions for the Fallback system were presented in Chapter 4.

The design demonstrated resilience against component malfunctions and procedure
deviations. In addition, the correctness of operation following a fault of the Nominal
system was shown. The capability of the low-degree of automation system (Fallback) to
operate in the whole flight envelope, its reduced sensor dependency and proper operation
following a takeover from the Nominal system allow for correct execution of the fallback
principle. This guarantees a fail-safe FCS operation in the event of an erroneous Nominal

system and a multitude of sensor errors that render the Nominal system unavailable.

The above-mentioned properties are enabled by the Fallback automation design which
implements transition and retransition mechanisms which are coherent to the ones of the
Nominal system. Nevertheless, the Fallback automation design is highly dissimilar to
the Nominal system automation and requires a significantly reduced sensor information
which ensures an increased availability. In addition, the Fallback system does not impose
additional requirements or restrictions on the Nominal system design and operation.
Therefore, in an FCS where both Nominal and Fallback systems can be executed, all
favorable Nominal system characteristics in terms of systems safety and simplified operation
are retained.

The automation concepts derived in this thesis follow the notions and design consider-
ations of human-centered automation. Thus, the operator is considered in every aspect
of the procedure design. The difference between high- and low-degree of automation
operational modes is the shift of the tasks from automation to pilot. In both Nominal

and Fallback system operation the behavior with relation to the operator input is kept
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consistent. In the events where mitigation strategies are required, the harmonization of
the transition and retransition procedures ensures a fast and equivalent operator response

regardless of the chosen contingency.

The tasks that are allocated to the operator during Nominal system operation are
simplistic and clear. During Fallback system operation the pilot’s role shifts from supervisor
to aircraft operator and full command authority is ensured. In addition, the automation
design accounts for deviations in the procedures and thus ensures no entry of a potentially

hazardous envelope for singular deviations or faults.

The state of automation can be tracked by the crew. This statement is supported
by the design which provides the indication items with all necessary information. The
automation is tailored to supply the crew with the aircraft flight state and that flight
state can clearly be linked to the automation’s sequential logics as explained throughout
the thesis. In abnormal scenarios the automation produces a very limited set of possible
actions from the crew. During the pilot’s decision-making process, a safe system state is
enforced by the design, hence operator actions are not time critical. In addition, procedure
and flight-state awareness is facilitated by the utilization of the haptic feedback. This is
found in Section 4.4.1 of Chapter 4.

Lastly, the procedures and therefore the underlying automation applicability within the
envisioned mission profile from the currently available regulatory effort was demonstrated.
It showed that the transition and retransition with both Nominal and Fallback systems
can be executed within the take-off and approach maneuvers of the MOC SC-VTOL and

fully comply with the imposed requirements.

During the functional development, a method was introduced, with which the automa-
tion functions could be modeled and executed in an abstracted closed-loop environment.
It was instrumental for the validation of the proposed solutions and the formulation of

requirements.

Eventually, the method was expanded into the behavioral specification model, in
which the control laws were embedded and the complete closed-loop flight control system
response could be simulated. The behavioral specification model was presented in Chapter
5. It allows for efficient validation of the aircraft ConOps and for fast adaptations in the
events where changes to the specification are necessary. It thereby advances the state of

technology in accordance with Contribution 3.

The behavioral specification model was utilized for multiple design and validation
efforts at the TUM Institute of Flight System Dynamics. Among others, the method
proved useful in identifying missing functionality and pinpointing improvement potential
in both control and operational concepts. The proposed solution was used for the analysis
of the transient response during takeover from Nominal to Fallback systems, design of

cockpit indications, pilot-in-the-loop testing, functional monitor design and many more.
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The behavioral specification model is largely system-architecture agnostic and was
therefore applied in the early stages of the product development cycle. The modeling
method recreated the automation functions in a highly simplified but representative
environment and enabled the simulation of the aircraft operation prior to the full functional

development.

The behavioral specification model implements the methods of Chapters 3 and 4 and
thus provides the specification of Contribution 1 and Contribution 2. Analytical proof
was used as a means of justification of the solution correctness in the corresponding chapters.
However, Chapter 6 demonstrated the plausibility of the methods using simulation as the
means of validation. The basis for the proposed simulation is the product of Chapter 5.
Thus, it in addition demonstrated the capability of the methods of that chapter of creating
high-fidelity behavioral specifications. It thereby illustrated the efficacy of Contribution

3 as a validation method of automation functions.

This chapter summarizes the limitations of the solutions, presented in this thesis,
and outlines the potential future work that can be accomplished using the developed
methods. It is organized in three parts. First, Section 7.1 summarizes all already performed
activities that were discussed in this thesis but were nonetheless performed in the context
of the industry funded project. The section contains finished work that is subject to
documentation in the form of future publications or technical notes. Secondly, Section
7.2 lists all effort that builds upon the solutions of this thesis and is currently ongoing.
The chapter is concluded with Section 7.3. The perspectives for future improvements of
the methods and ideas on how the automation solutions can be expanded are listed. In
addition to describe the problems and possible solutions to each topic, emphasis is placed

whenever modifications or supplementation to the thesis solutions are necessary.

7.1 Completed Topics

This section lists the tasks that were already performed within the vehicle automation
development efforts. Although not in the scope of this work, they are completely consistent

with the methods presented in the thesis.

Nominal System Ground Mode

Recall from Section 2.4.1.1 of Chapter 2 that the Nominal system’s control law requires
knowledge of the mode of operation, i.e. HV, TR and W B. The currently envisioned
control law algorithm for this system is Incremental Nonlinear Dynamic Inversion (INDI).
Available publications on the method include [111, 138].
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Figure 7.1: Nominal System Ground/Airborne Mode Provision

The INDI approach relies on command increments that are added on top of the
currently assumed effector states. Those increments originate from the control error and a
feedforward path. Due to the former, the algorithm resembles a global integrator. INDI
offers high robustness against model uncertainties and increased disturbance rejection in
the presence of unknown external factors.

Although the high response against external disturbances is desirable while airborne,
this characteristic is a shortcoming when the aircraft is on the ground. The reason for this
is that the forces and moments that act on the aircraft on the ground are interpreted as an
external disturbance by the algorithms. As a consequence, the law may exhibit a windup
that is associated with all integrator elements. Integrator windup is explained in [139].
Due to this effect, a transient may occur once a take-off is performed after a prolonged
aircraft operation with an engaged law on the ground.

A method to counteract this issue is to introduce a law mode of operation in which the
INDI command increments are adapted such that a windup is mitigated. For the purposes
of this discussion, this mode is referred to as the “ground mode” of the Nominal system.
The method of the law that mitigates this issue is not in the scope of this discussion. The
emphasis here is on the definition of this mode and its logics as they are allocated to the
automation functions.

The currently available solution utilizes the sy g state of the Nominal system. Sections
3.4.1 and 3.4.4.1 of Chapter 3 demonstrated how the scheduling of the law is performed
but this state is responsible in separating between hover and transition mode of the law.
More precisely, a second level is introduced to that automation module. The first State
Machine level dictates whether the aircraft is airborne or on the ground. The previously
introduced decision-making represented with sy becomes a substate of the airborne state.
The change is illustrated in Figure 7.1. The above-mentioned mitigation is applied or
deactivated based on these states. The decision-making process of the automation relies

on both sensors and operator inputs in order to determine the sub-modes.

The Deceleration Button

When wingborne with the Nominal system, the high-lift scheduling is such that the drag
is minimized. Sections 3.4.2 and 3.4.4.3 of Chapter 3 explained the automation algorithms
that facilitate this.

271



7.1 Completed Topics

However, in certain situations it may be favorable to deploy the flaps such that the
drag is maximized. This is the case when a fast rate of deceleration is pursued. Using the
proposed methods of this thesis, the only available option is to deflect the throttle inceptor
into the retransition region and thereby inducing the transition of the State Machine
M1, to the state Extend. This, however, may be an undesirable solution to the posed
problem. The reason for this is that this action would also trigger the fully automated

aircraft retransition process.

The currently implemented automation addresses the shortcoming above via a dedicated
input item that is here referred to as “deceleration button” The decision-execution module
of the Nominal system processes this input and if evaluated to be engaged, the scheduling
switches accordingly such that the flaps are extended. This is only enabled once the aircraft
has decelerated below the structural limit speed of V pg and the amount of deployment is
such that no damage to the airframe may ensue. This is in accordance with Equation 3.70

which was introduced in Chapter 3.

The proposed solution does not add complexity to the decision-making process. In fact,
releasing the input item enforces the default scheduling process. However, the deceleration

capability of the aircraft is increased substantially.

Takeover by the Nominal System
In the thesis a takeover performed by the Fallback system was discussed. The reasons for
a takeover include a design error in the Nominal system algorithms, hardware errors of

that system or an operator command to change the system.

In Sections 4.2.3 and 4.4.4, the algorithms for correct Fallback system initialization
following a takeover were introduced and analyzed. The selection of applicable Fallback
system mode after the switch depends on the states of the Nominal system prior to the

takeover.

In this thesis a takeover from Fallback to Nominal system was not discussed. A use-case
for this is not a fault in the Fallback system but is rather driven from a flight testing
perspective. For example, it may be desired to take-off with the Fallback system and
engage the Nominal system only in-air initially. Another scenario may be to transition

with the Fallback system and test solely the Nominal system wingborne mode.

For this purpose, a takeover functionality of the Nominal system was implemented
within the development effort of the industry funded project. In contrast to the Fallback
system takeover, the switch to Nominal system is performed only on operator request and

an automatic change is not permitted.

The implemented initialization of the Nominal system resembles the one of the Fallback
system as explained in Section 4.2.3. In fact, although not fully, the initialization method

was introduced with Figures 5.12 and 5.15 found in Chapter 5.
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In essence, the starting state selection of the Nominal system State Machine M ;ry is
done by inverting the Truth Table 4.3. Thereby, the last valid command of the Fallback
system to the LTUs is used to distinguish between the states Disengaging and Disengaged
so as to not produce a step in the commands. Using the outcome of this evaluation, a
subsequent function calculates the starting states of the high-lift State Machine My .

The current kinematic speed is used for the initialization of sgg.

Fallback Graceful Degradation Capability

The Fallback system utilizes considerably less sensors in order to function properly. This
was discussed in Section 2.4.1.2 of Chapter 2. According to Table 2.7 of that section, the
Fallback law controls the aircraft attitude among other variables. Therefore, it requires

sensor information of these vehicle states.

However, in the cases where these sensor data are unavailable, additional modes of the
control algorithms are foreseen. This includes the possibility for the operator to directly
control the body rates. Such a functionality increases the availability of the Fallback

system considerably, since solely gyroscopic sensor data would be required.

The currently implemented automation module includes an additional State Machine
that was not presented in this thesis. Its task is to track the control algorithm’s mode
in terms of tracked command variables. It therefore accounts for the pilot’s requests to
degrade to even lower degrees of automation control laws or to increase the level of control
concept automation. In addition, automatic provisions revert to less automated laws in the
cases of sensor loss. The latter function implements a graceful degradation [140] capability

to the Fallback system’s operation.

Fallback Rate Mode Transition and Retransition
The above-mentioned degraded modes of the Fallback system’s law introduce additional
complexity to the transition and retransition automation of that system. The reason for

this is as follows.

Whenever in powered-lift flight with the default mode that is presented in Section
2.4.1.2 of Chapter 2, the aircraft’s pitch is scheduled along the airspeed. Therefore, the

operator neither has an influence on that attitude state, nor is manual control required.

However, whenever degraded in the “rate” mode, the body-pitch rate is directly
controlled by the pilot as by implication the attitude may not be available to the system.
The need for manual body-pitch rate input therefore requires an additional control inceptor
axis and thus implicates modifications in the transition and retransition automation. The
last completed work effort is the specification of an additional transition and retransition

automation mechanism using the supplementary operator input.
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The suggested solution utilizes the same State Machine specification in terms of
decision-making. However, the decision-atomics include provisions to account for the
additional input. At the time of writing this thesis, different input strategies are under

consideration. The proposed method can be applied in all current input possibilities.

7.2 Ongoing Efforts

This section lists the development effort that is ongoing at the time of writing this
thesis. The topics here contain either partially ready solutions or ones that require further

verification and validation. They are listed in order of completeness.

Fallback Mode Variable Thrust

As discussed in Section 2.4.1.2 of Chapter 2, whenever Fallback system is operational, the
operator commands the traction thrust via the throttle control inceptor’s longitudinal
axis.

The transition and retransition procedures and automation functions of the Fallback
system pose requirements on the throttle settings at the different control inceptor deflections.
This was performed in Section 4.3.2 of Chapter 4. According to Section 4.3.2, the thrust
at the above-mentioned settings is such that a predefined airspeed is achieved during
steady-state straight and level flight.

The throttle command is therefore estimated using model parameters, such as the
aircraft drag, the traction propeller’s thrust coefficients and more. Therefore, uncertainties
may lead to deviations in the achieved airspeed.

In the worst case, this discrepancy between expected and achieved airspeed may lead
to issues when performing the transition and retransition. Namely, under undesirable
circumstances it could be that the stall speed is not exceeded when performing the
transition. Alternatively, it could be that the aircraft is incapable of decelerating below
the structural limit speeds during retransition.

A current solution is being developed, whereby this potential issue is mitigated. In
summary, the proposal utilizes an additional input, with which the pilot is capable of
commanding an offset to the thrust that is allocated by the throttle control inceptor.
It operates similar to a trim function. Thereby, the pilot is capable of performing the
prescribed procedures in the initial flight testing where the aircraft parameters are not

well identified and are prone to uncertainties.

Selection Logics Decentralized Algorithms

Due to the distribution and replication of the functions onto different physical flight
control computers, in the actual FCS certain activities are the joint decision of all involved
components. Such a function is for example the algorithm that chooses the system in

command - Nominal or Fallback.
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In the behavioral specification model that was presented in Chapter 5, the selection
algorithms are performed in a centralized manner in order to reduce the development
effort while at the same time retaining a feasible system response. The specification of
the command selection is available and development is ongoing to design and validate the

decentralized algorithms that are executed on each physical instance within the FCS.

The command selection is responsible for automatic takeovers between flight control
computers due to unavailability of the commanding instance. This can be due to complete
loss of function in both Nominal and Fallback systems. In addition, certain errors that
lead to graceful degradation may lead to automatic switches in the commanding instance.

The validation of the algorithm includes testing for robustness against timing effects using
the framework, developed at TUM-FSD and found in [141].

Code Compliance

All automation functions that are in the scope of this thesis are intended for flight and
as such will be embedded onto the aircraft’s avionic equipment. As a consequence, the
algorithms need to be implemented in accordance with modeling guidelines in order to
guarantee certain properties following code generation. Available guidelines can be found
in [81, 82].

The current developing effort follows the TUM-FSD development process in order to
guarantee a satisfactory level of software quality and maintainability. It utilizes the tools
found in [142]. In essence, all proposed methods are being modeled in a code-compliant
manner. In addition, robustness measures with regards to sensor noise, inaccuracies and

model uncertainties are considered.

Formal Verification
This thesis provided analysis and simulation methods as means of ensuring the correctness
of the proposed solutions. Ongoing effort aims to rigorously test the automation algorithms

intended for embedding on the aircraft equipment.

In addition to testing, the aerospace community recognizes the benefit of formal methods
as a means of validation in the RTCA DO-333 [143]. Formal proof uses mathematical
methods to prove the correctness of the algorithms with regards to their specification.

More information on the topic is available in [144].

The Simulink Design Verifier [145] is utilized in ongoing verification activities to
demonstrate critical automation function properties. Thereby certain requirements are
formally defined in order to check against. Examples include the impossibility to engage
the flight control laws on ground in the event where a critical number of LTUs are evaluated

to fail, that the LTUs will not be enabled above the structural limit speed and more.
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Variable Behavioral Specification Model Capabilities

The behavioral specification model presented in Chapter 5 offers multiple functions.
Introduced were the activation procedures and the automation methods from Chapters
3 and 4. However, in ongoing development efforts, multiple other functionalities are
implemented and tested.

Among others, those include altitude protections, terrain following, the capability of
wingborne landing as a possible contingency, the above-mentioned flap extension using
the “deceleration button” and many more.

In addition to this, multiple simulator concepts are designed and validated using the
behavioral specification model found Chapter 5. As a consequence of this and certain
system-architecture dependencies, it could be the case that certain developed functions
are not available or may vary in execution among different configuration.

To address this issue, so-called “variants” of the behavioral specification model are
created. A single model is utilized for all different constellations of enabled and altered
functions. However, the simulation functionality is configurable by controlling the active
functions with configuration parameters. They allow to enable, disable or alter the
individual functions.

As a consequence, solely one model is maintained for all developed simulator and
architecture concepts. In addition, the behavioral specification model can be utilized for
future applications with little added effort.

The approach has several disadvantages. Namely, the possibility to reproduce behavior
of multiple concepts is associated with additional complexity within the model due to
the above-mentioned parameterization. In addition, the proposed solution can only work

efficiently if the structure of the core functionality does not change fundamentally.

7.3 Outlook and Perspectives

This section lists topics that are associated with the methods found in this thesis that are

at this time not planned but may expand the state of technology further if explored.

Provisions for Tilt-Rotor Aircraft
The transition and retransition automation that was designed in this thesis manages the
control concepts for lift-to-cruise aircraft. However, there are other vehicle topologies that
are capable of both VTOL and wingborne flight. These are tilt-rotor aircraft.
Modifications of the automation could be envisioned, with which the transition and
retransition could be performed with tilt-rotor aircraft. In fact, [114] is an early publication
of this author and it proposes concepts for the automatic management of LTUs of an
unmanned vehicle that has both hover propulsion units and tilting propellers used for

wingborne flight.
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The methods found here and in [114] could be used to develop industry-compliant
automation for manned tilt-rotor aircraft configurations. Thereby, the positions of the tilts
could be used in the evaluation whether wingborne flight has been entered!. Subsequently,
deflection of the tilt nacelles can be prohibited until requested by the operator?.

Unarguably, challenges and considerations can arise due to the severely different aircraft
constellation. However, many of the notions and methods found in this thesis can be

utilized to address them.

Fully Automated Flight

In the current proposal, the flight with the Nominal system is solely manual. However,
higher order autopilot functions will sooner or later undoubtedly be utilized in order to
operate the aircraft. Highly-likely this will be done with the Nominal system.

The proposed automation concept guarantees a large amount of safety properties when
operating with the Nominal system. Therefore, it is not advisable to discard the methods
here, but rather utilize them as the basis for higher order automation functions instead.
This can be done as follows.

The Nominal system automation’s decision-atomics module evaluates the operator
intentions via control inceptors and other input items. This was explained at length in
Chapter 3. The operator input is processed to input symbols for the Finite-State Automata
such as trans,,s and retrans,,s for the LTU automation or extend,,s; and retract, s
for the high-lift system management. Instead of processing the inputs of the operator,
these variables can be substituted with automatic flight function commands whenever it is
engaged.

As a consequence, the autopilot functions can seamlessly be integrated into the Nominal
system’s automation design found in this thesis and the automation concept can retain
all favorable characteristics that are summarized in Contribution 1. However, certain
challenges need to be addressed.

More precisely, the Nominal system automation relies on the operator input as an
independent source for the transition conditions. For example, the LTU disengagement is
only initiated if three conditions are fulfilled - if a safe airspeed is reached, if the LTUs are
not utilized for force and moment production and the operator requests wingborne flight.
If the pilot commands to the automation are substituted by commands that originate by
other automation functions, then a degree of independence is lost.

This may not pose a problem in the failure-free case, but it definitely requires extensive
analysis to substantiate such a claim. In the failure cases where additional actions from
the operator (the transition and retransition mitigation strategies) are required, initially
the automation can still rely on the pilot input. However, once going in direction of fully
automated flight and as per SVO3, it can be assumed that the operator has no piloting skills

Equivalent or in addition to the condition LTUynysep found in Equation 3.15 of Chapter 3.
2E.g. only if retrans,,s: is true as defined in Equation 3.4.
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and thus a competent decision-making process. For recollection, the SVO levels are found
in Section 1.2.2 of Chapter 1. In such situations, designing an automatic decision-making

process will unarguably be a non-trivial task if varying actions are possible.

State Machine Transition Condition Modifications

Currently, the design of the automation explicitly aims to minimize the complexity. Certain
robustness modifications may need to be added depending on the applicability of abnormal
scenarios.

For example, currently the Nominal system automation’s transition condition that
changes the state s;ry from Disengaging to Disengaged is solely the evaluation whether
the LTUs are fully shut down and is performed as per Equation 3.21. In the state
Disengaging the control allocation is given the task to drive the powered-lift system from
the current command down to zero. This process is deterministic and the duration of the
ramp down to zero RPM is known.

At the same time, provided the LTUs are incapable of shutting down, a warning is
thrown and actions are expected from the operator. This was explained at length in
Chapter 3. The pilot’s decision-making process is not time critical and may take arbitrarily
long.

A use-case could be envisioned, where the problematic LTU has loss of torque and
therefore could windmill due to the propeller inflow. Depending on the aircraft state and
the environmental conditions, the windmilling may stop, at which point the transition
condition as per Equation 3.21 will become true which will cause the state spry to change
to Disengaged.

This event is not necessarily hazardous from a design point-of-view. However, from the
operator perspective this may cause confusion. The reason for the commissioned warning
for required crew actions is the incapability to disengage the LTUs by the automated

system. However, in the meantime the disengagement occurs without any operator input.

If deemed necessary, modifications of the transition conditions may be performed to

alleviate this scenario. In the constructed example, Equation 3.21 can be modified to
to = LTUorr AN - LTU isengyimeont (7.1)

in order to forbid the automatic transition once the warning is thrown via the variable
LTUdisengtimeout ‘

Other Forms of Haptic Feedback
The throttle inceptor presented in Section 2.4.3.1 of Chapter 2 had various tactile queues
and haptic feedback possibility, with which awareness with relation to the state of automa-

tion can be facilitated.
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Depending on different design considerations or hardware limitations, the inceptor in
future airframes may not be manufactured exactly as prescribed in the above-mentioned
section. For example, the barrier functions may be omitted. In the cases where the
previously enforced regions are exceeded by the operator, aural queues may be included

instead. Therefore, this would need to be considered by the automation design.

Regardless of how the inceptor is modified, the design must have the specific divisions
that are mentioned in Equations 2.35 and 2.36. Otherwise, proper awareness, automation
decision-making ambiguity or Nominal and Fallback system procedure harmonization

cannot be ensured with the provided solutions.

Flight Testing Provisions
Certain transition conditions in the Nominal system’s automation are evaluated using
parameters that are determined using simulation results or analytical methods such as

linearization and trim tools.

An example includes the evaluation with regards to the usage of the LTUs. For
recollection, the powered-lift system is deemed unused if all units are in the vicinity of
the idle RPM as per Equation 3.16. This is evaluated using thresholds that may differ for
each LTU depending on the LTU size, on net moments due to aerodynamic effects or on
the presence of failures. An example for the latter is a traction unit failure that causes a

set of LTUs to have much larger rotation rates to counteract the induced yaw moment.

The prescribed thresholds must be chosen as low as possible in order to reduce the
possibility of a dive due to a reduction of the lift following the LTU disengagement.
However, opting for too “pessimistic” values may render the transition conditions of the

State Machines to never trigger.

This problem is exacerbated by the fact that the parameters are subject to uncertainties
due to mismatch between model and actual airframe, unaccounted aerodynamic effects
and more. This is especially relevant in early flight testing, where the system identification

is still lacking.

Therefore, provisions may be added to the existing design, in which this issue is
mitigated. A possible solution is an additional operator input item. In the event where the
LTUs are indeed unused but a certain set is above the intended thresholds, the pilot can
make use of this input in order to trigger the disengagement procedure. This mitigation
augments solely the variable LTUyyysep which is used in combination with the remainder
of the transition conditions as per Equation 3.19.

Additional protections must be added so as to mitigate an inadvertent start of deacti-
vation while the LTU RPM is still too high. For example, two sets of thresholds can be
foreseen. The first are the intended ones, which will be the ones in the end-design once the
algorithms are flight-proven. They are the ones that are not satisfied in the constructed

example. The latter are thresholds, under which the LTUs need to be in order to trigger
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the disengagement in combination with the mentioned pilot input item. Thus, the latter
parameters can be chosen to be much larger and thus availability of the wingborne flight

phase can be guaranteed.
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Appendix A

Relationship Between Transition Sets,

Conditions and Functions

Finite-State Machines in Stateflow are modeled using charts. The mechanics of the
automaton are described with so-called transition conditions. However, the theory on
Finite-State Automata defines the changes of states with using transition functions. This
appendix entry explains the dependencies between transition functions from the theoretical
standpoint and the transition conditions from the implementation standpoint. For this,
the so-called transition sets are defined.

Suppose a State Machine with the states s0, s1 and s2, whereby s0 is the starting
state. It has the inputs a, b, and ¢ from the boolean set. Suppose the State Machine must
transition from s0 to s1 if ¢ is true. In addition, it transitions from s0 to s2 if =c A (a V b)
is true. Otherwise it remains in the state s0. All other details are irrelevant for the scope
of this discussion. This automaton is depicted in Figure A.1, where on the left hand side
the State Machine is depicted and on the right hand side - the Stateflow chart.

Given the conditions of switching to states s1 and s2, the transition conditions
tl = C
(A.1)
ty =—cA(aVb),

which trigger the state change in the chart operation as found in Subfigure A.1b. Let
T1 c U and T2 C U be the sets of all input combinations that cause the respective
transitions in the chart of Subfigure A.1b. Therefore, T'7 and T2 include all input

combinations for which ¢; and t, respectively are satisfied, i.e.

T1 = {{100}, {101}, {110}, {111}}

(A.2)
T2 = {{001}, {010}, {011}}.

Therefore, if u; and u, are inputs belonging to the transition sets T'1 and T'2 respectively,
then it holds that

d(s0,uy) = sl

d(s0,uz) = s2. (4-3)

|



000/0 ‘ TO/AQ J Jout =0;}

s0 ,
. [~c&& (alb)]
[e] !

o a7 e
110/1 010/2 | T2/A2

011/2 {out=1.} fout=2;}
111/1

(a) Depiction of a State Machine (b) Depiction of a Chart

Figure A.1: State Machine and Chart Relationship

Lastly, all remaining input combinations can be expressed as an additional set, in this
example namely as

T0=U\(T1UT2) = {{000}}. (A.4)

Therefore, for every uy € T0 it follows that
3(s0,ug) = s0. (A.5)

To summarize - the transition condition describes the conditions, under which a
transition from one state to the other occurs. The transition set is the set of all input
combinations that satisfy the given transition condition. Finally, a transition function
exists for each member of the transition set that can be used to formally describe the

automaton.
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Appendix B

High- Automation Transition,

Retransition and Mitigation Flow
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Appendix C
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Mode and Effects Analysis
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Appendix D

How Variable Starting States can be
Achieved

Formally, a Mealy Machine description requires the specification of its starting state.
According to the theory of Finite-State Automata, there can only be one starting state (or
starting state tuple). These properties are mentioned in Section 2.2.3. However, in order
for the takeover to correctly operate in Chapter 4, the Initialize function is introduced in
Equation 4.18. The initial states of the automaton M gpp are determined via the function.
This appendix provides an argumentation why this is permissible.

Part of the FCS operation is the decision which system is in command. This function
is usually a distributed algorithm in the case of redundant flight control computers. The
exact function specification is not in the scope of this thesis, but it must decide in some
manner when a takeover must occur. This can for example be due to a critical sensor loss,
after which the Nominal system cannot operate, a hardware fault on the Nominal system
component and more.

Even if no Nominal system is being executed during a given mission, there still needs
to be a phase, in which the automation (and control concept) are not engaged. This is
necessary in order to for example to verify the correctness of the input signals and initialize
correctly.

As a consequence, there is a phase in the operation of the system, in which it is disarmed.
This initial phase is the true starting state of the State Machine. Afterwards, when the
main automation is engaged (due to a takeover or simply after proper initialization), a
transition from this starting state to the required state constellation can be executed
and in the case of the Fallback system, it can be performed with the Initialize function.
Figure D.1 exemplifies this effect. In Figure D.1, the contents of M rg could be placed
in the “Engaged” state. The state transitions from “Armed” to any other state within
“Engaged” can be in accordance with Initialize. This way of observation is omitted in
Chapter 4 for the sake of simplicity and readability.
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Appendix E

Fallback Transition, Retransition and

Mitigation Flow
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Appendix F

Behavioral Specification Model

Implementation Examples

Figure F.1 exemplifies the behavioral specification model error detection. As discussed in
Chapter 5, this is done in a highly simplified manned by utilizing Confirmation Counters and
the error injection signals. One exception here is a functional failure of the Nominal system
components, which is registered by the functional monitor. An exemplary integration
model is found in Figure F.2, where the two DRM modules and the disengaged closed-loop
behavior is deployed. Based on the vehicle automation state, the command selection
forwards the needed data to the simplified plant model. The Automation integration model
is shown in Figure F.3. It contains the vehicle automation and the individual control
mode automation modules, found in the “Law Automation” integration model. Figure F.4
demonstrates the utilization of the instrument and error injector blocks for the Nominal
DRM that reproduces the Nominal system control mode. Lastly, Figure F.5 demonstrates
how the Decision-Making modules of the control concept are enabled only when engaged.
This is mentioned in Section 5.3.4.3 and is necessary it order to execute the law-specific

automation only when selected.
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Appendix F: Behavioral Specification Model Implementation Examples
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Appendix F: Behavioral Specification Model Implementation Examples
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Appendix G

TUM-FSD Simulator Pilot Checklist

Certain pages of the checklists are removed as they are subject to non-disclosure. The

checklists follow the patterns, utilized by Diamond Aircraft. They can be found in [146].
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*"TUM-FSD eVTOL Simulator

NORMAL PROCEDURES |

IBEFORE ENGINE START CHECK|

1  Preflight Check......cooovveeiiniiiiiiiiiiiee, COMPLETED 1
2 HTHOVERDISABLE ...t OFF 2
3 HT A e safety guard closed 3
Y 1 SRR safety guard closed 4
5 DIRECT oo safety guard closed 5
B FCSiiiieeeeeeeeeeeeeeeeeereree e, safety guard closed 6
7 INTLKI .ooveeeeeieeieeeeeeeeeeeeeeeeeeeenennens OFF, safety guard open 7
8  INTLKZ..ovreeeeeeeeeeeereeeeeeeeeeeeenennnnnns OFF, safety guard open 8
9 AUX BAT ettt e e e e e e e e ON 9
(O T SRR ON 10
I 1 SRR ON 11
12 LV e e e ON 12
I T = |V SRR ON 13
14  Velocity Mode......ccccceeeeviiiieeeciiieeeecee CHECK armed 14
15 FIapS oot CHECK retracted 15
16 Climb Stick Centered.......cccceeeeieeicciiiieeeeeeeeeeees CHECK 16
17  Flight Controls......cccouveeiiiiiieeieiiieeee e, CHECK 17
End of Checklist
ENGINE START PROCEDURE
If Take-Off Area Not Clear:
HT HOVER DISABLE........oovvereecseeseseessesssssssssessessasssssssssssssssaessssssanns ON
FCS oo, open safety guard, PUSH
BIT status passed ............ccccouuun. CHECK INDICATION
| AFTER ENGINE START CHECK|
1 LTURPM 100 4/-30..cccciiieciieeeiieeecreeeecieeeeevee e CHECK 1
2  Traction RPM.......ceeiiiiiiiiiiiiiiieeeeeeees CHECK as required 2
3 Primary Control Surfaces Neutral .........ccccuvveeeeenn. CHECK 3
O T CHECK extended 4
End of Checklist
06.09.2022 Property of TUM-FSD Page 1
Edition # 1.0

N

Figure G.1: TUM-FSD Simulator Pilot Checklist Page 1.
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Appendix G: TUM-FSD Simulator Pilot Checklist

2" TUM-FSD eVTOL Simulator NORMAL PROCEDURES

|BEFORE TAKE-OFF CHECK|

1 Throttle Lever......ccccooiiiiiiiiiiiiieeeeeeeeeeeeeeeeeee, IDLE 1
2 FCSai e safety guard closed 2
End of Checklist
FCS ACTIVATION PROCEDURE
INTLKT v ON, close safety guard
INTLK2..ovveeeeeeeeeaeeeeaeen ON, close safety guard
FCS Disengage Unavailable......... CHECK INDICATION
Climb Stick Command ...................... FULL FORWARD
Velocity Mode.............ccoevuvevueennnenn. CHECK engaged
Take-Off Procedure
| VERTICAL CLIMB CHECK|
1  HT HOVERDISABLE .....coottiiieieeeeeeee e OFF 1
2 Velocity Mode......cccceeeviveiiiniiieeeeeiienn, CHECK engaged 2
3 Attitude/Acceleration Mode..................... CHECK armed 3
End of Checklist
TRANSITION PROCEDURE
Throttle Lever..............cccccvveeeevuveennn. AT RIGHT GATE
|Airspeed above VS:|
Throttle Lever.............ccccceuveeecvveaaannee. AT LEFT GATE
| AFTER TRANSITION CHECK|
1 LTUS e CHECK disengaged 1
2 FIapS e CHECK retracting 2
3 Throttle LeVer.....uuueeeeeeeeeererevererreeneeneennnenns SET as desired 3
End of Checklist
06.09.2022 Property of TUM-FSD Page 2

Edition # 1.0

Figure G.2: TUM-FSD Simulator Pilot Checklist Page 2.
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2" TUM-FSD eVTOL Simulator NORMAL PROCEDURES

IDESCENT/APPROACH CHECK|

1 VTA e ON, safety guard closed 1
2 HTA. e ON, safety guard closed 2
3 HTHOVERDISABLE ..., OFF 3
4 Velocity Mode Engaged .........cooeeeiiiiiieeeeeeeeees CHECK 4
5 Reference Velocity Thrust.......cccccceeeieiiccciiiieeeeeeeen. SET 5
End of Checklist
RETRANSITION PROCEDURE
Throttle Lever............ueceevevveeeeeeeeeecinns AT LEFT GATE
|Airspeed below V¢ NE: |
Throttle Lever..............cccceveveeeccueeann. AT RIGHT GATE
IAFTER RETRANSITION CHECK
1 LTUS eeiiiiiieieeeeeerereeeeereeeeesessesssnsnnnsnnnnnannnes CHECK engaged 1
2 FlapS .o, CHECK extended 2
3 Throttle Lever .....ccccceeveeiiieieiiieeeeeeeee, SET as required 3
4  Climb Stick Centered.........ccevvvvvvevreererereeerenrneennnnns CHECK 4
End of Checklist
GO AROUND PROCEDURE
Throttle Lever..............occcveeveeecevaann. AT RIGHT GATE
At safe altitude and horizontal flight:
Start Transition Procedure
Throttle Lever..............occeeveveeecrveaennee. AT LEFT GATE
Perform After Transition Check
Continue with take-off profile
06.09.2022 Property of TUM-FSD Page 3
Edition # 1.0

Figure G.3: TUM-FSD Simulator Pilot Checklist Page 3.
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Appendix G: TUM-FSD Simulator Pilot Checklist

> TUM-FSD eVTOL Simulator NORMAL PROCEDURES
|VERTICAL DESCENT CHECK|
| 1 Landing Area Clear........cccoovvviiiiiniiiiiiiiiiniciciins CHECK 1|
If Landing Area Not Clear:
| HT HOVER DISABLE ......cooooorreccereeeeeeeeeessssseceesssseeeeeeenns ON |
End of Checklist
SHUTDOWN PROCEDURE
Climb Stick Command ...................... FULL FORWARD
INTLKT e, open safety guard, OFF
INTLK2. oo, open safety guard, OFF
FCS Disengage Available............. CHECK INDICATION
FCS oo open safety guard, PUSH
FCS et CHECK disengaged
|AFTER LANDING CHECK|
1 FIapS i, CHECK retracted 1
2 HTA e safety guard closed 2
3 VT A e safety guard closed 3
4 DIRECT ...ucecceeeeee e safety guard closed 4
D FCS ittt ——————————— safety guard closed 5
B HVL oo OFF 6
7 Discharge ....cccceveiveeeiieiiieeeenns PUSH, check discharged 7
8 LV e OFF 8
S B B L 1 USSR OFF 9
(O 1 SRR OFF 10
R XU ) 2 7 SRR OFF 11
12 HT HOVER DISABLE .....ovveieeeeeeeeeeeeeee e OFF 12
End of Checklist
06.09.2022 Property of TUM-FSD Page 4
Edition # 1.0

Figure G.4: TUM-FSD Simulator Pilot Checklist Page 4.
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> TUM-FSD eVTOL Simulator

EMERGENCY + ABNORMAL CHECKLIST

WARNINGS. ...ttt 2
HPU PROP FAIL ittt 3
VIPU PROP FAIL.....cuvvviiiiiiiiiiiiiiiiiiieeeieeec e 3
BAT FAIL.ccooiiiiiiiiiiiiiiiiiiccctcc ettt 4
IMON FAIL. ...ttt 4
RADAR ALT FAIL ittt 4
FIXED-WING LANDING CONFIGURATION CHECK ..........cccvveeuurveenanneee. 5
FIXED-WING FINAL CHECK .....ccoviviiiiiiiiiiiiiiiiciiicsiiicsiic e 5
POWERED-LIFT LANDING CONFIGURATION CHECK........cccccvuvveervnunnen. 6

Abnormal Checklist starts at page 7 I

06.09.2022 Property of TUM-FSD Page 1
Edition # 1.0
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Figure G.5: TUM-FSD Simulator Pilot Checklist Page 7.
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Appendix G: TUM-FSD Simulator Pilot Checklist

L---------------J

HPU PROP FAIL Pg.3 Traction Engine Failure (one or all)
VPU PROP FAIL Pg.3 Vertical Engine Failure (one or many)
BAT FAIL Pg.4 Battery Unit Failure

MON FAIL Pg.4 Velocity Mode Failure Detected
RADAR ALT FAIL Pg.4 Radar Altimeter Failure

06.09.2022 Property of TUM-FSD Page 2
Edition # 1.0
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Figure G.6: TUM-FSD Simulator Pilot Checklist Page 8.
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A\

Check number of failed traction engines
+» —> For one failure
1 = In all modes, except Velocity, only gradually change the throttle
settings
+» —> For complete traction system failure
= In all powered-lift modes, be prepared that forward and backward
acceleration is achieved via pitch

Be prepared for _ caution during transition with the Velocity
Mode
For LTUs in motion, (VLS,NE) must not be exceeded

vV VY

Check number of failed engines
+» — For one failure
= If the failed motor has non-zero RPM, be prepared for _
| caution during retransition with the Velocity Mode
= Be prepared for performance losses in powered-lift flight
+» — For multiple failures
Perform FIXED-WING LANDING CONFIGURATION immediately
Procedure found on page 5

=
=

= Increase airspeed

= Be prepared to execute a fixed-wing landing

06.09.2022 Property of TUM-FSD Page 3

Edition # 1.0
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Figure G.7: TUM-FSD Simulator Pilot Checklist Page 9.
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Appendix G: TUM-FSD Simulator Pilot Checklist

---------------J

» Be prepared for performance losses in powered-lift flight
> Be prepared for _ caution during transition with the Velocity
Mode

> Be prepared to execute transition and retransition procedures in ATT/ACC

Mode. Procedures found on pages 13 and 14

» Velocity Mode:

Altitude Hold is unavailable

Altitude Protection is unavailable

Hover sink rate restriction near vertiport is unavailable
Attitude Restrictions as if near vertiport always in effect

48338

06.09.2022 Property of TUM-FSD Page 4
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Figure G.8: TUM-FSD Simulator Pilot Checklist Page 10.
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L---------------J

I Setting must only be performed in fixed-wing flight.

1 VTA e, open safety guard, OFF 1
2 VTA e close safety guard 2
If Velocity Mode engaged:

Height Protection.......ccccoovvvveeeeeeennnn. CHECK disengaged
Underspeed Protection..................... CHECK disengaged

I 1 Reference Velocity Thrust .......cccccoviiiniiiiiininnnn, SET 1
If Velocity Mode not engaged:

FIXED-WING GO AROUND PROCEDURE
Throttle Lever..............cccceeeveeeccuenannn. AT RIGHT GATE
Positive Rate of climb and at safe altitude:
Throttle Lever.............cccccvveeeevrveeeannen. AT LEFT GATE
If Velocity Mode not engaged and Airspeed below Vg :

| FIADS v SET full travel UP

FIADS ..., CHECK retracted
Continue with take-off profile

SHUTDOWN PROCEDURE
TRIOttE LEOVEr ..o IDLE
INTLKT o, open safety guard, OFF
INTLK2..voeeeveeeeieeeeieaeea, open safety guard, OFF
FCS Disengage Available.............. CHECK INDICATION
FCS e, open safety guard, PUSH
FCS oottt CHECK disengaged

06.09.2022 Property of TUM-FSD Page 5
Edition # 1.0

Figure G.9: TUM-FSD Simulator Pilot Checklist Page 11.
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Appendix G: TUM-FSD Simulator Pilot Checklist

L---------------J

Setting must only be performed if a
fixed-wing take-off was executed.

[

1 VTA e open safety guard, ON
2 VTA e close safety guard 2

06.09.2022 Property of TUM-FSD Page 6
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Figure G.10: TUM-FSD Simulator Pilot Checklist Page 12.
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I————————————————————
I * TUM-FSD eVTOL Simulator I
] ]
i ABNORMAL CHECKLIST I
I CAUTIONS .ooooeeeeeeeveeeveeeesveeeveseesesss s seesss s sessase s ass s snessssasssneann 8 I
I TRANS ACT ..ttt e e e ettt e e e e e e e e e e s sesssssneee 9 I
1 RETRANS ACT c...ooveoeveeveeeossesessssesssssesssessassssssessasssssssesasesssssssanssnsans 9 1
I Velocity Mode: I
1 ABNORMAL EVENT DURING VELOCITY MODE TRANSITION................ 10 1
1 ABNORMAL EVENT DURING VELOCITY MODE RETRANSITION............ 11 1
I ATT/VS Mode: I
1 TRANSITION ATT/VS MODE ......ooooeveeeereeeereeerseeessssrseresssesssessssenenns 12 1
I RETRANSITION ATT/VS MODE .......covveverrerveseresssserssresssessessssssensan 12 I
I ATT/ACC Mode: I
I TRANSITION ATT/ACC MODE ........ovoeeveeeeesverieresersiessevessssssesasserans 13 I
I RETRANSITION ATT/ACC MODE ..........ooeoeeeeeerereereerrserenseesrssresssensen. 14 I
I RATE and DIRECT Modes: I
I TRANSITION RATE AND DIRECT MODE ........ooeeeeveeererereneresrsereserenenne 15 I
I RETRANSITION RATE AND DIRECT MODE ........ooeveevereeenreerrererenreenrene. 16 I
I Other Abnormal Scenarios: I
i FIXED-WING BEFORE ENGINE START CHECK.......oovveeveereerrerrrsrrrrene. 17 i
i FIXED-WING AFTER ENGINE START CHECK ......oovvvrvererrrerrerrnssnrans, 17 I
i FIXED-WING BEFORE TAKE-OFF CHECK .....eoveeeeveevereeenreenrseeenseeeran. 17 i
| FIXED-WING AFTER TAKE-OFF CHECK ......vevveeeeeeeererreeenreeerserenseerane. 17 |
] ]
] ]
] ]
] ]
] ]
] ]

r
|
|
|
|
|
|
|
|
|
|
|
|
|
|
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Figure G.11: TUM-FSD Simulator Pilot Checklist Page 13.
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Appendix G: TUM-FSD Simulator Pilot Checklist

L---------------J

TRANS ACT Pg.9 Transition Actions Necessary
RETRANS ACT | Pg.9 Retransition Actions Necessary

06.09.2022 Property of TUM-FSD Page 8
Edition # 1.0
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Figure G.12: TUM-FSD Simulator Pilot Checklist Page 14.
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A\

Actions depend on the currently engaged mode
+» — If the Velocity Mode is engaged
= The powered-lift system shutdown did not complete in the given
timeframe
= Execute the ABNORMAL EVENT DURING VELOCITY MODE
TRANSITION PROCEDURE
= Procedure found on page 10
< — For any other engaged Mode
= Ensure complete powered-lift system shutdown prior to accelerating
to higher airspeeds
= For LTUs in motion, (VLS,NE) must not be exceeded

» Actions depend on the currently engaged mode
+» — > If the Velocity Mode is engaged
= The powered-lift system did not completely turn on
= Execute the ABNORMAL EVENT DURING VELOCITY MODE
RETRANSITION PROCEDURE
= Procedure found on page 11
+» —> For any other engaged Mode
= Ensure complete powered-lift system is completely turned on prior
engaging the Hover Mode

06.09.2022 Property of TUM-FSD Page 9
Edition # 1.0
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Figure G.13: TUM-FSD Simulator Pilot Checklist Page 15.
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Appendix G: TUM-FSD Simulator Pilot Checklist

I-----_--------------
- [rumrspevroLSimulator  ABNORMALPROCEDURE |
[ ABNORMAL EVENT DURING VELOGITY MODE TRANSITION |
]
I Reason for warning must be ascertained
I «»— If reversion to Powered-Lift Flight necessary
I Perform Normal Retransition Procedure when able:
I 1 TRrOttIE LEVET weoeeeeeeeeeeeeeeeeeeseveereseeee ATRIGHT GATE 1
I 2 LTUS s CHECK engaged 2
1 % —> Otherwise (continue to Fixed-Wing Flight)
Confirm Transition:
1 Throttle Lever.....ccocoiiieeieeeeeeeeeeieeeen, AT LEFT GATE 1
2 Gate OVErride .eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeveeeveveeererenaaanes PUSH 2

I o F- 1o U ORPRPRPRRPNE CHECK retracting 3
Perform Normal Retransition Procedure when able

06.09.2022 Property of TUM-FSD Page 10
Edition # 1.0
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Figure G.14: TUM-FSD Simulator Pilot Checklist Page 16.
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Reason for warning must be ascertained

< ——> If MULTIPLE LTUs failed
Perform Normal Transition Procedure when able:
1 Throttle Lever..eeeeeeeeeieeeiiiiiiiiieeeeeee, AT LEFT GATE 1
2 LTUS o CHECK disengaged 2
Perform go-around procedure
Perform FIXED-WING LANDING CONFIGURATION
Procedure found on page 5

Perform fixed-wing landing
s»—> If ONE LTU failed and go-around is desired
Perform Normal Transition Procedure when able:
1 Throttle Lever .....coooovivieeeeeeeeeeeeennneeen, AT LEFT GATE 1
2 LTUS oo CHECK disengaged 2
s —> Otherwise (continue to Powered-Lift Flight)

Confirm Retransition:

---------------J

1  Throttle LeVer....cccooeeeeeeeeieiicciiccccccceennnn AT RIGHT GATE 1
2 Gate Override......cccceeeennn..... PUSH, CONTINUE PUSHING 2
3 Throttle Level........eeeeeeeveeeverevinenes CROSS BELOW GATE 3
O CF- | (I O V7= 4 1o [N RELEASE 4
5 LTUS e CHECK engaged 5
06.09.2022 Property of TUM-FSD Page 11
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Figure G.15: TUM-FSD Simulator Pilot Checklist Page 17.
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Appendix G: TUM-FSD Simulator Pilot Checklist

Transition in ATT/VS Mode not advised

Revert to ATT/ACC Mode
1 ATT/ACCMOAE ... ENGAGE 1
2 ATT/ACCMOAE ...uueeerreeeereeeereeeereeeen, CHECK Engaged 2

Perform abnormal scenario TRANSTION ATT/ACC MODE

Retransition in ATT/VS Mode not advised

Revert to ATT/ACC Mode
1 ATT/ACCMOGE ...t ENGAGE 1
2 ATT/ACCMOME ...uueeetrrecereeeereeeereeeen, CHECK Engaged 2

Perform abnormal scenario RETRANSTION ATT/ACC MODE

06.09.2022 Property of TUM-FSD Page 12
Edition # 1.0
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Figure G.16: TUM-FSD Simulator Pilot Checklist Page 18.
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L---------------J

For LTUs in motion, (V ;5 v ) must not be exceeded |

Perform acceleration to Vo

| 1 Throttle Lever ..., AT RIGHT GATE 1

| Airspeed above Vg:

2 Throttle Lever ... AT LEFT GATE 2

3 Aircraft not descending......cccccceeeeeeieicciiiiiieeeeennn, CHECK 3

4 LTUs RPM LESS THAN 500 ............... CHECK INDICATION 4

5 Gate OVverride ..o PUSH 5

6 LTURPMO+4/-5.cciiiiiecieeeieeeee, CHECK INDICATION 6
«»»— If reversion to Powered-Lift Flight necessary

I 7 Transition Warning.........ccccceeviiiiiiniinniinnnnn, DISMISS 7

Perform Retransition Procedure when able

% —> Otherwise (continue to Fixed-Wing Flight)

7 FlapS e SET full travel UP 7
8 Transition Warning .......ccouvuvceeeeeieeeeeeiiiiceeeeeeees DISMISS 8

06.09.2022 Property of TUM-FSD Page 13
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Figure G.17: TUM-FSD Simulator Pilot Checklist Page 19.
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Appendix G: TUM-FSD Simulator Pilot Checklist

-

Edition # 1.0

I--------------------1
| e e i O D) |
: [ RETRANSITION ATI/ACC MODE :
| |
I For LTUs in motion, (V must not be exceeded I
[ ( LS,NE) I [
I Perform deceleration to Vgge I
D |1 Throttle Lever v ATLEFTGATE 1 |
| |
1 | Airspeed below V p: | 1
1 12 Flapsi SET full travel LDG 2 |
: | Airspeed below V g yg: | :
3  Throttle Lever .. AT RIGHT GATE 3
| |
i 4 Gate Override ......cccvveeennees PUSH, CONTINUE PUSHING 4 i
I 5 LTURPM 100 +/-30..cccciveeeerreennnnns CHECK INDICATION 5 I
1 s —— If MULTIPLE LTUs failed 1
| 6 GateOverride ..o RELEASE 6
I Perform go-around procedure I
: Perform FIXED-WING LANDING CONFIGURATION :
I Perform fixed-wing landing I
| e— If ONE LTU failed and go-around is desired i
[ | 6 GateOverride ..o RELEASE 6 |
Perform go-around procedure and reattempt
| |
+»—> Otherwise continue to Powered-Lift desired
I 6 Throttle Level......uueeeeeeeeeeiiinnee. CROSS BELOW GATE 6 I
I |7 GateOverride oo RELEASE 7 I
I 8 LTUS coeeeeeeeeeeee ettt CHECKengaged 8 |
| |
| |
I 06.09.2022 Property of TUM-FSD Page 14 I

Figure G.18: TUM-FSD Simulator Pilot Checklist Page 20.
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Retransition in ATT/VS Mode not advised.

I 1 ATT/ACCMOAE ... CHECK available 1

»—— |f ATT/ACC Mode Available

Revert to ATT/ACC Mode

2 ATT/ACC MOAE c.uueeiieeviiieieeieeee e ENGAGE 2
3  ATT/ACCMOAE ...uveeetreeeereeeetreeeereee e, CHECK engaged 3
Perform TRANSITION ATT/ACC MODE
Procedure found on page 13

+» —— Otherwise
Perform acceleration to Vo

I 2 Coolie Hat Throttle Setting..................... AT RIGHT GATE 2

| Airspeed above V:

3 Coolie Hat Throttle Setting.........cccvveeennns AT LEFT GATE 3
4 Aircraft not descending ......cccecvveeeiiiiiiiieeenninnenn, CHECK 4
5 Gate OVerride ....eeeeee e PUSH 5
6 LTURPMO+4/-5.ciiiiieeciieeeeieeeee, CHECK INDICATION 6
7 Throttle Lever ... AT LEFT GATE 7
8  FlapS.uueeeiieee e, SET full travel UP 8
9  Transition Warning .......coeuveeeeeeiieeeeeeiiiiieeeeeeees DISMISS 9
06.09.2022 Property of TUM-FSD Page 15
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Figure G.19: TUM-FSD Simulator Pilot Checklist Page 21.
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Appendix G: TUM-FSD Simulator Pilot Checklist

06.09.2022 Property of TUM-FSD Page 16
Edition # 1.0
h__-----------------

L---------------J

Retransition in ATT/VS Mode not advised.

|1 ATT/ACCMoOde CHECK available

»—— |f ATT/ACC Mode Available

Revert to ATT/ACC Mode

2 ATT/ACC MOAE c.uueeiieeviiieieeieeee e ENGAGE
3  ATT/ACCMOAE ...uveeetreeeereeeetreeeereee e, CHECK engaged
Perform RETRANSITION ATT/ACC MODE
Procedure found on page 14

+» —— Otherwise
Perform FIXED-WING LANDING CONFIGURATION

Perform fixed-wing landing

=

w N

Figure G.20: TUM-FSD Simulator Pilot Checklist Page 22.
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Setting must only be performed on ground with FCS Disengaged.l

Perform BEFORE ENGINE START CHECK

1 VTA e open safety guard, OFF
2 VTA e safety guard closed

N =

FIXED-WING ENGINE START PROCEDURE
FCS oo open safety guard, PUSH
BIT status passed .............cuu...... CHECK INDICATION

Traction RPM 100 +/-30 ....evvvveeeeeeereeeeeeeeveeeeeeennenns CHECK
LTU RPM O e CHECK

FIXED-WING FCS ACTIVATION PROCEDURE
INTLKT v ON, close safety guard
INTLK2 .o ON, close safety guard
FCS Disengage Unavailable......... CHECK INDICATION
Throttle Lever...........coevceeveeeene.. FULL BACKWARD
Velocity Mode Engaged ............ccccuvveeecuvvnannn. CHECK
Perform Wingborne Take-Off Procedure

If Velocity Mode not engaged at safe altitude reached:
[ - o U UUPURt SET full travel UP

06.09.2022 Property of TUM-FSD Page 17
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Figure G.21: TUM-FSD Simulator Pilot Checklist Page 23.
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Appendix H

Additional Simulation Results

This appendix demonstrates additional results that validate the off-nominal transition
procedures. These are in effect due to the impossibility of an LTU to disengage via the
automation. The reasons where this may occur are listed in Section 2.3.1 of Chapter 2.
According to Section 4.4.3 of Chapter 4, on one hand, the procedures are to revert back to
powered-lift flight. This is examined in Section H.1.

Alternatively, the operator could shut down the problematic LTU manually. For the
exemplary aircraft found in Section 1.1.4 this is not possible, therefore results for such
a scenario are not provided. However, both Chapters 3 and 4 demonstrate no design
modification regardless of the possibility of the pilot to manually disengage an LTU.

Lastly, prolonged flight at high speed may be demanded. In this case the aerodynamic
efficiency needs to be increased. Keeping the already disengaged LTUs aids in this goal.
In addition, the high-lift system can be retracted accordingly to further minimize the drag.

This scenario is examined in Section H.2.

H.1 Transition Mitigation - Reversion to Powered-
Lift Flight

The procedure for powered-lift flight reversion is defined as in Table 4.10 of Chapter 4.
The results of this scenario while performing a flight with the Nominal system are visible
in Figure H.1. They are elaborated upon below.

Firstly, as previously stated, this procedure occurs during transition. Therefore, the
initial sequence is the same as found in Section 6.1.1 of Chapter 6. For this reason, the
initial aircraft response is in Figure 6.11 is equivalent to the one in Figure 6.2.

As discussed in Section 6.1.1, the disengagement of the powered-lift system begins once
requested by the operation (via trans,.s), the disengagement speed has been exceeded
(via Vipans) and the LTUs are not actively used for force and moment production (via
LTUynusep)- Therefore, this sequence matches the one found in Figure 6.2 and is not
elaborated further here.
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H.1 Transition Mitigation - Reversion to Powered-Lift Flight

Throttle Inceptor Setting

Above Gate [~ T T T T T

Gate Left

Gate Right

Below Gate - | | | | |

trans,qst Tetrans,qs

Veas

OPENgare

LTUo'uerridequf

Vsare T T T T T

Vsares -

l\

‘/trans
High-Lift Operation

‘SFmM T T T T I

or | | | | |

‘min

LTU Feedback

T T T I
\/ Faulty LTU rotational rate
Minimum rotational rate of all non-faulty LTUs

Z

Wi i
N L N [

LTUynvuseD
SHL
T T T T T T T T
FExtend
Retract - _
| | | | | | | |
SLTU
Disengaged I I I I I I I I —
Engaging I —
Disengaging I —
Engaged | | | | | | | |
LTUdisengm,wM TEtTanstimeout
Time

Figure H.1: Nominal System Transition Mitigation to Powered-Lift Flight
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Appendix H: Additional Simulation Results

For the purposes of this observation, a “stuck at value” failure is injected in one LTU
such that it is rotating at idle RPM. The driving factors for this failure mode are discussed
at length in Section 2.3.1 of Chapter 2. The fourth graph of Figure 6.2 shows the response
of LTUs, where the time history of the red depicts the erroneous LTU response and the

one in green shows the minimum RPM of all non-faults units for the sake of transparency.

Note that if this failure is detected by the LTU integrity monitoring, a warning could
be commissioned to the operator via the cautions and warning system. However, this
would just raise the operator awareness of the upcoming off-nominal transition process.

The behavior of the automation would not be changed.

Upon starting the disengagement process marked with the state transition of M 7y to
Disengaging, the lower barrier is closed in accordance with Table 4.7. This is depicted in
the first graph of Figure 6.2. The red sections depict that the corresponding barrier is

closed and therefore the operator is incapable of deflecting the inceptor into that region.

Once the disengagement has been initiated, a counter starts running as per Equation
3.44. In this example, the counter is implemented as depicted in Figure 5.14. Due to the
failure, the variable LT'U giseng,imesn: 15 €Valuated to true after the timer has elapsed. This
throws a warning to the pilot that additional actions are necessary in accordance with

Table 3.7. The moment this is in effect can be seen on the lowest graph of Figure 6.2.

According to Table 4.10, the pilot needs to deflect the throttle inceptor into the
powered-lift region in order to initiate the LTU engagement process. This is processed by
the automation via the trans,s variable, calculated as per Equation 3.4 and implemented

as per Figure 5.7. It is visible in the up-most graph of Figure 6.2.

The trans, s toggles the transition of M 17y to Engaging in accordance with Equation
3.27. This transition function is implemented as depicted in Figure 5.12. Thereupon,
the retransition procedure is initiated. This procedure was elaborated upon in detail in
Section 4.4.3.3 of Chapter 4 and the simulation results were discussed at length in Section
6.3.2 of Chapter 6.

Figure H.2 demonstrates the management of the airspeed protections during this
off-nominal scenario as proof that a safe state is always enforced by the system by design.
The management of the functions is as per Tables 3.5 and 3.6 for underspeed and overspeed

respectively.

Simulation results for the Fallback system in this scenario are not provided because
prior to the mitigation, the transition is identical to the one presented in Section 6.2.
Subsequently, the conduction of the retransition is the same as presented in the above-

mentioned section. Section 4.4.3 discusses at length why this is the case.
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H.1 Transition Mitigation - Reversion to Powered-Lift Flight

SLTU

Disengaged —

FEngaging —

Disengaging —

FEngaged

SHL

Eaxtend

Retract —

5 High-Lift Operation
I3

max | | |

OF i

Airspeed Envelope Protections
VLSNE T ™ =

Vsarg —
Vsaree, / [ = -

|

1

1 Calibrated Airspeed

1 = == == Overspeed Protection
|

4

ViovEer - == == == Underspeed Protection

Time

Figure H.2: Nominal System Airspeed Protection Operation During Transition Mitigation
to Powered-Lift Flight



Appendix H: Additional Simulation Results

H.2 Transition - Prolonged High-Speed Flight

The other scenario to examine in the case where an LTU is incapable of disengaging would
require prolonged high-speed flight. This could be the case when the mission needs to
be continued despite the impossibility to fully disengage the powered-lift system. The
procedure for this scenario is in accordance with Table 4.12. The simulation results for
this capability are examined here and can be obtained from Figure H.3.

The results are identical to the ones found in the previous section until the moment
where the warning via LT'U gisengimeon: @ Per Equation 3.44. The two time histories diverge
due to the different operator decision.

To confirm the entry into high-speed flight as per Table 4.12; the item OPENgarg
needs to be engaged. This is visible in Equation 4.33, in which this variable is linked also
to H Loverride,qs;- The moment this action is performed by the operator is visible in the
fifth graph of Figure H.3.

The variable H Loyerride, ., assignment is performed by the behavioral specification as
visible in Figure 5.14a. As per Equation 3.50, this enforces the transition condition of
M g1, to the state Retract, which is implemented as depicted in Figure 5.15. Therefore, the
high-lift scheduling is done such that the drag can be minimized. The scheduling following
the state transition is provided in the third graph of Figure H.3. For the exemplary aircraft
found in Section 1.1.4 this minimizes the drag by approximately 35%.

Figure H.4 demonstrates the management of the airspeed protections during this
off-nominal scenario as proof that a safe state is always enforced by the system by design.
The management of the functions is as per Tables 3.5 and 3.6 for underspeed and overspeed
respectively. Following the state transition, the upper barrier is opened in accordance with
Table 4.7. This allows the command of higher airspeeds by the pilot. However, as visible
in Figure H.4, due to the running LTU, a speed beyond V1, , cannot be reached.

Simulation results for the Fallback system in this scenario are not provided because prior
to the mitigation, the transition is identical to the one presented in Section 6.2. Section
4.4.3 discusses at length why this is the case. Following the transition, the operator’s

responsibility is to not exceed the structural limit speed Vg, .
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H.2 Transition - Prolonged High-Speed Flight

Throttle Inceptor Setting
Above Gatel- T T T T B

Gate Left

Gate Right B

Below Gate - | | | | |
trans,qst OPENgarE
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Vsare T T T T T
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‘/tmns
High-Lift Operation

‘mazx | | | |

OF

LTU Feedback

T T T I
\l Faulty LTU rotational rate
Minimum rotational rate of all non-faulty LTUs
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0 | | | | |
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SLTU
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Engaged | | ! | | —
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Figure H.3: Nominal System Abnormal Entry into High Dynamic Pressures with a
Partially Disengaged Powered-Lift System
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Appendix H: Additional Simulation Results

Disengaged
FEngaging
Disengaging

FEngaged

Eaxtend

Retract

OF,

max
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Figure H.4: Nominal System Airspeed Protection Management During Abnormal Entry
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