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Zusammenfassung

Spingläser sind ungeordnete magnetische Spinsysteme mit einem hohen Grad an Frustration. Daraus
resultiert eine komplexe Energielandschaft. Jene Modelle finden Anwendung in vielen Disziplinen, wie
zum Beispiel der Wahrscheinlichkeitstheorie, der mathematischen Biologie und der statistischen Physik.
Daher gab es in den letzten Jahrzehnten aus physikalischer und mathematischer Seite viele Bemühungen
Spingläser besser zu verstehen. Von besonderer Bedeutung ist Giorgio Parisis Beitrag, welcher 2021
mit dem Physiknobelpreis gewürdigt wurde. Parisi entwickelte nicht nur die Replica-Methode, um den
Grenzwert der freien Energie im Sherrington-Kirkpatrick (SK) Modell zu berechnen, sondern erkannte
die Bedeutung der Replica-Überlappung als funktionalen Ordnungsparameter. Die Parisi-Formel, welche
eine immanente hierarchische Struktur des Gibbsmaßes auf dem Produktraum multipler Replicas sichtbar
macht, und ihr rigoroser Beweis durch Arbeiten von Guerra und Talagrand können als Meilensteine der
klassischen Theorie der Spin-Gläser angesehen werden.

Diese Dissertation widmet sich der Untersuchung von Quanten-Spingläsern, welche der Quantennatur
von Materie Rechnung tragen. Konkret betrachten wir Hamilton-Operatoren der Bauform 𝐻 = 𝑈 + Γ𝑇
auf dem Hypercubus. Dabei steht 𝑈 stellvertretend für ein Potential eines klassischen Spinglasmodells,
wie zum Beispiel des SK-Modells oder des Random Energy Model (REM) und der Term Γ𝑇 entspricht
einem transversalen Magnetfeld mit Magnetfeldstärke Γ. Dabei wollen wir analysieren wie das transver-
sale Feld die thermodynamischen Eigenschaften klassischer Spingläser beeinflusst. Das Studium von
Quanten-Spingläsern trägt nicht nur zum Verständnis frustrierter Systeme bei, sondern ist auch von Be-
deutung bei der Bewertung adiabatischer Quantenalgorithmen, die ein vielversprechender Ansatz zur Lö-
sung von Optimierungsproblemen auf Quantencomputern darstellen. In den 1990er begannen Physiker
sich systematisch mit Quanten-Spingläsern zu beschäftigen. Dabei werden analytisch die nicht rigorose
Replica-Methode und die statische Approximation angewandt. Diese Methoden erlaubten es Goldschmidt
den korrekten Grenzwert für das Quantum Random Energy Model (QREM) - dem REM mit transver-
salem Feld - zu bestimmen. Jedoch beruhen viele Arbeiten auch auf numerische Methoden und die meis-
ten Quanten-Spinglas-Modelle, wie das Quantum Sherrington-Kirkpatrick Modell (QSK), sind noch in
vielen Zügen unverstanden.

Trotz der Bedeutung von Quanten-Spingläsern liegen nur sehr wenige rigorose Resultate derzeit vor. Die
Publikationen auf denen diese Dissertation beruht gehören zu den ersten Anstrengungen, einem mathema-
tisches Verständnis von Quanten-Spingläsern näher zu kommen. Insbesondere entwickelten wir Meth-
oden, um Goldschmidts Formel für die freie Energie im QREM zu beweisen und verfeinerten unsere
Techniken, um darüber hinaus eine detaillierte spektrale Analysis des QREM-Hamiltonian zu bewerk-
stelligen. Dies ermöglichte uns die energetisch tiefen Eigenzustände zu charakterisieren und die nächste
Ordnung (bezüglich der Systemgröße) der Grundzustandsenergie und freien Energie zu berechnen. Des
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weiteren haben wir hierarchische Quanten-Spingläser, Verallgemeinerungen des QREM, untersucht was
zur vollständigen Charakterisierung verschiedener Phasendiagramme führte, welche noch nicht in der
Physikliteratur beschrieben wurden. Schließlich haben wir uns mit dem QSK-Modell auseinanderge-
setzt, wo es uns gelang für tiefe Temperaturen und ein hinreichend schwaches transversales Feld eine
Spinglasordnung nachzuweisen.



Abstract

Spin glasses form a class of highly disordered frustrated spin systems, which attained major attention
from mathematicians and physicists in the last decades. The importance of spin glass models results
from their applications to a variety of fields, e.g., probability theory, mathematical biology, and statistical
mechanics; to name a few. The physical relevance of spin glasses has lately become manifest by the award
of the Nobel Prize in Physics 2021 to Giorgio Parisi, who was the first to realize that spin glass behavior
is reflected in a functional order parameter and computed successfully the limit of the free energy of the
Sherrington-Kirkpatrick (SK) model based on a replica calculation. Parisi’s formula which encodes a
hidden hierarchical structure of the limiting Gibbs measure of multiple replicas and its rigorous mathe-
matical proof by Guerra and Talagrand can be considered as major milestones in the classical spin glass
theory.
This thesis is devoted to the study of quantum spin glasses, that is, spin glasses which incorporate quantum
effects. To be more precise, our aim is to study transverse field models with a Hamiltonian𝐻 = 𝑈 +Γ𝑇 ,
where 𝑈 represents the potential of a classical disordered system such as the SK model or the Random
Energy Model (REM), and the term Γ𝑇 describes a transversal magnetic field of strength Γ. Here, we
want to understand how the transversal field affects the thermodynamical properties of the underlying
model. Results on quantum spin glasses not only enhance our understanding of frustrated spin systems,
but also are of importance for the evaluation of quantum adiabatic algorithms, which form a promising
algorithm scheme which might be implemented on quantum computers. In the 90’s physicists started
to investigate these types of models analytically via the replica trick and a static approximation for the
path-integral representation and to a large extent also numerically. For instance, Goldschmidt predicted
the (correct) formula for the free energy of the REM with transversal field, the Quantum Random Energy
Model (QREM). However, most quantum spin glass models such as the Quantum Sherrington-Kirkpatrick
model (QSK) are yet not fully understood.
Despite the importance of quantum spin glasses, rigorous results are still rare and the publications, on
which this thesis is based, are among the first systematic attempts towards a mathematical understanding
of quantum spin glasses. In particular, we have managed to prove Goldschmidt’s formula for the QREM
and used this as starting point to provide a detailed spectral analysis of the QREM Hamiltonian, that is,
we give a precise description of the low energy states and compute the finite size corrections of the ground
state energy and free energy. Moreover, we discuss hierarchical quantum spin glasses - generalizations of
the QREM - where we give complete phase diagrams which were even unknown in the physics literature.
Last but not least, we contribute to the study of the QSK, where we establish a spin glass phase for low
temperatures and a weak magnetic field.
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Chapter 1

Introduction

Spin glass models were originally introduced to describe experimentally observed magnetic alloys, such
as iron (Fe) weakly diluted in gold (Au), which exhibit peculiar dynamical properties at low temperatures:
for instance slow relaxation to equilibrium after turning out an external field, a phenomenon which is re-
ferred to as aging [52]. These experimental findings highly contrast what one expects for ferromagnetic
or paramagnetic solids. While the spins in ferromagnets tend to point in the same direction, spin glasses
are governed by random interactions between the spins. That is, some pairs of spins prefer to be parallel,
while other pairs want to be anti-parallel. Hence, there is no configuration satisfying most preferences;
one speaks of a high degree of frustration. Highly frustrated systems are characterized by a complex en-
ergy landscape, for which it is even hard to find the minimal energy configuration. Thus, understanding
spin glass models is a very challenging task which has been faced by condensed matter physicists, mathe-
matical physicists and probabilists for about five decades [6,42,70,99,135,155,166]. Complex structures,
of course, do not only emerge in statistical physics, but in a variety of scientific disciplines. Consequently,
the study of spin glasses has a huge impact on very different fields such as combinatorial optimization,
theoretical computer science, machine learning and mathematical biology [20, 21, 24, 59, 136].

In particular, mean-field spin glass models, where all particles interact with each other, have attained
considerable attention as they are more feasible than short-range models, yet equipped with a rich phys-
ical structure. This structure was discovered by Parisi in his revolutionizing work on the Sherrington-
Kirkpatrick (SK) model. He found an exact solution for the free energy of the SK model, which is based
on the ingenious idea of replica-symmetry breaking [135, 155]. The so-called replica overlap remains a
random quantity in the infinite-particle limit, but the overlap’s limiting distribution, the so-called Parisi
measure, governs the system and takes the role of the order parameter. Giorgio Parisi was awarded the
Nobel Prize in Physics 2021 among other scientific contributions for his breakthrough on understanding
spin glasses via the replica-symmetry breaking scheme and the underlying hierarchical organization of
multi-overlaps, which is commonly believed to be universal for mean-field spin glass models. Parisi’s
work did not only inspire physicists to extend his methods to other disordered models, but also motivated
mathematicians to understand Parisi’s solution from a rigorous point view. While for a long time only
partial results, mainly focusing on the high temperature phase, had been established, Guerra’s and Ta-
lagrand’s efforts cumulated in a proof of the Parisi formula for the free energy [99, 179, 181]. Together
with Panchenko’s result on the ultrametricity of the Gibbs measure [151], these works can be seen as
milestones of the classical spin glass theory. Despite all the sketched progress, there are still many open

1



INTRODUCTION

questions. For example, a description of the Parisi measure for low temperatures in the SK model [16]
and an examination of the spin glass models’ dynamical properties, which characterize spin glasses in the
laboratory, are still lacking.
Classical spin glass models such as the SK model consider Hamiltonians which are random functions of
the𝑁-particle spin configuration. Although such models are able to depict important aspects of spin glass
physics, they can only form a caricature of real metal alloys as they ignore the quantum nature of matter.
Quantum spin glass models implement the law of quantum physics by considering Hamiltonians which
are random operators with the spin-12 operators as building blocks. Quantum spin glass models have been
studied in the physics literature for a long time and have recently gained more attention [23, 24, 29, 44,
68, 78, 95, 96, 111, 121, 138, 158, 175]. One research strand focuses on the question where a glass phase
is found and to which degree Parisi’s replica symmetry breaking scheme governs the physics of mean-
field quantum spin glasses [78, 138, 188, 193]. Due to the quantum nature however, further interesting
directions of research open up. An important example is the study of quantum phase transitions at zero
temperature, which often reflect a disruptive change of the ground state’s properties [68,106]. Moreover,
the possibility of quantum tunneling through energy barriers leads to new ergodic-nonergodic transitions,
which are also closely related to the degree of the eigenstates’ localization [29, 111, 124].
Certainly, the resulting non commutative situation makes the analysis more challenging and, thus, our
understanding of quantum spin glasses is rather limited in contrast to classical spin glasses. We will
mainly consider in this thesis the simplest class of quantum spin glasses, where a classical spin glass
is enriched by an additional transverse magnetic field. The most prominent example is the Quantum
Sherrington-Kirkpatrick (QSK) model, for which most physical predictions are based on numerics or not
reliable approximations such as the static approximation. This calls for a rigorous analysis, which clarifies
our picture of quantum spin glasses. Unfortunately, there is a lack of mathematical work on quantum spin
glass models. There are few results on the QSK, which have been developed independently from this
thesis [3, 53, 126], but the literature on simpler models such as the Quantum Random Energy Model
(QREM) is almost vacant. The main aim of this thesis is to make a first attempt to systematically study
quantum spin glasses and to encourage further research on this interesting multi-disciplinary topic, which
lies at the intersection of quantum physics, statistical mechanics, probability theory and operator theory
with various applications in condensed matter physics, mathematical biology and quantum computing.
In the following parts of the introduction, we will introduce the basic concepts of statistical mechanics
and quantum physics, and we will introduce the (quantum) spin glass models, which will be considered
in the main body of the thesis. Concurrently, we try to give some context to and intuition behind the
models.

1.1 Statistical Mechanics and Classical Spin Glasses

We start our journey by introducing classical spin glass models which we will be encountered in the rest
of this thesis. To this end, we will need to recall some concepts and notation from statistical mechanics.

1.1.1 Some Preliminaries on Statistical Mechanics

Let us first describe the general setting. Our configuration space for 𝑁 particles will always be the Ham-
ming cube 𝑁 ∶= {−1, 1}𝑁 , and its elements are denoted by 𝜎𝜎𝜎 = (𝜎1,… , 𝜎𝑁 ). We think of the 𝑁
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STATISTICAL MECHANICS AND CLASSICAL SPIN GLASSES

particles to have only one degree of freedom, namely its internal spin which can only take the values ±1.
In the literature one can also find models where the internal spin is more generally a vector which may
take infinitely many values [55,154], but we will only consider spin glass models on the Hamming cube.
Each model comes with its family of random Hamiltonians 𝐻𝑁 ∶ 𝑁 → ℝ, which is a random process
on the Hamming cube. As usual, 𝐻𝑁 (𝜎𝜎𝜎) models the energy of a specific configuration 𝜎𝜎𝜎. Of course,
formally the family (𝐻𝑁 )𝑁∈ℕ is a sequence of random variables on some probability space (Ω,A ,ℙ),
however we will take the point of view which focuses on the random variables themselves and the un-
derlying probability space is rarely explicitly mentioned. The existence of the presented models will be
typically clear and the discussed assertions and events will not depend on the exact form of the probability
space and, thus, with a slight abuse of notation ℙ will always denote the probability with respect to the
model’s disorder and, similarly, 𝔼 denotes the expectation with respect to the disorder. In this thesis, we
assume a basic familiarity with common notions and results in probability theory as they can be found
in [112], but somewhat more advanced concepts will at least be recalled.

If a Hamiltonian 𝐻𝑁 is given, as usual we associate with 𝐻𝑁 the partition function

𝑍𝑁 (𝛽) =
∑

𝜎𝜎𝜎∈𝑁

𝑒−𝛽𝐻𝑁 (𝜎𝜎𝜎), (1.1)

and the pressure
Φ𝑁 (𝛽) = ln𝑍𝑁 (𝛽), (1.2)

where 𝛽 ≥ 0 denotes the inverse temperature, i.e., 𝛽 = 1∕𝑇 with the ordinary temperature 𝑇 . From the
point of view of statistical mechanics, we consider the canonical ensemble with fixed particle number 𝑁
at a certain inverse temperature 𝛽. The thermodynamics in the canonical ensemble is governed by the
free energy 𝐹𝑁 (𝛽) = − 1

𝛽
ln𝑍𝑁 (𝛽), which in particular encodes the internal energy and entropy. Up to a

multiple factor Φ𝑁 and 𝐹𝑁 agree with each other, and for convenience we mainly consider the pressure,
which is always convex and for most spin glass models positive [52, 181]. The notions pressure and free
energy are sometimes used interchangeably.

In physical systems, the pressure is typically an extensive quantity, i.e., it scales (almost) linearly in the
particle number 𝑁 if 𝑁 is large enough [83, 167]. We are mostly interested in the so-called thermody-
namic limit𝑁 → ∞, where one expects that the specific pressure 1

𝑁
Φ𝑁 (𝛽) converges, and we will denote

its limit (if it exists) by 𝑝(𝛽). We stress that for disordered models the partition function and pressure are
random variables. However, it will turn out for all models we study that the specific pressure 1

𝑁
Φ𝑁 (𝛽) is

self-averaging, i.e., 1
𝑁
Φ𝑁 (𝛽) sharply concentrates around its mean 1

𝑁
𝔼[Φ𝑁 (𝛽)]. In particular, the limit

𝑝(𝛽) will usually be deterministic and, as we are used to in statistical mechanics, phase transitions can be
read off from a non-analytic behavior of 𝑝. We remark that 𝔼[Φ𝑁 (𝛽)] is often referred to as the quenched
average in contrast to the physically less interesting annealed average ln𝔼[𝑍𝑁 (𝛽)], where the expecta-
tion is pulled into the logarithm. However, the annealed pressure is often easier to compute and for high
temperatures it may give some physical insight.

Let us finally introduce the Gibbs measure 𝜇𝛽 on 𝑁 which is defined via its weights on a configuration
𝜎𝜎𝜎,

𝜇𝛽(𝜎𝜎𝜎) =
𝑒−𝛽𝐻𝑁 (𝜎𝜎𝜎))

𝑍𝑁 (𝛽)
. (1.3)
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The Gibbs measure controls the thermal fluctuations. The average of a function 𝑓 ∶ 𝑁 → ℝ with
respect to 𝜇𝛽 will be denoted by ⟨𝑓 ⟩𝛽 . Of course, the Gibbs measure is itself random and one needs to
face two layers of randomness in spin glasses: the disorder of the Hamiltonian 𝐻𝑁 and the fluctuations
due to the Gibbs measure. A crucial idea in spin glass theory is to consider replicas, that is, one studies
a duplicated system. For any 𝑘 ∈ ℕ we copy the configuration space 𝑘-times and we equip ⊗𝑘

𝑁 with
the product Gibbs measure 𝜇⊗𝑘𝛽 . The picture is that we draw 𝑘-replicas 𝜎𝜎𝜎1,… , 𝜎𝜎𝜎𝑘 of spin configurations
independently from each other with the probability law given by 𝜇𝛽 . The average with respect to 𝜇⊗𝑘𝛽 will
be denoted by ⟨⋅⟩⊗𝑘𝛽 . The analysis of the static thermodynamics boils down to the study of the pressure
and the Gibbs measure for large particle numbers 𝑁 . More details on the thermodynamical formalism
can be found in standard textbooks such as [36, 83, 161, 167].

1.1.2 Classical Spin Glass Models

Having introduced the mathematical objects of interest, we continue with a description of spin glass model
Hamiltonians 𝐻𝑁 . In classical spin glasses, the Hamiltonian 𝐻𝑁 consists of two terms

𝐻𝑁 (𝜎𝜎𝜎) = 𝑈 (𝜎𝜎𝜎) +
𝑁
∑

𝑖=1
ℎ𝑖𝜎𝑖,

where the second terms corresponds to an external magnetic field in vertical direction with (in general
random) weights ℎ𝑖. The spin glass properties are encoded in the potential 𝑈 consisting of random
interactions which leads to frustration and unexpected magnetic properties. Thus, a spin glass model
is characterized by the choice of 𝑈 .
The theory of spin glasses had its starting point in the seminal work by Edwards and Anderson in 1975
[70]. The so called Edwards-Anderson (EA) model is a random Ising-type model on the lattice ℤ𝑑 for
some 𝑑 ∈ ℕ. That is, we take a finite box Λ𝐿 = [−𝐿,𝐿]𝑑 ∩ ℤ𝑑 , 𝑁 = (2𝐿 + 1)𝑑 and we label the
spin components 𝜎𝑣 with the vertices 𝑣 ∈ Λ𝐿. Moreover, we associate with the box Λ𝐿 the canonical
undirected subgraph of ℤ𝑑 with edges 𝐸 = {{𝑥, 𝑦}|𝑥, 𝑦 ∈ Λ𝐿, ‖𝑥 − 𝑦‖1 = 1} with the 1-norm ‖ ⋅ ‖1.
The corresponding potential is then given by

𝑈EA(𝜎𝜎𝜎) =
∑

{𝑥,𝑦}∈𝐸
𝑔𝑥,𝑦𝜎𝑥𝜎𝑦 (1.4)

with a collection of independent identically distributed (i.i.d.) random variables (𝑔𝑥,𝑦){𝑥,𝑦}∈𝐸 with the
law of a standard normal variable. A standard Gaussian or, respectively, a standard normal variable is as
always a real random variable with probability density

𝜌(𝑥) ∶= 1
√

2𝜋
𝑒−

1
2𝑥

2
.

We recall that 𝑔𝑥,𝑦 ≡ −1 corresponds to the famous 𝑑-dimensional Ising model, the paradigmatic example
for a ferromagnet on the lattice. Based on the intuition that spin glass behavior is a result of competing
ferromagnetic (𝑔𝑥,𝑦 < 0) and antiferromagnetic (𝑔𝑥,𝑦 > 0) interactions, the Edwards-Anderson model is a
natural choice. However, it quickly turned out that understanding the thermodynamics of next-neighbor
random models by analytic means appears to be not feasible. For instance, until today it is not completely
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clear if the replica-symmetry breaking picture describes the EA model since there are competing concepts
such as the droplet picture [81] and the metastate prescription [142,143]. Some basic rigorous results on
the EA model can be found in [52].

The complexity of the EA model motivated Sherrington and Kirkpatrick to introduce a mean-field version
of the potential 𝑈 in (1.4) [166]. The Sherrington-Kirkpatrick (SK) model’s potential for 𝑁 particles is
given by

𝑈SK(𝜎𝜎𝜎) =
1

√

𝑁

∑

1≤𝑖<𝑗≤𝑁
𝑔𝑖,𝑗𝜎𝑖𝜎𝑗 (1.5)

with i.i.d. standard Gaussians (𝑔𝑖,𝑗)1≤𝑖<𝑗≤𝑁 . Here, the term mean-field reflects the fact that all particles
interact with each other in the SK model and not only neighboring spins. As a result, the underlying
lattice geometry disappears, which typically simplifies the physics drastically. A prime example for this
approach is the Curie-Weiß model,

𝑈CW(𝜎𝜎𝜎) = − 1
𝑁

∑

𝑖,𝑗
𝜎𝑖𝜎𝑗 =∶ −𝑁𝑚(𝜎𝜎𝜎)2, (1.6)

the mean-field version of the canonical Ising model on the lattice. While there are no explicit formulas
for the free energy in the Ising models for dimensions 𝑑 ≥ 3, the Curie-Weiß is a solvable model and
its physics, in particular present phase transitions, is encrypted in a single real number – the average
magnetization ⟨𝑚⟩𝛽 = ⟨

1
𝑁
∑𝑁
𝑖=1 𝜎𝑖⟩𝛽 . One says that the magnetization takes the role of the order parameter

[36, 83]. The SK model can also be regarded as disordered Curie-Weiß model and, thus, one may hope
that there exists a similarly simple order parameter. Already Sherrington and Kirkpatrick realized in their
pioneering work that the so-called replica overlap,

𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) ∶=
1
𝑁

𝑁
∑

𝑖=1
𝜎𝑖𝜎

′
𝑖 ∈ [−1, 1]

for 𝜎𝜎𝜎,𝜎𝜎𝜎′ ∈ 𝑁 , is of central importance. Namely, the covariance of the Gaussian process 𝑈SK may be
written in terms of 𝑅𝑁 ,

𝔼[𝑈SK(𝜎𝜎𝜎)𝑈SK(𝜎𝜎𝜎′)] =
𝑁
2
𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′)2 −

1
2
.

Let us pause for a moment and note that the covariance grows linearly with 𝑁 . As a rule of thumb, if the
potential is not too correlated, the minimal energy min𝑈 is then of order 𝑁 as well. Thus, ground state
energy and pressure are then extensive as they should be in physical systems. This explains the prefactor
𝑁−1∕2 in (1.5) which is different from the deterministic situation in the Curie-Weiß model (1.6).

Sherrington and Kirkpatrick considered the thermal average of the replica overlap ⟨𝑅𝑁⟩
⊗2
𝛽 , which mea-

sures the closeness of two spin configurations that are randomly picked following the law of the Gibbs
distribution. They assumed that in presence of an external field the replica overlap concentrates around
its average 𝔼[⟨𝑅𝑁⟩

⊗2
𝛽 ] just as the magnetization in the Curie-Weiß model does. The resulting replica-

symmetric solution which can be found in Section 4.3, however, turned out to be wrong. It was Parisi’s
insight that the situation in the SK model is much more complicated: the replica overlap remains a ran-
dom quantity even in the infinite particle limit and its distribution takes the role of the order parameter.
One speaks of a functional order parameter since the system is governed by a whole distribution function,
not a mere real number. Furthermore, the situation, where the replica overlap becomes not self-averaging
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for low temperatures, is referred to as replica-symmetry breaking. Together with the assumption that
the multi-overlap organize in an ultrametric manner, the replica-symmetry breaking scheme leads to the
famous Parisi formula. Parisi’s original derivation is not rigorous as it invokes the replica trick. The idea
is to make use of the following elementary representation of the natural logarithm

lim
𝑛→0

𝑥𝑛 − 1
𝑛

= ln 𝑥.

But instead of computing 𝔼[𝑍𝑛
𝑁 ] for small numbers 𝑛, only the moments of the partition function for

integers 𝑛 ∈ ℕ are considered. The limit 𝑛 → 0 is derived via an extrapolation. The replica trick has not
found a rigorous justification hitherto, and the proof of the Parisi formula follows another route which will
be presented in Section 5.1. The SK model stems from statistical mechanics, but nevertheless it has found
application in other field. For instance, the Max-Cut problem on an Erdős-Rényi graph can be rephrased
in terms of an SK spin glass with Bernoulli weights 𝑔𝑖,𝑗 [59,137]. Here comes universality into play: while
the SK model is defined in terms of Gaussian couplings, the limit of the specific pressure 𝑝SK(𝛽) does
not depend on the distribution as long as 𝑔𝑖,𝑗 are i.i.d. random variables with 𝔼[𝑔𝑖,𝑗] = 0,𝔼[𝑔2𝑖,𝑗] = 1 and
𝔼[|𝑔𝑖,𝑗|3] <∞ [48]. This allows one to find asymptotic expression for the Max-Cut size on Erdős-Rényi
graphs in terms of the SK minimal energy and, recently, an efficient algorithm for finding an approximate
maximal cut has been found [137].

The SK model can be generalized to the situation where not only two but 𝑝 ∈ ℕ spins interact with each
other,

𝑈𝑝(𝜎𝜎𝜎) =
1

𝑁 (𝑝−1)∕2

𝑁
∑

𝑖1,…,𝑖𝑝=1
𝑔𝑖1,…,𝑖𝑝𝜎𝑖1 ⋯ 𝜎𝑖𝑝 , (1.7)

where the (𝑔𝑖1,…,𝑖𝑝)1≤𝑖1,…,𝑖𝑝≤𝑁 are again i.i.d. standard normal variables. 𝑈𝑝 gives rise to the 𝑝-spin model
and if the potential𝑈 is a linear combination of different𝑈𝑝 one arrives at the mixed 𝑝-spin models. Note
that in contrast to the SK model, we include self-interactions in (1.7) because it leads to a convenient
formula for the covariance process,

𝔼[𝑈𝑝(𝜎𝜎𝜎)𝑈𝑝(𝜎𝜎𝜎′)] = 𝑁𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′)𝑝

for 𝜎𝜎𝜎,𝜎𝜎𝜎′ ∈ 𝑁 . We will see in Chapter 5 that Parisi’s solution can be extended to all mixed 𝑝-spin
models. From a physical point of view, there is the broad picture that the models get less involved as
𝑝 increases. This is reflected in the Gardener transition for 𝑝 ≥ 3. While its predicted that the replica
overlap in the SK model changes from being zero to a a continuous random variable (continuous replica
symmetry breaking) at 𝛽 = 1, one expects that the 𝑝-spin models undergo a 1-step replica symmetric
breaking at the critical temperature, i.e., the replica overlap’s distribution has only mass at two values.
Only for even lower temperatures continuous replica symmetry breaking should occur.

Following this intuition, Derrida considered the formal 𝑝→ ∞ limit, leading to a Gaussian process with
covariance 𝔼[𝑈∞(𝜎𝜎𝜎)𝑈∞(𝜎𝜎𝜎′)] = 𝑁𝛿𝜎𝜎𝜎,𝜎𝜎𝜎′ with the Kronecker delta 𝛿𝜎𝜎𝜎,𝜎𝜎𝜎′ , which is only 1 if 𝜎𝜎𝜎 = 𝜎𝜎𝜎′ and
otherwise vanishes [61, 62]. Derrida’s Random Energy Model (REM) can alternatively be written as

𝑈REM(𝜎𝜎𝜎) =
√

𝑁𝑔𝜎𝜎𝜎 (1.8)
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with 2𝑁 i.i.d standard Gaussians (𝑔𝜎𝜎𝜎)𝜎𝜎𝜎∈𝑁 . The REM was introduced to the mathematical literature by
Ruelle [164]. Due to the lack of correlations, the REM is of course only a toy model for spin glasses.
Despite its simplicity, the REM shows a glass transition and captures some features of more complicated
glass models. Due to the independence of the REM potential, it permits a precise analysis and, thus, the
REM allows a first understanding of glass behavior. That was very important when the Parisi solution
had not been established yet. We will give an overview of the equilibrium properties of the REM in
Section 2.1.

Shortly after having put forward the REM, Derrida introduced a family of hierarchical spin glasses which
are built upon the REM and are dubbed Generalized Random Energy Models (GREM). The simplest
variant is the 2-level GREM for which one needs to divide the total spin vector 𝜎𝜎𝜎 = 𝜎𝜎𝜎1𝜎𝜎𝜎2 into two blocks
𝜎𝜎𝜎1 = (𝜎1,… , 𝜎

⌈𝑥𝑁⌉

) and 𝜎𝜎𝜎2 = (𝜎
⌈𝑥𝑁⌉+1,… , 𝜎𝑁 ) for some 𝑥 ∈ (0, 1). The GREM potential is then given

by
𝑈GREM(𝜎𝜎𝜎) =

√

𝑁𝑎1 𝑔𝜎𝜎𝜎1 +
√

𝑁𝑎2 𝑔𝜎𝜎𝜎1𝜎𝜎𝜎2 (1.9)

with some 𝑎1, 𝑎2 > 0 satisfying 𝑎1+𝑎2 = 1 and two mutually independent Gaussian processes (𝑔𝜎𝜎𝜎1)𝜎𝜎𝜎1∈⌈𝑥𝑁⌉

and (𝑔𝜎𝜎𝜎1𝜎𝜎𝜎2)𝜎𝜎𝜎∈𝑁 . In that way, (1.9) gives rise to a correlated Gaussian process but the correlation structure
is ultrametric facilitating the analysis of the GREM. In Chapter 4 we will consider more generally GREM
potentials with any number of levels 𝑛 ∈ ℕ and even its continuous version, the CREM. The study of the
Gibbs measure in the GREM leads to Ruelle cascades which govern also the overlap distribution in mixed
𝑝-spin models. In that sense, the GREM captures important features of the more involved SK model.

The interest in the REM and GREM goes far beyond its caricature of a spin glass. For instance, the
GREM is closely related to the study of Branching Brownian Motions (BBM). One can think of a BBM as
follows. One starts with a single Brownian motion 𝐵𝑡, and after an exponential time 𝑇 the path splits into
two independent Brownian motions starting at𝐵𝑇 . This process is continued for both paths independently
from each other and so on. It turns out that the extremal process of a BBM is closely related to the low
energy statistics of the CREM (see [37] and the references therein). A second example is the analysis
of the REM in the context of aging and metastability. The idea is to consider a particular Markov jump
process on 𝑁 , the Glauber dynamics. The continuous Markov time process𝑋𝑡 on 𝑁 is defined via the
transition rates

𝑟(𝜎𝜎𝜎,𝜎𝜎𝜎′) =

⎧

⎪

⎨

⎪

⎩

1
𝑁
𝑒𝛽𝑈 (𝜎𝜎𝜎) if

∑𝑁
𝑖=1 1𝜎𝑖≠𝜎′𝑖

= 1,

0 else,

for 𝜎𝜎𝜎 ≠ 𝜎𝜎𝜎′, some 𝛽 > 0 and a potential 𝑈 on 𝑁 . If 𝑈 is chosen to be the REM potential, one can
show that the process stays at particular low energy configurations for a long time [25, 26, 49, 89, 91].
This phenomenon has become known as aging and the REM is an important model for which that can
be rigorously established. The last application we want to discuss lies in the field of mathematical bi-
ology. Here, 𝑈REM models a rugged fitness landscape of species, i.e., the value 𝑈REM(𝜎𝜎𝜎) encodes the
competitiveness of the species 𝜎𝜎𝜎 [20, 21, 71, 104]. If employed with a dynamics which incorporates the
biological evolution, one may analyze which species survive for large times. In this context the REM is
also called the "House of Cards" model. The analysis of the evolution is also intimately related to the
Quantum Random Energy, which will be introduced in the next section.
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The SK model, the mixed 𝑝-spin model, the REM and its generalizations the GREM and CREM form
the classical backbone for the quantum models we will study in the main body of this thesis. There are
plenty of other spin glass models of which some are discussed in [135] from a physical point of view and,
rigorously, in [181]. A discussion of all these models is beyond the scope of this thesis. Nevertheless,
we would like to close this section by presenting a further spin glass model, the Hopfield model, which
in contrast to the models discussed so far did not originate in statistical mechanics. John Hopfield was
interested in modeling neural networks [105]. For simplicity, one assumes that a single neuron 𝜎𝑖 can
only take two states −1 ("passive") and +1 ("active"). Thus, the configuration space of 𝑁 neurons is
again the Hamming cube 𝑁 . Each neuron may change its state depending on an input signal 𝑟𝑖, which
in turn depends on the total configuration 𝜎𝜎𝜎. One again considers the simplest choice, where 𝑟𝑖 depends
linearly on all other neuron states, i.e.,

𝑟𝑖 =
𝑁
∑

𝑗=1
𝑔𝑖,𝑗𝜎𝑗𝜎𝑖.

The additional factor 𝜎𝑖 is present to favor the current states. So far, the situation looks similar to the
SK model. The difference comes with the choice of the couplings 𝑔𝑖,𝑗 which are chosen according to
Hebb’s rule [102]. The idea is that the network functions as an autoassociative memory and tries to pull
the current state to one of 𝑀 states 𝜏𝜏𝜏1,…𝜏𝜏𝜏𝑀 ∈ 𝑁 , which have been saved so far. The saved states are
typically assumed to be drawn from the uniform distribution on 𝑁 , independently from each other. The
interactions are consequently given by

𝑔𝑖,𝑗 =
𝑀
∑

𝑘=1
𝜏𝑘𝑖 𝜏

𝑘
𝑗 .

The network’s dynamics is a continuous-time Markov chain where each neuron 𝜎𝑖(𝑡) changes to a new
value ±1 with rates proportional to exp(±𝛽𝑟𝑖) for some 𝛽 > 0. From the machine learning perspective,
one is mainly interested in the case where𝑀 = 𝛼𝑁 and the question of the network’s capacity arises. The
capacity 𝛼𝑐 is defined as the maximal value 𝛼 for which the network remembers its saved patterns, i.e.,
if one starts close to a configuration 𝜏𝜏𝜏𝑘 the Markov chain should be attracted by this particular state 𝜏𝜏𝜏𝑘.
Numerical experiments suggest that 𝛼𝑐 ≈ 0.14 [105]. Spin glass physics can enhance our understanding
on this result, as the steady state of the update rule is given by the Gibbs measure at inverse temperature
𝛽 of the corresponding Hopfield Hamiltonian

𝑈HF(𝜎𝜎𝜎) = −
𝑀
∑

𝑘=1

∑

1≤𝑖,𝑗≤𝑁
𝜏𝑘𝑖 𝜏

𝑘
𝑗 𝜎𝑖𝜎𝑗 .

Note that the special case 𝑀 = 1 and 𝜏𝜏𝜏1 = (1,… , 1) correspond to the Curie-Weiß model. To put it in
other words, one can think of the Hopfield model as sum of translated Curie-Weiß potentials. Rigorous
results on the Hopfield model for small 𝛼 can be found in [181]. A complete picture for higher values of
𝛼 is still lacking.
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1.2 Quantum Statistical Physics and Quantum Spin Glasses

1.2.1 Some Concepts from Quantum Mechanics and Quantum Statistics

Before specifying the quantum models of interest, let us first introduce the general notions from quantum
statistical physics which will be used throughout this thesis. We can only give a brief overview here and for
a comprehensive discussion of quantum mechanics and quantum statistical physics from a mathematical
point of view, we refer to standard textbooks [159, 163, 167, 183].

In contrast to classical statistical mechanics, the systems state is not simply a point in the configuration
space, but rather a vector 𝜓 in a Hilbert space . We will often call such an 𝜓 ∈  a wavefunction. In
our situation, the 𝑁-particle Hilbert space 𝑁 will coincide with the 2𝑁 -dimensional vector space

𝑁 = 𝓁2(𝑁 ) ∶= {𝜓 ∶ 𝑁 → ℂ}, (1.10)

the vector space of complex valued functions on 𝑁 endowed with the scalar product

⟨𝜓,𝜑⟩ ∶=
∑

𝜎𝜎𝜎
𝜓̄(𝜎𝜎𝜎)𝜑(𝜎𝜎𝜎) (1.11)

for 𝜓,𝜑 ∈ 𝓁2(𝑁 ) and the canonical norm ‖𝜓‖ ∶= ⟨𝜓,𝜓⟩1∕2. As one can read off from (1.10) and
(1.11), we use the physics convention that the scalar product is antilinear in the first component and linear
in the second one. An orthonormal basis of 𝓁2(𝑁 ) – a collection of orthogonal, norm one vectors
spanning the Hilbert space 𝓁2(𝑁 ) – is given by the canonical basis |𝜎𝜎𝜎⟩ (sometimes also denoted by 𝛿𝜎𝜎𝜎),

|𝜎𝜎𝜎⟩(𝜎𝜎𝜎′) = 𝛿𝜎𝜎𝜎,𝜎𝜎𝜎′ .

The notation already suggests that one may think of |𝜎𝜎𝜎⟩ as the quantum state corresponding to the classical
spin configuration 𝜎𝜎𝜎.

The observables, the physical quantities that can be measured in a laboratory, are now given by self-
adjoint linear operators on . A self-adjoint operator 𝐴∶  →  is a densely defined, closed linear
operator with 𝐴 = 𝐴∗, where we denote by 𝐴∗ the adjoint operator. In the finite-dimensional setup we
mainly consider, one can think of a linear operator 𝐴 as a Hermitian square matrix with matrix elements
𝐴𝑖,𝑗 = ⟨𝑒𝑖, 𝐴𝑒𝑗⟩ with respect to a certain orthonormal basis (𝑒𝑖)1≤𝑖≤𝑑 .

At this point, we want to recall Dirac’s bra-ket notation which we will frequently use in the following.
One denotes for some 𝜓 ∈  by |𝜓⟩ the vector 𝜓 itself and ⟨𝜓| is a short-hand notation for the linear
functional 𝑙𝜓 ∈ ⋆,

𝑙𝜓 (𝜑) ∶= ⟨𝜓,𝜑⟩.

The bra-ket notation foots on the fact that the dual space ⋆, the complex vector space of all linear
maps from  to ℂ, is anti-unitarily equivalent to the original Hilbert space  by Riesz’ representation
theorem [159]. Then, one may write

⟨𝜑|𝐴|𝜓⟩ = ⟨𝜑,𝐴𝜓⟩
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for the 𝜑 − 𝜓 matrix elements of the observable 𝐴. The bra-ket notation is particularly convenient to
denote the orthogonal projection |𝜓⟩⟨𝜓| to a (normalized) wavefunction 𝜓 ∈ . More precisely, |𝜓⟩⟨𝜓|
is the self-adjoint rank-one operator

|𝜓⟩⟨𝜓|(𝜑) = ⟨𝜓,𝜑⟩𝜓,

for 𝜑 ∈ .

As commonly known, a self-adjoint operator on a 𝑑-dimensional space can be unitarily diagonalized by
the spectral theorem. In other words, each self-adjoint operator 𝐴 = 𝐴∗ acting on a 𝑑-dimensional space
 possesses an orthonormal basis (𝜓𝑗)𝑗=1,…,𝑑 of eigenvectors, i.e., 𝐴𝜓𝑗 = 𝜆𝑗𝜓𝑗 with the real eigenvalues
(𝜆𝑗)𝑗=1,…,𝑑 of 𝐴. Using the bra-ket notation, the spectral decomposition can be compactly written as

𝐴 =
𝑑
∑

𝑗=1
𝜆𝑗|𝜓𝑗⟩⟨𝜓𝑗|.

The spectral theorem gives rise to the functional calculus, i.e., for any complex-valued function 𝑓 ∶ ℝ →

ℂ we may define the operator 𝑓 (𝐴) via

𝑓 (𝐴) =
𝑑
∑

𝑗=1
𝑓 (𝜆𝑗)|𝜓𝑗⟩⟨𝜓𝑗|.

If our system is found in the state 𝜑 ∈ , the probability that the observable takes the simple eigenvalue
𝜆𝑗 is given by |⟨𝜓𝑗 , 𝜑⟩|2, equipping the spectral decomposition with a physical meaning. This corre-
spondence has become known under the name Born’s rule and reflects the intrinsic probabilistic nature
of quantum physics. In contrast, if a classical system is found at a specific point in the configuration
space, all observables take a deterministic value. In the case that the configuration space is 𝑁 and
the corresponding Hilbert space 𝓁2(𝑁 ), we assign to a classical observable 𝑉 ∶ 𝑁 → ℝ a quantum
observable,

𝑉 ∶=
∑

𝜎𝜎𝜎
𝑉 (𝜎𝜎𝜎) |𝜎𝜎𝜎⟩⟨𝜎𝜎𝜎|, (1.12)

which with a slight abuse of notation is denoted again by 𝑉 . The correspondence (1.12) will be mostly
used to associate to a classical spin glass potentials 𝑈 a corresponding random diagonal operator.

As in classical statistical mechanics, the physics is governed by a Hamiltonian 𝐻 describing the sys-
tem’s energy. As observable, the Hamiltonian is a self-adjoint operator on  and the time evolution of a
wavefunction 𝜓 is described by the Schrödinger equation (in natural units)

𝜕𝑡𝜓𝑡 = −𝑖𝐻𝜓𝑡, (1.13)

where 𝜓𝑡 ∶ ℝ →  describes the state of the system at times 𝑡 ∈ ℝ. If𝐻 is time-independent, the unique
solution of (1.13) is given by 𝜓𝑡 = 𝑈𝑡𝜓0 with

𝑈𝑡 ∶= 𝑒−𝑖𝑡𝐻 .
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The family (𝑈𝑡)𝑡∈ℝ forms a strongly continuous group of unitaries and is reminiscent of Stone’s theorem
[159]. The eigenvectors of a Hamiltonian will often be called eigenfunctions, eigenstates or just states
and the eigenvalues are often titled as state energies or just energies. Of particular importance is the state
with the lowest energy, the ground state.

We will mostly consider random Hamiltonians 𝐻𝑁 on 𝓁2(𝑁 ), which shall model a quantum spin glass.
One can think of 𝐻𝑁 as random matrix and as in the classical situation, we will mostly forget about the
underlying probability space. The time evolution of spin glasses is an interesting and challenging feat,
but the main aim of this thesis is to gain insight into the equilibrium thermodynamics of quantum spin
glasses. To this end, we need to adapt the notions for classical canonical ensembles to the quantum world.
For a Hamiltonian 𝐻𝑁 on 𝓁2(𝑁 ), we define the partition function as

𝑍𝑁 (𝛽) ∶= Tr 𝑒−𝛽𝐻𝑁 =
∑

𝜎𝜎𝜎
⟨𝜎𝜎𝜎|𝑒−𝛽𝐻𝑁

|𝜎𝜎𝜎⟩, (1.14)

where Tr denotes the trace of a matrix and, accordingly, we set the quantum pressure

Φ𝑁 (𝛽) = ln𝑍𝑁 (𝛽). (1.15)

(1.14) and (1.15) coincide with the corresponding classical definitions (1.1) and (1.2) if the Hamiltonian
𝐻𝑁 is classical, i.e., diagonal in the configuration basis |𝜎𝜎𝜎⟩. The pressure is again a random variable for
disordered models; and it is convex and typically positive. The limit of the specific pressure will be again
denoted by 𝑝(𝛽). If the Hamiltonian 𝐻𝑁 depends on other parameters, say 𝛼𝛼𝛼, we often write 𝑍𝑁 (𝛽,𝛼𝛼𝛼) to
make the dependence on the additional parameters present.

The thermodynamics of a model is encoded in the pressure Φ𝑁 and, thus, one of our main goals will be
to understand how Φ𝑁 behaves for large𝑁 . We recall that the evaluation of the trace does not depend on
the chosen basis and, hence, if (𝐸𝑗)𝑗=1,…2𝑁 denote the energies of 𝐻𝑁 (including multiplicities), one has

𝑍𝑁 (𝛽) =
∑

𝑗
𝑒−𝛽𝐸𝑗 .

Consequently, pressure and partition function only depend on the spectrum of 𝐻𝑁 , which makes the
importance of a spectral analysis apparent. However, if one wants to understand the system’s state and
thermal averages of other observables, the eigenfunctions of 𝐻𝑁 also play a major role. The quantum
analog of the classical Gibbs measure 𝜇𝛽 is the Gibbs state 𝜌𝛽 , which is a density matrix on 𝓁2(𝑁 ). We
recall that a density matrix 𝜌 on a Hilbert space  is a self-adjoint, positive semi-definite operator with
trace one. The Gibbs state is defined as

𝜌𝛽 ∶=
𝑒−𝛽𝐻𝑁

𝑍𝑁 (𝛽)
,

generalizing (1.3). The thermal average of an observable 𝐴 is denoted by ⟨𝐴⟩𝛽 and defined as

⟨𝐴⟩𝛽 ∶= Tr (𝜌𝛽𝐴).

We stress that for disordered systems the Gibbs state is a random density matrix. As for classical
spin glasses, replicas form an important concept. The product space becomes the 𝑘-fold tensor prod-
uct 𝓁2(𝑁 )⊗ ⋅⊗ 𝓁2(𝑁 ) equipped with the density matrix 𝜌⊗𝑘𝛽 ∶= 𝜌𝛽 ⊗⋯⊗ 𝜌𝛽 .
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1.2.2 Quantum Spin Glass Models

After these preliminaries on quantum mechanics and quantum statistical physics, we turn to the descrip-
tion of quantum spin glass models. The Hamiltonians 𝐻𝑁 of interest are constructed in terms of spin- 12
operators. At this point, it is instructive to note that

𝓁2(𝑁 ) ≃ ℂ2 ⊗⋯⊗ ℂ2, (1.16)

that is, the Hilbert space 𝓁2(𝑁 ) is isomorphic to the 𝑁-fold tensor product of ℂ2. To put it in other
words, we can think of the𝑁-particle Hilbert space as consisting of𝑁 qubits, similarly as in the classical
world where we considered 𝑁 classical bits. On ℂ2, the Pauli matrices or spin- 12 operators are

𝑆𝑥 ∶=

(

0 1
1 0

)

, 𝑆𝑦 ∶=

(

0 −𝑖
𝑖 0

)

, 𝑆𝑧 ∶=

(

1 0
0 −1

)

, (1.17)

which are all Hermitian matrices with −1 and 1 as eigenvalues. Moreover, they satisfy the canonical
commutator relations

[𝑆𝑣, 𝑆𝑤] = 2𝑖
∑

𝑢=𝑥,𝑦,𝑧
𝜀𝑣,𝑤,𝑢𝑆

𝑢

for 𝑣,𝑤 ∈ {𝑥, 𝑦, 𝑧}. Here, [𝐴,𝐵] ∶= 𝐴𝐵−𝐵𝐴 denotes the commutator of two linear operators and 𝜀𝑣,𝑤,𝑢
is the Levi-Civita symbol, which vanishes if 𝑣,𝑤, 𝑢 is not a permutation of 𝑥, 𝑦, 𝑧 and otherwise agrees
with the sign of the permutation mapping 𝑥, 𝑦, 𝑧 to 𝑣,𝑤, 𝑢 in this order. In physics, the spin-1

2
operators

are defined as 1
2
-multiple of the Pauli matrices from (1.17), but we defer from this convention here. We

now make use of (1.16) to define for 𝑣 ∈ {𝑥, 𝑦, 𝑧} and 𝑗 = 1,…𝑁 the corresponding spin operator 𝑆𝑣𝑗
acting on the 𝑗-th qubit,

𝑆𝑣𝑗 = 1
⊗(𝑗−1) ⊗𝑆𝑣 ⊗ 1

⊗(𝑁−𝑗)

with the identity operator 1.

Let us now eventually consider some concrete examples for quantum spin glass models. As we have
already discussed in the classical setting, short-range spin glasses are not feasible. Consequently, we
will only consider mean-field quantum spin glasses. To motivate the first model, we first note that the
configuration bases |𝜎𝜎𝜎⟩ diagonalizes all spin-𝑧 operators 𝑆𝑧𝑗 , namely 𝑆𝑧𝑗 |𝜎𝜎𝜎⟩ = 𝜎𝑗|𝜎𝜎𝜎⟩. This allows us to
write the classical SK potential from (1.5) (interpreted as diagonal operator) as

𝑈SK = 1
√

𝑁

∑

1≤𝑖<𝑗≤𝑁
𝑔𝑖,𝑗𝑆

𝑧
𝑖 𝑆

𝑧
𝑗 .

A very natural instinct is now to replace the commuting interaction terms 𝑆𝑧𝑖 𝑆
𝑧
𝑗 by Heisenberg-type

interactions
𝐻HSK,𝑁 ∶= 1

√

𝑁

∑

1≤𝑖<𝑗≤𝑁
𝑔𝑖,𝑗𝑆𝑖 ⋅ 𝑆𝑗 =

1
√

𝑁

∑

1≤𝑖<𝑗≤𝑁
𝑔𝑖,𝑗

∑

𝑣=𝑥,𝑦,𝑧
𝑆𝑣𝑖 𝑆

𝑣
𝑗 . (1.18)

The Hamiltonian in (1.18) gives rise to the Heisenberg-Sherrington-Kirkpatrick (HSK) model. Unfortu-
nately, a rigorous analysis of the HSK model appears to be not achievable with the currently available
methods. So far, there exists not even an argument which shows the existence of the limiting specific pres-
sure. A main obstacle is that the interpolation technique, which was employed by Guerra and Toninelli
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to establish the limit in the SK model [100], loses its power if applied to models with quantum interac-
tions. Another challenge – which will be also present in the transversal field models to be discussed next
– one has to face is the sparsity of the random matrix 𝐻HSK,𝑁 . Indeed, the HSK Hamiltonian is vastly
different from prominent ensembles, such as the Gaussian Unitary Ensemble (GUE), intensely studied in
random matrix theory. As a result, the canonical methods of random matrix theory, for example the mo-
ment method, only reveal the properties of the bulk, consisting of eigenvalues which grow like

√

𝑁 [72].
However, spin glass features can only be understood if one has got some information about the extensive
eigenvalues growing linearly in 𝑁 . Even from the physical side, the HSK is not well understood and its
analysis is based on numerical computations or not reliable approximations [92, 93, 162]. The study of
quantum spin glasses which contain "real" quantum interactions might be a rewarding research area in
the future.

Our main focus are transversal field models with Hamiltonians of the form

𝐻𝑁 = 𝑈 + Γ𝑇 (1.19)

with a classical spin glass potential 𝑈 , e.g. the REM potential 𝑈REM, a nonnegative constant Γ ≥ 0,
which can be interpreted as the strength of the transversal magnetic field, and the operator

𝑇 ∶= −
𝑁
∑

𝑗=1
𝑆𝑥𝑗 , (1.20)

being the negative sum of the spin-𝑥 operators. The operator 𝑇 from (1.20) agrees up to a sign with the
adjacency matrix of the Hamming cube endowed with the Hamming distance 𝑑(𝜎𝜎𝜎,𝜎𝜎𝜎′) ∶= 1

2
∑𝑁
𝑖=1 |𝜎𝜎𝜎𝑖−𝜎𝜎𝜎

′
𝑖|

as graph distance and its action on a wavefunction 𝜓 ∈ 𝓁2(𝑁 ) can be alternatively written as

(𝑇𝜓)(𝜎𝜎𝜎) = −
∑

𝜎𝜎𝜎′∶ 𝑑(𝜎𝜎𝜎,𝜎𝜎𝜎′)=1
𝜓(𝜎𝜎𝜎′).

In Section 2.2, we discuss the spectral properties of 𝑇 and we will see that 𝑇 gives rise to a probabilistic
representation of the quantum pressure in terms of Poissonian paths. The path-integral representation is
one reason why transversal field models are more approachable than quantum spin glasses with quantum
interactions. Another reason is that the randomness is restricted to the diagonal of the operator, such
that one can separate the glass behavior from the paramagnetic perturbation 𝑇 to some degree by means
of matrix analytic methods. Moreover, some classical strategies such as Gaussian interpolation can be
adapted to transversal field models.

In spite of being simpler than the HSK model, transversal field models (1.19) display a rich physics which
is only partly understood. One not only expects a glass transition even for 𝛽 = 0, but also ergodic behavior
for high temperatures and strong enough transversal fields. It is anticipated that ergodicity is carried by
quantum tunneling. On the other hand, quantum spin glasses in there glass phase might serve as important
models for many-body localization [175]. Let us take as an example the arguably physically most influ-
ential quantum spin glass, the Quantum Sherrington-Kirkpatrick (QSK) model. The QSK Hamiltonian
is the random matrix 𝐻𝑁 from (1.19) with 𝑈 = 𝑈SK . While for the classical SK models one knows that
the glass transition occurs at 𝛽 = 1, and also in presence of a vertical field there is an analytic prediction
for the transition in form of the de Almeida-Thouless line [57], such a closed expression for the phase
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separation line in the QSK model has not been found yet [175]. Indeed, most prediction on the QSK are
based on numerics, which can only be performed for small particle numbers 𝑁 since the dimension of
the Hilbert space grows exponentially. Also, analytic work is typically based on approximations, which
may not be valid as has been shown in [126]. Thus, one has to be careful with the interpretation of the
results in the physics literature (in particular concerning more subtle properties such as ergodicity), and
a mathematical study of the QSK is very much required. What we know so far about the QSK is rather
limited and will be presented in Chapter 5.
In the case of the Quantum Hopfield model, one knows even less. Some physical predictions are collected
in [175]. On the rigorous side, the only result we know about concerns the 𝛼 → 0-limit [165]. It has been
shown that the pressure satisfies for small 𝛼 > 0,

Φ𝑁 (𝛽,Γ,𝑀 = 𝛼𝑁) − Φ𝑁 (𝛽,Γ,𝑀 = 1) = (𝛼3),

where here and in the rest of this thesis , 𝑜 stand for Landau’s 𝑂-notation, see e.g. [144, Chapter 3.2.1].
That is, the Quantum Hopfield model resembles for small pattern number 𝑀 the Curie-Weiß model in a
transverse field.
The situation improves if one considers simpler quantum spin glasses such as the Quantum Random
Energy Model (QREM) with 𝑈 = 𝑈REM or, more generally, hierarchical quantum spin glasses with a
GREM (or CREM) Gaussian process. The QREM has been studied actively since the 1990s [23,95,110,
111, 124] and many precise prediction on the thermodynamics have been figured out. We will discuss
the literature on the QREM in more detail in Section 3.5. However, there is barely any rigorous work
and one aim of this thesis is to fill this gap. In Chapter 2 and 3 – based on our articles [128, 129, 132]
– we confirm Goldschmidt’s formula for the specific pressure [95] and give a precise description of the
low energy spectrum. Since the QREM is probably the simplest quantum spin glass, ergodic properties
are most likely to be formally established in the QREM. We hope to stimulate further research in this
direction. Surprisingly, more general hierarchical quantum spin glasses have not been considered yet in
the physics literature despite the popularity of Derrida’s models in the classical setting. In that sense, the
phase diagrams, that we have derived in [130, 131] and which will be presented in Chapter 4, contribute
to the physics literature. Our results show multiple phase transition and clarify the different behavior of
a transversal and a longitudinal field. We hope that these work shed some light on the nature of quantum
spin glasses.

1.2.3 Applications of Quantum Spin Glasses

We want to close this section by providing two motivating applications of quantum spin glasses. The first
example lies in the field of quantum computing and our second application is motivated by mathematical
biology, and has been already announced in the discussion of the REM.

The Quantum Adiabatic Algorithm and Spin Glasses

Quantum computers are built of qubits, i.e. spin- 12 particles, instead of classical 0−1-bits and the classical
Boolean gates are replaced by unitary gates. By exploiting the fundamental quantum principles such
as superposition and entanglement, quantum computers may outperform classical devices by far. The
probably most famous quantum algorithms, which speed up their classical counterparts, are Grover’s
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and Shor’s algorithm (see [144] and the references therein). The Grover search algorithm only needs

(
√

𝑁
)

operations to find a specific element in an unstructured array of length 𝑁 . Shor’s algorithm
challenges classical cryptography as it allows to find the prime factors of an integer in polynomial time.
These exciting results made quantum computing a very active and fast developing area of research. Even
leading tech companies invest in quantum computing research since they hope that quantum devices will
turn to a profitable technology in the 21st century. However, there has not been found an efficient quantum
algorithm for NP-complete problems; and future will show if a realization of quantum computers with a
large number of qubit will eventually succeed.
We are here interested in the Quantum Adiabatic Algorithm (QAA), which might be implemented on
quantum computers in the future [24]. Suppose, we are given a complicated Hamiltonian 𝐻0 on a finite-
dimensional Hilbert space  and we are interested in the ground state 𝜓 and ground state energy 𝐸GS of
𝐻0. The basic idea of QAA is to consider first another simpler Hamiltonian 𝐻1 whose ground state 𝜑 is
easy to prepare. We now slowly interpolate between 𝐻0 and 𝐻1, that is, we consider the time-dependent
Hamiltonian

𝐻(𝑡) =
(

1 − 𝑡
𝑇

)

𝐻1 +
𝑡
𝑇
𝐻0

for 𝑡 ∈ [0, 𝑇 ] which agrees with 𝐻1 at the beginning and ends up at 𝐻0. The corresponding Schrödinger
evolution is given by

𝑑
𝑑𝑡
𝜑𝑡 = −𝑖𝐻(𝑡)𝜑𝑡. (1.21)

Starting with the initial condition 𝜑0 = 𝜑 one might hope that, if the final time 𝑇 is chosen large enough
or, equivalently, the Hamiltonian 𝐻(𝑡) changes slowly enough, the final state 𝜑𝑇 under the propagation
of (1.21) resembles the sought after ground state 𝜓 of𝐻0. This intuition is made precise by the Quantum
Adiabatic Theorem of which several versions exist. Let us present one of them.

Theorem 1.1 (Theorem 3 and Theorem 4 in [109])
Let 𝑇 > 0 and 𝐻0 and 𝐻1 be as above with unique ground states 𝜓 and 𝜑. Let us further denote
by Δ(𝑡) the spectral gap of 𝐻(𝑡), that is, the difference between ground state energy and first excited
energy of 𝐻(𝑡) and we set

Δ = inf
𝑡∈[0,𝑇 ]

Δ(𝑡),

which in fact does not depend on 𝑇 . Then,

|⟨𝜑𝑇 , 𝜓⟩|
2 ≥ 1 −

𝑐(‖𝐻0‖ + ‖𝐻1‖)
𝑇Δ2

, (1.22)

with the operator norm ‖ ⋅ ‖ and some constant 𝑐 > 0.

An important application of QAA are classical NP-hard combinatorial optimization problems such as the
Travelling Salesman problem or the Max-Cut problem on a graph. These problems can be encoded in a
potential 𝑈 on 𝑁 by relating each configuration 𝜎𝜎𝜎 to a possible path or, respectively, cut of the graph.
𝑈 (𝜎𝜎𝜎) agrees then with the classical objective function of the optimization problem and the goal is to find
the minimum of 𝑈 . The simpler Hamiltonian 𝐻1 is typically chosen to be the transversal field 𝑇 as it
ground state is equally delocalized over the Hamming cube. Thus, studying the performance of QAA at
solving combinatorial optimization problems coincides with the analysis of transversal field models from
(1.19). We note that in this case the ground state is unique for 𝑡 ≠ 𝑇 due to the Perron-Frobenius theorem.
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Furthermore, if one wants to understand how well QAA works in general, spin glasses form a well-suited
benchmark as finding the ground state of spin glasses is a generically hard task [24].
The estimate (1.22) tells us that level-crossing is avoided if one chooses 𝑇 ≫ Δ−2. Unfortunately, it is
expected that Δ is exponentially small in 𝑁 for most spin glass models and this has been proven for the
QREM [9, 132]. Nevertheless, if one does not ask for an approximation of the ground state itself, but
only for a relative approximation of the ground state energy, a polynomial time 𝑇 might be sufficient.
To clarify this point, one needs a good understanding of quantum spin glasses’ behavior under time
evolution [24, 110, 111, 139].

Mutation-Selection Models and Spin Glasses

We now turn to an application of quantum spin glasses in the context of mutation-selection models in
theoretical population genetics. We follow the exposition [104]. We consider an infinite population
whose individuals are described by their genotype taking a value in {1,… ,𝑀}. Let 𝑝𝑖(𝑡) denote the
relative fraction of the genotype 𝑖 in the total population at time 𝑡. Of course,

∑

𝑖 𝑝𝑖(𝑡) ≡ 1. The evolution
of (𝑝𝑖(𝑡))𝑖=1,…,𝑀 is governed by a system of ordinary differential equations (ODE)

𝑑
𝑑𝑡
𝑝𝑖(𝑡) = [𝑅𝑖 − 𝑅̄(𝑡)]𝑝𝑖(𝑡) +

∑

𝑗
[𝑚𝑖,𝑗𝑝𝑗(𝑡) − 𝑚𝑗,𝑖𝑝𝑖(𝑡)]. (1.23)

𝑅𝑖 is the Malthusian fitness of type 𝑖 and can be understood as difference between birth and death rate.
The evolution (1.23) favors species of higher fitness reflecting a Darwinistic understanding of genetic
evolution. 𝑅̄(𝑡) =

∑

𝑖𝑅𝑖𝑝𝑖(𝑡) is the mean fitness at time 𝑡 and 𝑚𝑖,𝑗 is the mutation rate from 𝑗 to 𝑖. The
ODE (1.23) can be seen as Master equation for a jump process, which is in general not Markovian due to
the time-dependent factor 𝑅̄(𝑡).
The most prominent genotype space is the Hamming cube 𝑁 with 𝑀 = 2𝑁 and the values of 𝜎𝑖 can
be interpreted as two different alleles of a biallelic multilocus model. It is then natural to assume that
only one allele mutates at the same time, that is, 𝑚𝜎𝜎𝜎,𝜎𝜎𝜎′ ≠ 0 only if 𝑑(𝜎𝜎𝜎,𝜎𝜎𝜎′) ≤ 1. For simplicity we will
assume that the transition rates are all equal to some Γ > 0 and, in particular, symmetric. However,
asymmetric models which favor a mutation towards +1 are considered in the literature as well. Note that
then 𝑚𝜎𝜎𝜎,𝜎𝜎𝜎 = −Γ𝑁 for all 𝜎𝜎𝜎 ∈ 𝑁 . Introducing the probability vector 𝑝𝑝𝑝(𝑡) with components 𝑝𝜎𝜎𝜎(𝑡) for
𝜎𝜎𝜎 ∈ 𝑁 , the ODE (1.23) becomes

𝑑
𝑑𝑡
𝑝𝑝𝑝(𝑡) = −(𝐻𝑁 + 𝑅̄(𝑡))𝑝𝑝𝑝(𝑡) (1.24)

with the Hamiltonian 𝐻𝑁 = −𝑅 + Γ𝑇 + Γ1, where 𝑅 is the diagonal operator with diagonal elements
𝑅(𝜎𝜎𝜎). Up to the factor 𝑅̄(𝑡), the dynamics is governed by a transversal field Hamiltonian. This correspon-
dence was first noted in [20] and opens the door to an analysis of gene mutation models with methods
from statistical physics. Moreover, there is biological evidence that the fitness landscape 𝑅(𝜎𝜎𝜎) should be
rugged, that is, it should contain several local minima. As spin glass models are characterized by rugged
energy landscapes, they form a popular and instructive model for 𝑅. Up to any identity shift, we end up
with the study of quantum spin glasses. In fact, the relation between the quantum model corresponding
to 𝐻𝑁 and the gene mutation-selection process (1.24) is even closer since physical properties of 𝐻𝑁 are
reflected in characteristics of the evolution. Let us demonstrate that idea for the normalized ground state
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𝜓 of 𝐻𝑁 . We first note that the Perron-Frobenius theorem implies that the normalized ground state 𝜓 is
unique (up to a phase), and 𝜓 can be chosen to be positive. Moreover, we can explicitly solve (1.23) in
terms of the semigroup 𝑇 (𝑡) = 𝑒−𝑡𝐻𝑁 and the start distribution 𝑝𝑝𝑝0 at time 𝑡 = 0,

𝑝𝑝𝑝(𝑡) =
𝑇 (𝑡)𝑝𝑝𝑝0

∑

𝜎𝜎𝜎,𝜎𝜎𝜎′ 𝑇𝜎𝜎𝜎,𝜎𝜎𝜎′(𝑡)𝑝𝜎𝜎𝜎′

with the matrix elements 𝑇𝜎𝜎𝜎,𝜎𝜎𝜎′ of 𝑇 . For large 𝑡 the exponential matrix 𝑇 (𝑡) is governed by the ground
state of 𝐻𝑁 and, thus, for any start distribution

lim
𝑡→∞

𝑝𝑝𝑝(𝑡) = 1
‖𝜓‖𝓁1

𝜓

with the 𝓁1-norm ‖𝜓‖𝓁1 ∶=
∑

𝜎𝜎𝜎 |𝜓(𝜎𝜎𝜎)|. The normalization with respect to the 𝓁1-norm (instead of the
physically more common 𝓁2-norm) amounts to the fact that we consider probability distributions. 1

‖𝜓‖𝓁1
𝜓

can be interpreted as equilibrium distribution as it forms a stationary solution of (1.24). We remark that
the 𝓁2-normalized physical ground state 𝜓 , or more precisely its squared components 𝜓(𝜎𝜎𝜎)2, gives rise
to the ancestral distribution. This biological interpretation of 𝜓 relies on the ODE (1.23) underlying
probabilistic description in terms of branching processes. The ancestral distribution can be found by
studying the branching process backwards in time [104].

1.3 Outline and Main Results of the Thesis

We close the introduction by giving an overview of the forthcoming chapters and the results discussed
therein.

1. Chapter 2 starts with the systematic study of the QREM. In a first preliminary Section 2.1, we
review the thermodynamics of the REM. This allows us to get more familiar with basic concepts
such as the pressure, self-averaging and the replica overlap in this simple setting. Section 2.2
continues with preparatory considerations on the transversal field 𝑇 . For the reader’s convenience
we collect some simple facts on the eigenstates of 𝑇 and take the chance to introduce the path-
integral framework, which will be used in forthcoming sections several times. In Section 2.3,
the QREM Hamiltonian is considered. We present the surprisingly simple Goldschmidt formula
for the specific pressure, which tells us that the QREM behaves either as the classical REM or
as pure quantum paramagnet. We sketch our proof from Core Article I [128] and present next
our result from Article V [129], which draws a connection between the QREM and the quantum
𝑝-spin models. The final Section 2.4 deals with our Article VII [88], where we consider the large
deviations of path observables in the REM. After giving an overview on trajectory thermodynamics,
it becomes apparent that the path integral representation implies that dynamical properties of spin
glasses are in fact closely related to the static thermodynamics of quantum spin glasses. We then
focus on the REM under the all-to-all dynamics. In this situation, we have managed to determine
the rate function of the potential integrated along paths.

2. Chapter 3 continues the study of the QREM. Here, we mainly discuss the results of Article IV [132],
where we have provided a detailed analysis of the low energy states in the glass phase Γ < 𝛽𝑐 and
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in the paramagnetic phase Γ > 𝛽𝑐 . In Section 3.1 we begin with some heuristics. Based on second
order perturbation theory, we obtain a first idea on the(1) ground state energy shift in both phases.
In the following Sections 3.2 and 3.3 we not only confirm these predictions on the ground state
energy, but we will also see that the whole low energy spectrum is governed by a deterministic
shift of the eigenvalues of 𝑈 or, respectively, Γ𝑇 . Moreover, the corresponding eigenfunctions are
sharply localized in the glass phase and completely delocalized in the paramagnetic phase. This
establishes a localization-delocalization transition at the edge of the spectrum in high contrast to
the Anderson model on a finite-dimensional lattice. In Section 3.4 we determine the pressure up
to order 𝑜(1). As the corresponding proofs a rather long, we are not able to present them in their
entirety, but we still describe some key steps, so that reader gets an idea on how a variety of methods
come into play in the spectral analysis of the QREM. The final Section 3.5 puts our results into the
context of the mathematics and physics literature and discusses further reaching conjectures on
ergodicity and many-body localization in the QREM.

3. Chapter 4 is devoted to the study of hierarchical quantum spin glasses. In Section 4.1, we recall
the thermodynamics of the GREM and its continuous cousin, the CREM. In particular, the known
results on the pressure, the extremal statistics and the distribution of the replica overlap are summa-
rized. The following Section 4.2 presents our theorems from Core Article II [130] on their quantum
version. We give an explicit expression for the pressure in the thermodynamic limit, whose rich
structure is reflected in the corresponding phase diagrams. The main tools for the proof, the peeling
principle and the by now standard Gaussian interpolation, are discussed. We are further interested
in the de Almeida-Thouless (AT) line in quantum models for which we have to consider an ad-
ditional longitudinal field. In Section 4.3, we give an overview on replica-symmetry and the AT
transition in the classical SK model. Then, we are prepared to study the quantum AT line in the
QCREM in Section 4.4. We summarize our results from Core Article III [131] and in particular
focus on the difference between implementing the vertical field by means of standard 𝑧-spin oper-
ators and making use of a hierarchical field. We will see that the first choice causes an increasing
glass phase as the vertical field becomes stronger, whereas the later choice is more physical since
a hierarchical field destabilizes the glass phase.

4. Chapter 5 focuses on the Quantum Sherrington-Kirkpatrick model. The classical SK model is the
prime example for a mean-field spin glass and the underlying structure is believed to be universal.
In Section 5.1 we describe the Parisi formula for mixed 𝑝-spin potentials. Thereafter, we show
the central ideas which lead to a rigorous proof of the Parisi formula, namely the Aizenman-Sims-
Starr scheme, Guerra’s interpolation bound and Panchenko’s ulltrametricity theorem based on the
Ghirlanda-Guerra identities. After having familiarized ourselves with the emergent hierarchical
replica structure in the SK model, we move on to the quantum SK model. We concentrate on
recently established rigorous results for the QSK: an infinite-dimensional Parisi type formula for the
specific pressure introduced in [3], and an analysis of the high-temperature phase and the annealed
pressure carried out in [126]. The later work shows the absence of glass order for 𝛽 < 1. The
complementary result that there is a glass phase for 𝛽 > 1 and a weak transversal field has been
established in our Article VI [125]. In Section 5.3, we present the methods which have enabled us
to prove the persistence of the glass phase.
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Chapter 2

The Quantum Random Energy Model:
Phase Diagram

In this chapter, we begin with a review of our results on the QREM and trajectory dynamics in the REM by
presenting the main ideas and novel theorems of Core Article I [128], Article V [129] and Article VII [88].
We will first recall the classical Random Energy Model and present the limit theorems for its pressure and
replica overlap. We close this first section with a discussion of the REM partition function’s fluctuations.
Our second section then focuses on the transversal field 𝑇 . We collect some common knowledge on its
spectral properties and we further present how the partition function of transversal field models can be
reformulated in terms of path integrals. While we will not make use of the Feynman-Kac representation
in the analysis of the QREM, it is an important method widely used in the physics literature, and it will
reappear in the discussion of trajectory dynamics. The third section is largely a summary of the main
theorem in Core Article I. We discuss Goldschmidt’s formula for the QREM pressure and the resulting
phase diagram. We also give an overview of our proof method. Moreover, we incorporate the main
result of Article V, which shows that the QREM can be considered as limit of quantum 𝑝-spin models
- generalizing the well-known fact that the REM is the limit of classical 𝑝-spin interactions. The final
section introduces the concept of trajectory thermodynamics, that is, the study of trajectory observables
along a Markov dynamics. We deal with the REM potential integrated along paths and mainly study
its large deviations. We will see that analyzing trajectories of classical spin glasses is closely related to
the study of quantum spin glasses. For instance, the QREM resembles the trajectory thermodynamics of
the REM under a next neighbor random walk. The main findings in Article VII, however, focus on the
all-to-all dynamics where the paths may jump from a configuration to any different configuration with
the same probability. In this situation, we have found an explicit expression for the rate function of the
corresponding large deviation principle.

2.1 The Random Energy Model

As we have mentioned in the introduction, the REM has become important in a variety of fields. How-
ever, we will only discuss the aspects of the REM in context of spin glass theory as we will only make use
of its thermodynamical properties in the forthcoming sections and chapters. Our presentation is largely
based on Chapter 9 in [36]. The independence of the potential 𝑈REM(1.8) – which we will simply denote
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by 𝑈 in this chapter – simplifies the analysis of the REM compared to other spin glass models drastically;
yet the REM phase diagram is nontrivial as it exhibits a glass phase with a nonvanishing order parameter.
We start our review on the REM by discussing its extremal properties. In fact, the extremal properties
of independent processes are well known: after an appropriate rescaling the minimum converges in dis-
tribution to either a Gumbel, Fréchet or Weibull random variable [122]. The Gaussian distribution falls
into the Gumbel class and the needed rescaling 𝑠𝑁 follows from a direct computation,

𝑠𝑁 (𝑥) ∶= −𝛽𝑐𝑁 +
ln(𝑁 ln 2) + ln(4𝜋)

2𝛽𝑐
− 𝑥
𝛽𝑐
.

The numerical constant 𝛽𝑐 ∶=
√

2 ln 2 will appear frequently in the discussion of the REM and QREM as
−𝛽𝑐 coincides with the specific ground state energy of the REM in the thermodynamic limit. A precise
characterization of the REM minimum is given by the following proposition.

Proposition 2.1 (Lemma 9.1.1 in [36])
Let 𝑈 be the REM potential on 𝑁 . Then,

ℙ
[

min
𝜎𝜎𝜎∈𝑁

𝑈 (𝜎𝜎𝜎) ≥ 𝑠𝑁 (𝑥)
]

= (1 − 2−𝑁𝑒−𝑥+𝑜(1)) → 𝑒−𝑒
−𝑥
,

where the 𝑜(1) estimate is uniform on any bounded interval. In particular, we have almost surely
and in mean

lim
𝑁→∞

min
𝜎𝜎𝜎∈𝑁

1
𝑁
𝑈 (𝜎𝜎𝜎) = −𝛽𝑐 = −

√

2 ln 2.

Typically, the analysis of spin glasses becomes more difficult for lower temperatures since replica sym-
metric breaking leads to a more involved distribution of the replica overlap with respect to the Gibbs
measure. In particular, understanding the ground state is a very challenging problem in spin glass mod-
els. Since standard extreme value theory leads to a precise description of the REM minimum, it is not
surprising that the limit of the REM pressure can be computed for all temperatures. To motivate this
classical result on the REM, we recall that the partition function 𝑍𝑁 (𝛽) =

∑

𝜎𝜎𝜎∈𝑁 𝑒
−𝛽𝑈 (𝜎𝜎𝜎) is just the sum

of 2𝑁 independent random variables. Hence, it is natural to guess that 𝑍𝑁 concentrates around its mean
due to the law of large numbers, i.e.,

𝑍𝑁 (𝛽) ≈ 𝔼[𝑍𝑁 (𝛽)] = 2𝑁𝑒
1
2 𝛽

2𝑁 .

One would conclude that the annealed and quenched specific pressure agree asymptotically:

1
𝑁

𝔼[Φ𝑁 (𝛽)] ≈
1
𝑁

ln
(

𝔼[𝑍𝑁 (𝛽)]
)

= 1
2
𝛽2 + ln 2.

However, one quickly realizes that this calculation cannot be true for all inverse temperatures, as it would
imply an unbounded ground state energy. More precisely, the derivative of the pressure coincides up to a
sign with the internal energy,

𝑑
𝑑𝛽

1
𝑁

𝔼[Φ𝑁 (𝛽)] = − 1
𝑁

⟨𝑈⟩𝛽 = − 1
𝑁

𝔼[
∑

𝜎𝜎𝜎∈𝑁 𝑈 (𝜎𝜎𝜎)𝑒−𝛽𝑈 (𝜎𝜎𝜎)]

𝑍𝑁 (𝛽)
≤ − 1

𝑁
min
𝜎𝜎𝜎∈𝑁

𝑈 (𝜎𝜎𝜎) = 𝛽𝑐 + 𝑜(1).
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So, the maximal slope of the specific pressure is 𝛽𝑐 in the thermodynamic limit, which tells us that an-
nealed and quenched pressure cannot agree for 𝛽 > 𝛽𝑐 . The simplicity of the REM is reflected in the fact
that these simple heuristics correctly predict the limit of the specific pressure: annealed and quenched
pressure agree for 𝛽 ≤ 𝛽𝑐; and for 𝛽 > 𝛽𝑐 the pressure grows linearly with slope 𝛽𝑐:

Theorem 2.2 ( [62, 148], Theorem 9.1.2 in [36])
The specific pressure in the REM converges in mean,

lim
𝑁→∞

1
𝑁

𝔼[Φ𝑁 (𝛽)] = 𝑝REM(𝛽) ∶=

⎧

⎪

⎨

⎪

⎩

1
2
𝛽2 + ln 2, if 𝛽 ≤ 𝛽𝑐
𝛽𝑐𝛽 if 𝛽 > 𝛽𝑐 .

(2.1)

The main challenge in the proof of Theorem 2.2 is the high temperature regime, where one has to verify
that annealed and quenched pressure asymptotically agree. To that end, one may use the second moment
method - a widely used technique in spin glass theory [6, 181] to bound the variance of the (truncated)
partition function. The low temperature regime follows by employing convexity and the characterization
of the minimum in Proposition 2.1 [36]. From the limit (2.1), we can read off a second-order phase
transition at the critical inverse temperature 𝛽𝑐 , where quenched and annealed pressure start to differ.
We recall that the entropy 𝑆 of a probability measure 𝜇 on a discrete space Ω is defined as 𝑆(𝜇) ∶=
∑

𝜔∈Ω −𝜇(𝜔) ln(𝜇(𝜔)) ≥ 0 and
Φ𝑁 (𝛽) = −𝛽⟨𝑈⟩𝛽 + 𝑆(𝜇𝛽),

with the Gibbs measure 𝜇𝛽(𝜎𝜎𝜎) ∶= 𝑒−𝛽𝑈 (𝜎𝜎𝜎)∕𝑍𝑁 (𝛽) [167]. Consequently, the specific entropy of the REM
vanishes for 𝛽 ≥ 𝛽𝑐 , that is, the REM undergoes a transition to a completely frozen phase where only
the minimum and a non-extensive number of excited configurations dominate the thermodynamics. That
drastic freezing of the system is very specific to the REM.
Next, we want to embed the REM in the context of spin glass theory. To do so, we note that the order
parameter of the REM transition is in fact Parisi’s functional order parameter, which is omnipresent in the
study of classical spin glasses [155,181]. Let 𝜇𝑃𝑁 the measure on [−1, 1] characterizing the mean replica
overlap distribution, that is,

𝜇𝑃𝑁 ([−1, 𝑞]) ∶= 𝔼
[

⟨1𝑅𝑁≤𝑞⟩
⊗2

𝛽

]

= 𝔼

[
∑

𝜎𝜎𝜎,𝜎𝜎𝜎′ 1𝑅𝑁≤𝑞(𝜎𝜎𝜎,𝜎𝜎𝜎′)𝑒−𝛽(𝑈 (𝜎𝜎𝜎)+𝑈 (𝜎𝜎𝜎′))

𝑍𝑁 (𝛽)2

]

. (2.2)

The limit of 𝜇𝑃𝑁 can be computed explicitly in the REM:

Proposition 2.3 (Theorem 9.4.1 and Lemma 9.5.1 in [36])
The measure 𝜇𝑃𝑁 converges weakly,

𝜇𝑃𝑁 𝑤
⃖⃖⃗

𝜇𝑃 =

⎧

⎪

⎨

⎪

⎩

𝛿0 if 𝛽 ≤ 𝛽𝑐
𝛽𝑐
𝛽
𝛿0 +

(

1 − 𝛽𝑐
𝛽

)

𝛿1 if 𝛽 > 𝛽𝑐

with 𝛿𝑥 being the point measure at 𝑥.
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We see that the Parisi measure undergoes a transition from a pure point measure to a sum of two point
measures at the critical inverse temperature 𝛽𝑐 , reflecting the glass nature of the REM. One speaks of
an 1-step replica symmetric breaking, since the Parisi measure’s support changes from one point to two
points at 𝛽𝑐 . In case of the REM, one can even determine the limit of the random distribution of the
replica overlap, that is, without taking the sample mean in (2.2). The overlap distribution then converges
weakly to a random measure 𝜒𝛿1 + (1 − 𝜒)𝛿0, where the random variable 𝜒 can be described in terms of
a Ruelle process [36, 152]. We will discuss this point more generally for the GREM in Section 4.1.
We want to close this section by discussing the fluctuations of the pressure. Theorem 2.2 is formulated as
the convergence of the quenched expectation and it is natural to wonder if the specific pressure converges
almost surely, too. That is indeed true and it is strongly related to the fact that the fluctuations of the
specific pressure 1

𝑁
Φ𝑁 are much smaller than its expectation and vanish in the limit - which is sometimes

stated as the pressure being self-averaging. The mathematical tool to control fluctuations in Gaussian spin
glass models is the Gaussian concentration inequality:

Theorem 2.4 (Theorem 1.3.4 in [181])
Let 𝐹 ∶ ℝ𝑀 → ℝ be a Lipschitz function with Lipschitz constant 𝐿, and 𝑔1,… , 𝑔𝑀 be independent
standard Gaussian variables. Then

ℙ(|𝐹 (𝑔1,… , 𝑔𝑀 ) − 𝔼𝐹 (𝑔1,… , 𝑔𝑀 )| ≥ 𝐿𝑡) ≤ 2 exp
(

− 𝑡
2

4

)

To obtain the explicit constants in the above formulation of the Gaussian concentration inequality, one
employs the Gaussian interpolation method for a proof. An elegant approach, which is only based on the
orthogonal invariance of standard Gaussian variables but yields a slightly weaker estimate, can be found
in [133,157]. A simple application of Theorem 2.4 shows that specific pressure in the REM converges to
𝑝REM almost surely and in 𝑟-th mean for all 𝑟 ∈ [1,∞). The Gaussian concentration inequality is a very
general results, and can be used to derive useful concentration bounds even in situations where evaluating
the expectation 𝔼𝐹 (𝑔1,… , 𝑔𝑀 ) is not feasible.
The drawback is that Theorem 2.4 does not reveal the exact order of the fluctuations. However, in order
to obtain a full understanding of a model, a precise description of the degree of randomness is crucial. In
the case of the REM the systematic study of its fluctuations originated in [85] and found its completion
in [41]. To describe the results in the low temperature phase, we need to recall the definition of a Poisson
point process. A point process on a measurable space (𝕏,) is a measurable map from some probability
space to the space (𝐍(𝕏), (𝕏)) of all measures taking only values in ℕ0 ∪ {+∞}. The sigma-algebra
 (𝕏) is defined to be the smallest sigma-algebra such that the map 𝜈 → 𝜈(𝐵) is measurable for all
𝐵 ∈  . A (𝜎-finite) Poisson process with intensity measure 𝜆 on (𝕏,) is a point process 𝜂 on (𝕏,)
such that [120, Definition 3.1]

1. 𝜆 is 𝜎-finite and for every 𝐵 ∈  the random variable 𝜂(𝐵) is Poisson distributed with parameter
𝜆(𝐵)

2. For every 𝑛 ∈ ℕ and pairwise disjoint sets 𝐵1,…𝐵𝑛 ∈  the random variables 𝜂(𝐵1),… 𝜂(𝐵𝑛) are
independent.

For each 𝜎-finite measure 𝜆 there exists a Poisson point process with intensity measure 𝜆 and, moreover,
the distribution of the Poisson point process is uniquely determined by 𝜆. For a proof of this well-known
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theorem and more details on Poisson processes we refer the reader to [120]. We will denote by 𝜆
a Poisson point process on ℝ with intensity measure 𝜆. We are ready to formulate the results on the
fluctuations in the REM.

Theorem 2.5 ( [41], Theorem 9.2.1 in [36])
The partition function of the REM has the following fluctuations:

1. If 𝛽 < 𝛽𝑐∕2, then

𝑒
𝑁
2 (ln 2−𝛽

2) ln
𝑍𝑁 (𝛽)
𝔼𝑍𝑁 (𝛽)

𝑤
⃖⃖⃗

 (0, 1).

We denote by  (𝑚, 𝑣) the distribution of a Gaussian with mean 𝑚 and variance 𝑣.

2. If 𝛽 = 𝛽𝑐∕2, then

𝑒
𝑁
2 (ln 2−𝛽

2) ln
𝑍𝑁 (𝛽)
𝔼𝑍𝑁 (𝛽)

𝑤
⃖⃖⃗

 (0, 1∕2).

3. If 𝛽𝑐∕2 < 𝛽 < 𝛽𝑐 , then with the short-hand notation 𝛼 ∶= 𝛽∕𝛽𝑐

𝑒
𝑁
2 (𝛽𝑐−𝛽)

2+ 𝛼
2 [ln(𝑁 ln 2)+ln(4𝜋)] ln

𝑍𝑁 (𝛽)
𝔼𝑍𝑁 (𝛽)

𝑤
⃖⃖⃗ ∫

∞

−∞
𝑒𝛼𝑧(𝑒−𝑥𝑑𝑥(𝑑𝑧) − 𝑒−𝑧𝑑𝑧).

Here, 𝑑𝑥 corresponds to the canonical Lebesgue measure on ℝ.

4. If 𝛽 = 𝛽𝑐 , then

𝑒
1
2 [ln(𝑁 ln 2)+ln(4𝜋)]

(

𝑍𝑁 (𝛽)
𝔼𝑍𝑁 (𝛽)

− 1
2
+

ln(𝑁 ln 2) + ln(4𝜋)

4
√

𝜋 ln(2)𝑁

)

𝑤
⃖⃖⃗ ∫

0

−∞
𝑒𝛼𝑧(𝑒−𝑥𝑑𝑥(𝑑𝑧) − 𝑒−𝑧𝑑𝑧) + ∫

∞

0
𝑒𝛼𝑧𝑒−𝑥𝑑𝑥(𝑑𝑧).

5. If 𝛽 > 𝛽𝑐 , then

𝑒−𝑁[𝛽𝛽𝑐 ]+
𝛼
2 [ln(𝑁 ln 2)+ln(4𝜋)]𝑍𝑁 (𝛽) 𝑤

⃖⃖⃗ ∫

∞

−∞
𝑒𝛼𝑧𝑒−𝑥𝑑𝑥(𝑑𝑧),

and

Φ𝑁 (𝛽) − 𝔼[Φ𝑁 (𝛽)] 𝑤
⃖⃖⃗

ln∫

∞

−∞
𝑒𝛼𝑧𝑒−𝑥𝑑𝑥(𝑑𝑧) − 𝔼 ln

[

∫

∞

−∞
𝑒𝛼𝑧𝑒−𝑥𝑑𝑥(𝑑𝑧)

]

.

Let us briefly discuss the fluctuation results of Theorem 2.5. The appearance of an exponential Poisson
point process for low temperatures 𝛽 > 𝛽𝑐 may be anticipated. By Theorem 2.2 we already know that
energies close to the minimum govern the partition function for 𝛽 > 𝛽𝑐 , and it is a well known fact that
under mild conditions the order statistics of an independent process is Poissonian. In case of the REM
this reads as

∑

𝜎𝜎𝜎∈𝑁

𝛿𝑠−1𝑁 (𝑈 (𝜎𝜎𝜎)) → 𝑒−𝑥 𝑑𝑥. (2.3)
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That we have a central limit theorem (CLT) for small 𝛽, is not very surprising either, since the partition
function is the sum of 2𝑁 independent copies of the random variable 𝑒𝛽

√

𝑁𝑔, where 𝑔 denotes a standard
Gaussian. Indeed, in the regime 𝛽 < 𝛽𝑐∕2 the Lindeberg condition is satisfied. However, a natural
first guess would be to expect a CLT to hold in the full non-glassy phase 𝛽 < 𝛽𝑐 . Instead, we see an
additional transition at 𝛽𝑐∕2, which is not present in the REM phase diagram. This new transition can be
understood as follows. The fluctuations are essentially ruled by the second moment of 𝑍𝑁 (𝛽). However,
𝔼[𝑍2

𝑁 (𝛽)] contains a term which essentially corresponds to the partition function at inverse temperature
2𝛽. Hence, the extremal process becomes already visible at 𝛽 = 𝛽𝑐∕2. While the fluctuations in both
phases 𝛽𝑐∕2 < 𝛽 < 𝛽𝑐 and 𝛽 > 𝛽𝑐 are of Poisson nature, there is still a key difference between the two
regimes. For 𝛽𝑐∕2 < 𝛽 < 𝛽𝑐 the partition function’s fluctuations are exponentially small compared to its
mean 𝔼𝑍𝑁 (𝛽), whereas for 𝛽 > 𝛽𝑐 the fluctuations are of the same order as 𝑍𝑁 (𝛽) itself.

2.2 Transversal Field and Path Integral Formalism

We start this section by collecting some generally known spectral properties of 𝑇 as operator on 𝓁2(𝑁 ).
To this end, we recall from (1.20) that we may express 𝑇 as the negative sum of Pauli-𝑥-matrices,

𝑇 = −
𝑁
∑

𝑖=1
𝑆𝑥𝑖 = −

𝑁
∑

𝑖=1
1⊗⋯⊗ 1⊗𝑆𝑥 ⊗ 1⊗⋯⊗ 1,

where 𝑆𝑥𝑖 acts on the 𝑖-th spin. This representation directly implies that an orthogonal basis consisting
of eigenstates of 𝑇 is given by product states formed by the eigenvectors |+⟩ ∶= 1∕

√

2(𝑒1 + 𝑒−1) and
|−⟩ ∶= 1∕

√

2(𝑒1 − 𝑒−1) of 𝑆𝑥 at each site. Here, 𝑒1 and 𝑒−1 form the natural 𝑧-eigenstates for one spin.
These product states coincide with the natural orthonormal basis for the Hadamard transformation, which
diagonalizes 𝑇 , and may be indexed by subsets 𝐴 ⊂ {1,… , 𝑁},

Ψ𝐴(𝜎𝜎𝜎) ∶=
1

√

2𝑁

∏

𝑗∈𝐴
𝜎𝑗 .

Note that all eigenvectors Ψ𝐴 are maximally uniformly delocalized over the Hamming cube; in drastic
contrast to the eigenstates of 𝑈 which sit on one site. The eigenvalue corresponding to Ψ𝐴 is 2|𝐴| −𝑁
with the cardinality |𝐴| of the set 𝐴. Consequently, the spectrum of 𝑇 consists of 𝑁 + 1 eigenvalues,

spec 𝑇 = {2𝑛 −𝑁 | 𝑛 ∈ ℕ0, 𝑛 ≤ 𝑁},

with degeneracy given by the binomials
(𝑁
𝑛

)

. In particular, the unique ground-state of 𝑇 isΨ∅ with energy
−𝑁 . We stress that the norm of 𝑇 and 𝑈 are of the same order, in contrast to previous work concerning
the Anderson model on the Hamming cube with a normalized Laplacian [19]. Last but not least, the
specific pressure 𝑝PAR(𝛽) of the operator 𝑇 does not depend on 𝑁 and is given by

𝑝PAR(𝛽) ∶=
1
𝑁

ln Tr 𝑒−𝛽𝑇 = 1
𝑁

ln
[

(

Tr 𝑒−𝛽𝑆𝑥
)𝑁

]

= ln 2 cosh(𝛽).
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In particular the magnetization in 𝑥-direction,

𝑚𝑥 ∶= − 1
𝑁

Tr 𝑇 𝑒−𝛽𝑇

Tr 𝑒−𝛽𝑇
= 𝑑
𝑑𝛽
𝑝PAR(𝛽) = tanh 𝛽, (2.4)

grows from 0 to 1 as 𝛽 increases.

In the second part of this section, we want to introduce the path integral representation for the partition
function of general transversal field Hamiltonians 𝐻 = 𝑉 + Γ𝑇 , where 𝑉 denotes an arbitrary potential
on the Hamming cube. While we will not make direct use of the path integral formalism in the analysis of
the QREM, it is the most common approach for quantum spin glasses in the physics literature [175] and
some rigorous work on the QSK relies on path integrals [3, 126]. We will encounter the Feynman-Kac
formula again in Section 2.4, when we study the trajectory dynamics. The key observation is that all
matrix elements of −𝑇 are nonnegative and, thus,

⟨𝜎𝜎𝜎|𝑒−𝜆𝑇 |𝜎𝜎𝜎′⟩ ≥ 0

for all 𝜆 ≥ 0 and 𝜎𝜎𝜎,𝜎𝜎𝜎′ ∈ 𝑁 . We now invoke the Lie-Trotter formula [159, Theorem VIII.29],

𝑒−𝛽𝐻 = lim
𝑚→∞

[𝑒−𝛽𝑉 ∕𝑚𝑒−𝛽Γ𝑇 ∕𝑚]𝑚.

We can then rewrite the partition functions 𝑚-th Trotter approximation,

∑

𝜎𝜎𝜎∈𝑁

⟨𝜎𝜎𝜎|[𝑒−𝛽𝑉 ∕𝑚𝑒−𝛽Γ𝑇 ∕𝑚]𝑚|𝜎𝜎𝜎⟩ =
∑

𝜎𝜎𝜎0,𝜎𝜎𝜎1,…𝜎𝜎𝜎𝑚−1∈𝑁

𝑒−
𝛽
𝑚
∑𝑚−1
𝑗=0 𝑉 (𝜎𝜎𝜎𝑗 )

𝑚−1
∏

𝑗=0
⟨𝜎𝜎𝜎𝑗|𝑒

−𝛽Γ𝑇 ∕𝑚
|𝜎𝜎𝜎𝑗+1⟩

with 𝜎𝜎𝜎𝑚 = 𝜎𝜎𝜎0. After a normalization, we can interpret the factors ⟨𝜎𝜎𝜎𝑗|𝑒−𝛽Γ𝑇 ∕𝑚|𝜎𝜎𝜎𝑗+1⟩ as transition prob-
abilities of a Markov chain along which the potential 𝑉 is summed. In the 𝑚 → ∞ limit the first term
should become a proper integral, the transition probabilities turn to transition rates which agree with the
off-diagonal matrix elements of 𝑇 , and the Markov chain should turn into a continuous time Markov jump
process. Such a jump process can be interpreted as path on the Hamming cube. This is indeed true and
the resulting identity can be seen as a Feynman-Kac type formula. The original Feynman-Kac formula
deals with Schrödinger operators −Δ + 𝑉 on ℝ𝑑 and the paths are distributed according to the Wiener
measure [168]. In our case the path measure is based on independent Poisson processes.

To formulate the Feynman-Kac representation rigorously, we need to introduce some notation. We follow
the construction in [3]. Let Ξ denote the space of càdlàg-paths from [−1, 1]. We work with the Borel
𝜎-algebra on Ξ which is defined with respect to the Skorohod topology [112]. Moreover, let 𝜂𝑖 be 𝑁
independent Poisson point processes on [0, 1] with intensity Γ𝛽𝑑𝑥. These point processes allow us to
define the random spin paths 𝜉𝑖,

[0, 1] ∋ 𝑡 → 𝜉𝑖(𝑡) = (−1)𝜂𝑖([0,𝑡]) ∈ Ξ.

By construction, the functions 𝜉𝑖(𝑡) are càdlàg paths with almost surely finitely many jumps at the times
𝑡𝑗 which form the support of the Poisson point process 𝜂𝑖. Consequently, the number of jumps in any
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subinterval of length 𝐿 follows a Poisson distribution with parameter 𝛽Γ𝐿. We further denote by 𝜈 the
distribution of 𝜉𝑖 on Ξ and introduce the measure

𝜈0(𝐴) ∶=
𝜈(𝐴1𝜉𝑖(1)=𝜉𝑖(0))
𝜈(1𝜉𝑖(1)=𝜉𝑖(0))

which conditions on closed paths. Finally, we write 𝜉 = (𝜉1,… , 𝜉𝑁 ) and for any initial configuration 𝜎𝜎𝜎
we consider 𝜎𝜎𝜎 ⋅ 𝜉(𝑡) ∶= (𝜎1𝜉1(𝑡),… , 𝜎𝑁𝜉𝑁 (𝑡)) the corresponding process starting at 𝜎𝜎𝜎. The path integral
representation is then given by the following theorem:

Theorem 2.6 (Corollary B.3 in [126])
For any potential𝑉 on𝑁 and positive parameters 𝛽,Γ > 0 the partition function of the Hamiltonian
𝐻 = 𝑉 + Γ𝑇 can be reformulated in terms of the path measure 𝜈0,

Tr 𝑒−𝛽𝐻 =
∑

𝜎𝜎𝜎
⟨𝜎𝜎𝜎|𝑒−𝛽𝐻 |𝜎𝜎𝜎⟩ = (cosh 𝛽Γ)𝑁

∑

𝜎𝜎𝜎∈𝑁
∫Ξ𝑁

𝑑𝜈𝑁0 𝑒
−𝛽 ∫ 1

0 𝑉 (𝜎𝜎𝜎⋅𝜉(𝑡)) 𝑑𝑡, (2.5)

where the path measure 𝜈0 is constructed as above and depends on 𝛽Γ.

In fact, one can use the path integral formalism to compute all matrix elements ⟨𝜎𝜎𝜎|𝑒−𝛽𝐻 |𝜎𝜎𝜎′⟩ by consider-
ing Poisson jump processes starting at 𝜎𝜎𝜎 and terminating at 𝜎𝜎𝜎′. In [126], the path integral formula is even
stated as an operator identity.
The main advantage of the Feynman-Kac representation is that the quantum partition function becomes
a classical object. Indeed, if one interprets the term ∫ 1

0 𝑉 (𝜎𝜎𝜎 ⋅ 𝜉(𝑡)) 𝑑𝑡 as energy function of a path, we
see that the path integral can be seen as the partition function of this energy functional. In particular,
one deals with commutative expressions and one can apply methods of probability theory to analyze the
path integrals. In contrast, a direct approach to 𝑒−𝛽𝐻 typically requires matrix analysis techniques as one
deals with the noncommuting operators 𝑉 and 𝑇 . However, the càdlàg path space Ξ takes over the role
of the configuration space - an infinite dimensional set compared to the much simpler Hamming cube
𝑁 . Furthermore, if 𝑉 is itself random as in the case of spin glasses, one has to deal with two probability
measures, one describing the disorder and the second one the path distribution. Perhaps, the most severe
challenge one has to face if one applies the path integral formula to quantum spin glasses, is the fact that
the partition function will typically be dominated by rare paths. That is, one has to understand the large
deviation properties of Poisson jump processes, which is a highly nontrivial task and leads to infinite
dimensional variational problems [126].

2.3 Goldschmidt’s formula and the Phase Diagram

In this section, we start our analysis of the QREM. We recall that the model Hamiltonian 𝐻𝑁 = 𝑈 +Γ𝑇
acts on the 2𝑁 dimensional Hilbert space 𝓁2(𝑁 ) and that the REM potential 𝑈 = 𝑈REM is understood
as diagonal operator with respect to the 𝑧-basis |𝜎𝜎𝜎⟩𝜎𝜎𝜎∈𝑁 , that is, 𝑈 |𝜎𝜎𝜎⟩ = 𝑈 (𝜎𝜎𝜎)|𝜎𝜎𝜎⟩. We will focus here on
the thermodynamical limit of the pressure

Φ𝑁 (𝛽,Γ) ∶= ln𝑍𝑁 (𝛽,Γ) = ln Tr 𝑒−𝛽𝐻 ,
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and defer a more precise analysis of the QREM to the next chapter. Our main result in this section is
Goldschmidt’s formula for the limit of the specific pressure in the QREM:

Theorem 2.7 (Theorem 1 in [128])
For any Γ, 𝛽 ≥ 0, we have the almost sure convergence as 𝑁 → ∞:

lim
𝑁→∞

1
𝑁

Φ𝑁 (𝛽,Γ) = 𝑝QREM(𝛽,Γ) ∶= max{𝑝REM(𝛽), 𝑝PAR(𝛽Γ)}. (2.6)

As in the REM, the QREM pressure is self-averaging. This is a direct consequence of the Gaussian
concentration inequality (Theorem 2.4). The computation is presented in [128] as first remark after The-
orem 1. Therefore, the specific pressure 1

𝑁
Φ𝑁 (𝛽,Γ) converges also in mean to 𝑝QREM(𝛽,Γ).

Goldschmidt derived the formula (2.6) using the path integral formalism, we introduced in the last section
[95]. He combined the so-called replica trick with a static approximation of the path-overlap.
As it has already been explained in the introduction, the replica trick is a common non-rigorous method in
spin glass theory. One computes the fractional moments 𝔼[𝑍𝑛] for 𝑛→ 0 by extrapolating results on the
integer moments. While the replica trick gives rise to correct predictions on spin glasses, a mathematical
justification is yet to be found even in the classical setting - despite numerous efforts.
The static approximation concerns the dominant paths in the path-integral formula. One assumes that the
main contribution to the partition function is due to paths 𝜎𝜎𝜎(𝑡) ∈ Ξ𝑁 whose overlap 𝑅𝑁 (𝜎𝜎𝜎(𝑡), 𝜎𝜎𝜎(𝑡′)) is in
fact a time-independent constant 𝑐. Then, one maximizes the resulting expression with regard to 𝑐.
While Goldschmidt’s approach ultimately leads to the correct formula for the QREM pressure, it is known
that the static approximation is not valid for more involved models such as the QSK [126]. Thus, it is
very important to develop new tools to gain insight to the physics of quantum spin glasses. Our proof of
Goldschmidt’s formula can be seen as first step in this direction, as we make no use of the path integral
representation, but instead we study the QREM Hamiltonian directly via operator theoretic methods. We
will give an overview of our proof strategy and the underlying intuition in the following subsection below.
Let us discuss here the physical consequences of Theorem 2.7. The resulting QREM phase diagram is
presented in Figure 2.3. There are three different phases: a qunatum paramagnetic phase, a classical non-
glass phase and a classical glass-phase. The phase separation line between the classical phases and the
paramagnetic phase is given by the curve 𝑝REM(𝛽) = 𝑝PAR(𝛽Γ) in the 𝛽 − Γ plane. For fixed 𝛽, one may
alternatively characterize the transition point by a critical field strength Γ𝑐(𝛽),

Γ𝑐(𝛽) ∶=
1
𝛽
arcosh(exp(𝑝REM(𝛽))).

The critical field strength Γ𝑐(𝛽) is a monotone increasing function with Γ𝑐(0) = 1, Γ𝑐(𝛽𝑐) = 𝛽−1𝑐 arcosh(2)
and lim𝛽→∞ Γ𝑐(𝛽) = 𝛽𝑐 . The latter reveals a quantum phase transition at Γ = 𝛽𝑐 . Recalling that the
specific ground state energy of the REM is given by −𝛽𝑐 , the ground state transition occurs at the field
strength Γ where the specific ground state energies of 𝑈 and Γ𝑇 agree.
For fixed 𝛽, the QREM is in the quantum paramagnetic phase if Γ > Γ𝑐(𝛽) and in one of REM phases
if Γ < Γ𝑐(𝛽). As for Γ > Γ𝑐(𝛽) the QREM pressure coincides with the paramagnetic one, we observe a
magnetization 𝑚𝑥 = tanh(𝛽Γ) > 0 (see also (2.4)). Whereas, for Γ < Γ𝑐(𝛽) the pressure does not depend
on Γ and, thus, 𝑚𝑥 = 0. In particular the magnetization 𝑚𝑥 is discontinuous at Γ𝑐 which reflects a first-
order magnetic phase transition. For Γ < Γ𝑐(𝛽), the QREM pressure 𝑝QREM(𝛽,Γ) agrees with 𝑝REM(𝛽),
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Figure 2.1: Phase diagram of the QREM as a function of the transversal magnetic field Γ and the temper-
ature 𝛽−1 [95,128]. The first-order transition occurs for fixed 𝛽 at Γ𝑐(𝛽). The freezing transition is found
at the temperature 𝛽−1𝑐 , which is unchanged in the presence of a magnetic field with strength Γ < Γ𝑐(𝛽).

which implies that we still find the glass transition at 𝛽 = 𝛽𝑐 . The glass phase is again characterized by a
vanishing specific entropy.
To sum up the discussion, the QREM behaves as if the Hamiltonian was either just the REM potential 𝑈
or a pure paramagnet Γ𝑇 . Indeed, the thermal averages 𝑁−1

⟨𝑇 ⟩𝛽,Γ and 𝑁−1
⟨𝑈⟩𝛽,Γ tend to zero in the

classical phase and, respectively, in the paramagnetic phase. That 𝑈 and 𝑇 appear to avoid each other,
forms our main intuition for the proof of Theorem 2.7.

2.3.1 A Glimpse of the Proof

We have seen that Goldschmidt’s formula suggests a picture of the QREM where 𝑇 and 𝑈 do not interact
with each other, almost as if 𝐻 = 𝑇 ⊕ 𝑈 . Of course, that cannot be quite true. However, this can
still be seen as guiding idea for our proof. The underlying mathematical foundation for decomposing the
QREM Hamiltonian into an almost direct sum, is the fact that the REM deep holes are typically separated
from each other. If 𝜎𝜎𝜎 is a configuration with energy 𝑈 (𝜎𝜎𝜎) = −𝛼𝑁 , then the configurations 𝜎𝜎𝜎′ close to
𝜎𝜎𝜎 will typically have an energy 𝑈 (𝜎𝜎𝜎) = (

√

𝑁). As we have seen, the eigenstates of 𝑇 are completely
delocalized and, thus, the low energy eigenfunctions, which form an exponentially small fraction of the
set of eigenstates, cannot localize enough to detect the very isolated deep holes of the REM.
After these heuristics, we want to be more precise. We prove Theorem 2.7 by providing an asymptotically
sharp lower and upper bound. The lower bound is based on Gibbs’ variational principle, which we state
here for completeness:
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Proposition 2.8 (Theorem 2.13 in [47])
Let 𝐻 be a symmetric matrix on ℂ𝑛. Then,

ln Tr 𝑒𝐻 = sup
𝜌∈𝑛

[Tr (𝜌𝐻) − Tr 𝜌 ln(𝜌)],

where 𝑛 ∶= {𝜌 ∈ ℂ𝑛×𝑛 | 𝜌 ≥ 0, Tr 𝜌 = 1} denotes the set of all density matrices on ℂ𝑛. The unique
maximizer is the Gibbs state 𝜌 = 𝑒𝐻∕Tr 𝑒𝐻 .

Based on the broad picture that 𝑇 and𝑈 do not interlace, it is natural to apply Gibbs’ variational principle
with the unperturbed trial states 𝜌𝑈 = 𝑒−𝛽𝑈∕Tr 𝑒−𝛽𝑈 and 𝜌𝑇 = 𝑒−𝛽Γ𝑇 ∕Tr 𝑒−𝛽Γ𝑇 . Indeed, this is enough
to establish

lim inf
𝑁→∞

1
𝑁

Φ𝑁 (𝛽,Γ) ≥ 𝑝QREM(𝛽,Γ)

almost surely (see Lemma 1 in [128]). Establishing the upper bound, is the more difficult part of the
proof. To this end, we introduce for any 𝜀 > 0 the large deviation set

𝜀 ∶= {𝜎𝜎𝜎 ∈ 𝑁 |𝑈 (𝜎𝜎𝜎) ≤ −𝜀𝑁},

and we want to show that𝜀 does not percolate. It is convenient to introduce the notion of gap-connectedness.
We say that 𝜎𝜎𝜎,𝜎𝜎𝜎′ are gap-connected if 𝑑(𝜎𝜎𝜎,𝜎𝜎𝜎′) ≤ 2, where 𝑑 denotes the Hamming distance

𝑑(𝜎𝜎𝜎,𝜎𝜎𝜎′) ∶= 1
2

𝑁
∑

𝑖=1
|𝜎𝑖 − 𝜎′𝑖 |.

Then, we may decompose 𝜀 into maximal gap-connected components 𝐶𝜀, that is, 𝜀 = ̇⋃
𝐶𝜀∈𝜀𝐶𝜀,

where 𝜀 is the collection of the maximal gap-connected sets.

We stress that 𝜀 is a random set and, hence, 𝜀 depends on the disorder. Making use of the independence
of 𝑈 and some simple combinatorics, we show that there exist some 𝐾 = 𝐾(𝜀) such that

ℙ
(

max
𝐶𝜀∈𝜀

|𝐶𝜀| > 𝐾
)

≤ 𝑒−𝑐𝑁

for some 𝑐 = 𝑐(𝜀) and all 𝑁 large enough [128, Lemma 2]. Therefore, if we denote by Ω𝜀,𝑁 the event
where max𝐶𝜀∈𝜀 |𝐶𝜀| ≤ 𝐾 holds true, we may restrict our analysis to this family of sets. The almost sure
convergence is guaranteed by the Borel-Cantelli lemma [112, Theorem 4.18].

The next step consists in separating the large deviation set 𝜀 from the rest of the Hamming cube. To this
end, we introduce the operator𝐴𝜀, which describes the hopping of configurations 𝜎𝜎𝜎 ∈ 𝜀 and can be seen
as the restriction of 𝑇 to 𝜀 with Neumann boundary conditions. More precisely, ⟨𝜎𝜎𝜎|𝐴𝜀|𝜎𝜎𝜎′⟩ = ⟨𝜎𝜎𝜎|𝑇 |𝜎𝜎𝜎′⟩
if 𝜎𝜎𝜎 ∈ 𝜀 or 𝜎𝜎𝜎′ ∈ 𝜀, and all other matrix elements are set to zero. The definition of gap-connectedness
was designed in such a way that 𝐴𝜀 is a direct sum of operators 𝐴𝐶𝜀 which correspond to the maximal
components 𝐶𝜀. Combined with a Frobenius norm estimate, we arrive at

‖𝐴𝜀‖ ≤ max
𝐶𝜀∈𝜀

√

2𝑁|𝐶𝜀| ≤
√

2𝐾𝑁,
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that is an 𝑂(
√

𝑁) upper bound for the operator norm of 𝐴𝜀 [128, Lemma 3]. This suggests that we can
"delete" 𝐴𝜀 without changing the pressure in leading order. This can be made rigorous by invoking the
Golden-Thompson inequality, which we recall next.

Proposition 2.9 (Corollary IX.3.6 in [28])
For any Hermitian matrices 𝐴,𝐵 on ℂ𝑛, we have

Tr 𝑒𝐴+𝐵 ≤ Tr 𝑒𝐴𝑒𝐵.

We are now ready to put the pieces together. If we denote by 𝑈𝜀 and 𝑈𝑐𝜀
the restriction of 𝑈 to 𝜀 and

its complement, the Golden-Thompson inequality yields

𝑍(𝛽,Γ) ≤ Tr 𝑒−𝛽𝑈𝜀⊕(𝑈𝑐𝜀
+Γ(𝑇−𝐴𝜀)) 𝑒−𝛽Γ𝐴𝜀

≤ 𝑒𝛽Γ‖𝐴𝜀‖
(

Tr 𝓁2(𝜀)𝑒
−𝛽𝑈𝜀 + 𝑒𝛽𝜀𝑁Tr 𝓁2(𝑐𝜀)

𝑒−𝛽Γ(𝑇−𝐴𝜀)
)

≤ 𝑒𝛽Γ
√

2𝐾𝑁 (

𝑒Φ𝑁 (𝛽,0) + 𝑒𝛽𝜀𝑁𝑒𝑁𝑝REM(𝛽Γ))

For the first line we note that indeed after subtracting𝐴𝜀 the operator𝑈𝑐𝜀
+Γ(𝑇−𝐴𝜀) only acts nontrivially

on the subspace 𝓁2(𝑐𝜀) – which explains the direct sum. The next step consists of the simple inequality
Tr 𝐵𝐷 ≤ ‖𝐷‖Tr 𝐵 for positive matrices 𝐵,𝐷 and we use the lower bound 𝑈𝑐𝜀

≥ −𝜀𝑁 to estimate the
second term. The last line makes use of the trivial bound Tr 𝓁2(𝜀)𝑒

−𝛽𝑈𝜀 ≤ 𝑒Φ𝑁 (𝛽,0) and of the fact that
all matrix elements of −𝛽𝑇 are positive and thus the subtraction by 𝐴𝜀 decreases the trace. In total, if we
take the 𝑁 → ∞ limit and recall that 𝜀 > 0 was arbitrary, we obtain the matching upper bound

lim sup
𝑁→∞

1
𝑁

Φ𝑁 (𝛽,Γ) ≤ 𝑝QREM(𝛽,Γ).

More details can be found in [128].

2.3.2 The QREM as 𝑝-spin limit

Derrida’ s original motivation to introduce the REM stems from the following observation. The 𝑝-spin
potential 𝑈𝑝 (see also (1.7)),

𝑈𝑝(𝜎𝜎𝜎) ∶=
1

√

𝑁𝑝−1

∑

𝑖1,𝑖2,…𝑖𝑝

𝑔𝑖1,𝑖2,…𝑖𝑝𝜎𝑖1𝜎𝑖2 ⋯ 𝜎𝑖𝑝

with i.i.d standard normal variables 𝑔𝑖1,𝑖2,…𝑖𝑝 forms a centered Gaussian process on the Hamming cube
with covariance matrix 𝔼[𝑈𝑝(𝜎𝜎𝜎)𝑈𝑝(𝜎𝜎𝜎′)] = 𝑁𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′)𝑝. In the 𝑝 → ∞ limit, the covariance formally
converges to 𝑁𝛿𝜎𝜎𝜎,𝜎𝜎𝜎′ , if we ignore the little subtlety at the pairs 𝜎𝜎𝜎′ = −𝜎𝜎𝜎. That is of course the REM
potential since centered Gaussians are uniquely characterized by their covariance function.
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While these heuristic considerations draw a connection between the REM and 𝑝-spin models, their relation
is in fact closer. Namely, in case of the pressure one can exchange the thermodynamic limit 𝑁 → ∞ and
the 𝑝→ ∞ limit. Indeed, if we introduce the limiting pressure 𝑓𝑝,

𝑓𝑝(𝛽) ∶= lim
𝑁→∞

𝑁−1𝔼

[

ln
∑

𝜎𝜎𝜎∈𝑁

𝑒−𝛽𝑈𝑝(𝜎𝜎𝜎)
]

- which indeed exists due to Panchenko’s version of the Parisi formula for mixed 𝑝-spin models [153] -
we have lim𝑝→∞ 𝑓𝑝(𝛽) = 𝑝REM. This result is well-known in the spin glass literature [36, 181], however
its proof is typically omitted.
For this reason, we present the short argument here. We first invoke a maximal inequality [35, The-
orem 2.5], which shows that for all Gaussian processes with bounded variance 𝑁 on 𝑁 , we have
𝔼min𝜎𝜎𝜎∈𝑁 𝑈 (𝜎𝜎𝜎) ≥ −𝛽𝑐𝑁 . In particular we conclude that the right derivative 𝛿+𝑓𝑝(𝛽) ≤ 𝛽𝑐 is uni-
formly bounded by 𝛽𝑐 . The second ingredient is that an application of the second moment method yields
that annealed and quenched pressure agree in an enlarging interval if 𝑝 increases. Indeed,

𝑓𝑝(𝛽) =
1
2
𝛽2 for 𝛽 ≤ 𝛽𝑐(1 − 𝑐𝑝),

where 𝑐𝑝 is a sequence converging to zero as 𝑝→ ∞ [36, Theorem 11.2.7]. A standard convexity argument
then implies lim𝑝→∞ 𝑓𝑝(𝛽) = 𝑝REM.
We would like to extend this result to quantum 𝑝-spin models and the QREM. Here, we face three major
obstacles. First, the quantum analog of 𝑓𝑝,

𝑓𝑝(𝛽,Γ) ∶= lim
𝑁→∞

𝑁−1𝔼
[

ln Tr 𝑒−𝛽(𝑈𝑝+Γ𝑇 )
]

is unfortunately not known to exist for 𝑝 ≥ 3. However, we expect that the methods presented in [3] for
the QSK can be extended to general mixed 𝑝-spin models. This would immediately imply the existence
of 𝑓𝑝(𝛽,Γ). Secondly, even though annealed and quenched pressure agree for low temperatures in the
quantum setting [126], the corresponding expression for the annealed pressure is involved and its limit
will depend on 𝑝. Eventually, and perhaps most importantly, Gaussian comparison fails in the quantum
setting. While for classical spin glasses, Slepian’s lemma [179, Proposition 1.3.3] shows that the pressure
is a monotone decreasing function of the potential’s correlation (if its variance remains fixed), there is no
analogous result for quantum spin glasses.
In [129], we avoided tackling these obstacles by considering a closely related problem. Instead of ex-
changing the 𝑝 → ∞ and 𝑁 → ∞ limits, we deal with a coupled limit, where 𝑝 = 𝑝(𝑁) grows as
function of 𝑁 .

Theorem 2.10 (Theorem 2.2 in [129])
Let 𝑝(𝑁) be a sequence of natural numbers which satisfies a superlogarithmic growth condition, i.e.,

lim
𝑁→∞

𝑝(𝑁)
ln(𝑁)

= ∞.
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For any 𝛽,Γ ≥ 0, we have the almost sure convergence

lim
𝑁→∞

1
𝑁

Φ𝑁,𝑝(𝑁)(𝛽,Γ) = lim
𝑁→∞

1
𝑁

ln
(

Tr 𝑒−𝛽(𝑈𝑝(𝑁)+Γ𝑇 )
)

= 𝑝QREM(𝛽,Γ).

While our theorem does not justify the exchange of the 𝑝 → ∞ and 𝑁 → ∞ limits in the quantum
case, it still yields a profound justification to consider the QREM as limit of quantum 𝑝-spin models.
Note that the growth assumption on 𝑝(𝑁) is comparatively mild. The superlogarithmic condition is a
consequence of our proof technique which is essentially an adaption of the proof of Theorem 2.7. The
main new challenge is of probabilistic nature: we need to control the diameter of the large deviation set’s
components. In the QREM it was fairly easy to show that the connected components are of size (1).
Under the superlogarithmic growth condition, we show that the size is bounded by 𝑜(𝑁) - which is good
enough to derive Theorem 2.10. Establishing the 𝑜(𝑁) estimate for the components’ diameter requires
some geometrical and combinatorial considerations and some estimates on correlated Gaussians. The
details are executed in the proofs of Proposition 3.1 and Lemma 3.2 in [129].

2.4 Trajectory Phase Transitions in the REM

If one seeks for an understanding of a model’s thermodynamical properties, one usually considers the
partition function or, respectively, the pressure. The pressure encodes several thermodynamical quantities
such as the internal energy, entropy and magnetization; and a study of the pressure reveals the nature of
the Gibbs measure. While an analysis of the pressure allows one to determine the static equilibrium
characteristics of a model, the pressure does not depict the dynamical thermodynamics of trajectories.
Dynamical phase transitions, however, are of relevance in the study of spin glasses as they reflect changes
in the activity of the glass and, hence, allow a dynamical characterization of glass phases [87, 134].
In [88], we consider the trajectory dynamics of the REM. We will see shortly that studying trajectories
in classical spin glasses is closely related to the static equilibrium analysis of spin glasses in a transversal
field, providing another promising application of quantum spin glass models.

As the thermodynamics of trajectories is not as commonly studied as the static equilibrium thermody-
namics, we will briefly introduce the main concepts. We consider a continuous-time Markov chain on the
Hamming cube 𝑁 with trajectories 𝜉𝜉𝜉 ∶ [0,∞) → 𝑁 . Such a Markov process is uniquely characterized
by its generator on 𝓁2(𝑁 ) [112],

𝑊 ∶=
∑

𝜎𝜎𝜎,𝜏𝜏𝜏∈𝑁 ,𝜎𝜎𝜎≠𝜏𝜏𝜏
𝑤𝜎𝜎𝜎→𝜏𝜏𝜏 |𝜏𝜏𝜏⟩⟨𝜎𝜎𝜎| −

∑

𝜎𝜎𝜎∈𝑁

𝑟𝜎𝜎𝜎|𝜎𝜎𝜎⟩⟨𝜎𝜎𝜎|,

with escape rates 𝑟𝜎𝜎𝜎 =
∑

𝜏𝜏𝜏≠𝜎𝜎𝜎 𝑤𝜎𝜎𝜎→𝜏 and transition rates 𝑤𝜎𝜎𝜎→𝜏𝜏𝜏 ≥ 0. If the trajectory 𝜉𝜉𝜉 is located at some
𝜎𝜎𝜎, the waiting time for the next time jump follows an exponential distribution with parameter 𝑟𝜎𝜎𝜎 , that is
the waiting time is a random variable with probability distribution 𝑟𝜎𝜎𝜎𝑒−𝑟𝜎𝜎𝜎𝑥 on [0,∞). When the waiting
time has passed, 𝜉𝜉𝜉 jumps from 𝜎𝜎𝜎 to 𝜏𝜏𝜏 with probability 𝑤𝜎𝜎𝜎→𝜏𝜏𝜏∕𝑟𝜎𝜎𝜎 . This interpretation of the jump process
is fully contained in the master equation

𝜕𝑡|𝑝𝑡⟩ = 𝑊 |𝑝𝑡⟩,
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where 𝑊 is understood as an operator on 𝓁1(𝑁 ) and |𝑝𝑡⟩ describes the probability distribution of 𝜉𝜉𝜉 at
time 𝑡, i.e., 𝑝𝑡(𝜎𝜎𝜎) = ⟨𝜎𝜎𝜎|𝑝𝑡⟩ ≥ 0 and

∑

𝜎𝜎𝜎∈𝑁 𝑝𝑡(𝜎𝜎𝜎) = 1.

We will only consider the situation where 𝑤𝜎𝜎𝜎→𝜏𝜏𝜏 = 𝑤𝜏𝜏𝜏→𝜎𝜎𝜎 such that 𝑊 is a symmetric matrix. The rates
𝑟𝜎𝜎𝜎 are typically chosen to be extensive in the particle number 𝑁 . The most relevant examples for us are
the generator of the simple random walk, i.e., 𝑤𝜎𝜎𝜎→𝜏𝜏𝜏 = 1 if 𝜎𝜎𝜎 and 𝜏𝜏𝜏 are neighbors,

𝑊RW =
∑

𝜎𝜎𝜎,𝜏𝜏𝜏∈𝑁 ,𝑑(𝜎𝜎𝜎,𝜏𝜏𝜏)=1
|𝜏𝜏𝜏⟩⟨𝜎𝜎𝜎| −𝑁

∑

𝜎𝜎𝜎∈𝑁

|𝜎𝜎𝜎⟩⟨𝜎𝜎𝜎| = −𝑇 −𝑁1,

and the all-to-all dynamics, where the path jumps to any other configuration with equal probability,

𝑊all =
𝑁
2𝑁

∑

𝜎𝜎𝜎,𝜏𝜏𝜏∈𝑁 ,𝜎𝜎𝜎≠𝜏𝜏𝜏
|𝜏𝜏𝜏⟩⟨𝜎𝜎𝜎| −

𝑁(2𝑁 − 1)
2𝑁

∑

𝜎𝜎𝜎∈𝑁

|𝜎𝜎𝜎⟩⟨𝜎𝜎𝜎| = 𝑁(|Ψ∅⟩⟨Ψ∅| − 1).

Our main aim is then to study trajectory observables, which are typically quantities integrated along the
path 𝜉𝜉𝜉. In our case, we consider the energy integrated along the curve,

𝑈𝑡[𝜉𝜉𝜉] ∶= ∫

𝑡

0
𝑈 (𝜉𝜉𝜉(𝑠)) 𝑑𝑠,

for 𝑡 > 0 and we want to gain insight into the distribution of𝑈𝑡[𝜉𝜉𝜉] with respect to the trajectory probability
ℙ̂𝑡. Here, the probability ℙ̂𝑡 takes only the randomness of the Markov process into account, not the
disorder arising from 𝑈 . Hence, ℙ̂𝑡 is a random measure if 𝑈 is random. We will always assume that the
trajectories start with the uniform distribution at 𝑡 = 0. In [88], we have focused on the situation where
𝑈 is the REM potential.

Of course, by the central limit theorem the typical value of 𝑈𝑡[𝜉𝜉𝜉] is close to zero. So, our main purpose
is to get good estimates for the probability of rare events of the form ℙ̂𝑡(𝑈𝑡[𝜉𝜉𝜉] ≈ 𝛼𝑁). That is, we study
the large deviations of trajectory observables under an unbiased dynamics - 𝑊 does not depend on 𝑈 !
At first sight these trajectory dynamics appear to be related to the analysis of Glauber dynamics in the
context of aging and metastability [25,26,49,91]. However, we stress that the Glauber process is a biased
dynamics as it depends on 𝑈 and one considers under this biased Markov chain the typical events, not
the rare ones.

Coming back to the analysis of ℙ̂𝑡, we introduce the moment generating function

𝐌(𝑡, 𝜆) ∶= ∫ 𝑒−𝜆𝑈𝑡[𝜉𝜉𝜉]ℙ̂𝑡(𝑑𝜉𝜉𝜉),

which is typically denoted by 𝑍 in the physics literature, but we have chosen here a different notation to
avoid confusion. 𝐌(𝑡, 𝜆) takes the role of the partition function for trajectory ensembles and, similarly,
the specific pressure is substituted by the scaled cumulant generating function (SCGF),

𝜃𝑁 (𝑡, 𝜆) ∶=
1
𝑁𝑡

ln𝐌(𝑡, 𝜆).
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In order to approach the moment generating function via operator methods, we reexpress𝐌(𝑡, 𝜆) as matrix
element. Note that𝑊 generates a positive semigroup and, thus, a similar approach as presented in Section
2.2 yields a path-integral formula also in this case. The result is

𝐌(𝑡, 𝜆) = 2−𝑁
∑

𝜎𝜎𝜎,𝜏𝜏𝜏∈𝑁

⟨𝜎𝜎𝜎|𝑒𝑡(𝑊 −𝜆𝑈 )
|𝜏𝜏𝜏⟩ = ⟨Ψ∅|𝑒

𝑡𝑊𝜆
|Ψ∅⟩,

with the tilted generator𝑊𝜆 = 𝑊 −𝜆𝑈 . We note that in the case of𝑊 = 𝑊RW the tilted generator is up to
a identity shift a rescaled QREM Hamiltonian. We see that trajectory dynamics are intimately related to
the study of quantum spin glasses. In contrast to the partition function𝑍 however, the moment generating
function 𝐌(𝑡, 𝜆) does not only depend on the spectrum of𝑊𝜆, but also on the overlap of its eigenfunctions
with the flat state Ψ∅. This difference makes the analysis of 𝐌(𝑡, 𝜆) comparatively more difficult, and this
is the reason why we have focused on the simpler all-to-all dynamics in [88]. In that case, we compute the
limit of 𝜃𝑁 (𝑡, 𝜆) and the limit of the specific (negative) free energy 𝑓𝑁 (𝑇 , 𝜆) ∶=

𝑇
𝑁
ln 2−𝑁Tr 𝑒(𝑊 −𝜆𝑈 )∕𝑇 :

Theorem 2.11 (Theorem 1 in [88])
Let 𝑈 be the REM potential and 𝑊 = 𝑊all the generator of the all-to-all dynamics. Then, for any
𝑡 > 0 and 𝜆 > 0 the SCGF converges almost surely,

lim
𝑁→∞

𝜃𝑁 (𝑡, 𝜆) = 𝜃(𝑡, 𝜆) ∶= max{0, 𝑡−1(𝑝REM(𝑡𝜆) − ln 2) − 1},

and extends by symmetry to negative values, that is, 𝜃(𝑡,−𝜆) = 𝜃(𝑡, 𝜆). The free energy 𝑓𝑁 also
converges almost surely,

lim
𝑁→∞

𝑓𝑁 (𝑡, 𝜆) = 𝑓 (𝑡, 𝜆) ∶= max{−𝑇 ln 2, 𝑇 (𝑝REM(𝜆∕𝑇 ) − ln 2) − 1}.

The dynamical and static phase diagrams resulting from Theorem 2.11 are presented in Figure 2.4. In
both cases one observes three phases, similarly as in the QREM, but the exact form of the separation
lines is different. In that sense these findings confirm again that the trajectory thermodynamics cannot
simply be derived from the static phase diagram. We now want to have a closer look at the three emergent
dynamical phases.

Our classification is based on the dynamical activity in the phases. The dynamical activity is the average
number of jumps ⟨𝐽⟩ of trajectories under the tilted generator 𝑊𝜆 [87, 90]. To compute the activity, we
define the doubly tilted partition sum 𝐌(𝑡, 𝜆, 𝑠) ∶= ⟨Ψ∅|𝑒𝑡𝑊𝜆,𝑠

|Ψ∅⟩ with the additionally tilted generator

𝑊𝜆,𝑠 = 𝑁𝑒−𝑠|Ψ∅⟩⟨Ψ∅| −𝑁(1 − 2−𝑁 (1 − 𝑒−𝑠))1 − 𝜆𝑈,
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<latexit sha1_base64="IjXqvKXijUi/IqJMUoUZ/y7blqA=">AAACHXicbVDLSsNAFL2prxpfrS7dDJaCq5KIqMuiG5cV+oI2lMlk0g6dTMLMpFBCP8KtLvwad+JW/BsnbRa2emDgcO7rzPETzpR2nG+rtLW9s7tX3rcPDo+OTyrV066KU0loh8Q8ln0fK8qZoB3NNKf9RFIc+Zz2/OlDXu/NqFQsFm09T6gX4bFgISNYG6k35KY1wKNKzWk4S6C/xC1IDQq0RlULhkFM0ogKTThWauA6ifYyLDUjnC7sYapogskUj+nAUIEjqrxs6XeB6kYJUBhL84RGS/X3RIYjpeaRbzojrCdqs5aL/9UGqQ7vvIyJJNVUkNWhMOVIxyj/PAqYpETzOcKEGOcp1sYHmWCJiTYhre1qu16W28sX2fU1B5LOFrbJzN1M6C/pXjXcm4b7dF1r3hfpleEcLuASXLiFJjxCCzpAYArP8AKv1pv1bn1Yn6vWklXMnMEarK8fZ6ihXg==</latexit>

�

<latexit sha1_base64="FEsztCPTp462zi5X9oXckNpJmkE=">AAACF3icbVDLTsJAFL3FF9YX6NJNIyFxRVpj1CXRjUtIeCXQkOlwCxOmj8xMSUjDF7jVhV/jzrh16d84hS4EPMkkJ+e+zhwv5kwq2/4xCju7e/sHxUPz6Pjk9KxUPu/IKBEU2zTikeh5RCJnIbYVUxx7sUASeBy73vQpq3dnKCSLwpaax+gGZBwyn1GitNRsDUsVu2YvYW0TJycVyNEYlg0YjCKaBBgqyomUfceOlZsSoRjluDAHicSY0CkZY1/TkAQo3XTpdGFVtTKy/EjoFyprqf6dSEkg5TzwdGdA1ERu1jLxv1o/Uf6Dm7IwThSGdHXIT7ilIiv7tjViAqnic4tQqp0nRGkfdEIEoUrHs7ar5bhpZi9bZFbXHAicLUydmbOZ0Dbp3NScu5rTvK3UH/P0inAJV3ANDtxDHZ6hAW2ggPACr/BmvBsfxqfxtWotGPnMBazB+P4FaCueuQ==</latexit>
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<latexit sha1_base64="90l2UvNHA1V15wOhSv5t7EGJ1l4=">AAACHnicbVDLSsNAFJ2prxpfrS7dBEvBVUlE1JUU3Lis0Be0oUymN+3QyYPMTaGEfoRb3fg17sSt/o2TNos+vDBwOOfeO+ceN5JCoWX90sLO7t7+QfHQODo+OT0rlc/bKkxiDi0eyjDuukyBFAG0UKCEbhQD810JHXfylOmdKcRKhEETZxE4PhsFwhOcoaY6fReQDfigVLFq1qLMbWDnoELyagzKlPaHIU98CJBLplTPtiJ0Uhaj4BLmRj9REDE+YSPoaRgwH5STLvzOzapmhqYXxvoFaC7Y1YmU+UrNfFd3+gzHalPLyP+0XoLeg5OKIEoQAr78yEukiaGZHW8ORQwc5cxknGvnCUPtg49ZzDjqkIzq6rKm7aSZv2zTmqKvhOnc0KHZmxFtg/ZNzb6r2S+3lfpjHl+RXJIrck1sck/q5Jk0SItwMiGv5I280w/6Sb/o97K1QPOZC7JW9OcP+mWhgg==</latexit>
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<latexit sha1_base64="O4LUTQvIKAlRmPSFOvH4H2ZYFcc=">AAACH3icbVDLSsNAFJ3xWeOr1aWbYCm4sSQi6koKblxW6AvaUCbTm3bo5EHmplBCf8Ktbvwad+K2f+OkzaIPLwwczrn3zrnHjaRQaFlzurO7t39wWDgyjk9Oz86LpYuWCpOYQ5OHMow7LlMgRQBNFCihE8XAfFdC2x2/ZHp7ArESYdDAaQSOz4aB8ARnqKnObc8FZH3eL5atqrUocxvYOSiTvOr9EqW9QcgTHwLkkinVta0InZTFKLiEmdFLFESMj9kQuhoGzAflpAvDM7OimYHphbF+AZoLdnUiZb5SU9/VnT7DkdrUMvI/rZug9+SkIogShIAvP/ISaWJoZtebAxEDRzk1GefaecJQ++AjFjOOOiWjsrqsYTtp5i/btKboK2EyM3Ro9mZE26B1V7Ufqvbbfbn2nMdXIFfkmtwQmzySGnklddIknEjyTj7IJ/2i3/SH/i5bd2g+c0nWis7/AG1zobk=</latexit>��c
<latexit sha1_base64="MDyjUCI1coqzJYtZLApBP2ibGrY=">AAACGHicbVDLSgMxFE181vHV6tJNsBRclRkRdSUFNy5b6AvaoWTSO21o5kGSKZShX+BWN36NO3Hrzr8x086iDy8EDufce3Pu8WLBlbbtX7yzu7d/cFg4so5PTs/Oi6WLtooSyaDFIhHJrkcVCB5CS3MtoBtLoIEnoONNnjO9MwWpeBQ29SwGN6CjkPucUW2ohj0olu2qvSiyDZwclFFe9UEJ4/4wYkkAoWaCKtVz7Fi7KZWaMwFzq58oiCmb0BH0DAxpAMpNF07npGKYIfEjaV6oyYJdnUhpoNQs8ExnQPVYbWoZ+Z/WS7T/6KY8jBMNIVt+5CeC6IhkZ5Mhl8C0mBHKmHGeUG18sDGVlGkTj1VZXdZ03DTzl21aU8yVMJ1bJjRnM6Jt0L6tOvdVp3FXrj3l8RXQFbpGN8hBD6iGXlAdtRBDgF7RG3rHH/gTf+HvZesOzmcu0Vrhnz/AWZ68</latexit>
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<latexit sha1_base64="mJKdphDp4oxW+24xUm2fayM55xs=">AAACGHicbVDLagIxFE3sy9qXtstuQkXoSmaktF0VoZsuFXyBDpKJdzSYeZBkBBn8gm7bTb+mu9Jtd/2bZnQWPnohcDjn3ptzjxsJrrRl/eLc3v7B4VH+uHByenZ+USxddlQYSwZtFopQ9lyqQPAA2pprAb1IAvVdAV13+pzq3RlIxcOgpecROD4dB9zjjGpDNWvDYtmqWssiu8DOQBll1RiWMB6MQhb7EGgmqFJ924q0k1CpOROwKAxiBRFlUzqGvoEB9UE5ydLpglQMMyJeKM0LNFmy6xMJ9ZWa+67p9KmeqG0tJf/T+rH2Hp2EB1GsIWCrj7xYEB2S9Gwy4hKYFnNCGTPOY6qNDzahkjJt4ilU1pe1bCdJ/aWbNhRzJcwWBROavR3RLujUqvZ91W7eletPWXx5dI1u0C2y0QOqoxfUQG3EEKBX9Ibe8Qf+xF/4e9Waw9nMFdoo/PMHw8Gevg==</latexit>
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<latexit sha1_base64="a77MvPlBI0UPldyl9lGpZ0u6RqM=">AAACFHicbVDLSgMxFE3qq46v1q2bYCm4KjMi6koKblxW6AvaoWTS2zY0kxmSTKEM/QK3uvFr3Ll169+YaWfRhxcCh3PuvTn3BLHg2rjuLy7s7R8cHhWPnZPTs/OLklNu6yhRDFosEpHqBlSD4BJahhsB3VgBDQMBnWD6nOmdGSjNI9k08xj8kI4lH3FGjaVe7waliltzl0V2gZeDCsqrMShj3B9GLAlBGiao1j3PjY2fUmU4E7Bw+omGmLIpHUPPQklD0H66dLogVcsMyShS9klDluz6REpDredhYDtDaiZ6W8vI/7ReYkaPfsplnBiQbPXRKBHERCQ7mwy5AmbEnFDGrPOEGuuDTaiizNh4nOr6sqbnp5m/bNOGYq+E2cKxoXnbEe2C9m3Nu695lfpTHl4RXaFrdIM89IDq6AU1UAsxBOgNvaMP/Im/8PeqsYDziUu0UfjnDw+bnWY=</latexit>
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<latexit sha1_base64="gXFhI1lhhoxL+lRRjA7tzq/48+0=">AAACGHicbVDLagIxFE3sy9qXtstuQkXoSmZKsV0VoZsuFXyBDpKJdzSYeZBkBBn8gm7bTb+mu9Jtd/2bZnQWPnohcDjn3ptzjxsJrrRl/eLc3v7B4VH+uHByenZ+USxddlQYSwZtFopQ9lyqQPAA2pprAb1IAvVdAV13+pzq3RlIxcOgpecROD4dB9zjjGpDNWvDYtmqWssiu8DOQBll1RiWMB6MQhb7EGgmqFJ924q0k1CpOROwKAxiBRFlUzqGvoEB9UE5ydLpglQMMyJeKM0LNFmy6xMJ9ZWa+67p9KmeqG0tJf/T+rH2Hp2EB1GsIWCrj7xYEB2S9Gwy4hKYFnNCGTPOY6qNDzahkjJt4ilU1pe1bCdJ/aWbNhRzJcwWBROavR3RLujcVe1a1W7el+tPWXx5dI1u0C2y0QOqoxfUQG3EEKBX9Ibe8Qf+xF/4e9Waw9nMFdoo/PMHypGewg==</latexit>
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<latexit sha1_base64="IojPIYADW2PxxRA9NrtfoJ+llV4=">AAACGHicbVC7asMwFJX6TN1X0o5dREOgU7BLaTsGumRMIC9ITJCV60RElo0lB4LJF3Rtl35Nt9K1W/+mcuIhj14QHM659+rc40WCK23bv3hv/+Dw6LhwYp2enV9cFktXHRUmMYM2C0UY9zyqQHAJbc21gF4UAw08AV1v+pLp3RnEioeypecRuAEdS+5zRrWhmsmwWLar9rLILnByUEZ5NYYljAejkCUBSM0EVarv2JF2UxprzgQsrEGiIKJsSsfQN1DSAJSbLp0uSMUwI+KHsXlSkyW7PpHSQKl54JnOgOqJ2tYy8j+tn2j/2U25jBINkq0+8hNBdEiys8mIx8C0mBPKmHGeUG18sAmNKdMmHquyvqzluGnmL9u0oZgrYbawTGjOdkS7oHNfdR6rTvOhXKvn8RXQDbpFd8hBT6iG6qiB2oghQK/oDb3jD/yJv/D3qnUP5zPXaKPwzx847p8L</latexit>u

<latexit sha1_base64="vCRxuj50MrgJIwsa7PvRy8NOViw=">AAACHnicbVDLSsNAFL1TXzW+Wl26CZaCq5KIqMuCmy4r9AVtKJPppB06mYSZSaGEfoRb3fg17sSt/o2TNos+vDBwOOfeO+ceP+ZMacf5RYW9/YPDo+KxdXJ6dn5RKl92VJRIQtsk4pHs+VhRzgRta6Y57cWS4tDntOtPnzO9O6NSsUi09DymXojHggWMYG2o7mCGZTxhw1LFqTnLsneBm4MK5NUclhEajCKShFRowrFSfdeJtZdiqRnhdGENEkVjTKZ4TPsGChxS5aVLvwu7apiRHUTSPKHtJbs+keJQqXnom84Q64na1jLyP62f6ODJS5mIE00FWX0UJNzWkZ0db4+YpETzuY0JMc4TrI0PMsESE21Csqrry1qul2b+sk0birmSzhaWCc3djmgXdO5q7kPNfbmv1Bt5fEW4hhu4BRceoQ4NaEIbCEzhFd7gHX2gT/SFvletBZTPXMFGoZ8/SNuhuA==</latexit>'
<latexit sha1_base64="2T8jrU3ZK+eeRBEoky6WSEKzPdc=">AAACHHicbVDLSsNAFJ3xWeOr1aWbYCm4ComIuhEKbrqs0LSFNpTJdNIOnTyYuSmU0G9wqxu/xp24FfwbJ20WfXhh4HDOvXfOPX4iuALb/sU7u3v7B4elI+P45PTsvFy5aKs4lZS5NBax7PpEMcEj5gIHwbqJZCT0Bev4k+dc70yZVDyOWjBLmBeSUcQDTgloyoUn23IG5apt2Ysyt4FTgCoqqjmoYNwfxjQNWQRUEKV6jp2AlxEJnAo2N/qpYgmhEzJiPQ0jEjLlZQu3c7OmmaEZxFK/CMwFuzqRkVCpWejrzpDAWG1qOfmf1kshePQyHiUpsIguPwpSYUJs5qebQy4ZBTEzCaXaeUpA+6BjIgkFHZFRW13Wcrws95dvWlP0lWw6N3RozmZE26B9azn3lvNyV603ivhK6ApdoxvkoAdURw3URC6iiKNX9Ibe8Qf+xF/4e9m6g4uZS7RW+OcPKjmf/g==</latexit>

t = 0.1

<latexit sha1_base64="mDurKo53Y31dKwnXfukKdG9K2vM=">AAACGnicdVDLTgIxFG3xhfgCXbppJCSuyIwiyMKExA1LjLwSmJBOKdDQeWR6h4RM+AS3uvFr3Bm3bvwbOzAmYPQmTU7Ouff23GP7UigwjC+c2tre2d1L72cODo+OT7K507bywoDxFvOkF3RtqrgULm+BAMm7fsCpY0vesaf3sd6Z8UAJz23C3OeWQ8euGAlGQVOPcGcOsnmjaNyUqmaZaLAsDaqV62q5RMyEyaOkGoMcxv2hx0KHu8AkVapnGj5YEQ1AMMkXmX6ouE/ZlI55T0OXOlxZ0dLrghQ0MyQjL9DPBbJk1yci6ig1d2zd6VCYqN9aTP6l9UIY3VqRcP0QuMtWH41CScAj8eFkKALOQM4JZUw7DyloH2xCA8pAB5QprC9rmlYU+4s3bSj6Sj5bZHRoP8mQ/0H7qmiWi+ZDKV+rJ/Gl0Tm6QJfIRBVUQ3XUQC3E0Bg9oWf0gl/xG37HH6vWFE5mztBG4c9vpHifyw==</latexit>

t = 1

<latexit sha1_base64="rOF+qo0CPd+EhdjrzvnFGCXE0lM=">AAACHXicbVDLSgMxFL3xWcdXq0s3wVJwVWZE1GXBTZcV+oJ2KJlMpg3NPEgyhTL0I9zqwq9xJ27FvzHTzsK2Hggczn2dHC8RXGnb/kE7u3v7B4elI+v45PTsvFy56Ko4lZR1aCxi2feIYoJHrKO5FqyfSEZCT7CeN33K670Zk4rHUVvPE+aGZBzxgFOijdQbCtPqk1G5atftJfA2cQpShQKtUQXB0I9pGrJIU0GUGjh2ot2MSM2pYAtrmCqWEDolYzYwNCIhU2629LvANaP4OIileZHGS/XvREZCpeahZzpDoidqs5aL/9UGqQ4e3YxHSapZRFeHglRgHeP889jnklEt5phQapynRBsfdEIkodqEtLar7bhZbi9fZNXWHEg2W1gmM2czoW3Sva0793Xn+a7aaBbpleAKruEGHHiABjShBR2gMIUXeIU39I4+0Cf6WrXuoGLmEtaAvn8BaXahZA==</latexit>

�

<latexit sha1_base64="hsOfG44YUStwzFJQ0Fz3zucgfHg=">AAACHHicbVDLTsJAFL3FF+ILdOmmkZC4kbTGqEsSNywx4ZVAJdNhCiPTR2ZuSUjTf3CrC7/GnXFr4t84BRYCnmSSk3NfZ44bCa7Qsn6M3Nb2zu5efr9wcHh0fFIsnbZVGEvKWjQUoey6RDHBA9ZCjoJ1I8mI7wrWcScPWb0zZVLxMGjiLGKOT0YB9zglqKU2PiVXdjoolq2qNYe5SewlKcMSjUHJgP4wpLHPAqSCKNWzrQidhEjkVLC00I8ViwidkBHraRoQnyknmdtNzYpWhqYXSv0CNOfq34mE+ErNfFd3+gTHar2Wif/VejF6907CgyhGFtDFIS8WJoZm9ndzyCWjKGYmoVQ7jwlqH3RMJKGoM1rZ1bSdJLOXLSpUVhxINk0LOjN7PaFN0r6u2rdV+/GmXKsv08vDOVzAJdhwBzWoQwNaQOEZXuAV3ox348P4NL4WrTljOXMGKzC+fwFEnKDF</latexit>
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<latexit sha1_base64="PjuEW8fwxixpGjzkyCuTbwi1vwA=">AAACI3icbVDLSgNBEOz17fqKevSyGAJeDLtB1KMggkeFRIVkDbOTTjJk9uFMbyAs+Q6vevBrvIkXD/6Ls8keTLRgoKjq7ikqSKTQ5Lpf1sLi0vLK6tq6vbG5tb1T2t2703GqODZ4LGP1EDCNUkTYIEESHxKFLAwk3geDy9y/H6LSIo7qNErQD1kvEl3BGRnJr7UCJNbmj9mxN26Xym7VncD5S7yClKHATXvXglYn5mmIEXHJtG56bkJ+xhQJLnFst1KNCeMD1sOmoRELUfvZJPXYqRil43RjZV5EzkT9vZGxUOtRGJjJkFFfz3u5+J/XTKl77mciSlLCiE8/6qbSodjJK3A6QiEnOXIY5yZ5ysjk4H2mGCdT1cytuudnebz8kF2ZSaBwOLZNZ958Q3/JXa3qnVa925PyxVXR3hocwCEcgQdncAHXcAMN4PAEz/ACr9ab9W59WJ/T0QWr2NmHGVjfP4+2o4A=</latexit>
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<latexit sha1_base64="/oWLHUboaysDjLeuxm4P4ipG4zs=">AAACInicbVDLSgNBEOz1GeMr0aOXxRDwYtgVUY8BETxGyAuSNcxOOnFw9sFMbyAs+Q2vevBrvIknwY9xNsnBJBYMFFXdPUX5sRSaHOfbWlvf2Nzazu3kd/f2Dw4LxaOmjhLFscEjGam2zzRKEWKDBElsxwpZ4Ets+c+3md8aodIiCus0jtEL2DAUA8EZGanb9ZFYjz+m5+6kVyg5FWcKe5W4c1KCOWq9ogXdfsSTAEPikmndcZ2YvJQpElziJN9NNMaMP7MhdgwNWYDaS6ehJ3bZKH17ECnzQrKn6t+NlAVajwPfTAaMnvSyl4n/eZ2EBjdeKsI4IQz57KNBIm2K7KwBuy8UcpJjm3FukieMTA7+xBTjZJpauFV3vTSLlx3KlxcSKBxN8qYzd7mhVdK8qLhXFffhslS9m7eXgxM4hTNw4RqqcA81aACHGF7gFd6sd+vD+rS+ZqNr1nznGBZg/fwCEz+jRA==</latexit>
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<latexit sha1_base64="n1ERW5Za1T6grWIo5Q34CzlmTkM=">AAACI3icbVC7SgNBFL3r2/WVaGmzGAQbw24QtbAQbCwVjAkka5id3CRDZh/O3A2EJd9hq4VfYyc2Fv6Ls3ELEz0wcDjn3juHEyRSaHLdT2thcWl5ZXVt3d7Y3NreKZV373WcKo51HstYNQOmUYoI6yRIYjNRyMJAYiMYXuV+Y4RKizi6o3GCfsj6kegJzshIfq0dILEOf8iOa5NOqeJW3Smcv8QrSAUK3HTKFrS7MU9DjIhLpnXLcxPyM6ZIcIkTu51qTBgfsj62DI1YiNrPpqknzqFRuk4vVuZF5EzV3xsZC7Ueh4GZDBkN9LyXi/95rZR6534moiQljPjPR71UOhQ7eQVOVyjkJMcO49wkTxmZHHzAFONkqpq5def5WR4vP2QfziRQOJrYpjNvvqG/5L5W9U6r3u1J5fKiaG8N9uEAjsCDM7iEa7iBOnB4hCd4hhfr1Xqz3q2Pn9EFq9jZgxlYX9+OtaN4</latexit>

2��2
c

Figure 2.2: Static and dynamical phase diagram of the all-to-all QREM [88, Figure 1]. (a) Dynamical
phase diagram of the REM with the all-to-all dynamics in the thermodynamic limit 𝑁 → ∞. The 𝑥-axis
corresponds to the coupling parameter 𝜆 conjugated to the time-integrated REM energy and the 𝑦-axis
corresponds to the inverse of the time 𝑡. The full lines indicate first-order transitions between the active
and first and second inactive trajectory phases, whereas the double line shows the 1-step replica symmetry
breaking transition between the two inactive phases. (b) Rate function 𝜑(𝑡, 𝑢) for two different values of
𝑡. For 𝑡−1 = 1 < 2𝛽−2𝑐 (blue line) consists of a linear portion corresponding to the active phase (with
−𝛽𝑐 < 𝑢 < 𝛽𝑐) and an infinitely high jump at±𝛽𝑐 which marks the transition to the first inactive phase. For
𝑡−1 = 10 > 2𝛽−2𝑐 the rate function describes the coexistence between the three phases (black). The linear
portion between 0 and

√

2𝑡 describes again the active phase. In the second inactive phase, |𝑢| can take
values with decreasing probability between

√

2𝑡 and 𝛽𝑐 . The rate function is infinite for any |𝑢| beyond 𝛽𝑐
indicating that this event has zero probability (under a "typical" sample of disorder). (c) Thermal phase
diagram of the all-to-all QREM, which consists of three phases, too. However, the location of the phase
transitions differs compared to the trajectory phase diagram.

where only the off-diagonal terms are deformed in order to detect the number of jumps. Indeed, if we
introduce the the off-diagonal part 𝑊 off and the diagonal part 𝑊 dia of the generator, we may write using
the Lie-Trotter formula

𝐌(𝑡, 𝜆, 𝑠) = lim
𝑀→∞

∑

𝜎𝜎𝜎0,𝜎𝜎𝜎1,…,𝜎𝜎𝜎𝑀

𝑒
𝑡
𝑀

∑𝑀−1
𝑖=0 𝑊 dia(𝜆,𝑠)(𝜎𝜎𝜎𝑖)

𝑀−1
∏

𝑖=0
⟨𝜎𝜎𝜎𝑖|1 + 𝑡

𝑀
𝑊 off(𝜆, 𝑠)|𝜎𝜎𝜎𝑖+1⟩

= lim
𝑀→∞

∑

𝜎𝜎𝜎0,𝜎𝜎𝜎1,…,𝜎𝜎𝜎𝑀

𝑒−𝑠𝐽 (𝜎𝜎𝜎0,𝜎𝜎𝜎1,…,𝜎𝜎𝜎𝑀 )𝑒
𝑡
𝑀

∑𝑀−1
𝑖=0 𝑊 dia(𝜆,0)(𝜎𝜎𝜎𝑖)

𝑀−1
∏

𝑖=0
⟨𝜎𝜎𝜎𝑖|1 + 𝑡

𝑀
𝑊 off(𝜆, 0)|𝜎𝜎𝜎𝑖+1⟩,

= ∫ 𝑒−𝜆𝑈𝑡[𝜉𝜉𝜉]𝑒−𝑠𝐽 (𝜉𝜉𝜉)ℙ𝑡(𝑑𝜉𝜉𝜉)

where 𝐽 (𝜎𝜎𝜎0, 𝜎𝜎𝜎1,… , 𝜎𝜎𝜎𝑀 ) and 𝐽 (𝜉𝜉𝜉) denote the number of jumps of the discrete path 𝜎𝜎𝜎0, 𝜎𝜎𝜎1,… , 𝜎𝜎𝜎𝑀 and,
respectively, of the continuous-time jump process 𝜉𝜉𝜉. These considerations immediately imply

−𝜕𝑠 ln𝐌(𝑡, 𝜆, 𝑠)|𝑠=0 =
∫ 𝑒−𝜆𝑈𝑡[𝜉𝜉𝜉]𝐽 (𝜉𝜉𝜉)ℙ𝑡(𝑑𝜉𝜉𝜉)
∫ 𝑒−𝜆𝑈𝑡[𝜉𝜉𝜉]ℙ𝑡(𝑑𝜉𝜉𝜉)

= ⟨𝐽 ⟩.

The dynamical phase is characterized by 𝜃(𝑡, 𝜆) = 0 and a specific activity (𝑁𝑡)−1⟨𝐽 ⟩ approaching one in
the thermodynamic limit. This active phase consists of the region |𝜆| < 𝛽𝑐(2𝑡)−1+𝛽−1𝑐 in case 𝑡−1 < 2𝛽−2𝑐 ,
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and of |𝜆| <
√

2𝑡−1 in case 𝑡−1 ≥ 2𝛽−2𝑐 . The active phase is related to the QREM paramagnetic phase and
is separated by a first order transition. The other phases are inactive as the specific activity (𝑁𝑡)−1⟨𝐽⟩
converges there to zero. The first inactive phase is found for 𝑡−1 < 2|𝜆|𝛽−1𝑐 − 2𝛽−2𝑐 . The trajectories
localizes at the REM’s extreme values and, hence, this regime resembles the REM glass phase. A second-
order transition occurs between the first and second inactive phase. The second inactive phase is only
found at times 𝑡−1 > 2∕𝛽2𝑐 and can be seen as dynamical counterpart of the paramagnetic REM phase. In
the long-time limit, 𝑡 → ∞, the value 𝜆 = 𝛽−1𝑐 separates the active and first inactive phase, reflecting the
transition in the largest eigenvalue of the tilted generator 𝑊𝜆 = 𝑊 − 𝜆𝑈.
Let us come back to the original quest for a description of the large deviation properties of the trajectory
observable𝑈𝑡[𝜉𝜉𝜉]. We recall that a sequence of real random variables𝑋𝑛 is said to satisfy a large deviation
principle with rate function 𝑆 (and speed 𝑛) if

− inf
𝑢∈𝐼◦

𝑆(𝑢) ≤ lim inf
𝑛→∞

1
𝑛
lnℙ

(

𝑋𝑛 ∈ 𝐼
)

≤ lim sup
𝑛→∞

1
𝑛
lnℙ

(

𝑋𝑛 ∈ 𝐼
)

= − inf
𝑢∈𝐼

𝑆(𝑢)

holds true for any Borel set 𝐼 ⊂ ℝ [60]. Via the Gärtner-Ellis theorem [60, Thm 2.3.6], the rate function
𝑆𝑡(𝑢) of the large deviation principle obeyed by𝑈𝑡 is given by 𝑡𝜑(𝑡, 𝑢), where𝜑(𝑡, 𝑢) denotes the Legendre-
Fenchel transform

𝜑(𝑡, 𝑢) ∶= sup
𝜆

(𝑢𝜆 − 𝜃(𝑡, 𝜆)) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

|𝑢|
√

2
𝑡
, |𝑢| ≤ min

{
√

2𝑡, 𝛽𝑐
}

,

1 + 𝑢2

2𝑡
, else,

∞, |𝑢| > 𝛽𝑐 .

The additional multiplication by 𝑡 is necessary since we normalized by 𝑡 in the definition of 𝜃(𝑡, 𝜆). The
dynamical phase diagram is also reflected in the behavior of𝜑(𝑡, 𝑢). For fixed 𝑡, one encounters one or two
phase transitions depending on whether 𝑡 > ln 2 or not. If 𝑡 > ln 2, one only sees linear fluctuations and a
totally frozen phase, whereas for 𝑡 < ln 2 one additionally encounters a phase with Gaussian fluctuations.

The proof of Theorem 2.11 is based on the observation that the tilted generator for the all-to-all dynamics
is a rank-one perturbation of the diagonal REM potential. Therefore, any eigenvalue 𝐸 is a solution of
the fractional equation

1
𝑁

= ⟨Ψ∅|(𝐸 +𝑁 + 𝜆𝑈 )−1|Ψ∅⟩ =
1
2𝑁

∑

𝜎𝜎𝜎

1
𝐸 +𝑁 + 𝜆𝑈 (𝜎𝜎𝜎)

. (2.7)

The corresponding eigenvectors 𝜓𝐸 satisfy for all 𝜎𝜎𝜎,𝜏𝜏𝜏 ∈ 𝑁 :

⟨𝜎𝜎𝜎|𝜓𝐸⟩
⟨𝜏𝜏𝜏|𝜓𝐸⟩

=
𝐸 +𝑁 + 𝜆𝑈 (𝜏𝜏𝜏)
𝐸 +𝑁 + 𝜆𝑈 (𝜎𝜎𝜎)

.

These results simplify the analysis of the all-to-all dynamics. For instance, (2.7) implies that all eigen-
values of𝑊𝜆 except the largest one are up to a shift by −𝑁 interlaced in between the REM’s energies (cf.
e.g. [9] and refs. therein for interlacing and finite-rank perturbation theory). In fact, the spectral analysis
of 𝑊𝜆 has been already pursued in [7], where a comprehensive study of the spectrum and eigenfunctions
is presented. Our findings can be deduced from the main results in [7].
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Considering the next neighbor random walk is more subtle, as the tilted generator agrees up to a shift and
scaling factor with the QREM Hamiltonian, which is not a simple rank-one perturbation. However, we
will see in the next chapter that we are also able to derive precise spectral characteristics of the QREM. If
one consults our proof for the all-to-all dynamics, one realizes that there is only one technical ingredient
that has not been established for the QREM, yet. One would still need to show that

lim
𝑁→∞

𝑁−1 ln
(

⟨Ψ∅|1(𝐸−𝛿,𝐸+𝛿𝑁)(𝐻QREM)|Ψ∅⟩

|{𝜎𝜎𝜎 ∈ 𝑁 |𝑈 (𝜎𝜎𝜎) ∈ (𝐸 − 𝛿, 𝐸 + 𝛿𝑁)}|

)

= − ln 2 (2.8)

holds true for all 𝛿 > 0 sufficiently small and −𝛽𝑐𝑁 < 𝐸 < −Γ𝑁 . To prove that, one also needs
to consider eigenfunctions clearly above the ground state energy in the localization regime. Despite this
technical difficulty, we believe that (2.8) is true. Then, we could easily extend the results from this section
to the next neighbor random walk.
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Chapter 3

Spectral Analysis of the Quantum Random
Energy Model

In this chapter, we continue our study of the QREM. We will present precise results on the low energy
states and the pressure which have been published in [132]. Our first section is an informal discussion of
the QREM, which will provide some intuition behind our spectral analysis of the QREM Hamiltonian.
The next two sections consist of a discussion about the QREM low energy spectrum in the paramagnetic
regime Γ > 𝛽𝑐 and in the glass phase Γ < 𝛽𝑐 . We will see that the ground state wavefunction resembles
the ground state of 𝑇 and, respectively, 𝑈 in either phase. We will also determine the next-to-leading
order corrections of the ground state energy. Then, we turn to the analysis of the pressure, where we
present the finite size corrections, too. In all three sections, we will mainly discuss the results and we can
only highlight certain aspects of the proofs. The final section puts our theorems into the context of the
extensively studied Anderson model. We will then comment on several interesting physical predictions,
in particular, how our results contribute to these problems and the main mathematical challenges one has
to face in a possible future rigorous verification of the physical claims. The presentation here follows in
large parts the introduction of Article IV [132].

3.1 Some Heuristics

To give a first impression of our ideas, we start by providing some intuition and heuristics. Let us denote
by 𝐸GS ∶= inf spec𝐻𝑁 the ground state energy of the QREM. We first note that Goldschmidt’s formula
(2.6) also entails an assertion on the limit of the specific ground state energy,

lim
𝑁→∞

1
𝑁
𝐸GS = − lim

𝛽→∞

1
𝛽
𝑝QREM(𝛽,Γ) =

⎧

⎪

⎨

⎪

⎩

−𝛽𝑐 if Γ < 𝛽𝑐 ,

−Γ if Γ > 𝛽𝑐 ,

where we made use of the simple bound−𝛽𝐸GS ≤ Φ𝑁 (𝛽,Γ) ≤ ln 2−𝛽𝐸GS. At least in the thermodynamic
limit, the specific ground state energy agrees either with the REM minimum or the paramagnetic ground
state energy. This suggests that in the glass phase Γ < 𝛽𝑐 the magnetic field Γ𝑇 can be treated as "small"
perturbation and, similarly, for Γ > 𝛽𝑐 the REM potential 𝑈 should be considered as perturbation. In
order to obtain a first guess on the the ground state energy’s next-leading order corrections, one may
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invoke second-order perturbation theory, which we briefly recall here. Suppose we have a Hamiltonian
𝐻 = 𝐻0 + 𝜆𝐻 ′ on a finite-dimensional Hilbert space, where we think of 𝜆 as small coupling and of
𝐻 ′ as perturbation of the reference Hamiltonian 𝐻0. If we further assume that the ground state of 𝐻0 is
non-degenerate, then the ground state energy 𝐸GS(𝜆) is analytic in a sufficiently small neighborhood of
𝜆 = 0 [113]. Hence, we have a power series expansion

𝐸GS(𝜆) = 𝐸GS(0) +
∞
∑

𝑘=1
𝑎𝑘𝜆

𝑘

for |𝜆| small enough and some coefficients 𝑎1, 𝑎2,…. The idea of second-order perturbation theory is to
consider only the the power series up to second order without justifying that for the considered values of 𝜆
the higher-order terms are in fact negligible and that the power series expansion is applicable at all. Thus,
second-order perturbation theory is clearly a non-rigorous approach, although it is successfully used in
physics to deduce properties of complex systems. We finally recall that the coefficients 𝑎1 and 𝑎2 can be
computed explicitly: if 𝜇𝑘 and 𝜓𝑘 denote the ordered eigenvalues and eigenvectors of the unperturbed
Hamiltonian 𝐻0, we have

𝑎1 = ⟨𝜓0|𝐻
′
|𝜓0⟩, 𝑎2 =

∑

𝑘>0

|⟨𝜓𝑘|𝐻 ′
|𝜓0⟩|

2

𝜇0 − 𝜇𝑘
.

We see that the expression of 𝑎2 makes use of the ground state’s non-degeneracy. We now apply this
method to the QREM Hamiltonian:

1. For Γ < 𝛽𝑐 , second-order perturbation theory with 𝐻0 = 𝑈 and 𝐻 ′ = 𝑇 starting from the almost
sure unique ground state |𝜎𝜎𝜎min⟩ with 𝜎𝜎𝜎min ∶= argmin𝑈 , reads:

𝐸GS ≈ min𝑈 + Γ⟨𝜎𝜎𝜎min|𝑇 |𝜎𝜎𝜎min⟩ + Γ2
∑

𝜎𝜎𝜎≠𝜎𝜎𝜎min

|

|

⟨𝜎𝜎𝜎min| 𝑇 |𝜎𝜎𝜎min⟩
|

|

2

𝑈 (𝜎𝜎𝜎min) − 𝑈 (𝜎𝜎𝜎)
≈ min𝑈 − Γ2

𝛽𝑐
.

The first-order term vanishes since the diagonal elements of 𝑇 are zero. The sum in the second-
order term is restricted to the neighbors of the minimum, whose potential term typically is only of
the order (

√

𝑁) and, thus, can be neglected. Using 𝑈 (𝜎𝜎𝜎) ≈ −𝛽𝑐𝑁 one ends up with the final
expression.

2. For Γ > 𝛽𝑐 , we start second-order perturbation from the ground state Ψ∅ of 𝑇 . This yields

𝐸GS ≈ −𝑁Γ + ⟨Ψ∅|𝑈 |Ψ∅⟩ −
∑

𝐴≠∅

|

|

⟨Ψ∅| 𝑈 |Ψ𝐴⟩
|

|

2

2|𝐴| Γ
(3.1)

≈ −𝑁Γ −
∑

𝐴≠∅

𝑁2−𝑁
2|𝐴| Γ

≈ −𝑁Γ −
∑

𝐴≠∅

𝑁2−𝑁
𝑁Γ

≈ −𝑁Γ − 1
Γ
.

The first correction ⟨Ψ∅|𝑈 |Ψ∅⟩ = 2−𝑁
∑

𝜎𝜎𝜎∈𝑁 𝑈 (𝜎𝜎𝜎) is a normal variable with exponentially small
variance and, thus, can be neglected. For the second term, we first recall the eigenvalues and
eigenvectors of 𝑇 . Then, we note that the random variables ⟨Ψ∅| 𝑈 |Ψ𝐴⟩ form a collection of
independent Gaussians with variance 𝑁2−𝑁 , so it appears reasonable to substitute the numerator

40



THE DELOCALIZATION REGIME

by its expectation. Finally, we use the approximation that most of the states of 𝑇 are found near
|𝐴| ≈ 𝑁∕2, so that we may replace the denominator by its typical value 𝑁Γ and we recall that the
number of sets 𝐴 ≠ ∅ equals 2𝑁 − 1.

These computations go back to [110], where the finite-size corrections in the QREM have first been
considered. In the following two sections we will not only see that the predictions concerning the ground
state energy can be established rigorously, but we also give a precise description of the ground state
wavefunction. For Γ < 𝛽𝑐 the ground state is sharply localized near the lowest-energy configuration
of the REM and we will give quantitative bounds on the decay away from the minimal configuration.
On the other hand, for Γ > 𝛽𝑐 the ground state is very much delocalized over the whole Hamming
cube, resembling the ground state Ψ∅ of 𝑇 . The localization-delocalization transition at extreme energies
presented here relies on the delocalization properties of 𝑇 on the Hamming cube, which fundamentally
differ from the finite-dimensional Laplacian on the lattice. Consequently, our situation differs from the
extensively studied Anderson model on ℤ𝑑 as we will explain in more detail in Section 3.5. In both cases,
the ground state is non degenerate and energetically separated by a gap of order (1) from the rest of the
spectrum. The ground-state gap only closes exponentially near Γ = 𝛽𝑐 , which was predicted first in [110].
While the methods in Article IV [132] can be used to estimate the minimal spectral gap, this has already
been proven in [2] by use of the adiabatic theorem and, thus, we will not cover its re-derivation by our
techniques in this chapter.

3.2 The Delocalization Regime

The heuristics from the last section show that for Γ > 𝛽𝑐 one should expect a deterministic shift of the
ground state energy by − 1

Γ
. The first main theorem does not only confirms this prediction, but also covers

the whole low energy spectrum below −𝛽𝑐𝑁 :

Theorem 3.1 (Theorem 1.3 in [132])
For Γ > 𝛽𝑐 , any 𝜏 ∈ (0, 1) and 𝜂 > 0 and for sufficiently large𝑁 - except for an event of exponentially
small probability - all eigenvalues of 𝐻𝑁 = Γ𝑇 + 𝑈 below −(𝛽𝑐 + 2𝜂)𝑁 are found in the union of
intervals of radius (𝑁

𝜏−1
2 ) centered at

(2𝑛 −𝑁)Γ + 𝑁
(2𝑛 −𝑁)Γ

(3.2)

with 𝑛 ∈ {𝑚 ∈ ℕ0 |(2𝑚−𝑁)Γ < −(𝛽𝑐+2𝜂)𝑁}.Moreover, the ball centered at (3.2) contains exactly
(𝑁
𝑛

)

eigenvalues of 𝐻𝑁 .

In order to simplify the presentation, here and in the following we refrain from specifying the excep-
tion sets with exponentially small probability and how the constants hidden in the -notation depend on
different parameters. In [132] we give a precise description of these technicalities.
Note that Theorem 3.1 implies in particular that for 𝛽𝑐 < Γ the ground state energy is given by

𝐸GS = −Γ𝑁 − 1
Γ
+ 𝑜(1)
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with overwhelming probability. Since the energy shift with respect to the ground state of Γ𝑇 coincides
with the prediction based on naive second-order perturbation theory (3.1), one expects that the corre-
sponding first-order perturbation theory for eigenvectors is accurate as well. Hence, one may guess that
the ground state in the paramagnetic phase is close to the fully paramagnetic state Ψ∅. This hypothesis is
confirmed by the next main theorem of this section:

Theorem 3.2 (Theorem 1.4 in [132])
In the situation of Theorem 3.1 with 0 < 𝜂 < (Γ − 𝛽𝑐)∕4, the 𝓁2-normalized ground state 𝜓 of
𝐻𝑁 = Γ𝑇 + 𝑈 satisfies except for an event of exponentially small probability:

1. The 𝓁2-distance of 𝜓 and Ψ∅ is ‖𝜓 − Ψ∅‖ = (𝑁
𝜏−1
2 ).

2. The ground state 𝜓 is exponentially delocalized in the maximum norm, i.e.,

‖𝜓‖2∞ ≤ 2−𝑁𝑒𝑁𝛾((𝛽𝑐+𝜂)∕(2Γ))+𝑜(𝑁), (3.3)

where 𝛾 ∶ [0, 1] → ℝ denotes the binary entropy

𝛾(𝑥) ∶= −𝑥 ln 𝑥 − (1 − 𝑥) ln(1 − 𝑥). (3.4)

Our bound on the 𝓁2-distance of the ground-state wavefunction Ψ∅ is not optimal, and we presume that
an upper bound of order 𝑁− 1

2 holds true. Moreover, the delocalization estimate (3.3) is presumably not
sharp either. In fact, in the proof of Theorem 3.8 in [132] we introduce a method, which improves the
estimate (3.3) if Γ−𝛽𝑐 is small. We expect that a more elaborate version of this argument yields the sharp
exponential decay ‖𝜓‖2∞ ≤ 2−𝑁+𝑜(𝑁), which would stress even more the similarities between 𝜓 and Ψ∅.
The estimate (3.4) is based on a simple path integral bound, which can be employed for all eigenstates
with energy below −𝛽𝑐𝑁 [132, Proposition 3.5]. Also, the first assertion in 3.2 is a rather immediate
consequence of Theorem 3.1. On the other hand, the proof of Theorem 3.1 involves several methods
from which we will present the most important ones in the following. The complete proof is carried out
in [132, Section 3].
We have already mentioned in Chapter 2 that in the our understanding of the paramagnetic regime stems
from the intuition that the completely delocalized low energy states of 𝑇 find it hard to detect the REM po-
tential’s isolated large deviations. To prove Theorem 3.1, we need to convert this picture into quantitative
bounds. To this end, we define the spectral projections for 𝜀 ∈ (0, 1),

𝑄𝜀 ∶= 1(−𝜀𝑁,𝜀𝑁)(𝑇 ), 𝑃𝜀 ∶= 1 −𝑄𝜀,

where 𝑄𝜀 consists of the spectral bulk, whereas 𝑃𝜀 is formed by the spectral edges. If 𝜀 is chosen not too
small, most eigenstates are found in the range of 𝑄𝜀. Thus, guided by our picture on the REM energy
landscape, the operator 𝑃𝜀𝑈𝑃𝜀 should be small in norm. A convenient method to prove this claim is the
so-called Matrix Bernstein Inequality.

Theorem 3.3 (Theorem 1.6.2 in [187])
Let 𝐴1,… , 𝐴𝑀 be independent, centered random matrices of dimension 𝑁 ×𝑁 . Further suppose
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that ‖𝐴𝑘‖ ≤ 𝐿 holds true almost surely for 𝑘 = 1,… ,𝑀 with a uniform bound 𝐿. Moreover, we
introduce the sum of the matrices 𝐴𝑘,

𝑆 ∶=
𝑀
∑

𝑘=1
𝐴𝑘,

and the matrix variance statistics

𝑣(𝑆) ∶= ‖𝔼[𝑆𝑆∗]‖ =
‖

‖

‖

‖

‖

‖

𝑀
∑

𝑘=1
𝔼[𝐴𝑘𝐴∗

𝑘]
‖

‖

‖

‖

‖

‖

.

Then, we have an upper bound on 𝔼[‖𝑆‖],

𝔼[‖𝑆‖] ≤
√

2 ln(2𝑀)𝑣(𝑍) + 𝐿
3
ln(2𝑀),

and a tail estimate
ℙ(‖𝑆‖ ≥ 𝑡) ≤ 2𝑁 ⋅ exp

(

−
𝑡2∕2

𝑣(𝑆) + 𝐿𝑡∕3

)

for all 𝑡 ≥ 0.

To apply this theorem to the term 𝑃𝜀𝑈𝑃𝜀, one rewrites the operator as sum of independent matrices
𝑃𝜀𝑈𝑃𝜀 =

∑

𝜎𝜎𝜎 𝑈 (𝜎𝜎𝜎)𝑃𝜀|𝜎𝜎𝜎⟩⟨𝜎𝜎𝜎|𝑃𝜀. The Matrix Bernstein inequality then implies

𝔼
[

‖𝑃𝜀𝑈𝑃𝜀‖
]

≤ 𝐶
√

𝑁

√

dim𝑃𝜀
2𝑁

, (3.5)

and ‖𝑃𝜀𝑈𝑃𝜀‖ is concentrated around its mean. In fact, similar bounds hold true for not necessarily
Gaussian potentials such as the higher moments of 𝑈 𝑝 of 𝑈 [132, Proposition 3.1 and Corollary 3.2]. We
note that a simple Chernoff bound yields

dim𝑃𝜀 =
∑

|

|

|

𝑘−𝑁
2
|

|

|

> 𝜀𝑁
2

(

𝑁
𝑘

)

≤ 2𝑁+1 𝑒−𝜀
2𝑁∕2 .

Consequently, the estimate (3.5) remains exponentially small if we choose 𝜀 = 𝑁 (𝜏−1)∕2 with 𝜏 ∈ (0, 1).
At this point, we see the cause for the parameter 𝜏 in the assertions of Theorem 3.1. If we fix 𝜏, then
with overwhelming probability we have the situation that 𝑃𝜀𝐻𝑁𝑃𝜀 ≈ Γ𝑇𝑃𝜀 as the contribution of 𝑈 is
exponentially small and

𝑄𝜀𝐻𝑁𝑄𝜀 ≥ 𝑄𝜀(min𝑈 − Γ𝜀𝑁)𝑄𝜀,

that is, the𝑄-block does not contain the lower energy states 𝐸 < −(𝛽𝑐 + 𝜂)𝑁 , in which we are interested.
These are promising premises to employ the so-called Feshbach-Schur-Krein complement formula.

Theorem 3.4 (Theorem 5.10 in [9])
Let 𝐻 be a self-adjoint matrix on a finite dimensional Hilbert space , 𝑃 an orthogonal projection
and 𝑄 ∶= 1 − 𝑃 the complementary projector. Then, for any 𝑧 ∈ ℂ ⧵ℝ

𝑃 (𝐻 − 𝑧)−1𝑃 =
[

𝑃𝐻𝑃 − 𝑧 − 𝑃𝐻(𝑄𝐻𝑄 − 𝑧)−1𝐻𝑃
]−1
𝑃 ,
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where the subscript 𝑃 indicates that the inverse is understood on the Hilbert space 𝑃.

The Feshbach-Schur-Krein identity can be translated into an eigenvalue equation for the QREM Hamil-
tonian. Indeed, all eigenvalues 𝐸 of 𝐻 strictly below −‖𝑈‖∞ − Γ𝜀𝑁 are given by the solutions to the
implicit equation

0 ∈ spec
(

𝑇𝜀(𝐸)
)

with 𝑇𝜀(𝐸) ∶= 𝑃𝜀
(

Γ𝑇 + 𝑁
𝐸

)

− 𝐸 + 𝑌𝜀(𝐸),

𝑌𝜀(𝐸) ∶= 𝑃𝜀𝑈𝑃𝜀 −
(

𝑃𝜀
𝑁
𝐸

+ 𝑃𝜀𝑈𝑅𝜀(𝐸)𝑈𝑃𝜀
)

,

𝑅𝜀(𝐸) ∶= (𝑄𝜀𝐻𝑁𝑄𝜀 − 𝐸𝑄𝜀)−1.

If we neglect the operator 𝑌𝜀(𝐸) for the moment, one obtains a fractional equation in 𝐸. Plugging in the
eigenvalues of 𝑇 , one obtains the assertions of Theorem 3.1. The idea is to show that ‖𝑌𝜀(𝐸)‖ = (𝑁

𝜏−1
2 )

is uniformly bounded for the considered energies 𝐸. Theorem 3.1 then follows by standard perturbation
theory. We already know that the first term of 𝑌𝜀(𝐸) is small. For the second term, one recalls that we
consider energies 𝐸 < −(𝛽𝑐 + 𝜂)𝑁 which are separated by a distance of order (𝑁) from the spectrum
of 𝑄𝜀𝐻𝑁𝑄𝜀. Therefore, one makes the ansatz

𝑅𝜀(𝐸) = − 1
𝐸
𝑄𝜀 +

(

𝑅𝜀(𝐸) +
1
𝐸
𝑄𝜀

)

= − 1
𝐸
𝑄𝜀 −

1
𝐸
𝑅𝜀(𝐸)𝑄𝜀𝐻𝑁𝑄𝜀,

where we used the second resolvent with the zero operator for the final identity. Using the Matrix Bern-
stein inequality for 𝑈 2 − 𝑁 , one sees that 𝑃𝜀

𝑁
𝐸

− 1
𝐸
𝑃𝜀𝑈 2𝑃𝜀 is exponentially small. The last term

1
𝐸
𝑃𝜀𝑈𝑅𝜀(𝐸)𝑄𝜀𝐻𝑁𝑄𝜀𝑈𝑃𝜀 can be estimated by using the Matrix Bernstein inequality for higher mo-

ments of 𝑈 , combined with standard resolvent bounds. For the details, we refer to Section 3.2 in [132],
in particular to the proofs of Lemma 3.3 and Theorem 3.4.

3.3 The Localized Regime

The computations in Section 3.1 suggest that in the spin glass phase Γ < 𝛽𝑐 the ground state energy is
shifted by a deterministic (1)-correction. As in the last section, we will not only confirm this prediction
for the ground state, but rather consider an extensive fraction of the QREM low energy spectrum. We
recall the large deviation set 𝜀 = {𝜎𝜎𝜎|𝑈 (𝜎𝜎𝜎) ≤ −𝜀𝑁} with 𝜀 ∈ (0, 𝛽𝑐), which already occurred in the
proof of Goldschmidt’s formula. Our goal is to relate the large deviations for 𝜀 > 0 large enough with the
corresponding low energy states of the QREM.
To characterize localization properties of the eigenvectors in the canonical 𝑧-basis, we introduce

𝐵𝑅(𝜎𝜎𝜎) ∶= {𝜎𝜎𝜎′| 𝑑(𝜎𝜎𝜎,𝜎𝜎𝜎′) ≤ 𝑅}, 𝑆𝑅(𝜎𝜎𝜎) ∶= {𝜎𝜎𝜎′| 𝑑(𝜎𝜎𝜎,𝜎𝜎𝜎′) = 𝑅},

which stand for the Hamming ball and sphere of radius 𝑅, which are defined in terms of the Hamming
distance 𝑑(𝜎𝜎𝜎,𝜎𝜎𝜎′) ∶= 1

2
∑𝑁
𝑖=1 |𝜎𝑖 − 𝜎

′
𝑖 |.

Theorem 3.5 (Theorem 1.5 in [132])
For Γ < 𝛽𝑐 and 𝛿 > 0 small enough, the following applies for sufficiently large𝑁 with overwhelming
probability:
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1. The eigenvalues 𝐸 of 𝐻𝑁 = Γ𝑇 + 𝑈 below −(𝛽𝑐 − 𝛿)𝑁 and the low-energy configurations
𝑈 (𝜎𝜎𝜎) are in a one-to-one correspondence such that

𝐸 = 𝑈 (𝜎𝜎𝜎) + Γ2𝑁
𝑈 (𝜎𝜎𝜎)

+ (𝑁−1∕4). (3.6)

In particular, the estimate (𝑁−1∕4) is independent of 𝜎𝜎𝜎 ∈ 𝛽𝑐−𝛿.

2. The 𝓁2-normalized eigenvector 𝜓 corresponding to 𝐸 and 𝜎𝜎𝜎 concentrates near this configu-
ration in the sense that:

(a) Close to extremum: For any 𝐾 ∈ ℕ and for all 𝜎𝜎𝜎′ ∈ 𝑆𝐾 (𝜎𝜎𝜎):

|𝜓(𝜎𝜎𝜎′)| = (𝑁−𝐾 ), and
∑

𝜎𝜎𝜎′∉𝐵𝐾 (𝜎𝜎𝜎)
|𝜓(𝜎𝜎𝜎)|2 = (𝑁−(𝐾+1)).

(b) Far from extremum: For any 0 < 𝛼 < 1, there is some 𝑐𝛼 ∈ (0,∞) such that

∑

𝜎𝜎𝜎′∉𝐵𝛼𝑁 (𝜎𝜎𝜎)
|𝜓(𝜎𝜎𝜎′)|2 ≤ 𝑒−𝑐𝛼𝑁 .

We observe an extreme localization regime in which the eigenvectors are strongly localized – each in its
own large deviation 𝜎𝜎𝜎 of the REM. In essence, our localization results show that there is no tunneling
between the large deviation sites for low enough energies. Theorem 3.5 in particular covers the ground-
state of the QREM and thus extends the result [19, Lemma 2.1] on the leading asymptotics of the ground-
state energy in the parameter regime Γ = 𝜅∕𝑁 with 𝜅 > 0. A further discussion of the localization
results in context of the Anderson model will be given in the last section of this chapter. The estimates
on the decay rate of the eigenvectors close to the extremum are optimal; and far from the extremum they
are optimal up to determining the decay rate 𝑐𝛼. From the proof of Theorem 3.5 in [132], one can read
off a (non-optimal) threshold for the value of 𝛿 and also more precise error terms for the eigenvalues.
We recall that the minimum of the REM and its extremal statistics are well known, see Proposition 2.1
and (2.3). Since Theorem 3.5 discusses the whole low energy spectrum, a similar result for the QREM is
an immediate consequence.

Corollary 3.6 (Corollary 1.5 in [132])
Let Γ < 𝛽𝑐 and let

𝑠𝑁 (𝑥; Γ) ∶= −𝛽𝑐𝑁 +
ln(𝑁 ln 2) + ln(4𝜋)

2𝛽𝑐
− Γ2

𝛽𝑐
− 𝑥
𝛽𝑐
. (3.7)

Then, the rescaled eigenvalue process spec𝐻𝑁 of the QREM Hamiltonian𝐻𝑁 = Γ𝑇 +𝑈 converges
weakly,

∑

𝐸∈spec𝐻𝑁

𝛿𝑠−1𝑁 (𝐸;Γ) → 𝑒−𝑥 𝑑𝑥.

In particular, the ground state energy converges weakly

𝐸GS −
(

−𝛽𝑐𝑁 +
ln(𝑁 ln 2) + ln(4𝜋)

2𝛽𝑐
− Γ2

𝛽𝑐

)

→ −𝑋
𝛽𝑐
,
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where 𝑋 is a random variable distributed according to the law of the maximum of the Poisson point
process 𝑒−𝑥 𝑑𝑥 with intensity 𝑒−𝑥 𝑑𝑥 on the real line .

We will now present some further results on the ground state wavefunction. In fact, the proof of Theo-
rem 3.5 already shows that the ground state can be approximated very well by the first order correction
arising from perturbation theory. More interestingly, we can even determine the 𝓁1-norm of the ground
state, which converges to an explicit constant. This reflects again the sharp localization in the glass phase.

Theorem 3.7 (Theorem 1.7 in [132])
For Γ < 𝛽𝑐 and all 𝑁 large enough, there is an 𝛿 > 0 and 𝜎𝜎𝜎0 ∈ 𝛽𝑐−𝛿 such that the positive 𝓁2-
normalized ground state 𝜓 of the QREM Hamiltonian is concentrated near 𝜎𝜎𝜎0 with overwhelming
probability in the sense that:

1. the 𝓁2-distance of 𝜓 and 𝛿𝜎𝜎𝜎0 is ‖𝜓 − 𝛿𝜎𝜎𝜎0‖
2 = 

(

1
𝑁

)

, and its first order correction

𝜉 ∶=

√

1 − Γ2

𝛽2𝑐𝑁
𝛿𝜎𝜎𝜎0 +

Γ
𝛽𝑐𝑁

∑

𝜎𝜎𝜎∈𝑆1

𝛿𝜎𝜎𝜎

has the same energy as 𝜓 up to order one, and ‖𝜓 − 𝜉‖2 = 
(

1
𝑁2

)

.

2. the 𝓁1-norm of 𝜓 converges to a bounded constant:

‖𝜓‖1 =
∑

𝜎𝜎𝜎
𝜓(𝜎𝜎𝜎) =

𝛽𝑐
𝛽𝑐 − Γ

+ 𝑜(1),

and, for any 1 < 𝑝 <∞: ‖𝜓‖𝑝𝑝 =
∑

𝜎𝜎𝜎
|𝜓(𝜎𝜎𝜎)|𝑝 = 1 + 𝑜(1).

Let us now comment on Theorem 3.7. First, the configuration 𝜎𝜎𝜎0 on which the ground-state is asymp-
totically localized and the classical minimal configuration 𝜎𝜎𝜎min ∶= argmin𝑈 do not need to agree, but
the probability ℙ(𝜎𝜎𝜎0 ≠ 𝜎𝜎𝜎min) ≤

𝑐
𝑁

vanishes for 𝑁 → ∞. Secondly, the methods on which the proofs of
Theorem 3.5 and 3.7 are based on allow an expansion for the ground state energy up to𝑁−𝐾 for any fixed
integer 𝐾 . The correction corresponding to the order 𝑁−𝐾 is determined by potential fluctuations on the
sphere of radius 𝐾 + 1. A similar expansion for the ground state eigenvector holds true as well. Thirdly,
the 𝓁1-norm limit we provide here is of special interest if one treats the QREM as gen mutation model.
As we have seen in Section 1.2.3 the 𝓁1-normalized state coincides with the equilibrium distribution of
a corresponding mutation-selection model with the REM potential 𝑈 as fitness landscape.
In the following, we will give an idea of the proof of Theorem 3.5. As we have seen in the proof of
Goldschmidt’s formula, the REM low energies do not percolate. As a first step, we want to obtain stronger
results on the geometry of the large deviations sets. For our analysis it is important to guarantee that
the low energy states are not just isolated, but in fact very far from each other. Some straightforward
combinatorial and probabilistic estimates lead to the following conclusion [131, Lemma 4.2]: for every
𝜀 > 0 we find some 𝛼, 𝛿 > 0 such that with overwhelming probability

|𝑈 (𝜎𝜎𝜎′)| ≤ 𝜀𝑁 for all 𝜎𝜎𝜎′ ∈ 𝐵2𝛼𝑁 (𝜎𝜎𝜎) ⧵ {𝜎𝜎𝜎} and 𝜎𝜎𝜎 ∈ 𝛽𝑐−𝛿.
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In particular, the balls 𝐵𝛼𝑁 (𝜎𝜎𝜎) ∩ 𝐵𝛼𝑁 (𝜏𝜏𝜏) are disjoint for two different large deviations 𝜎𝜎𝜎 ≠ 𝜏𝜏𝜏 ∈ 𝛽𝑐−𝛿,
which confirms that the low energies are far from each other with high probability. These considerations
suggest the following proof strategy: one first determines the ground states 𝜓𝜎𝜎𝜎 of the QREM Hamiltonian
restricted to Hamming balls 𝐵𝛼𝑁 (𝜎𝜎𝜎) with 𝜎𝜎𝜎 ∈ 𝛽𝑐−𝛿. In a second step, one "glues" these balls Hamilto-
nians together with the rest operator, and verifies that the characteristics of the ball ground states survive
this recomposition procedure.
After establishing Theorem 3.5 locally for the ball states, putting the pieces together is a rather routine
argument: one shows that the spectrum of the "remainder" operator, collecting the terms outside the balls,
is energetically separated from the regime of interest. Together with the exponential decay of the ball
ground states 𝜓𝜎𝜎𝜎 , the Feshbach-Schur-Krein method, we have introduced in the last section, guarantees
that the low energy spectrum of 𝐻𝑁 agrees up to an exponentially small error with the collection of ball
ground state energies𝐸𝜎𝜎𝜎 . The only subtle part is to show that the low energy eigenvectors of𝐻𝑁 are each
normwise close to a specific ball state 𝜓𝜎𝜎𝜎 . To put it in other words, one needs to ensure that ball states
𝜓𝜎𝜎𝜎 do not mix, i.e., there is no tunneling between different balls. To this end, we invoke the so-called
spectral averaging principle – a common technique in the field of random Schrödinger operators [9] – to
establish a lower bound on the energetic separation between the ball ground state energies [132, Lemma
4.4]. This bound is exponentially small, yet for small 𝛿 > 0 strong enough to prohibit mixing of the ball
states. This is carried out in the Sections 4.4 and 4.5 in [132].
Here, we focus on the local analysis on the Hamming balls𝐵𝛼𝑁 (𝜎𝜎𝜎), which forms the heart of the argument.
Let us fix some 𝜎𝜎𝜎0 ∈ 𝛽𝑐−𝛿 and 𝛼 > 0. We consider the restricted Hamiltonian𝐻𝛼𝑁 (𝜎𝜎𝜎0) on the subspace
𝓁2(𝐵𝛼𝑁 (𝜎𝜎𝜎0)), i.e., 𝐻𝛼𝑁 (𝜎𝜎𝜎) = 𝑈 + Γ𝑇𝛼𝑁 with the Dirichlet restriction 𝑇𝛼𝑁 to a Hamming ball which is
defined via its matrix elements

⟨𝜏𝜏𝜏|𝑇𝛼𝑁 |𝜏𝜏𝜏
′
⟩ = ⟨𝜏𝜏𝜏|𝑇 |𝜏𝜏𝜏′⟩

for 𝜏, 𝜏′ ∈ 𝐵𝛼𝑁 (𝜎𝜎𝜎0). Since the potential is dominated by a single deep-hole at 𝜎𝜎𝜎, our ansatz is to treat
𝐻𝛼𝑁 (𝜎𝜎𝜎) as an effective rank-one perturbation of Γ𝑇𝛼𝑁 and we verify in a next step that neglecting the
fluctuations of 𝑈 around 𝜎𝜎𝜎 is in fact justified.
In order to invoke rank-one perturbation theory, one needs to control the Green function of 𝑇𝛼𝑁 , that is,

𝐺𝛼𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0;𝐸) ∶=
⟨

𝜎𝜎𝜎| (−𝑇𝛼𝑁 − 𝐸)−1|𝜎𝜎𝜎0
⟩

.

Interestingly, despite being of relevance in the field of discrete mathematics, the spectral properties of
𝑇𝛼𝑁 are not well understood. So far, the main result in the literature concerns the minimal eigenvalue
𝐸𝑁 (𝛼),

𝐸𝑁 (𝛼) ∶= inf spec 𝑇𝛼𝑁 = −2
√

(1 − 𝛼)𝛼𝑁 + 𝑜(𝑁),

which was proven first in [84, Proposition 8.5], and a better error bound has been given in [32]. We give
a short proof for the lower bound 𝐸𝑁 (𝛼) ≥ −2

√

(1 − 𝛼)𝛼𝑁 in [132, Lemma 2.1]. Due to the lack of
spectral results on 𝑇𝛼𝑁 , we had to derive estimates on 𝐺𝛼𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0;𝐸) from scratch. Our bounds on the
Green’s function might be of independent interest:
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Proposition 3.8 (Proposition 2.5 in [132])
Let 0 < 𝛼 < 1∕2, and 𝜀 > 0. Then, for 𝐸 ≤ 𝐸𝑁 (𝛼) − 𝜀𝑁 , all 𝜎𝜎𝜎 ∈ 𝐵𝛼𝑁 (𝜎𝜎𝜎0) and all 𝑁 large enough:

𝐺𝛼𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0;𝐸) ≤ 1
𝜀𝑁

(

𝑁
𝑑(𝜎𝜎𝜎0, 𝜎𝜎𝜎)

)−1∕2

2−min{𝑑(𝜎𝜎𝜎0,𝜎𝜎𝜎), 𝛼0(𝛼)𝑁},

where 0 < 𝛼0(𝛼) < 𝛼 is the unique solution to the equation 2
√

𝛼(1 − 𝛼) = 3
√

𝛼0(1 − 𝛼0). Moreover,
for any fixed 𝐾 ∈ ℕ there is some 𝐶𝐾 <∞ such that for all 𝑁 large enough:

1. for all 𝜎𝜎𝜎 ∈ 𝑆𝐾 (𝜎𝜎𝜎0): 𝐺𝛼𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0;𝐸) ≤ 1
𝜀𝑁

𝐶𝐾
√

𝑁𝐾

(

𝑁
𝑑(𝜎𝜎𝜎0, 𝜎𝜎𝜎)

)−1∕2

.

2.
∑

𝜎𝜎𝜎∉𝐵𝐾 (𝜎𝜎𝜎0)
𝐺𝛼𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0;𝐸)2 ≤

𝐶𝐾
𝜀2𝑁𝐾+2

.

The proof of Proposition 3.8 exploits the radial symmetry of 𝐺𝛼𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0;𝐸), that is, the Green function
does only depend on 𝑑(𝜎𝜎𝜎,𝜎𝜎𝜎0). This observation translates into Ricatti type recursive relations which
enable us to proceed by an inductive argument. The whole proof can be found in [132, Section 2].

Most importantly, the estimates on the Green function in Proposition 3.8 reflect the decay bounds on the
eigenstates we propose in Theorem 3.5. This can be easily verified for the ground state 𝜓𝜎𝜎𝜎0 of the ball
Hamilton𝐻𝛼𝑁 (𝜎𝜎𝜎0). Let 𝐸𝜎𝜎𝜎0 be the ground state energy of the ball Hamiltonian. If we choose 𝛿, 𝜀, 𝛼 such
that 𝛽𝑐 − 𝛿 > 2Γ

√

𝛼(1 − 𝛼) + 𝜀, then by standard rank-one perturbation theory 𝐸𝜎𝜎𝜎0 is the only eigenvalue
below −(Γ

√

𝛼(1 − 𝛼) + 𝜀)𝑁 . A simple Rayleigh-Ritz bound 𝐸𝜎𝜎𝜎0 ≤ ⟨𝜎𝜎𝜎0|𝐻𝛼𝑁 (𝜎𝜎𝜎0)|𝜎𝜎𝜎0⟩ = 𝑈 (𝜎𝜎𝜎0) ≤
−(𝛽𝑐 − 𝛿)𝑁 provides a first, crude estimate on this eigenvalue. Employing again rank-one perturbation
theory with the operator 𝐻 ′

𝛼𝑁 (𝜎𝜎𝜎0) = 𝐻𝛼𝑁 (𝜎𝜎𝜎0) − 𝑈 (𝜎𝜎𝜎0)|𝜎𝜎𝜎0⟩⟨𝜎𝜎𝜎0|, we conclude that the 𝓁2-normalized
eigenvector 𝜓𝜎𝜎𝜎0 satisfies for all 𝜎𝜎𝜎 ∈ 𝐵𝛼𝑁 (𝜎𝜎𝜎0):

𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎) = −𝑈 (𝜎𝜎𝜎0)𝜓𝜎𝜎𝜎(𝜎𝜎𝜎)⟨𝜎𝜎𝜎|
(

𝐻 ′
𝛼𝑁 (𝜎𝜎𝜎0) − 𝐸𝜎𝜎𝜎0

)−1
|𝜎𝜎𝜎0⟩ ≤ −𝑈 (𝜎𝜎𝜎0) ⟨𝜎𝜎𝜎|

(

Γ𝑇𝛼𝑁 − (𝐸𝜎𝜎𝜎0 + 𝜀𝑁)
)−1

|𝜎𝜎𝜎0⟩

≤ −𝑈 (𝜎𝜎𝜎0) Γ−1
⟨𝜎𝜎𝜎|

(

𝑇𝛼𝑁 − (𝑈 (𝜎𝜎𝜎0) + 𝜀𝑁)Γ−1)−1
|𝜎𝜎𝜎0⟩.

Here, we used that 𝑈 ≥ −𝜀𝑁 on 𝐵𝛼𝑁 (𝜎𝜎𝜎0) ⧵ {𝜎𝜎𝜎0}, our a priori bound on 𝐸𝜎𝜎𝜎0 . Moreover, we recall that 𝑇

generates a positive semigroup, which implies that the matrix elements are ⟨𝜎𝜎𝜎|
(

𝐻 ′
𝛼𝑁 (𝜎𝜎𝜎0) − 𝐸𝜎𝜎𝜎0

)−1
|𝜎𝜎𝜎0⟩

monotone with respect to the potential values of 𝑈 . Proposition 3.8 readily implies the claimed decay
estimates in Theorem 3.5. It remains to derive the ball energy𝐸𝜎𝜎𝜎0 . Here, we combine the eigenvalue equa-
tion with the already established decay estimates. Namely, the eigenvalue equation at any 𝜎𝜎𝜎 ∈ 𝑆1(𝜎𝜎𝜎0):
yields

𝐸𝜎𝜎𝜎0𝜓𝜎𝜎𝜎(𝜎𝜎𝜎
′) = 𝑈 (𝜎𝜎𝜎)𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎) − Γ𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎0) − Γ

∑

𝜎𝜎𝜎′∈𝑆1(𝜎𝜎𝜎)⧵{𝜎𝜎𝜎}
𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎

′)

= 𝑈 (𝜎𝜎𝜎)𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎) − Γ𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎0) + (𝑁−1).
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The (𝑁−1) estimate follows from the priorly derived concentration close to the deep hole. The eigen-
value equation can be rewritten as 𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎) = − Γ

𝐸𝜎𝜎𝜎0−𝑈 (𝜎𝜎𝜎)

(

𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎0) + (𝑁−1)
)

, which we insert into the
eigenvalue equation at the deep hole 𝜎𝜎𝜎0:

𝐸𝜎𝜎𝜎0𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎0) = 𝑈 (𝜎𝜎𝜎)𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎0) − Γ
∑

𝜎𝜎𝜎∈𝑆1(𝜎𝜎𝜎0)
𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎)

= 𝑈 (𝜎𝜎𝜎0)𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎0) +
Γ2

𝐸𝜎𝜎𝜎0

(

∑

𝜎𝜎𝜎∈𝑆1(𝜎𝜎𝜎0)

𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎0) + (𝑁−1)
1 − 𝑈 (𝜎𝜎𝜎)∕𝐸𝜎𝜎𝜎0

)

=

[

𝑈 (𝜎𝜎𝜎0) +
Γ2𝑁
𝐸𝜎𝜎𝜎0

+ Γ2

𝐸𝜎𝜎𝜎0

(

∑

𝜎𝜎𝜎∈𝑆1(𝜎𝜎𝜎0)

𝑈 (𝜎𝜎𝜎)
𝐸𝜎𝜎𝜎0

)]

𝜓𝜎𝜎𝜎0(𝜎𝜎𝜎0).

The last line is a consequence of a Taylor expansion and some algebra. Note that typically
(

∑

𝜎𝜎𝜎∈𝑆1(𝜎𝜎𝜎0)
𝑈 (𝜎𝜎𝜎)
𝐸𝜎𝜎𝜎0

)

=

(1) and one can show that there is a uniform bound on all Hamming balls by (𝑁3∕4). That results in
the expansion 𝐸𝜎𝜎𝜎0 = 𝑈 (𝜎𝜎𝜎0) +

Γ2𝑁
𝑈 (𝜎𝜎𝜎0)

+ (𝑁−1∕4), completing the local analysis.

3.4 The Pressure

The methods we introduced in the last two sections allow to pin down the pressure Φ𝑁 up to order one
in 𝑁 in all three phases of the QREM: the glass phase (𝛽 > 𝛽𝑐 and Γ < Γ(𝛽)), the classical ’unfrozen’
REM phase (𝛽 < 𝛽𝑐 and Γ < Γ(𝛽)) and the quantum paramagnetic phase (Γ > Γ(𝛽)).

Theorem 3.9 (Theorem 1.10 in [132]) 1. If Γ > Γ𝑐(𝛽) the pressure Φ𝑁 (𝛽,Γ) is up to order one
deterministic and one has the almost sure convergence

Φ𝑁 (𝛽,Γ) − (ln 2 cosh(𝛽Γ))𝑁 →
𝛽

Γ tanh(𝛽Γ)
.

2. If Γ < Γ𝑐(𝛽) and 𝛽 ≤ 𝛽𝑐 , the pressure Φ𝑁 (𝛽,Γ) differs from the REM’s pressure Φ𝑁 (𝛽, 0) by
a deterministic 𝛽-independent shift of order one, i.e., one has the almost sure convergence

Φ𝑁 (𝛽,Γ) − Φ𝑁 (𝛽, 0) → Γ2.

3. If Γ < Γ𝑐(𝛽) and 𝛽 > 𝛽𝑐 , the pressure Φ𝑁 (𝛽,Γ) differs from the REM’s pressure by a deter-
ministic 𝛽-dependent shift of order one, i.e., one has the almost sure convergence

Φ𝑁 (𝛽,Γ) − Φ𝑁 (𝛽, 0) →
Γ2𝛽
𝛽𝑐

.

As in the analysis of the low energy spectrum, we observe a deterministic order (1)-shift in either
phase. Determining these shifts of the pressure heuristically, is not very difficult. For example, in the
paramagnetic regime we have seen that the low eigenvalues of 𝐸 are shifted to 𝐸 + 𝑁

𝐸
+ 𝑜(1). Moreover,

we know that the (unperturbed) paramagnetic pressure is governed by the eigenvalues close to ⟨Γ𝑇 ⟩𝛽,Γ =
−Γ tanh(𝛽Γ)𝑁 , which results formally in a shift of the internal energy by 1

Γ tanh(𝛽Γ) . A similar approach
yields a correct prediction for the shifts in the classical regime Γ < Γ𝑐(𝛽) as well. This idea can be made
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easily rigorous in the glass phase, but for higher temperatures the dominant eigenvalues close to ⟨Γ𝑇 ⟩𝛽,Γ
or, respectively, ⟨𝑈⟩𝛽 will in general be located in the middle of the spectrum. However, Theorem 3.1
and Theorem 3.5 only cover the bottom of the spectrum. That we have to consider the shift of higher
energies, is the main challenge in the proof of Theorem 3.9. We face this obstacle in the classical and
paramagnetic phase differently.
If Γ < Γ𝑐(𝛽), we observe that 1

𝑁
⟨𝑈⟩𝛽 = −min{𝛽, 𝛽𝑐} + 𝑜(1) < −Γ for 𝑁 large enough. Hence, the

pressure is dominated by energies which are below the paramagnetic ground state and, thus, can be labeled
to REM energies 𝑈 (𝜎𝜎𝜎). However, in contrast to the scenario of Theorem 3.5 such a configuration 𝜎𝜎𝜎
does not need to be isolated, i.e., we cannot guarantee that there is no deep hole in the proximity of all
energetically relevant configurations. The second important observation is that for any energy interval
[𝐸 − 𝛿𝑁,𝐸 + 𝛿𝑁] the fraction of non-isolated configurations 𝜎𝜎𝜎 with 𝑈 (𝜎𝜎𝜎) ∈ [𝐸 − 𝛿𝑁,𝐸 + 𝛿𝑁] is
exponentially small. Consequently, the contribution of non-isolated configurations to the pressure is of
order 𝑜(1), and for isolated configurations we are able to reproduce the energy formula (3.6).
The paramagnetic regime Γ > Γ𝑐(𝛽) is the more subtle phase. Namely, we have to consider parts of the
QREM spectrum where the eigenvalues originate from both, Γ𝑇 and 𝑈 . Understanding the eigenstates at
energies where the spectra of 𝑈 and Γ𝑇 interlace, is a difficult and largely open problem. In some sense,
our main idea is to avoid an analysis of the interlaced spectrum by means of some technical tricks which
are powerful enough to establish the (1)-corrections of the spectrum. We truncate the REM potential
𝑈 such that its ground state lies higher than ⟨𝑇 ⟩𝛽,Γ. For the Hamiltonian with the truncated potential
one can use a version of Theorem 3.1 to derive the pressure up to order 𝑜(1). A rather involved convexity
argument allows us to extend these findings to the complete QREM Hamiltonian. The argument is carried
out in [132, Section 5].
As a consequence of Theorem 3.9, we can extend the results of Theorem 2.5 to the QREM glass regime:

Corollary 3.10 (Corollary 1.11 in [132])
If Γ < Γ𝑐(𝛽) and 𝛽 > 𝛽𝑐 , we have the weak convergence:

𝑒−𝑁[𝛽𝛽𝑐 ]+
𝛽
2𝛽𝑐

[ln(𝑁 ln 2)+ln 4𝜋]− 𝛽Γ2
𝛽𝑐 𝑍𝑁 (𝛽,Γ) → ∫

∞

−∞
𝑒𝑧𝛽∕𝛽𝑐 PPP𝑒−𝑥 𝑑𝑥(𝑑𝑧).

The fluctuations of the QREM’s partition function outside the spin glass phase are expected to be much
smaller – for Γ < Γ𝑐(𝛽) and 𝛽 < 𝛽𝑐 most likely on a similar scale as in the REM and for the paramagnetic
regime presumably even smaller. Unfortunately, we have not managed yet to design methods which enable
us to control fluctuations on an exponentially small scale.

3.5 The QREM in the Literature

We close this chapter by presenting related work in the mathematics and physics literature. We have
already seen that the QREM emerges in several contexts such as mathematical biology and the study of
aging and metastability. While the literature on these fields is large, as far as we know an analysis of the
QREM has not been pursued and the methodology is rather different. The closest mathematical works
concern the so-called Anderson model and in the first subsection we take the chance to sketch similarities
and differences between prior works on the Anderson model and our study of the QREM. The situation
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is different for the physics literature, where the QREM is a well-established model of which many facets
have been studied. We want to give an overview of the physical studies on the QREM. We relate our
results to the physical findings and discuss which physical predictions may be addressed in the future.

3.5.1 The QREM and the Anderson Model

In 1958, Anderson suggested in a seminal paper that impurities in a metal can drastically change its
conducting properties [12]. Anderson introduced random Schrödinger operators on the lattice ℤ𝑑 as an
effective one-body model for electrons in a metal with defects. He predicted that if the disorder is strong
enough, the electrons become localized such that there is no diffusion anymore. This phenomenon is
referred to as Anderson localization. The Anderson Hamiltonian 𝐻A can be defined on any (undirected)
graph 𝐺 = (𝑉 ,𝐸) with vertices 𝑉 and edges 𝐸. To this end, let (𝑊𝑣)𝑣∈𝑉 be a collection of i.i.d. real
random variables and Δ𝐺 denotes the graph Laplacian on 𝓁2(𝑉 ),

(Δ𝐺𝜑)(𝑣) ∶=
∑

𝑢∶𝑢∼𝑣
[𝜑(𝑢) − 𝜑(𝑣)],

where 𝜑 ∈ 𝓁2(𝑉 ) and 𝑢 ∼ 𝑣 is a short-hand notation for connected vertices. As usual, the potential
(𝑊𝑣)𝑣∈𝑉 gives rise to a diagonal operator and the random Schrödinger operator is defined as

𝐻A = 𝜆𝑊 − Δ𝐺

with 𝜆 ≥ 0 measuring the degree of disorder. For finite graphs, 𝐻A is simply a random matrix whereas
for infinite graphs one may have an unbounded self-adjoint operator only defined on a suitable domain.
On ℤ𝑑 , Anderson localization corresponds to the pure point spectrum while the absolutely continuous
spectrum is interpreted as being formed by conducting states [9].
If 𝐺 is the Hamming cube equipped with the Hamming distance, the graph Laplacian reads Δ𝑁 =
−𝑇 − 𝑁1. Thus up to an identity shift, the QREM Hamiltonian can be seen as a specific Anderson-
type random Schrödinger on the Hamming cube. This mathematical equivalence can be used to invoke
localization techniques originally developed for the Anderson model on the lattice. One example is the
spectral averaging principle we have used in the glass regime. In [19], a QREM-like model on the Ham-
ming cube with Δ𝐺 replaced by 1

𝑁
Δ𝐺 has been analyzed by means of the heat equation corresponding

to the Anderson Hamiltonian. One sometimes speak of the parabolic Anderson model when the semi-
group perspective is put in the foreground. While ground state energy and some localization properties
are examined in [19], the results therein are much weaker than what we have presented in Section 3.3.
Most importantly, since 1

𝑁
Δ𝐺 is of lower order then 𝑈 , their is no competition between localization and

delocalization, which is a characterizing feature of the QREM.
The most canonical Anderson model is the random Schrödinger operator on a finite degree infinite graph.
Despite the fact that the QREM can be formulated as Anderson Hamiltonian, we want to convince the
reader that the viewpoint has to be considered with a grain of salt. In particular, the QREM is not just
another derivative of the Anderson model on ℤ𝑑 . First, since the degree of 𝑁 increases with𝑁 , the low
energy eigenstates of 𝑇 are much more delocalized than the corresponding eigenstates of the Laplacian
on a finite box in ℤ𝑑 . Secondly, there are many works such as [30] concerning the localization of the
eigenstates in the bottom of the spectrum. However, the resulting localization is weaker than in the
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QREM although the transversal field is normwise "stronger" than the Laplacian on ℤ𝑑 . Perhaps most
importantly, in the finite-dimensional situation the ground state can never be delocalized in high contrast
to the paramagnetic regime of the QREM. After all, we should recall that the Anderson model is an
effective one-body model whereas the QREM is a many-body model. Hence, physical differences should
not come as surprise.

3.5.2 Physical Predictions on the QREM

The physical treatment of the QREM originated in Goldschmidt’s work [95]. We have already confirmed
his formula on the specific pressure in Chapter 2. However, it would be still of interest to give an alterna-
tive proof based on the path integral approach. While deriving the annealed pressure via the Feynman-Kac
formula is not too hard, a proof of Theorem 2.7 in this framework appears to be surprisingly difficult. On
the other hand, it should be feasible to verify that the Parisi measure in the QREM glass phase agrees with
the classical findings of Proposition 2.3 (see also Section 4.2.2). An important motivation for the study
of quantum spin glasses, and more generally transverse field models, is the appearance of quantum phase
transitions (QPT) at zero temperature. These ground state transitions may be of first order or may show a
continuous change of the relevant order parameters [68]. QPT are unique to quantum models as they are
driven by quantum fluctuations. Hence, transverse field models allow us to enhance our understanding of
quantum physics. In the case of the QREM, Goldschmidt’s formula reveals a QPT at Γ = 𝛽𝑐 . For a full
understanding of a QPT, one needs to examine how the transition is reflected in a change of the ground
state wavefunction’s properties. Our result on the localization in the glass phase and the delocalization
in the paramagnetic phase show that the QPT in the QREM is accompanied by a drastic change of the
system’s behavior.
More recently, the QREM has gained considerable interest in the physics community as simple testing
ground for more involved phenomena. A prominent example is the performance of the Quantum Adi-
abatic Algorithm (QAA) applied to hard optimization tasks (see also our discussion in 1.2.3). While
QAA can be successfully used for many problems, it is known that there exists some Hamiltonians where
QAA does not do better than Grover search [76]. However, the counter examples considered in [76]
were specifically designed to make the QAA fail, and, hence, it remains open how the QAA performs
"in general". In [24], it is argued that the generic performance of QAA can be evaluated by applying
QAA to quantum spin glasses. Of course, the QREM, the arguably simplest quantum spin glass, is a
natural starting point. In view of the quantum adiabatic theorem (see Theorem 1.1), one is tempted to
determine the minimal gap of the QREM Hamiltonian. In [110], the authors start from second order
perturbation theory to determine the ground start energy up to order 𝑜(1). In the past few sections we
confirmed these findings. That the QREM ground state almost resembles the REM minimal energy con-
figuration |𝜎𝜎𝜎min⟩ or, respectively, the paramagnetic flat state Ψ∅, motivated the authors in [110] to think
of the situation as an avoided level crossing. In simple terms, the picture is that both ground states always
exist and live independently from each other their own lives. They are effectively only coupled by an
interaction in form of the matrix overlap ⟨Ψ∅|𝜎𝜎𝜎min⟩. From here, they predict an exponentially small gap
Δ ≈ 2−𝑁∕2. An exponentially small gap has been rigorously confirmed in [2], where it has been shown
that Δ ≤ 𝐶𝑁3∕22−𝑁∕6 holds true with overwhelmingly high probability. This suggests, that the QAA
will only find the REM minimum after an exponentially long time, and thus, it barely outperforms Grover
search. Unfortunately, an exponentially small gap is predicted to be generic for quantum spin glasses [24].
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For instance, in [111] the random 3-XORSAT in a transverse field is considered. The random 𝑐-regular
3-XORSAT potential 𝑈3−XORSAT(𝜎𝜎𝜎) =

∑𝑀
𝑎=1(1 − 𝐽𝑎𝜎𝑖𝑎1𝜎𝑖𝑎2𝜎𝑖𝑎3) consists of 𝑀 = 𝑐𝑁∕3 patterns with i.i.d.

Bernoulli weights 𝐽𝑎 (i.e., ℙ(𝐽𝑎 = ±1) = 1
2 ), and the indices 𝑖𝑎𝑘 are picked uniformly among those choices

which yield a 𝑐-regular graph. The cavity method and numerical computations provide evidence for an
exponentially small gap in the quantum random 3-XORSAT model [111]. Proving an exponentially small
gap for quantum spin glass models which are more involved than the QREM, appears to be challenging
and arguably in most cases more difficult than establishing a quantum phase transition as it requires a
detailed understanding of the ground states properties.
At first glance, the expected exponentially small gap for quantum spin glasses raises doubts on the ap-
plicability of QAA to hard optimization tasks. Of course, an exponentially long procedure time would
not yield a crucial speed up compared to classical algorithms. On second thought however, one realizes
that one is not necessarily interested in the exact minimal energy configuration, but rather in a "good"
approximation. Here, a good approximation might be a spin configuration which is close to the minimum
with respect to the Hamming distance or a site with energy close to the ground state energy. Under these
less ambitious goals, a polynomial time 𝑇 might be enough for a satisfactory result. In the QREM it is not
expected, that a polynomial time is enough even for an energetic approximation [22]. The main reason is
that the REM potential is completely unstructured and in that sense the worst-case scenario for any search
algorithm. However, for a variety of models a single spin flip will not change the energy that much. Con-
sequently, the low energy configurations form clusters in the Hamming cube. It is argued in [22] that the
performance of QAA then depends on the tunneling rate between these clusters. A significantly shorter
time may be needed to exclude tunneling, and, thus to find a configuration in the proximity of the minimal
energy site. A rigorous justification of this intuition would require a good understanding of the energy
landscape and a direct analysis of the adiabatic time evolution. Consequently, one needs to develop new
techniques in order to treat the dynamics of quantum spin glass models, an interesting research direction
for the future.

Figure 3.1: Many-body localization and ergodicity in the QREM. [23, Figure 1]. The blue-dashed line
correspond to the static phase transitions of the QREMnin the Γ − 𝑇 plane (see also Figure 2.3). The
dark-dashed line is the MBL-ergodicity transition predicted by a forward scattering analysis, the dark
green dots refer to numerical computations and the light green diamonds to exact diagonalization.
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Let us now turn to further physical phenomena which might be better understood in the realm of the
QREM: many-body localization (MBL) and ergodicity. We cannot give an exhaustive discussion of MBL
and ergodicity since the literature is vast and there are various definitions of both phenomena which are
used interchangeably, but are not identical. We refer to the reviews [1, 140] and the references therein
for more details. MBL and ergodicity are dynamical properties at heart and, hence, cannot be discussed
in the context of static equilibrium physics. The general setting is as follows. We consider an 𝑁-body
Hamiltonian 𝐻𝑁 and we pick a "physical" state 𝜓 we shall be typical for the system at some inverse
temperature 𝛽. We are here on purpose vague because there is no general procedure on how to pick 𝜓 ,
and the choice has to be justified for the concrete model. We think of 𝜓 = 𝜓0 being the initial state
of our system and 𝜓𝑡 = 𝑒−𝑖𝑡𝐻𝑁 to be the state at some time 𝑡. Consider now for some large time 𝑇 the
time-averaged state 𝜌̂𝑇 ∶= 1

𝑇
∫ 𝑇
0 |𝜓𝑡⟩⟨𝜓𝑡|. The central question is: how well does the time averaged state

𝜌̂𝑇 resemble the Gibbs state 𝜌𝛽? The states 𝜌̂𝑇 and 𝜌𝛽 will typically be not close to each other normwise,
but one often observes thermalization, i.e., for any observable 𝐴 acting on only few particles one has

Tr 𝐴𝜌̂𝑇 ≈ Tr 𝐴𝜌𝛽 (3.8)

for large enough times 𝑇 . If (3.8) is fulfilled, one speaks of ergodic behavior. Ergodicity follows in par-
ticular from the eigenstate thermalization hypothesis (ETH). ETH refers to the situation where (most)
eigenstates 𝜓 with energy 𝐸 ≈ ⟨𝐻𝑁⟩𝛽 satisfy (3.8). In contrast, MBL is characterized by eigenstates
𝜓 which are sharply localized on the Hamming cube (or more generally on the Fock space) and those
𝜓 strongly violate the thermalization property (3.8). One expects that a "generic" physical system is er-
godic and MBL only occurs in exotic systems such as strongly disordered metals. Moreover, quantum
spin glasses should give rise to an ergodic phase and an MBL phase depending on the field strength Γ and
inverse temperature 𝛽 and, thus, quantum spin glasses may shed some light on the microscopic mecha-
nisms which give rise to either phase [23, 121, 138, 139].
Numerical computation and analytic techniques such as perturbation theory and a forward scattering anal-
ysis have been employed, to gain insight into the localization-ergodicity transition in the QREM. While
there is no concensus on the quantitative prescription of the dynamical phase transition, the qualitative
picture appears to be as follows (see also Figure 3.1). The glass phase should be governed by many-body
localization and the quantum paramagnetic phase is expected to be ergodic. Most interestingly, the clas-
sical paramagnetic phase is divided into an MBL part and ergodic fraction. Our localization Theorem 3.5
and 3.7 confirm MBL in the complete glass phase and in a fraction of the non-glassy phase REM regime.
Our delocalization results in the quantum paramagnetic phase suggest ergodicity to hold true. However,
a rigorous prove of the ETH seems to require considerable effort. Nevertheless, it would be of general
interest as there no many tools at hand to prove ETH. Presumably, the most challenging part would be to
show the localization-delocalization transition in the REM regime. One would need to understand when
the REM low energy configurations start to tunnel, such that the REM deep holes away from the spectral
edges mix and spread over the Hamming cube. We hope that this problem will be addressed in the future.
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Chapter 4

Hierarchical Quantum Spin Glass Models

In this chapter, we study hierarchical quantum spin glasses, where the Generalized Random Energy Model
(GREM) or Continuous Random Energy Model (CREM) takes the role of the random potential 𝑈 and in
comparison to the last two chapters we implement a more general random transversal field 𝐵. In the first
Section 4.1, we review the classical GREM and CREM. We focus on the pressure, the extremal statistics
and a description of the Gibbs measure via Ruelle cascades. The second Section 4.2 concentrates on the
quantum versions QGREM and QCREM. We present the main results of Core Article II [130], which
contains formulas for the specific pressure and a characterization of the phase diagrams showing a much
richer structure than the QREM phase diagram. We will then give a hint on the proof ideas and comment
on open problems regarding the QGREM and QCREM. In Section 4.3, we make a little excursion to the
classical Sherrington-Kirkpatrick model to motivate the question of the de Almeida-Thouless (AT) line.
Here, we familiarize ourselves with the replica symmetric solution and the interpolation method, before
studying the much more sophisticated Parisi formula in Chapter 5. We close this chapter with Section 4.4
on the quantum AT line in the QCREM, where we analyze the influence of a random longitudinal field
and a hierarchical vertical field on the phase diagram. This last section provides a summary of the results
in [131].

4.1 Classical Hierarchical Spin Glasses

4.1.1 The 𝑛-level Generalized Random Energy Model

In this section, we want to review the classical GREM and the next subsection deals with its continuous
analog, the CREM. We will largely follow the presentation in [36, Chapter 10].
Let us give a concrete construction of the 𝑛-level Generalized Random Energy Model. First, we need
to pick a sequence of real numbers 0 = 𝑥0 < 𝑥1 < ⋯ < 𝑥𝑛 = 1, which define a partition of spin
configurations 𝜎𝜎𝜎 ∈ 𝑁 into 𝑛 blocks 𝜎𝜎𝜎 = 𝜎𝜎𝜎1…𝜎𝜎𝜎𝑛. Each type 𝜎𝑘 consists of a fraction 𝑥𝑘−𝑥𝑘−1 of spins.
More precisely, we can write

𝜎𝜎𝜎𝑘 ∈ (𝑘)
𝑁 ∶= {−1, 1}⌈𝑥𝑘𝑁⌉−⌈𝑥𝑘−1𝑁⌉, 𝑘 ∈ {1,… , 𝑛}.

We further introduce a collection of independent standard Gaussian variables 𝑋𝜎𝜎𝜎1 , 𝑋𝜎𝜎𝜎1𝜎𝜎𝜎2 ,… , 𝑋𝜎𝜎𝜎1𝜎𝜎𝜎2⋯𝜎𝜎𝜎𝑛
and positive numbers 𝑎1, 𝑎2,… 𝑎𝑛 > 0. For convenience, we assume that

∑𝑛
𝑘=1 𝑎𝑘 = 1, however all
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results can be simply modified to the non-normalized case. The 𝑛-level GREM potential is then defined
as

𝑈 (𝜎𝜎𝜎) ∶=
√

𝑁
(

√

𝑎1𝑋𝜎𝜎𝜎1 +
√

𝑎2𝑋𝜎𝜎𝜎1𝜎𝜎𝜎2 +⋯ +
√

𝑎𝑛𝑋𝜎𝜎𝜎1𝜎𝜎𝜎2⋯𝜎𝜎𝜎𝑛
)

.

The GREM is in contrast to the REM a correlated model, but with a built-in hierarchy which is reflected
in its correlation structure. To compute 𝔼[𝑈 (𝜎𝜎𝜎)𝑈 (𝜎𝜎𝜎′)] for two configurations 𝜎𝜎𝜎,𝜎𝜎𝜎′ one first considers the
first blocks 𝜎𝜎𝜎1, 𝜎𝜎𝜎′1. If they disagree, we have a vanishing correlation 𝔼[𝑈 (𝜎𝜎𝜎)𝑈 (𝜎𝜎𝜎′)] = 0, otherwise one
considers the second blocks. If 𝜎𝜎𝜎2 ≠ 𝜎𝜎𝜎′2, we conclude that 𝔼[𝑈 (𝜎𝜎𝜎)𝑈 (𝜎𝜎𝜎′)] = 𝑎1𝑁 , otherwise we continue
with the next block and so on. In that sense, the blocks 𝜎𝜎𝜎𝑘 define a hierarchy. More formally, 𝑈 induces
a distance function 𝑑𝑈 (𝜎𝜎𝜎,𝜎𝜎𝜎′) ∶= 𝔼[|𝑈 (𝜎𝜎𝜎) − 𝑈 (𝜎𝜎𝜎′)|2]1∕2 on the Hamming cube which is an ultrametric,
i.e., 𝑑𝑈 (𝜎𝜎𝜎,𝜎𝜎𝜎′) ≤ max{𝑑𝑈 (𝜎𝜎𝜎,𝜎𝜎𝜎′′), 𝑑𝑈 (𝜎𝜎𝜎′′, 𝜎𝜎𝜎′)} for any 𝜎𝜎𝜎,𝜎𝜎𝜎′, 𝜎𝜎𝜎′′ ∈ 𝑁 . It is instructive to rewrite the
correlation function as follows:

𝔼[𝑈 (𝜎𝜎𝜎)𝑈 (𝜎𝜎𝜎′)] = 𝑁(𝑎1𝛿𝜎𝜎𝜎1,𝜎𝜎𝜎′1 + 𝑎2𝛿𝜎𝜎𝜎1𝜎𝜎𝜎2,𝜎𝜎𝜎′1𝜎𝜎𝜎′2 +⋯ + 𝑎𝑛𝛿𝜎𝜎𝜎1𝜎𝜎𝜎2⋯𝜎𝜎𝜎𝑛,𝜎𝜎𝜎′1𝜎𝜎𝜎′2⋯𝜎𝜎𝜎′𝑛)

= 𝐴(𝑞𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′)).

Here, we have introduced the lexicographic overlap

𝑞𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) ∶=

⎧

⎪

⎨

⎪

⎩

1 if 𝜎𝜎𝜎 = 𝜎𝜎𝜎′,
1
𝑁
(min{1 ≤ 𝑖 ≤ 𝑁 ; 𝜎𝑖 ≠ 𝜎′𝑖} − 1) else,

(4.1)

and the distribution function 𝐴∶ [0, 1] → [0, 1] with jumps of height 𝑎𝑘 at 𝑥𝑘 for 𝑘 = 1,… , 𝑛. The term
distribution function refers to an increasing function on [0, 1] with𝐴(0) = 0 and𝐴(1) = 1. Consequently,
there is a one-to-one correspondence between 𝑛-level GREM potentials and distribution functions on
[0, 1], which are step functions with exactly 𝑛 jumps.

It turns out that the thermodynamics of the GREM is not governed by 𝐴 itself, but rather by its concave
hull 𝐴̄∶ [0, 1] → [0, 1],

𝐴̄ ∶= inf{𝐺∶ [0, 1] → [0, 1]|𝐺 is concave, and 𝐴(𝑥) ≤ 𝐺(𝑥) for all 𝑥 ∈ [0, 1]}.

Note that 𝐴̄ is well-defined since the set on the right-hand side is nonempty (it contains for the example
𝐺 ≡ 1), and 𝐴̄ is bounded from below by 0. Moreover, 𝐴̄ is concave as infimum of concave functions and
it is not hard to see that it is again a distribution function on [0, 1]. In fact, in the case of a step function
𝐴, the concave hull 𝐴̄ is a piecewise affine-linear function, which agrees at a (typically proper) subset
{𝑦0, 𝑦1,… , 𝑦𝑚} ⊂ {𝑥0, 𝑥1,… , 𝑥𝑛} with 𝐴 and interpolates between 𝑦𝑖 and 𝑦𝑖+1 linearly. That is, there
exist some indices 𝐽1 < 𝐽2 < … < 𝐽𝑚 = 𝑛 such that 𝑦𝑙 = 𝑥𝐽𝑙 and 𝐴(𝑦𝑙) = 𝐴̄(𝑥𝐽𝑙 ). At each interval
[𝑦𝑙−1, 𝑦𝑙] of length 𝐿𝑙 ∶= 𝑦𝑙 − 𝑦𝑙−1 the concave hull increases by the increment 𝑎̄𝑙 ∶= 𝐴(𝑦𝑙) − 𝐴(𝑦𝑙−1).
The slope is denoted by 𝛾𝑙 ∶= 𝑎̄𝑙∕𝐿𝑙. Finally, we set the partial pressures 𝜑(𝑙)(𝛽),

𝜑(𝑙)(𝛽) ∶=

⎧

⎪

⎨

⎪

⎩

1
2𝛽

2𝑎̄𝑙 + 𝐿𝑙 ln 2 if 𝛽 ≤
√

(2 ln 2)𝛾−1𝑙 =∶ 𝛽𝑙,

𝛽
√

(2 ln 2)𝑎̄𝑙𝐿𝑙 if 𝛽 >
√

(2 ln 2)𝛾−1𝑙 ,
(4.2)
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of which one can think as rescaled versions of the REM pressure 𝑝REM. The specific GREM pressure
1
𝑁
Φ𝑁 (𝛽) converges to the sum of the partial pressures 𝜑(𝑙)(𝛽):

Theorem 4.1 ( [46], Theorem 10.1.10 in [36])
The GREM specific pressure 1

𝑁
Φ𝑁 (𝛽) converges almost surely and with the notation from above we

have

lim
𝑁→∞

1
𝑁

Φ𝑁 (𝛽) = 𝑝GREM(𝛽) ∶=
𝑚
∑

𝑙=1
𝜑(𝑙)(𝛽)

We see that if the concave hull 𝐴̄ is supported by𝑚+1 points {𝑦0, 𝑦1,… , 𝑦𝑚}, then the GREM undergoes
𝑚 transitions at the inverse temperatures

𝛽𝑙 ∶=
√

(2 ln 2)𝛾−1𝑙 ,

where the 𝑙-th partial pressure switches from a quadratic growth to a linear function. If we decompose
𝜎𝜎𝜎 = 𝜎̂𝜎𝜎1𝜎̂𝜎𝜎2⋯ 𝜎̂𝜎𝜎𝑚 according to the sequence (𝑦𝑙)𝑙=1,…,𝑚, this allows the following interpretation. At the
inverse temperature 𝛽1, the first block 𝜎̂𝜎𝜎1 freezes. That is, if we write 𝜎̂𝜎𝜎1 = 𝜎𝜎𝜎1⋯𝜎𝜎𝜎𝐽1 , then first part of𝑈 is

given by𝑈 (1)(𝜎̂𝜎𝜎1) ∶=
√

𝑎1𝑁𝑋𝜎𝜎𝜎1+⋯+
√

𝑎𝑙1𝑁𝑋𝜎𝜎𝜎1⋯𝜎𝜎𝜎𝐽1 , and for 𝛽 > 𝛽1 the pressure is governed by those
𝜎̂𝜎𝜎1 with 𝑈 (1)(𝜎̂𝜎𝜎1) ≈ min𝑈 (1). Similarly, at 𝛽2 the second block 𝜎̂𝜎𝜎2 ∶= 𝜎𝜎𝜎𝐽1 ⋯𝜎𝜎𝜎𝐽2 freezes at the minimal
energy configurations of 𝑈 (2)

𝜎̂𝜎𝜎1
(𝜎̂𝜎𝜎2). This blockwise freezing continues until the inverse temperature 𝛽𝑚,

where the total spin 𝜎𝜎𝜎 is found at the ground state of the complete GREM potential 𝑈 . In summary, the
thermodynamics of the GREM can be understood as hierarchical realization of 𝑚 (not 𝑛) nested REM
models.
As in the REM, we are also able to determine the extremal statistics of the GREM. In fact, Theorem 4.1
can be seen as consequence of the results concerning the low energy statistics of the GREM. The minimal
values of the GREM are most conveniently described in terms of𝑚-dimensional Poisson cascades, which
we introduce next. Let 𝑌𝜎̂𝜎𝜎1 , 𝑌𝜎̂𝜎𝜎1𝜎̂𝜎𝜎2 ,… 𝑌𝜎̂𝜎𝜎1𝜎̂𝜎𝜎2⋯𝜎̂𝜎𝜎𝑚 be a collection of i.i.d random variables, and 𝑣𝑁,1,… 𝑣𝑁,𝑚
some real functions on ℝ such that the following point processes

∑

𝜎̂𝜎𝜎1

𝛿𝑣𝑁,1(𝑌𝜎̂𝜎𝜎1 )𝑤⃖⃖⃗
𝑒−𝑥𝑑𝑥

∑

𝜎̂𝜎𝜎2

𝛿𝑣𝑁,1(𝑌𝜎̂𝜎𝜎1𝜎̂𝜎𝜎2 )𝑤⃖⃖⃗
𝑒−𝑥𝑑𝑥 for all 𝜎̂𝜎𝜎1

⋮
∑

𝜎̂𝜎𝜎𝑚

𝛿𝑣𝑁,1(𝑌𝜎̂𝜎𝜎1𝜎̂𝜎𝜎2…𝜎̂𝜎𝜎𝑚)𝑤⃖⃖⃗
𝑒−𝑥𝑑𝑥 for all 𝜎̂𝜎𝜎1𝜎̂𝜎𝜎2⋯ 𝜎̂𝜎𝜎𝑚

converge weakly to Poisson point processes 𝑒−𝑥𝑑𝑥 with intensity 𝑒−𝑥𝑑𝑥. Then, the 𝑚-dimensional point
processes

∑

𝜎̂𝜎𝜎1

𝛿𝑣𝑁,1(𝑌𝜎̂𝜎𝜎1 )
∑

𝜎̂𝜎𝜎2

𝛿𝑣𝑁,1(𝑌𝜎̂𝜎𝜎1𝜎̂𝜎𝜎2 )⋯
∑

𝜎̂𝜎𝜎𝑚

𝛿𝑣𝑁,1(𝑌𝜎̂𝜎𝜎1𝜎̂𝜎𝜎2…𝜎̂𝜎𝜎𝑚)𝑤⃖⃖⃗
 (𝑚)

cas

converges to the 𝑚-dimensional Poisson cascade [36, Theorem 10.1.4]. In particular, it follows from
the above description that  (𝑚)

cas can be constructed iteratively: for 𝑚 = 1,  (𝑚)
cas ≡ 𝑒−𝑥𝑑𝑥 and for 𝑚 > 1

one starts with a one-dimensional Poisson point process 𝑒−𝑥𝑑𝑥 on ℝ and to each point 𝑥 of this process
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one independently assigns a Poisson cascade  (𝑚−1)
cas with a set of support points 𝑄𝑥 ⊂ ℝ𝑚−1. The 𝑚-

dimensional cascade is then given by
∑

𝑥∈𝑒−𝑥𝑑𝑥,𝑦𝑥∈𝑄𝑥
∑

𝛿(𝑥,𝑦𝑥) which defines a point process on ℝ𝑚.
As one might expect, in the case of the GREM the scaling functions 𝑣𝑁,𝑙 from the above definition are
related to the function 𝑠𝑁 (𝑥) (3.7), which emerged in the discussion of the REM. This is a consequence
of the GREM being blockwise equivalent to a rescaled REM:

Theorem 4.2 (Theorem 10.1.5 in [36])
Let the GREM potential be non-degenerate, that is, we have the strict inequalities 𝛾1 > 𝛾2 >⋯ > 𝛾𝑚
between the slopes. Then with the notation from above

∑

𝜎̂𝜎𝜎1

𝛿
𝑠(−1)𝐿1𝑁

(

1
√

𝑎̄1
𝑈 (1)(𝜎̂𝜎𝜎1)

)

∑

𝜎̂𝜎𝜎2

𝛿
𝑠(−1)𝐿2𝑁

(

1
√

𝑎̄2
𝑈 (2)
𝜎̂𝜎𝜎1

(𝜎̂𝜎𝜎2)
)⋯

∑

𝜎̂𝜎𝜎𝑚

𝛿
𝑠(−1)𝐿𝑚𝑁

(

1
√

𝑎̄𝑚
𝑈 (𝑚)
𝜎̂𝜎𝜎1⋯𝜎̂𝜎𝜎𝑚−1

(𝜎̂𝜎𝜎𝑚)
)𝑤
⃖⃖⃗
 (𝑚)

cas .

Furthermore, if we introduce

𝑆𝐽 ,𝑁 (𝑥) =
𝑚
∑

𝑙=1

(

𝑁
√

2 ln 2𝑎̄𝑙𝐿𝑙 −
1
2

√

𝛾𝑙
2 ln 2

(ln(2𝐿𝑙 ln 2𝑁) + ln 4𝜋)

)

+ 𝑥,

then the minimal statistics – rescaled with 𝑆−1
𝐽 ,𝑁 – converges weakly,

∑

𝜎𝜎𝜎∈𝑁

𝛿𝑆−1
𝐽 ,𝑁 (𝑈 (𝜎𝜎𝜎)𝑤⃖⃖⃗ ∫ℝ𝑚

 (𝑚)
cas (𝑑𝑥1,… , 𝑑𝑥𝑚)𝛿∑𝑚

𝑙=1
√

𝑎̄𝑙𝑥𝑙

In particular, Theorem 4.2 tells us that the minimum of the GREM potential is found at

min𝑈 =
𝑚
∑

𝑙=1

(

𝑁
√

2 ln 2𝑎̄𝑙𝐿𝑙 −
1
2

√

𝛾𝑙
2 ln 2

(ln(2𝐿𝑙 ln 2𝑁) + ln 4𝜋)

)

+ (1).

The final point we want to review about the GREM is its Parisi measure𝜇𝑃𝑁 ([−1, 𝑞]) = 𝔼[𝜇𝑃dis,𝑁 ([−1, 𝑞])] =

𝔼
[

⟨1𝑅𝑁≤𝑞⟩
⊗2

𝛽

]

. In the REM, the Parisi measure converges weakly to either 𝛿0 in the high temperature
phase or to a combination of 𝛿0 and 𝛿1 in the glass phase, mirroring a 1-step replica symmetry breaking.
In the GREM, we have in total 𝑚-transitions which are reflected in its Parisi measure as well.

Proposition 4.3 (Theorem 10.2.7 in [36])
The Parisi measure 𝜇𝑃𝑁 converges weakly to a point measure 𝜇𝑃 which is only supported at the points
𝑦0, 𝑦1,… 𝑦𝑚. Moreover, the limit 𝜇𝑃 is characterized by

𝜇𝑃 ([𝑦𝑙, 1]) =

⎧

⎪

⎨

⎪

⎩

0 if 𝛽 ≤ 𝛽𝑙,

1 − 𝛽𝑙
𝛽

if 𝛽 > 𝛽𝑙

for 𝑙 = 1,… , 𝑚.

That is, at each critical inverse temperature 𝛽𝑙 the support of the Parisi measure 𝜇𝑃 increases by an
additional point located at 𝑦𝑙. In total, we observe an 𝑚-level replica symmetry breaking in the GREM.
So far, we have considered the distribution of the replica overlap after taking the mean over the sampling
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disorder. In fact, one can also characterize the convergence of the random measure 𝜇𝑃dis,𝑁 . The replica
distribution is not self-averaging and, thus, its limit 𝜇𝑃dis will still be a nontrivial random measure. To
present the distribution of 𝜇𝑃dis, we need to introduce the Ruelle cascades (𝑚)

𝛽,𝛼𝛼𝛼 , which are also of relevance
in the study of the SK model.  (𝑚)

𝛽,𝛼 is a point process on (0, 1]𝑚 with parameters 𝛽 > 0 and 𝛼𝛼𝛼 ∈ ℝ𝑚
+.

Its atoms 𝑤(𝑖) = (𝑤1(𝑖),…𝑤𝑚(𝑖)) can be described in terms of the atoms 𝑥(𝑖) = (𝑥1(𝑖),… , 𝑥𝑚(𝑖)) of the
𝑚-dimensional Poisson cascade  (𝑚)

cas ,

(𝑤1(𝑖),…𝑤𝑚(𝑖)) =

(

∫  (𝑚)
cas (𝑑𝑦)𝛿(𝑦1 − 𝑥1(𝑖))𝑒𝛽⟨𝛼𝛼𝛼,𝑦⟩

∫  (𝑚)
cas (𝑑𝑦)𝑒𝛽⟨𝛼𝛼𝛼,𝑦⟩

,… ,
∫  (𝑚)

cas (𝑑𝑦)𝛿(𝑦1 − 𝑥1(𝑖))⋯ 𝛿(𝑦𝑚 − 𝑥𝑚(𝑖))𝑒𝛽⟨𝛼𝛼𝛼,𝑦⟩

∫  (𝑚)
cas (𝑑𝑦)𝑒𝛽⟨𝛼𝛼𝛼,𝑦⟩

)

.

The Ruelle cascades satisfy the important relation

 (𝑚)
𝛽,𝛼𝛼𝛼 (𝑑𝑤1,… , 𝑑𝑤𝑚)

𝐷
= ∫

1

0
 (𝑚+1)
𝛽,(𝛼𝛼𝛼,𝛼𝑚+1)

(𝑑𝑤1,… , 𝑑𝑤𝑚, 𝑑𝑤𝑚+1)
𝑤𝑚+1

𝑤𝑚

in distribution. To formulate the convergence of the replica distribution, it is convenient to introduce the
integer valued function 𝑙(𝛽) ∶= max{𝑙|𝛽 > 𝛽𝑙} where 𝛽0 ∶= 0.

Theorem 4.4 (Theorem 10.1.14 and Theorem 10.1.15 in [36])
The disordered Parisi measure 𝜇𝑃dis,𝑁 converges in distribution and in mean to a random mea-
sure 𝜇𝑃dis. If 𝑙(𝛽) = 0, we have 𝜇𝑃dis = 𝛿0 and otherwise 𝜇𝑃dis is a point measure with support
{0, 𝑦1,… , 𝑦𝑙(𝛽)} and random distribution function

1 − 𝜇𝑃dis([−1, 𝑦𝑖]) = ∫  (𝑙(𝛽))
𝛽, 1

√

2 ln 2

√

𝛾𝛾𝛾
(𝑑𝑤1,… , 𝑑𝑤𝑙(𝛽))𝑤𝑙(𝛽)(1 −𝑤𝑖+1),

for 𝑖 = 0,… , 𝑙(𝛽)−1 and 𝜇𝑃dis([−1, 𝑦𝑙(𝛽)]) = 1. Here,
√

𝛾𝛾𝛾 = (
√

𝛾1,… ,
√

𝛾𝑙(𝛽)) denotes the collection
of the slope’s square roots.

4.1.2 The Continuous Random Energy Model

To define the Continuous Random Energy Model (CREM), our starting point is the representation of the
GREM covariance function in terms of the distribution function 𝐴, i.e., 𝔼[𝑈 (𝜎𝜎𝜎)𝑈 (𝜎𝜎𝜎′)] = 𝐴(𝑞(𝜎𝜎𝜎,𝜎𝜎𝜎′)).
While the GREM requires 𝐴 to be a step function, in the CREM we allow 𝐴 to be any distribution
function, in particular 𝐴 can be continuous. Obviously, the CREM includes the GREM as special case,
but we choose to call the finite-level case a GREM and the term CREM is reserved to describe more
involved potentials. Let us remark that the CREM is well defined, that is, for any distribution function 𝐴
there exists a unique centered Gaussian process on 𝑁 such that

𝔼[𝑈 (𝜎𝜎𝜎), 𝑈 (𝜎𝜎𝜎′)] = 𝐴(𝑞(𝜎𝜎𝜎,𝜎𝜎𝜎′)) for all 𝜎𝜎𝜎,𝜎𝜎𝜎′ ∈ 𝑁 .

Uniqueness is clear, as a centered Gaussian vector is characterized by its covariance matrix. For the
existence, one notes that the lexicographic overlap 𝑞 only takes the𝑁 +1 different values 0, 1

𝑁
, 2
𝑁
,… , 1.

That means for fixed 𝑁 the CREM potential agrees with a 𝑁-level GREM whose distribution function
𝐴𝑁 is chosen to be a step function which agrees with 𝐴 at 𝑞 = 0, 1

𝑁
, 2
𝑁
,… , 1. We see that the CREM

can be understood as a GREM with an increasing number of levels as 𝑁 grows.
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The thermodynamics depends again on the concave hull 𝐴̄ of 𝐴. The slopes 𝛾𝑙 and increments 𝑎̄𝑙 are
replaced by the right derivative 𝑎̄(𝑥) of 𝐴̄(𝑥). Here, we recall that the right derivative exists everywhere
and is a decreasing function since 𝐴̄ is concave [169]. Let us further introduce the function 𝑥(𝛽),

𝑥(𝛽) ∶=

⎧

⎪

⎨

⎪

⎩

sup{𝑥 ∈ [0, 1]|𝑎̄(𝑥) > (2 ln 2)∕𝛽2} if {𝑥 ∈ [0, 1]|𝑎̄(𝑥) > (2 ln 2)∕𝛽2} ≠ ∅

0 else.
(4.3)

The function 𝑥(𝛽) replaces the integer-valued function 𝑙(𝛽) from the discussion of the GREM and, as we
will see shortly, can be recognized as the fraction of the spin block which is frozen. Indeed, we have the
following result for the CREM pressure:

Theorem 4.5 (Theorem 10.2.4 in [36])
Let 𝑈 be a CREM potential with distribution function 𝐴. Then, the specific pressure 1

𝑁
Φ𝑁 (𝛽) con-

verges almost surely

lim
𝑁→∞

1
𝑁

Φ𝑁 (𝛽) = 𝑝CREM(𝛽) ∶=
√

2 ln 2 𝛽 ∫

𝑥(𝛽)

0

√

𝑎̄(𝑥) 𝑑𝑥 +
𝛽2

2
(1 − 𝐴̄(𝑥(𝛽))) + (1 − 𝑥(𝛽)) ln 2.

The first 𝑥(𝛽)-fraction of the Hamming cube contributes linearly to the specific pressure, i.e., this spin
block is concentrated on the minimal configurations of the corresponding part of the CREM potential.
The remaining fraction shows a quadratic contribution which agrees with the annealed specific pressure
of the remaining potential. The glass transition occurs at the minimal inverse temperature 𝛽𝑐 for which
𝑥(𝛽) > 0 if 𝛽 > 𝛽𝑐 . An explicit expression is given by

𝛽𝑐 =
√

(2 ln 2)∕ lim
𝑥↓0

𝑎̄(𝑥),

which implies that 𝛽𝑐 = 0 occurs if 𝐴̄ has an infinite slope close to zero. In that case, we have a glass
phase for all positive temperatures. On the other hand, a complete freezing, that is a vanishing specific
entropy, occurs for those 𝛽 where 𝑥(𝛽) = 0. In contrast to the REM and GREM, it is possible that the
CREM never freezes completely, namely if lim𝑥↑1 𝑎̄(𝑥) = 0. On the other hand, if lim𝑥↑1 𝑎̄(𝑥) > 0,
for low enough temperatures the Gibbs measure is concentrated at those configurations 𝜎𝜎𝜎 with 𝑈 (𝜎𝜎𝜎)∕𝑁
being close to the specific ground state energy −

√

2 ln 2 ∫ 1
0

√

𝑎̄(𝑥) 𝑑𝑥. Describing the extremal process
of the CREM, is much more difficult than in the GREM and as far we as know has not been completely
achieved. The common approach for describing the CREM minimum is to map it to the running maximum
of a branching Brownian motion. This leads after a careful analysis to the subleading corrections of the
minimal CREM energy [74].
These observations already suggest that the CREM has a substantially richer structure than the GREM.
This is also mirrored in its Parisi measure
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Proposition 4.6 (Theorem 10.2.7 in [36] )
In the CREM, the averaged replica overlap distribution 𝜇𝑃𝑁 converges for any 𝛽 to a measure 𝜇𝑃

supported on [0, 1]. Its distribution function is given by

𝜇𝑃 ([0, 𝑞]) =

⎧

⎪

⎨

⎪

⎩

√

2 ln 2
𝛽
√

𝑎̄(𝑥)
if 𝑞 < 𝑥(𝛽),

1 else.

In particular, for a strictly increasing concave hull 𝐴̄ the Parisi measure 𝜇𝑃 will contain an open interval
in its support. One speaks of continuous replica symmetry breaking to distinguish this case from the
finite-level replica symmetry appearing in the GREM.
Describing the limit of the random measure 𝜇𝑃dis,𝑁 , is more involved compared to the GREM. Since the
limit does not contain only finitely many atoms, a direct approach via cascades and related processes
is not feasible. To understand the Gibbs measure, one derives Ghirlanda-Guerra identities, that is, one
considers the Gibbs measure of 𝑛 replicas 𝜎𝜎𝜎(1),… , 𝜎𝜎𝜎(𝑛) for which one characterizing identities in mean.
That is, instead of considering the disordered distribution of 𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) one rather considers the mean
distribution of 𝑛 replicas for general 𝑛. It turns out, that the Ghirlanda-Guerra in the CREM uniquely
characterize the distribution of 𝜇𝑃dis whose marginals at finitely many points are again described by Ruelle
cascades [36, Chapter 10.2.2]. We will discuss the Ghirlanda-Guerra identities for mixed 𝑝-spin models
in Chapter 5.

4.2 Phase Diagrams of the QGREM and QCREM

We want to discuss the quantum versions of the GREM and CREM, the QGREM and QCREM. That is,
we consider a Hamiltonian of the form

𝐻𝑁 = 𝑈 − 𝐵,

where 𝑈 is an GREM or, more generally, a CREM potential and 𝐵 models the transverse field, whose
strength we allow to depend on the site 𝑖 – in contrast to the uniform magnetic field Γ𝑇 in the last chapters.
𝐵 is now the sum of the 𝑥-Pauli matrices 𝑠𝑠𝑠𝑗 with (possibly random) weights 𝑏𝑗 ∈ ℝ,

(𝐵𝜓)(𝜎𝜎𝜎) ∶=
𝑁
∑

𝑗=1
𝑏𝑗

(

𝑠𝑠𝑠𝑗𝜓
)

(𝜎𝜎𝜎),
(

𝑠𝑠𝑠𝑗𝜓
)

(𝜎𝜎𝜎) ∶= 𝜓(𝜎1,… ,−𝜎𝑗 ,… , 𝜎𝑁 ), (4.4)

To avoid confusion with truncated operators which will occur later, we write 𝑠𝑠𝑠𝑗 instead of 𝑆𝑥𝑗 in this
chapter. A simple computation exploiting the exponential series shows that the diagonal matrix-elements
⟨𝜎𝜎𝜎|𝑒−𝛽(𝑈−𝐵)

|𝜎𝜎𝜎⟩ and, consequently, the quantum partition function Tr 𝑒−𝛽(𝑈−𝐵), only depends on the ab-
solute values (|𝑏𝑗|)𝑗=1,…,𝑁 [130, Lemma 1.1]. This observation is helpful if one wants to make use of the
fact that 𝐻𝑁 generates a positive semigroup,

⟨𝜎𝜎𝜎|𝑒−𝑡𝐻𝑁
|𝜎𝜎𝜎′⟩ ≥ 0,

if all the weights 𝑏𝑗 are non-negative. This can be assumed without loss of generality as it has no impact
on the partition function
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We will only consider the case where the weights 𝑏𝑗 are independent copies of an absolutely integrable
random variable 𝔟 and we require them to be independent of the Gaussian potential 𝑈 . In this chapter,
we write for the partition function

𝑍𝑁 (𝛽, 𝔟) ∶= Tr
[

𝑒−𝛽𝐻𝑁
]

,

and the pressure is denoted by
Φ𝑁 (𝛽, 𝔟) ∶= ln𝑍𝑁 (𝛽, 𝔟).

If 𝔟 = −Γ is almost surely constant, we write as in the last chapters 𝐵 = −Γ𝑇 and Φ𝑁 (𝛽,Γ) for the
pressure.
Our first main result concerns the pressure of the QGREM. We show that the specific pressure converges
almost surely to a deterministic limit, which can be expressed in terms of the classical partial free energies
(4.2) and the paramagnetic free energy. We stick to the notation from the previous section.

Theorem 4.7 (Theorem 1.2 in [130])
Let𝑈 be an 𝑛-level GREM with distribution function𝐴, 𝛽 ≥ 0 and 𝔟 an absolutely integrable random
variable. Then, the QGREM specific pressure converges almost surely,

lim
𝑁→∞

1
𝑁

Φ𝑁 (𝛽, 𝔟) = 𝑝QGREM(𝛽, 𝔟) ∶= max
0≤𝑘≤𝑚

[ 𝑘
∑

𝑙=1
𝜑(𝑙)(𝛽) + (1 − 𝑦𝑘)𝔼[ln (2 cosh(𝛽𝔟))]

]

. (4.5)

The maximum is taken over all points {𝑦0, 𝑦1,… , 𝑦𝑚} supporting the convex hull 𝐴̄ of 𝐴.

As in the classical case, the concave hull 𝐴̄, rather than 𝐴, remains the determining function for the limit.
The second term in (4.5) is the pressure of the random quantum paramagnet given by

𝑝PAR(𝛽𝔟) ∶=
1
𝑁

𝔼
[

ln Tr
[

𝑒𝛽𝐵
]]

= 𝔼[ln (2 cosh(𝛽𝔟))],

which can be derived in the same way as has been shown for the constant field Γ𝑇 in Section 2.2. If
𝔟 ≡ −Γ is almost surely constant, the structure of the limit in (4.5) becomes more transparent if we
introduce the critical field strengths

Γ(𝑙)
𝑐 ∶= 1

𝛽
arcosh

(

1
2
exp

(

𝜑(𝑙)(𝛽)
𝐿𝑙

))

, 𝑙 ∈ {1,… , 𝑚}.

In this situation, we may rephrase (4.5) as follows:

Corollary 4.8 (Corollary 1.3 in [130])
In the situation of Theorem 4.7 with 𝔟 = −Γ for some constant Γ > 0:

𝑝QGREM(𝛽,Γ) =
𝑚
∑

𝑙=1

(

𝜑(𝑙)(𝛽) 1Γ<Γ(𝑙)𝑐 + 𝐿𝑙 ln (2 cosh(𝛽Γ)) 1Γ≥Γ(𝑙)𝑐

)

. (4.6)

Just like the GREM being equivalent to 𝑚 nested REM model, the QGREM pressure coincides with
the sum of 𝑚 weighted and rescaled QREM terms. In particular, there are as many magnetic first-order
transitions as second-order glass transitions. The glass transitions continue to occur at the (classical)
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critical inverse temperatures 𝛽𝑙 as long as Γ < Γ(𝑙)
𝑐 (𝛽𝑙) and disappear for field strengths Γ > Γ(𝑙)

𝑐 (𝛽𝑙);
see Figure 4.1. The specific magnetization in 𝑥-direction

𝑚𝑥(𝛽,Γ) ∶=
1
𝛽
𝜕
𝜕Γ

Φ(𝛽,Γ)

changes discontinuously at Γ = Γ(𝑙)
𝑐 . At zero temperature, we find quantum phase transitions at the

field strengths Γ𝑙GS = lim𝛽→∞ Γ(𝑙)
𝑐 (𝛽) =

√

(2 ln 2)𝛾 (𝑙). The physics described by (4.6) is that if we write
𝜎𝜎𝜎 = 𝜎̂𝜎𝜎1⋯ 𝜎̂𝜎𝜎𝑚, each of the blocks 𝜎̂𝜎𝜎𝑙 either shows a completely classical behavior or is of paramagnetic
nature. For Γ = 0, all blocks are classical and as Γ increases and meets the critical field strength Γ(𝑙)

𝑐

the block 𝜎̂𝜎𝜎𝑙 switches to a paramagnetic behavior. Since Γ(1)(𝛽) > ⋯ > Γ(𝑚)(𝛽), the transitions follow
the reversed order of the blocks, i.e., 𝜎̂𝜎𝜎𝑚 decides first to become paramagnetic, then 𝜎̂𝜎𝜎𝑚−1 and so on. For
Γ > Γ(1), all blocks are paramagnetic and the QGREM pressure then agrees with 𝑝PAR(𝛽Γ).

Figure 4.1: Phase diagram of the Quantum GREM as a function of the transversal constant magnetic
field Γ and the temperature 𝛽−1 [130, Figure 1]. The figure shows an example with three second-order
glass transitions (dotted lines) and three first-order magnetic transitions (bold lines). If Γ < Γ(3)

𝑐 (𝛽𝑙) the
free energy coincides with the classical one (Γ = 0), whereas for Γ > Γ(𝑙)

𝑐 (𝛽𝑙) the system becomes a pure
quantum paramagnet. In between mixed quantum-classical phases appear.

Moving on to the more general CREM potentials, it is convenient to introduce truncated versions of the
CREM pressure. For any 𝑧 ∈ [0, 1], we define

𝑝CREM(𝛽, 𝑧) ∶=
√

2 ln 2𝛽 ∫

min{𝑥(𝛽),𝑧}

0

√

𝑎̄(𝑥) 𝑑𝑥 + 1𝑧>𝑥(𝛽)

(

𝛽2

2
(𝐴̄(𝑧) − 𝐴̄(𝑥(𝛽))) + (𝑧 − 𝑥(𝛽)) ln 2

)

.

(4.7)
For 𝑧 = 1, that agrees with the limiting CREM pressure from Theorem 4.5. If 𝐴 = 𝐴̄, then the truncated
pressure for 0 < 𝑧 < 1 can be understood as the limiting specific pressure of the CREM on the subgraph
consisting of the first 𝑧𝑁 spins and ignoring the contribution of the remaining spins. As in the quantum
GREM, the free energy of the quantum CREM converges almost surely and the limit may be expressed
as a variational formula involving 𝑝CREM(𝛽, 𝑧):
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Figure 4.2: Both figures illustrate examples for the phase diagram of a Quantum CREM as a function
of the transversal magnetic field Γ and the temperature 𝛽−1 [130, Figure 2]. The first plot contains two
magnetic phase transitions (bold lines) into transversal magnetic order. The second plot shows the case of
one magnetic phase transition. The dotted line corresponds to the glass transition at 𝛽𝑐 =

√

(2 ln 2)∕𝑎̄(0).
If 𝐴̄ is continuously differentiable, the magnetic transitions are of second order.

Theorem 4.9 (Theorem 1.4 in [130])
Let 𝑈 be a CREM potential described in terms of its distribution function𝐴 with concave hull 𝐴̄ and
𝑝CREM(𝛽, 𝑧) as in (4.7). Then, for any absolute integrable random variable 𝔟 the specific quantum
pressure 1

𝑁
Φ𝑁 (𝛽, 𝔟) converges almost surely,

lim
𝑁→∞

1
𝑁

Φ𝑁 (𝛽, 𝔟) = 𝑝QCREM(𝛽, 𝔟) ∶= sup
0≤𝑧≤1

[

𝑝CREM(𝛽, 𝑧) + (1 − 𝑧)𝔼
[

ln 2 cosh(𝛽𝔟)
]]

. (4.8)

As we have now stated the main convergence results of this chapter, we remind the reader that the specific
pressure in the QGREM and QCREM does not only converge almost surely, but also in mean. This is again
a consequence of Gaussian concentration inequality (Theorem 2.4). Due to the additional randomness of
the transversal field𝐵, convergence in higher mean depends on the integrability of 𝔟. If 𝔟 is an𝐿𝑟-random
variable for some 𝑟 > 1, the pressure even converges in 𝑟-th mean.
Theorem 4.9 is the natural generalization of Theorem 4.7 to the QCREM: the finite maximization is
replaced by a continuous variational formula. This is a consequence of having infinitely many types
of spins so that the fraction 𝑧 of spins which behave classically is not restricted anymore to the finite
number of support points 𝑦𝑙, but can be any number in [0, 1]. Accordingly, the partial pressures need to
be replaced by a continuous truncation which is given in form of 𝑝CREM(𝛽, 𝑧). In order to characterize
the magnetic phase transitions like in the QGREM , we replace the variational formula (4.8) by a more
explicit expression in the constant field case 𝔟 = −Γ.

To simplify the analysis, we assume from now that the concave hull 𝐴̄ is a continuously differentiable
function with a strictly increasing slope 𝑎̄(𝑥). We note that 𝑥(𝛽) is either 0 or 1, or by definition of 𝑥(𝛽)

64



PHASE DIAGRAMS OF THE QGREM AND QCREM

(4.3) and the continuity of 𝑎̄(𝑥) we have 𝑎̄(𝑥(𝛽)) = 2 ln 2
𝛽2

. In either case, 𝑝CREM(𝛽, 𝑧) is differentiable with
respect to 𝑧 with derivative

𝜕𝑝CREM(𝛽, 𝑧)
𝜕𝑧

=
√

(2 ln 2)𝑎̄(𝑧) 𝛽 1𝑧<𝑥(𝛽) +
(

ln 2 +
𝛽2

2
𝑎̄(𝑧)

)

1𝑧≥𝑥(𝛽).

The monotonicity of 𝑎̄ clearly implies that the partial derivative 𝜕𝑝CREM(𝛽,⋅)
𝜕𝑧

∶ [0, 1] → [𝑠(𝛽), 𝑡(𝛽)] is for
any 𝛽 a nondecreasing continuous function in 𝑧, whose range is a closed interval specified by its boundary
values

𝑠(𝛽) ∶=
𝜕𝑝CREM(𝛽, 𝑧)

𝜕𝑧
|

|

|𝑧=1
and 𝑡(𝛽) ∶=

𝜕𝑝CREM(𝛽, 𝑧)
𝜕𝑧

|

|

|𝑧=0
.

We are ready to give an explicit formula for the QCREM pressure:

Corollary 4.10 (Corollary 1.5 in [130])
In the situation of Theorem 4.9, let 𝐴̄ be continuously differentiable with strictly increasing slope
and 𝔟 ≡ −Γ almost surely. We set 𝑔(𝛽, ⋅) ∶ [𝑠(𝛽), 𝑡(𝛽)] → [0, 1] to be the inverse of the derivative
𝜕𝑝CREM(𝛽,𝑧)

𝜕𝑧
as a function of 𝑧. Then,

𝑝QCREM(𝛽,Γ) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑝CREM(𝛽, 1) 𝑝PAR(𝛽Γ) ≤ 𝑠(𝛽),

𝑝CREM(𝛽, 𝑔𝛽(𝑝PAR(𝛽Γ))) + (1 − 𝑔𝛽(𝑝PAR(𝛽Γ)))𝑝PAR(𝛽Γ) 𝑠(𝛽) < 𝑝PAR(𝛽Γ) < 𝑡(𝛽),

𝑝PAR(𝛽Γ) 𝑡(𝛽) ≤ 𝑝PAR(𝛽Γ).

We recall that 𝑝PAR(𝛽Γ) = ln 2 cosh(𝛽Γ).

Corollary 4.10 implies that there are either one or two magnetic phase transitions, depending on 𝑠(𝛽). If
𝑠(𝛽) = ln 2 or, equivalently, 𝑎̄(1) = 0, we find a single magnetic phase transition at the critical magneti-
zation

Γ(𝑟)
𝑐 (𝛽) = 1

𝛽
arcosh

(1
2
𝑒𝑡(𝛽)

)

.

Otherwise, there is a second phase transition at

Γ(𝑙)
𝑐 (𝛽) = 1

𝛽
arcosh

(1
2
𝑒𝑠(𝛽)

)

.

We are able to compute the specific magnetization in transversal direction

𝑚𝑥(𝛽,Γ) =
1
𝛽
𝜕
𝜕Γ
𝑝QCREM(𝛽,Γ) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

0 𝑝PAR(𝛽Γ) ≤ 𝑠(𝛽),

(1 − 𝑔𝛽(𝑝PAR(𝛽Γ))) tanh(𝛽Γ) 𝑠(𝛽) < 𝑝PAR(𝛽Γ) < 𝑡(𝛽),

tanh(𝛽Γ) 𝑡(𝛽) ≤ 𝑝PAR(𝛽Γ),

which follows by taking theΓ-derivative of the explicit expression in Corollary 4.10. If 𝑠(𝛽) < 𝑝PAR(𝛽Γ) <
𝑡(𝛽), one recalls that 𝜕𝑝CREM(𝛽,𝑧)

𝜕𝑧
|

|

|𝑧=𝑔𝛽 (𝑝PAR)
= 𝑝PAR.Note that the magnetization is as result continuous. This

transversal magnetic order does not vanish over the line Γ(𝑟)
𝑐 (𝛽), but rather only at Γ(𝑙)

𝑐 (𝛽) (which is ab-
sent in the case 𝑎̄(1) = 0). If the derivative of 𝑎̄(𝑥) exists at 𝑥 = 0 or 𝑥 = 1, the second derivative of
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𝑝QCREM(𝛽,Γ) has a jump at the respective critical magnetic fields and we have a second-order magnetic
transition, in contrast to the observed first-order transitions in the QGREM (see also Figure 4.2).
In our work [130], we also discuss the non-hierarchical GREM, which was introduced in [33]. As it turns
out that the quantum version of the non-hierarchical GREM has got the same phase diagram as a specific
QGREM, we have not included its discussion here. It is still remarkable that for this simple model,
we also discover a hierarchical reorganization of the system. Ultrametricty is a characteristic feature of
classical spin glasses, and it is not clearly to what extent it governs quantum spin glasses. In the following
subsection, we want to present some ideas on which the proof of the Theorem 4.7 and Theorem 4.9 are
based. In another subsection we discuss what we expect for the extremal statistics and the Parisi measure
in the QGREM and QCREM.

4.2.1 Peeling Principle and the Interpolation Argument

We have seen in the discussion of the QREM that if the deep holes of a energy landscape are isolated
from each other, then the specific pressure simply coincides either with the classical one or the fully
paramagnetic one in the thermodynamic limit. The idea of the peeling principle is to derive this result
in much greater generality. The general setting is as follows. We pick a parameter 0 < 𝑥 ≤ 1 and
accordingly decompose the hypercube 𝑁 into two reduced hypercubes of spin arrays of length ⌈𝑥𝑁⌉

and 𝑁 − ⌈𝑥𝑁⌉. We write

𝜎𝜎𝜎 = (𝜎𝜎𝜎1, 𝜎𝜎𝜎2) ∈ 𝑁 , where 𝜎𝜎𝜎1 ∈ (1)
𝑁 ∶= 

⌈𝑥𝑁⌉

and 𝜎𝜎𝜎2 ∈ (2)
𝑁 ∶= 𝑁−⌈𝑥𝑁⌉

.

We consider Hamiltonians 𝐻 = 𝑈 − 𝐵, where 𝑈 is a random potential on 𝑁 and 𝐵 is a random
transversal field. Both, 𝑈 and 𝐵, need to meet several assumptions. Let us start with the potential 𝑈 .

Assumptions 4.11 (Assumption 2.1 in [130])
The random potential 𝑈 on 𝑁 takes the form

𝑈 (𝜎𝜎𝜎) = 𝑉𝑁 (𝜎𝜎𝜎) +𝑋𝜎𝜎𝜎1

with some random potential 𝑉𝑁 which is independent of the random process 𝑋𝜎𝜎𝜎1 . The random
variables 𝑋𝜎𝜎𝜎1 with 𝜎𝜎𝜎1 ∈ (1)

𝑁 are absolutely integrable, centered, and satisfy:

1. 𝑋𝜎𝜎𝜎1 are independent and identically distributed for each fixed 𝑁 ∈ ℕ.

2. The pushforward measures 𝜇𝑁 of the negative parts𝑋−
𝜎𝜎𝜎1
∕𝑁 satisfy a large deviation principle

(LDP) with a lower semi-continuous rate function 𝐼 ∶ ℝ → [0,∞], i.e., for any Borel set
 ⊂ ℝ,

− inf
𝑥∈int()

𝐼(𝑥) ≤ lim inf
𝑁→∞

1
𝑁

ln𝜇𝑁 () ≤ lim sup
𝑁→∞

1
𝑁

ln𝜇𝑁 () ≤ − inf
𝑥∈clos()

𝐼(𝑥). (4.9)

Moreover, we assume
inf

𝑥∈(−∞,−𝜀]
𝐼(𝑥) > 0 (4.10)

for any 𝜀 > 0.
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3. For any random weights𝑤𝜎𝜎𝜎1 which are independent from𝑋𝜎𝜎𝜎1 and further fulfill almost surely

𝑤𝜎𝜎𝜎1 ≥ 0,
∑

𝜎𝜎𝜎1∈
(1)
𝑁

𝑤𝜎𝜎𝜎1 = 1,

a generalized strong law holds true almost surely,

lim
𝑁→∞

1
𝑁

∑

𝜎𝜎𝜎1∈
(1)
𝑁

𝑤𝜎𝜎𝜎1𝑋𝜎𝜎𝜎1 = 0. (4.11)

The assumptions that 𝑈 takes the form 𝑈 (𝜎𝜎𝜎) = 𝑉𝑁 (𝜎𝜎𝜎) +𝑋𝜎𝜎𝜎1 is chosen with the GREM in mind because
it allows us to split the GREM potential iteratively in a independent process𝑋𝜎𝜎𝜎1 and some correlated rest
𝑉𝑁 (𝜎𝜎𝜎). But 𝑉𝑁 can also cover longitudinal fields and this will be of importance in the discussion of de
Almeida-Thouless line.
The LDP (4.9) together with (4.10) ensures that probabilities of the type ℙ(𝑋𝜎𝜎𝜎1 < −𝜀𝑁) decay exponen-
tially in 𝑁 for any 𝜀 > 0. Assumption (4.11) is a rather technical condition which is convenient for the
proof. Random variables 𝑋𝜎𝜎𝜎1 which meet Assumption 4.11 are e.g. 𝑋𝜎𝜎𝜎1 =

√

𝑁𝑎𝑌𝜎𝜎𝜎1 with independent
standard Gaussians 𝑌𝜎𝜎𝜎1 and some 𝑎 > 0, or 𝑋𝜎𝜎𝜎1 = −𝑁𝑍𝜎𝜎𝜎1 , where 𝑍𝜎𝜎𝜎1 are independent and follow an
exponential distribution with parameter 𝑁 . In these examples, the rate function is given by the negative
part of 𝐼(𝑥) = 𝑎

2𝑥
2
1𝑥<0 or, respectively, 𝐼(𝑥) = |𝑥|1𝑥<0.

Let us turn to the magnetic operator 𝐵. The transversal magnetic field 𝐵 =
∑𝑁
𝑗=1 𝑏𝑗𝑠𝑠𝑠𝑗 as in (4.4) consists

of random variables (𝑏𝑗) which we even allow to be not independent from each other. The transversal
field 𝐵 splits into two parts 𝐵1,𝑥 and 𝐵2,𝑥, which act exclusively on the respective part of the array,

𝐵1,𝑥 ∶=
⌈𝑥𝑁⌉

∑

𝑖=1
𝑏𝑖𝑠𝑠𝑠𝑖, 𝐵2,𝑥 ∶=

𝑁
∑

𝑖=⌈𝑥𝑁⌉+1
𝑏𝑖𝑠𝑠𝑠𝑖.

If 𝑥 = 1, we simply set 𝐵2,1 = 0. Subsequently, we assume the following on the transversal field 𝐵:

Assumptions 4.12 (Assumption 2.2 in [130])
The random weights (𝑏𝑗) are independent of the potential 𝑈 and satisfy almost surely

lim sup
𝑁→∞

𝑁−1

√

√

√

√

𝑁
∑

𝑗=1
|𝑏𝑗|2 = 0.

If the weights (𝑏𝑗)𝑗=1,…,𝑁 are independent copies of an absolute integrable random variable 𝔟, then As-
sumption 4.12 is satisfied [130, Lemma A.2]. If Assumption 4.11 and 4.12 hold true, our main results
states that the pressure

Φ𝑁 (𝛽) ∶= ln Tr
[

𝑒−𝛽(𝑈−𝐵)]

asymptotically agrees in leading order with the maximum of the pressures of partially quantum or classical
type

Φ(qm)
𝑁 (𝛽) ∶= ln Tr

[

𝑒−𝛽(𝑉𝑁−𝐵)] and Φ(cl)
𝑁 (𝛽) ∶= ln Tr

[

𝑒−𝛽(𝑈−𝐵2,𝑥)
]

.

The formal statement is as follows:
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Proposition 4.13 (Theorem 2.3 in [130])
Under Assumption 4.11 and 4.12, for any 𝑥 ∈ (0, 1] we have the almost sure convergence

lim sup
𝑁→∞

1
𝑁

|Φ𝑁 (𝛽) − max{Φ(qm)
𝑁 (𝛽),Φ(cl)

𝑁 (𝛽)}| = 0.

Roughly speaking, the independent variables (𝑋𝜎𝜎𝜎1) and the accordingly restricted magnetic operator 𝐵1,𝑥

only contribute separately from each other to the pressure. This peeling principle can be seen as general-
ization of Goldschmidt’s formula (2.6).
The limit formula for the QGREM pressure (4.5) is obtained via iterative use of Proposition 4.13. Let
us make the idea transparent in the case of a 2-level GREM 𝑈 =

√

𝑁
(

√

𝑎1𝑌𝜎𝜎𝜎1 +
√

𝑎2𝑌𝜎𝜎𝜎1𝜎𝜎𝜎2
)

with

|𝜎𝜎𝜎1| = 𝑥𝑁 . We first use the peeling principle with 𝑋 =
√

𝑁𝑎2𝑌𝜎𝜎𝜎1𝜎𝜎𝜎2 and 𝑉 =
√

𝑁𝑎1𝑌𝜎𝜎𝜎1 . This yields

lim
𝑁→∞

1
𝑁

|

|

|

|

Φ𝑁 (𝛽) − max{ln Tr 𝑒−𝛽𝑈 , ln Tr 𝑒−𝛽
√

𝑁𝑎1𝑌𝜎𝜎𝜎1−𝐵}
|

|

|

|

= 0.

The second term is further simplified by invoking the peeling principle again with 𝑋 =
√

𝑁𝑎1𝑌𝜎𝜎𝜎1 , i.e.,

lim
𝑁→∞

1
𝑁

|

|

|

|

Φ𝑁 (𝛽) − max{ln Tr 𝑒−𝛽𝑈 , ln Tr 𝑒−𝛽
√

𝑁𝑎1𝑌𝜎𝜎𝜎1−𝐵
(2,𝑥)
, ln Tr 𝑒−𝛽

√

𝑁𝑎1𝑌𝜎𝜎𝜎1−𝐵
(2,𝑥)

}
|

|

|

|

= 0.

The first term in the maximization is the pure GREM, the last term the paramagnet and the middle term a
truncated GREM in the first block and a paramagnet in the second block. For the general 𝑛-level GREM
this leads to a formula much like in Theorem 4.7, however, the maximization seemingly needs to be carried
out with respect to all 𝑛 + 1 points 𝑥𝑖. Some technical considerations show that in fact the maximum is
attained at some 𝑦𝑙. The details can be found in [130, Section 2 and 3].
Let us discuss the main concept used to extend the QGREM results to the QCREM. As in the proof of
the classical Theorem 4.5 [40], we make use of the Gaussian interpolation formula, which we state here
for the seek of completeness:

Proposition 4.14 (Lemma 1.3.1 in [181])
Let 𝐹 ∶ ℝ𝑀 → ℝ be a two times continuously differentiable function whose second partial deriva-
tives grow at most exponentially, that is, for all 𝑖, 𝑗 = 1,… ,𝑀 there exists some 𝑐𝑖,𝑗 > 0 such
that

|

|

|

|

|

𝜕2𝐹
𝜕𝑥𝑖𝜕𝑥𝑗

(𝑥)
|

|

|

|

|

≤ 𝑒𝑐𝑖,𝑗‖𝑥‖.

Moreover, let 𝑈 and 𝑉 be two ℝ𝑀 -valued Gaussian vectors and we assume that 𝑈 is independent
from 𝑉 . We introduce the interpolated Gaussian vector 𝑈 (𝑡) =

√

1 − 𝑡𝑈 +
√

𝑡𝑉 and the function
Θ,

Θ(𝑡) ∶= 𝔼[𝐹 (𝑈 (𝑡))]

for 0 ≤ 𝑡 ≤ 1. Then, for 0 < 𝑡 < 1 we have

Θ′(𝑡) = 1
2
∑

𝑖,𝑗

(

𝔼[𝑉𝑖𝑉𝑗 − 𝑈𝑖𝑈𝑗]𝔼
[

𝜕2𝐹
𝜕𝑥𝑖𝜕𝑥𝑗

])

.
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To prove Theorem 4.9, we use Proposition 4.14 on the 2𝑁 -dimensional Hamming cube 𝑁 with 𝐹 (𝑈 ) =
Tr 𝑒−𝛽(𝑈+𝐵) and 𝑈, 𝑉 being at first two arbitrary centered Gaussian processes,

𝔼𝑈,𝑉 [Θ(1) − Θ(0)] = 1
2
∑

𝜎𝜎𝜎,𝜎′𝜎′𝜎′
∫

1

0
(𝔼[𝑉 (𝜎𝜎𝜎)𝑉 (𝜎′𝜎′𝜎′)] − 𝔼[𝑈 (𝜎𝜎𝜎)𝑈 (𝜎′𝜎′𝜎′)])𝔼𝑈,𝑉

[

𝜕2Θ(𝑡)
𝜕𝑈𝜎𝜎𝜎𝜕𝑈𝜎′𝜎′𝜎′

+
𝜕2Θ(𝑡)
𝜕𝑉𝜎𝜎𝜎𝜕𝑉𝜎′𝜎′𝜎′

]

𝑑𝑡,

where 𝔼𝑈,𝑉 denotes the expectation with respect to 𝑈 and 𝑉 , that is, we do not take the average with
respect to 𝐵. In contrast to the classical setting, the second partial derivatives of Θ(𝑡) are more involved,
but still can be computed via Duhamel’s formula:

𝜕2Θ(𝑡)
𝜕𝑈𝜎𝜎𝜎𝜕𝑈𝜎𝜎𝜎′

+
𝜕2Θ(𝑡)
𝜕𝑉𝜎𝜎𝜎𝜕𝑉𝜎𝜎𝜎′

= −𝛽2
⟨𝜎𝜎𝜎|𝑒𝐻𝑡

|𝜎𝜎𝜎⟩⟨𝜎𝜎𝜎′|𝑒𝐻𝑡
|𝜎𝜎𝜎′⟩

(Tr 𝑒𝐻𝑡)2
+ 𝛽2 ∫

1

0

⟨𝜎𝜎𝜎|𝑒𝑠𝐻𝑡
|𝜎𝜎𝜎′⟩⟨𝜎𝜎𝜎′|𝑒(1−𝑠)𝐻𝑡

|𝜎𝜎𝜎⟩
Tr 𝑒𝐻𝑡

𝑑𝑠

with the abbreviation 𝐻𝑡 ∶= −𝛽(
√

1 − 𝑡𝑈 +
√

𝑡𝑉 − 𝐵). Now, we make use of the observation from the
beginning of this section. Namely, we may assume without loss of generality that 𝑏𝑗 ≥ 0 such that the
matrix elements ⟨𝜎𝜎𝜎|𝑒𝐻𝑡

|𝜎𝜎𝜎′⟩ are nonnegative for any 𝜎𝜎𝜎,𝜎𝜎𝜎′. Moreover, we observe that

∑

𝜎𝜎𝜎,𝜎𝜎𝜎′

⟨𝜎𝜎𝜎|𝑒𝐻𝑡
|𝜎𝜎𝜎⟩⟨𝜎𝜎𝜎′|𝑒𝐻𝑡

|𝜎𝜎𝜎′⟩
(Tr 𝑒𝐻𝑡)2

= 1 =
∑

𝜎𝜎𝜎,𝜎𝜎𝜎′
∫

1

0

⟨𝜎𝜎𝜎|𝑒𝑠𝐻𝑡
|𝜎𝜎𝜎′⟩⟨𝜎𝜎𝜎′|𝑒(1−𝑠)𝐻𝑡

|𝜎𝜎𝜎⟩
Tr 𝑒𝐻𝑡

𝑑𝑠,

where the first equality follows by definition of the trace and for the second identity we recall that
∑

𝜎𝜎𝜎′ |𝜎𝜎𝜎
′
⟩⟨𝜎𝜎𝜎′| = 1. Consequently, we arrive at the bound

|𝔼𝑈,𝑉 [Θ(1) − Θ(0)] | ≤ 𝛽2max
𝜎𝜎𝜎,𝜎𝜎𝜎′

|𝔼[𝑈 (𝜎𝜎𝜎)𝑈 (𝜎𝜎𝜎′)] − 𝔼[𝑉 (𝜎𝜎𝜎)𝑉 (𝜎𝜎𝜎′)]|.

In the case where 𝑈 and 𝑉 are CREM processes with distribution functions 𝐴𝑈 and 𝐴𝑉 , this leads to the
bound

|

|

𝔼𝑈,𝑉 [Θ(1) − Θ(0)]|
|

≤ 𝛽2𝑁‖𝐴𝑈 − 𝐴𝑉 ‖∞.

From here, the idea is to approximate the CREM process by GREM processes and to show that Theo-
rem 4.7 in the continuous limit indeed yields Theorem 4.9.

4.2.2 Open Problems: Extremal Statistics and the Parisi Measure

Our main results Theorem 4.7 and Theorem 4.9 provide a complete characterization of the phase diagram
in the QGREM and, respectively, the QCREM. Thus, we have managed to extend the classical results on
the specific pressure in the GREM (Theorem 4.1) and CREM (Theorem 4.5) to the quantum setting.
On the other hand, we have presented in Section 4.1 more detailed results on the extremal statistics of
the GREM and and a precise description of the Parisi measure in both models, the GREM and CREM.
Rigorous results on that line have not been established for the QGREM and QCREM so far. In this section,
we want to discuss what we expect to hold true for hierarchical quantum spin glasses and which methods
might be used in (hopefully) forthcoming proofs.
As we have seen in Theorem 4.2, the extremal process of the GREM is governed by Poisson cascades
which can be constructed iteratively following the block structure of the GREM. These findings generalize
the elementary Poisson convergence in the REM. We recall that for the QREM, we have a given a precise
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description of the low energy states and energies from which the extremal statistics in either phase follows,
see Theorem 3.1 and Theorem 3.5. It is hence natural to expect that it is feasible to provide a similar
precise analysis of the low energy spectrum in the QGREM. Of course, in the QGREM one needs to take
care about several blocks 𝜎̂𝜎𝜎𝑙 which all can be either paramagnetic or localized. However, one can still start
from a naive second order perturbation theory with the reference state 𝜓 = |𝜎̂𝜎𝜎01⋯ 𝜎̂𝜎𝜎0𝑙(𝛽)⟩⊗ Ψ>𝑙(𝛽)

∅ . Here
𝜎̂𝜎𝜎01⋯ 𝜎̂𝜎𝜎0𝑙(𝛽) denotes the minimal configuration of the truncated GREM potential at 𝑙(𝛽), which corresponds
to the "frozen" part of the Hamming cube; and similarly Ψ>𝑙(𝛽)

∅ denotes the ground state of 𝑇 restricted to
the remaining Hamming cube. The predicted energy shift is in any phase a linear combination of energy
corrections, which have already appeared in the discussion of the QREM. One can convince oneself that
the predicted shifts depend on the whole distribution function 𝐴 and not just 𝐴̄. One should compare that
to the classical subleading corrections in Theorem 4.2 for non-degenerate GREM processes (in the case of
degenerated GREM processes one observes differences [39] ). We think that our methods from Chapter 3
are strong enough to confirm these energy predictions for the QGREM. As in the proof of Theorem 4.7,
one would need to consider the Hamiltonian blockwise and presumably an iterative argument would
eventually lead to a description of the low energy states and eigenvalues. However, this procedure would
require considerable additional effort. If those presumptions are correct, the extremal process would be
a combination of the Poisson cascades describing the contribution of first 𝑙(𝛽) blocks and a deterministic
gapped process related to the eigenvalues of 𝑇 in the remaining part of the Hamming cube.
In the continuous case, we can say much less. We remind the reader that already the minimal statistics
of the CREM is not well understood. We do not expect that the methods we have derived will provide
further insight into the QCREM. Understanding the low energy properties of the QCREM beyond the
leading order, appears to be a very challenging problem.
Let us turn to the Parisi measure in the QGREM, which we similarly define as𝜇𝑃𝑁 (𝐴) = 𝔼[⟨1𝐴(𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′)⟩

⊗2
𝛽,Γ],

for any Borel set 𝐴 ⊂ [−1, 1] and the thermal average is understood to be with respect to the Gibbs state
on the duplicated system 𝜌𝛽,Γ ⊗ 𝜌𝛽,Γ. We conjecture that the natural extension of Proposition 4.3 holds
true for the QGREM:

Conjecture 4.15
For any 𝛽,Γ > 0 the Parisi measure 𝜇𝑃𝑁 converges weakly to a measure 𝜇𝑃𝛽,Γ supported on the points
{𝑦0,… , 𝑦𝑚}. Let 𝜇𝑃𝛽 be the classical limit and let 𝑙 where the maximum i attained in (4.5), i.e., the
blocks 1,… , 𝑙 behave classically and the remaining ones are of paramagnetic nature. Then, except
for the critical magnetizations Γ(𝑙)

𝑐 the Parisi measure is characterized by

𝜇𝑃𝛽,Γ([𝑞, 1]) =

⎧

⎪

⎨

⎪

⎩

𝜇𝛽𝑃 ([𝑞, 1]) if 𝑞 ≤ 𝑦𝑙
0 if 𝑞 > 𝑦𝑙

Conjecture 4.15 is very natural in view of Theorem 4.7. If we write for the replica overlap

𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) = 𝑅<=𝑦𝑙𝑁𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) + 𝑅>𝑦𝑙𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′)

with 𝑅<=𝑦𝑙𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) = 1
𝑁
∑

𝑖<=𝑦𝑙𝑁
𝜎𝑖𝜎′𝑖 and 𝑅>𝑦𝑙𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) = 1

𝑁
∑

𝑖>𝑦𝑙𝑁
𝜎𝑖𝜎′𝑖 . Since the blocks 𝜎̂𝜎𝜎𝑙 with 𝑙 > 𝑙

show a paramagnetic order, it is natural to assume that we have 𝑅>𝑦𝑙𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) ≈ 0 as it is true for the pure
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paramagnet which dominates the Hamiltonian for the later spin configurations. On the other hand, the
distribution of the first part of the replica overlap 𝑅<=𝑦𝑙𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) = 1

𝑁
∑

𝑖<=𝑦𝑙𝑁
𝜎𝑖𝜎′𝑖 should agree with the

classical distribution as the thermodynamics coincide with the GREM for the first 𝑦𝑙𝑁 spins.
To prove Conjecture 4.15 one might try to adapt the classical technique which is used to derive Proposi-
tion 4.3: one takes the derivative of the GREM pressure with respect to the jump heights 𝑎𝑘 of the GREM
distribution function 𝐴 and realizes that the obtained relations already characterize the averaged distribu-
tion of the lexicographic 𝑞. In a second step, one shows that lexicographic overlap and the replica overlap
asymptotically agree [39, 40]. If one invokes these ideas in the QGREM, one observes that 𝜕𝑎𝑘Φ𝑁 (𝛽,Γ)
is not that easy to compute anymore as one needs to apply Duhamel’s formula and the main challenge
is to cope with the Duhamel correlators. We have developed methods to analyze these correlators, but
unfortunately these are only available in form of private notes and have not been published yet due to lack
of time.
At first glance, it appears to be much more difficult to extend Theorem 4.4 on the disordered overlap
distribution to the quantum setting. However, one might use the same trick which was used to derive
the disordered distribution in the CREM. That is, one needs to extend the Ghirlanda-Guerra relations on
multi-overlaps to the QGREM, which appears to be of comparable difficulty as a proof of Conjecture 4.15.
This would eventually show that the distribution of 𝑅𝑁 with respect to the GIbbs state is still describable
in terms of Poisson-Dirichlet processes. We also expect that the Parisi measure in the continuous case
satisfies the quantum analog of Proposition 4.6. It is hard to judge, if it is much more difficult to prove
results for the QCREM then for the finite-level QGREM. The technique on the classical side is essentially
the same but the analysis of the Duhamel correlator appears to be more involved than in the QGREM
situation, where one only needs to consider finitely many blocks.

4.3 A Look at the de Almeida-Thouless Line in the SK Model

One central question about spin glasses in external magnetic fields is whether the fields destabilize the
low-temperature glass phase or not. For the SK-model in a constant longitudinal field, de Almeida and
Thouless [57] determined an equation for the critical temperature 𝑇𝑐(ℎ), which turns out to be decreasing
in the field strength ℎ and is known under the name de Almeida-Thouless (AT) line. More precisely, the
AT line in the SK model separates the replica symmetric phase from the region, where replica symmetry
breaking occurs. In the following, we want to provide some insight into the classical problem of the AT
line in the SK model before discussing later the AT line in the context of hierarchical spin glasses. This
section is largely based on the presentation in [181, Chapter 1.3-1.8, 13.2-13.3].
We consider the classical SK-Hamiltonian

𝐻𝑁 (𝜎𝜎𝜎) = 𝑈 (𝜎𝜎𝜎) + ℎ(𝜎𝜎𝜎) ∶= 1
√

𝑁

∑

𝑖<𝑗
𝑔𝑖,𝑗𝜎𝑖𝜎𝑗 + ℎ

∑

𝑖
𝜎𝑖,

where the first term corresponds to the SK potential and ℎ(𝜎𝜎𝜎) ∶= ℎ
∑

𝑖 𝜎𝑖 is the standard implementation
of a vertical field of strength ℎ ≥ 0. A general paradigm for classical spin glasses is that the system
is replica symmetric for high enough temperatures, i.e., the replica overlap 𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) ≈ 𝑞 concentrates
around a specific value 𝑞 ∈ [0, 1] with respect to the Gibbs measure. In the REM, this holds true with
𝑞 = 0 for 𝛽 < 𝛽𝑐 , see Proposition 2.3. Let us assume for the moment that replica symmetry holds true for
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some 𝛽, ℎ > 0. What can we say about the pressure and the value of 𝑞? The idea is if𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) ≈ 𝑞, then
the SK Hamiltonian is comparable to a Gaussian random field

√

𝑞
∑𝑁
𝑖=1 𝑧𝑖𝜎𝑖 whose covariance process

agrees up to a constant shift with the SK covariance for 𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) ≈ 𝑞. It was Guerra who realized
how to use Gaussian interpolation (Proposition 4.14) to convert this sketched comparison into a rigorous
upper bound for the pressure [98]. Let us present Guerra’s beautiful idea: we introduce the interpolated
Hamiltonian

𝐻𝑡(𝜎𝜎𝜎) =
√

1 − 𝑡
√

𝑞
𝑁
∑

𝑖=1
𝑧𝑖𝜎𝑖 +

√

𝑡
√

𝑁

∑

𝑖<𝑗
𝑔𝑖,𝑗𝜎𝑖𝜎𝑗 + ℎ

∑

𝑖
𝜎𝑖

and the corresponding specific pressure Θ(𝑡) ∶= 1
𝑁
𝔼[ln Tr 𝑒𝛽𝐻 ] for some 𝛽 > 0. Now, we apply Propo-

sition 4.14; the resulting derivative can be compactly written as

Θ(𝑡)′ =
𝛽2

2𝑁
𝔼
[

⟨Δ(𝜎𝜎𝜎,𝜎𝜎𝜎)⟩𝑡 − ⟨Δ(𝜎𝜎𝜎,𝜎𝜎𝜎′)⟩𝑡
]

,

where Δ(𝜎𝜎𝜎,𝜏𝜏𝜏) ∶= 𝔼[𝑈 (𝜎𝜎𝜎)𝑈 (𝜏𝜏𝜏) − 𝑈 ′(𝜎𝜎𝜎)𝑈 ′(𝜏𝜏𝜏)] denotes the difference between the covariance processes.
In our situation, we have

Δ(𝜎𝜎𝜎,𝜎𝜎𝜎′) = 1
2
(𝑁𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) − 1) −𝑁𝑞𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′).

This results in the remarkable expression

Θ′(𝑡) =
𝛽2

4
(1 − 𝑞)2 −

𝛽2

4
𝔼[⟨(𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) − 𝑞)2⟩𝑡] + (1∕𝑁),

where the difficult term has a definite sign. Since Θ(0) = 𝔼[ln 2 cosh(𝛽
√

𝑞𝑧 + 𝛽ℎ)] with a standard
Gaussian 𝑧, we obtain Guerra’s replica-symmetric bound

lim
𝑁→∞

Φ𝑁 (𝛽, ℎ)
𝑁

≤ 𝑝RS(𝑞, 𝛽, ℎ) ∶= 𝔼[ln 2 cosh(𝛽
√

𝑞𝑧 + 𝛽ℎ)] +
𝛽2

4
(1 − 𝑞)2.

Optimizing, with respect to 𝑞 yields the determining equation 𝑞 = 𝔼[tanh2(𝛽
√

𝑞𝑧 + 𝛽ℎ)], which has
always a unique solution 𝑞RS for ℎ > 0 [181, Proposition 1.3.8]. If the external field vanishes ℎ = 0,
there is only the solution 𝑞 = 0 for high temperatures 𝛽 < 1, and 𝑝RS(0, 𝛽, 0) agrees with the annealed
pressure. A second solution 𝑞 > 0 emerges for low temperatures 𝛽 > 1.

Let us remark that 𝑞RS is a self-consistent choice, i.e., the Gibbs measure of the comparison Hamiltonian
concentrates at 𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) ≈ 𝑞RS. For high enough temperatures, a more subtle interpolation argument
shows that ⟨(𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) − 𝑞RS)2⟩𝑡 = (1∕𝑁) for any 𝑡 ∈ [0, 1] [181, Theorem 1.4.1], which by the above
is enough to prove

lim
𝑁→∞

1
𝑁

Φ𝑁 (𝛽, ℎ) = 𝑝RS(𝑞RS, 𝛽, ℎ).

Sherrington and Kirkpatrick originally claimed that the replica symmetric solution should hold for any
temperature [166], but by now it is well known that this prediction must be wrong as it would lead to a
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negative entropy for low temperatures [135]. The numerical calculations performed by de Almeida and
Thouless suggest that the replica symmetric solution is valid if and only if

𝔼

[

𝛽2

cosh4(𝛽𝑧
√

𝑞RS + 𝛽ℎ)

]

≤ 1, (4.12)

and the curve in the (𝛽, ℎ)-plane where equality holds, is the conjectured AT line which marks the tran-
sition between a high temperature phase and a glassy phase in the SK model. Since 𝑞RS is monotone in
ℎ, the AT line is in accordance with the widely assumed hypothesis that magnetic fields destabilize the
glass phase [135]. To obtain some intuition why the AT line is determined by (4.12), it is instructive to
compute the variance of the replica overlap in the high temperature phase (𝛽 < 1

2
) [181, Corollary 1.8.6],

𝔼[⟨(𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) − 𝑞)2⟩] =
(1)

𝑁(1 − 𝛽2(1 − 2𝑞RS + 𝑞))

with 𝑞 ∶= 𝔼[tanh4(𝛽𝑧
√

𝑞RS + ℎ)]. The elementary identity 1 − 2𝑞RS + 𝑞 = 𝔼
[

1
cosh4(𝛽𝑧

√

𝑞RS+𝛽ℎ)

]

then

indicates that a transition might occur exactly at the AT line. An important step towards a proof was

taken by Toninelli, who showed that if 𝔼
[

𝛽2

cosh4(𝛽𝑧
√

𝑞RS+𝛽ℎ)

]

> 1, then the replica symmetric solution is

false [185]. Actually, Toninelli showed more: 𝑝RS agrees with the limiting specific pressure if and only
if

𝑝RS(𝑞RS, 𝛽, ℎ) = inf
𝑞,𝑞′,𝑚

𝑝1-RSB(𝑞, 𝑞′, 𝑚, 𝛽, ℎ)

with the so-called 1-step replica symmetry broken pressure

𝑝1-RSB(𝑞, 𝑞′, 𝑚, 𝛽, ℎ) ∶= ln 2 +
𝛽2

4
(1 − 𝑞′)2 −

𝛽2

4
𝑚(𝑞′2 − 𝑞2) + 1

𝑚
𝔼[ln𝔼𝑧′[(cosh 𝛽𝑌 ′ + 𝛽ℎ)𝑚]],

where 0 ≤ 𝑞 ≤ 𝑞′ ≤ 1 and 0 < 𝑚 ≤ 1 and 𝑌 ′ =
√

𝑞𝑧 +
√

𝑞′ − 𝑞𝑧′ with 𝑧, 𝑧′ being two independent
standard Gaussians. Conceptually, the 1-RSB corresponds to the assumption that the overlap𝑅𝑁 concen-
trates around the two values 𝑞, 𝑞′ and 𝑚 corresponds to the mass of the Parisi measure at 𝑞′. Considering
arbitrarily high level of replica symmetry breaking, ultimately leads to the celebrated Parisi formula,
which we discuss in the next Chapter 5.

In some sense, establishing the replica symmetry below the AT line is a calculus problem due to Toninelli’s
result. But the rather complicated 1-RSB formula makes the analysis challenging and, unfortunately,
replica symmetry has not been established yet in the complete region above the predicted AT line. Nev-
ertheless, there has been some progress in the last years. In [43], replica symmetry is shown in the region

𝔼
[

𝛽2

cosh2(𝛽𝑧
√

𝑞RS+𝛽ℎ)

]

≤ 1, which forms a rather big fraction of the predicted RS phase. Their approach is

based on the TAP method, which analyzes local magnetizations (see also [4]). On the other hand, in [51]
a brute force ansatz analyzing the Parisi functional is presented, which results in a complete confirmation
of the AT line in the case where the magnetic field ℎ is not constant but each of its weights are independent
Gaussian variables.
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4.4 The Quantum de Almeida-Thouless Line in the QCREM

We have seen that a rigorous verification of the conjectured AT line in the SK model has not been achieved
so far. An analytic characterization of the AT line in the quantum SK model appears illusive at the moment
and physical predictions are based on numerical simulations [193].

Just as the GREM and CREM were introduced by Derrida [63,64] to qualitatively capture the thermody-
namics of more complicated glasses, we aim to shed some light on the quantum AT line by studying the
QCREM. To this end, we need to extend the QCREM Hamiltonian by an additional diagonal operator ℎ
representing the longitudinal field,

𝐻𝑁 = 𝑈 + ℎ − 𝐵,

where 𝑈 is now a CREM potential and 𝐵 denotes the (random) transversal field. The presumably most
natural choice for ℎ is the standard implantation of a longitudinal field from the last section,

ℎ(𝜎𝜎𝜎) =
𝑁
∑

𝑗=1
ℎ𝑗𝜎𝑗 , (4.13)

where we allow the weights ℎ𝑖 to be random fields. Already in the classical setting 𝐵 = 0 it turns out,
that a longitudinal field as in (4.13) causes the frozen phase of the CREM models to expand [14, 15, 38].
We will show in Section 4.4.1 that this unphysical behavior still emerges in the quantum setting.

On the other hand, Derrida and Gardner [65] suggested a hierarchical implementation of the longitudinal
magnetic field, which then leads again to a destabilization of the frozen phase. This choice can be physi-
cally justified: one should recall that the GREM was designed as a hierarchical approximation of the more
involved SK-model. Here, the idea is to choose the CREM distribution function 𝐴 such that the entropy
of likewise pair-correlated energies asymptotically coincides with the SK correlation 𝑁

2 𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎
′), i.e.,

lim
𝑁→∞

1
𝑁

ln

(

|

|

{𝜎𝜎𝜎 ∶ 𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0)2 > 2𝑎}|
|

|

|

{𝜎𝜎𝜎 ∶ 𝐴(𝑞𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0)) > 𝑎}||

)

= 1

for all 𝑎 ∈ (0, 1) and a fixed, but arbitrary, reference state 𝜎𝜎𝜎0. This determines the (non-normalized) SK
approximation 𝐴(𝑥) = 1

2𝛾(𝑥)
2 (see [131, Section 1.3] for a more detailed derivation). 𝛾 is the inverse

function of
𝛾−1 ∶ [0, 1] → [0, 1], 𝛾−1(𝑥) ∶= 1 − 𝑥

2 ln 2
ln(1 − 𝑥) + 1 + 𝑥

2 ln 2
ln(1 + 𝑥). (4.14)

Following this line of thought, to understand the quantum AT line one should consider the hierarchical
reorganization of the magnetic field as well. We define general hierarchical fields on 𝑁 as follows:

Definition 4.16 (Definition in [131])
We call a function ℎ∶ 𝑁 → ℝ a hierarchical field with reference state 𝜎𝜎𝜎0 ∈ 𝑁 if there exists a
function 𝜂∶ [0, 1] → ℝ such that

ℎ(𝜎𝜎𝜎) = 𝑁𝜂(𝑞𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0)),

where 𝑞𝑁 is the lexicographic overlap (4.1). Furthermore, ℎ is said to be a regular hierarchical field,
if 𝜂 is a regular function on [0, 1], i.e., 𝜂 is a uniform limit of step functions.
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In Section 4.4.2, we will see present a formula for the specific pressure of the QCREM with a general
regular hierarchical field. For the discussion of the quantum AT line, the case, where the choice of 𝜎𝜎𝜎0

and 𝜂 corresponds to a constant external magnetic field, is of particular relevance. We note that the
constant longitudinal magnetic field of strength ℎ can be written as ℎ

∑𝑁
𝑖=1 𝜎𝑖 = ℎ𝑁𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0) with the

ferromagnetic state 𝜎𝜎𝜎0 = (+1,… ,+1) which takes the role of the reference state in Definition 4.16.
However, the pressure does not depend on the choice of the reference state.
To determine the appropriate overlap function 𝜂, we demand that the entropy agrees with the one of the
ordinary magnetic field, i.e., the number of (positive) energy states agree on an exponential scale:

lim
𝑁→∞

1
𝑁

ln

(

|

|

{𝜎𝜎𝜎 ∶ ℎ𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0) > 𝑎}||
|

|

{𝜎𝜎𝜎 ∶ 𝑣(𝑞𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎0)) > 𝑎}||

)

= 1

for any 0 < 𝑎 < ℎ. Comparing the asymptotics, leads to the choice

𝜂(𝑎) ∶= ℎ𝛾(𝑎),

where 𝛾 is again the inverse function of (4.14). We refer to this choice as the hierarchical magnetic field
of strength ℎ. We will discuss the resulting quantum AT line in Section 4.4.2.

4.4.1 The QCREM with a random longitudinal field

Throughout this section we assume that the longitudinal field is of the form ℎ(𝜎𝜎𝜎) =
∑𝑁
𝑗=1 ℎ𝑗𝜎𝑗 with

random weights ℎ𝑖 which are independent copies of a real valued absolutely integrable random variable
𝔥. Moreover, the weights (ℎ𝑖)𝑖, (𝑏𝑖)𝑖 and the CREM process 𝑈 shall be mutually independent from each
other.
The de Almeida-Thouless line is encoded in the pressure Φ𝑁 (𝛽, 𝔥, 𝔟) ∶= ln Tr 𝑒−𝛽𝐻𝑁 . The specific pres-
sure converges almost surely:

Theorem 4.17 (Theorem 1 in [131])
Let 𝑈 (𝜎𝜎𝜎) be a CREM process with distribution function 𝐴 and suppose that the longitudinal random
field is implemented as in (4.13). For any 𝛽 ≥ 0 and any absolutely integrable random variables
𝔥, 𝔟, the specific pressure converges almost surely,

lim
𝑁→∞

1
𝑁

Φ𝑁 (𝛽, 𝔥, 𝔟) = sup
0≤𝑧≤1

(

∫

𝑧

0
𝜑(𝛽, 𝔥, 𝑥) 𝑑𝑥 + (1 − 𝑧)𝔼[ln 2 cosh(𝛽

√

𝔟2 + 𝔥2)]
)

.

The density 𝜑(𝛽, 𝔥, 𝑥) is given by

𝜑(𝛽, 𝔥, 𝑥) ∶=

⎧

⎪

⎨

⎪

⎩

ln 2 + 𝑎̄(𝑥) 𝛽
2

2 + 𝔼[ln cosh 𝛽𝔥] 𝑖𝑓 𝛽 ≤ 𝛽𝑐(𝑥),

𝛽(𝑎̄(𝑥)𝛽𝑐(𝑥) + 𝔼[𝔥 tanh 𝛽𝑐(𝑥)𝔥]) 𝑖𝑓 𝛽 > 𝛽𝑐(𝑥),

where 𝛽𝑐(𝑥) = 𝛽𝑐(𝑥, 𝔥) is the unique positive solution of the self-consistency equation

𝑎̄(𝑥)
2
𝛽𝑐(𝑥)2 = ln 2 + 𝔼[ln cosh 𝛽𝑐(𝑥)𝔥] − 𝛽𝑐(𝑥)𝔼[𝔥 tanh 𝛽𝑐(𝑥)𝔥].
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Moreover, 𝜑(𝛽, 𝔥, 𝑥) is a decreasing function of 𝑥 and strictly increasing and convex in 𝛽, while 𝛽𝑐(𝑥)
is increasing in 𝑥.

In the classical case without transversal magnetic field (𝔟 = 0), Theorem 4.17 generalizes the results
of [38], who deal with the case that 𝔥 is constant, and the results of [14, 15], who consider the special
case of a REM or two-level GREM in a random magnetic field. The proof does not require new methods
but is rather technical as one has to analyze a constrained optimization problem [131, Section 3].
We briefly discuss the resulting quantum AT line. It turns out that the AT line of the general CREM has
qualitatively the same shape as the one of the REM [131]. Hence, we restrict ourselves to the REM with
constant fields 𝔥 = ℎ and 𝔟 = Γ for some positive constants ℎ,Γ ≥ 0. In this situation, the limit of the
specific pressure is given by (see [131, Corollary])

𝑝QREM(𝛽, ℎ,Γ) = max{𝑝REM(𝛽, ℎ), ln 2 cosh(𝛽
√

ℎ2 + Γ2)},

𝑝REM(𝛽, ℎ) =

⎧

⎪

⎨

⎪

⎩

ln 2 + 𝛽2

2 + ln cosh 𝛽ℎ 𝑖𝑓 𝛽 ≤ 𝛽𝑐(ℎ)

𝛽(𝛽𝑐(ℎ) + ℎ tanh(𝛽𝑐(ℎ)ℎ)) 𝑖𝑓 𝛽 > 𝛽𝑐(ℎ)

where 𝛽𝑐(ℎ) is the unique positive solution of 𝛽𝑐(ℎ)2 = 2𝑟(tanh(𝛽𝑐(ℎ)ℎ)) with the modified binary entropy
𝑟(𝑥) ∶= −

(

1−𝑥
2 ln 1−𝑥

2 + 1+𝑥
2 ln 1+𝑥

2

)

defined on [−1, 1].

Figure 4.3: The left figures illustrates the freezing temperature 𝑇𝑐(ℎ) = 𝛽−1𝑐 (ℎ) as a function of the
longitudinal field ℎ [131, Figure 1]. On the right is the 𝑇 − Γ phase diagram with the critical magnetic
field Γ𝑐(𝛽,Γ) as well as the critical temperature evaluated at ℎ = 0, 3, 7.

For fixed ℎ > 0, the phase diagram, which is plotted in Figure 2.3, is very similar to the QREM without
vertical field. The magnetic transition occurs at

Γ𝑐(𝛽, ℎ) ∶=

√

𝛽−2 arcosh
(1
2
exp(𝑝REM(𝛽, ℎ))

)2
− ℎ2.

For fixed ℎ > 0, glass order is find in the region 𝛽 > 𝛽𝑐(ℎ) and Γ < Γ𝑐(𝛽, ℎ). As one already observes in
Figure 4.3, 𝛽𝑐(ℎ) is a decreasing and Γ𝑐(𝛽, ℎ) is an increasing function of ℎ, i.e., the glass phase expands as
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the longitudinal field becomes stronger. These findings can be put on an analytic ground [131, Proposition
1]. An expanding glass phase is in high contrast to numerical calculations which suggest that in the
QSK the longitudinal and transversal field destabilize the glass phase (cf. [147, 193] and [175]). In the
next section we will see that we can overcome this problem with a hierarchical implementation of the
longitudinal field.

4.4.2 The QCREM with a hierarchical longitudinal field

In this section, we assume that the longitudinal field ℎ is a regular hierarchical field as in Definition 4.16
and we discuss the limit of the corresponding specific pressure 1

𝑁
Φ𝑁 (𝛽, 𝔟, ℎ).

To formulate our main result, we introduce the doubly-cut distribution function𝐴(𝑦,𝑧) ∶ [0, 𝑧−𝑦] → [0, 1],
𝐴(𝑦,𝑧)(𝑥) ∶= 𝐴(𝑥+𝑦)−𝐴(𝑦). with corresponding concave hull 𝐴̄(𝑦,𝑧) and the hull’s right derivative 𝑎̄(𝑦,𝑧).
We further set 𝜑(𝑦,𝑧) ∶ ℝ × [0, 𝑧 − 𝑦] → ℝ,

𝜑(𝑦,𝑧)(𝛽, 𝑥) ∶= 𝛽
√

(2 ln 2) 𝑎̄(𝑦,𝑧)(𝑥)1𝑥<𝑥(𝑦,𝑧)(𝛽) +
(

𝛽2

2
𝑎̄(𝑦,𝑧)(𝑥) + ln 2

)

1𝑥≥𝑥(𝑦,𝑧)(𝛽)

with
𝑥(𝑦,𝑧)(𝛽) ∶= sup

{

𝑥 | 𝑎̄(𝑦,𝑧)(𝑥) > 2 ln 2∕𝛽2
}

.

In presence of any regular hierarchical field ℎ, we have the following generalization of Theorem 4.9:

Theorem 4.18
Let 𝑈 (𝜎𝜎𝜎) be a CREM process, 𝐵 a random transversal field with i.i.d weights (𝑏𝑗) with the same
distribution as 𝔟 and ℎ(𝜎𝜎𝜎) = 𝑁𝜂(𝑞(𝜎𝜎𝜎,𝜎𝜎𝜎0)) a regular hierarchical field. Then, almost surely:

𝑝(𝛽, 𝔟, ℎ) ∶= lim
𝑁→∞

1
𝑁

Φ𝑁 (𝛽, 𝔟, ℎ)

= sup
0≤𝑦≤𝑧≤1

[

𝛽𝜂(𝑦) + ∫

𝑧−𝑦

0
𝜑(𝑦,1)(𝛽, 𝑥) 𝑑𝑥 + (1 − 𝑧)𝔼[ln 2 cosh(𝛽𝔟)]

]

.
(4.15)

The proof of Theorem 4.18 is based on the peeling principle and can be found in [131, Section 2]. Most
interestingly, the transversal field 𝐵 and the hierarchical field ℎ both destabilize the glass phase, albeit
quite differently. While the hierarchical field tends to shrink the glass region in its most correlated sector
first (it acts through the choice of 𝑦 from the ’left’), the transversal field begins by changing the unfrozen
region and the less correlated sector (it acts through the choice of 𝑧 from the ’right’).
If 𝐴 = 𝐴̄, i.e., 𝐴 is a concave function we can simplify the variational formula (4.15). Then, 𝜑(𝑦,1) is a
just a translation of 𝜑(0,1) =∶ 𝜑 and we arrive at the simpler expression

𝑝(𝛽, 𝔟, ℎ) = sup
0≤𝑦≤𝑧≤1

[

𝛽𝜂(𝑦) + ∫

𝑧

𝑦
𝜑(𝛽, 𝑥) 𝑑𝑥 + (1 − 𝑧)𝔼[ln 2 cosh(𝛽𝔟)]

]

, (4.16)

with

𝜑(𝛽, 𝑥) = 𝛽
√

(2 ln 2) 𝑎̄(𝑥)1𝑥<𝑥(𝛽) +
(

𝛽2

2
𝑎̄(𝑥) + ln 2

)

1𝑥≥𝑥(𝛽),

𝑥(𝛽) ∶= sup
{

𝑥 | 𝑎̄(𝑥) > (2 ln 2)∕𝛽2
}

.
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On the other hand, if 𝐴 is not concave (which is always the case if 𝐴 is a step function) the behavior of
𝜑(𝑦,1) is more subtle as one has to take into account that the slope of the concave hull’s linear segments
will change as 𝑦 increases. In particular, (4.16) does not necessarily hold true. In contrast to a transversal
field, a hierarchical field might lead to a change of the determining concave hull. As discussed in [65],
this happens for the hierarchical caricatures 𝑝-spin glasses with 𝑝 > 2.

We will now briefly discuss the quantum de Almeida-Thouless (AT) line in the situation where 𝐴 = 𝐴̄
is continuously differentiable with derivative 𝑎̄, and we consider a hierarchical magnetic field 𝜂 = ℎ𝛾
of strength ℎ ≥ 0 and a constant transversal field of strength Γ. We have particularly in mind the SK
caricature 𝐴(𝑥) = 1

2𝛾(𝑥)
2. A much more detailed discussion is presented in [131, Section 1.4].

We start with the limiting case Γ = 0. The supremum in (4.16) is attained at 𝑧 = 1 and 𝑦 = 𝑦(𝛽, ℎ) ∈
(0, 1), which for fixed 𝛽 > 0 and ℎ > 0 is the unique solution of the equation

𝑦 = 𝑘
(

𝜑 (𝛽, 𝑦)
𝛽ℎ

)

, (4.17)

where 𝑘 ∶ [0,∞) → (0, 1] is the inverse function of the derivative 𝛾 ′ ∶ (0, 1] → [0,∞) of 𝛾 . The glass
phase is here characterized by 𝑦(𝛽, ℎ) < 𝑥(𝛽), which leads for fixed ℎ to the critical inverse temperature

𝛽𝑐(ℎ) ∶= inf {𝛽 ∶ 𝑥(𝛽) > 𝑘 (2 ln 2∕(𝛽ℎ)) .} (4.18)

For ℎ = 0, this reduces to 𝛽𝑐 ∶=
√

2 ln 2
𝑎̄(0) . The function ℎ → 𝛽𝑐(ℎ) is the classical AT line of the CREM.

𝛽𝑐(ℎ) is an increasing function and

lim
ℎ→∞

𝛽𝑐(ℎ) =

⎧

⎪

⎨

⎪

⎩

∞ if 𝑎̄(1) = 0,
2 ln 2
𝑎̄(1)

if 𝑎̄(1) > 0.

For ℎ = 0, the choice 𝐴(𝑥) = 1
2𝛾(𝑥)

2 leads to a correct prediction of the point of the SK glass transition,
but the critical exponent for ℎ ∼ 0 does not coincide with the observed exponent.

Next, we consider a vanishing vertical field ℎ = 0, which is basically the scenario of Theorem 4.9. We
recall that the maximum is then attained at

𝑧(𝛽,Γ) ∶=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 𝑝(𝛽Γ) ≤ 𝑠(𝛽) ∶= 𝜑(𝛽, 1)

𝑔𝛽(𝑝(𝛽Γ)) 𝑠(𝛽) < 𝑝(𝛽Γ) < 𝑡(𝛽) ∶= 𝜑(𝛽, 0)

0 𝑡(𝛽) ≥ 𝑝(𝛽Γ)

(4.19)

with the notation of Corollary 4.10. For the SK approximation, we obtain a prediction of the quantum
phase transition, lim𝛽→∞ Γ𝑐(𝛽, 0) =

√

(2 ln 2)𝑎̄(0) = 2 ln 2 ≈ 1.38… , which does not agree with the per-
turbative or numerical prediction of approximately 1.51 in [192,193]. Nor does the behavior of Γ𝑐(𝑇 −1, 0)
near 𝑇 = 0 agree with the 𝑇 2-scaling predicted in [106]. Presumably, this is a defect of the hierarchical
implementation of the glass’ correlations.
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To determine the pressure 𝑝(𝛽,Γ, ℎ) in the general case of a constant transversal and longitudinal field
Γ, ℎ > 0, we also need to discuss the behavior of the variational expression (4.16) at the diagonal 𝑦 = 𝑧,
which corresponds to the situation without a CREM potential. In this case, the supremum is attained at

𝜎(𝛽,Γ, ℎ) ∶= 𝑘
(

𝑝(𝛽Γ)
𝛽ℎ

)

. (4.20)

This enables us, to give a more explicit solution of (4.15):

Corollary 4.19 (Corollary 2 in [131])
Suppose that 𝐴 = 𝐴̄ is continuously differentiable. For a constant transversal field of strength Γ > 0
and the hierarchical magnetic field ℎ(𝜎𝜎𝜎) = 𝑁ℎ𝛾(𝑞(𝜎𝜎𝜎,𝜎𝜎𝜎0)) of strength ℎ > 0 the limiting pressure is
given by

𝑝(𝛽,Γ, ℎ) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝛽ℎ𝛾 (𝑦(𝛽, ℎ)) + ∫

𝑧(𝛽,Γ)

𝑦(𝛽,ℎ)
𝜑(𝛽, 𝑥)𝑑𝑥 + (1 − 𝑧(𝛽,Γ)) 𝑝PAR(𝛽Γ),

𝑝PAR(𝛽Γ) < 𝜑(𝛽, 𝑦(𝛽, ℎ)),

𝛽ℎ𝛾 (𝜎(𝛽,Γ, ℎ)) + (1 − 𝜎(𝛽,Γ, ℎ)) 𝑝PAR(𝛽Γ),

𝑝PAR(𝛽Γ) ≥ 𝜑(𝛽, 𝑦(𝛽, ℎ)),

where 𝑦(𝛽, ℎ), 𝑧(𝛽,Γ) and 𝜎(𝛽,Γ, ℎ) are specified in (4.17), (4.19) and (4.20) respectively.

For fixed ℎ > 0 the contribution of the CREM process vanishes for Γ > Γ𝑐(𝛽, ℎ) with

Γ𝑐(𝛽, ℎ) ∶=
1
𝛽
arcosh

(

1
2𝑒
𝜑(𝛽,𝑦(𝛽,ℎ))

)

.

The critical field strength Γ𝑐(𝛽, ℎ) marks a second order transition, where the derivative of the transversal
magnetization 𝑚𝑥 has a jump. The zero temperature limit 𝛽 → ∞ leads to the ground state Quantum AT
line which is plotted in Figure 4.4.

Figure 4.4: Plot of the Quantum AT line, i.e. the dependence of the critical transversal field Γ𝑐(𝛽, ℎ) on
the longitudinal field ℎ for zero temperature, 𝛽 = ∞ [131, Figure 2].
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A low-temperature glass phase occurs if and only if

𝑦(𝛽, ℎ) < min {𝑥(𝛽), 𝑧(𝛽,Γ)} .

Clearly, this is only possible if two conditions are satisfied simultaneously:

1. 𝑧(𝛽,Γ) > 𝑦(𝛽, ℎ), i.e. for transversal fieldsΓ < Γ𝑐(𝛽, ℎ). From the monotonicity ofℎ → 𝜑(𝛽, 𝑦(𝛽, ℎ)),
we conclude, Γ𝑐(𝛽, ℎ) ≤ Γ𝑐(𝛽, 0) for any 𝛽, ℎ > 0.

2. 𝑥(𝛽) > 𝑦(𝛽, ℎ), i.e. for 𝛽 > 𝛽𝑐(ℎ) given by (4.18), which we already identified as a monotone
increasing function of ℎ.

We thus conclude, that the presence of the transversal field ℎ > 0 shrinks the spin glass’ low-temperature
phase. Qualitatively, this behavior is in accordance with the numerical findings in case of the Quantum
SK-model [193]. However, more precise quantitative properties such as the critical exponents differ.
Figure 4.5 plots the temperature-transversal field phase diagram for different values of ℎ in case that
𝐴 = 𝐴̄ and 𝑎̄(1) = 0.

Figure 4.5: On the left is a plot of the critical temperature 𝛽𝑐(ℎ) as a function of the longitudinal field. On
the right figure is the 𝑇 − Γ phase diagram with the critical magnetic field Γ𝑐(𝛽,Γ) as well as the critical
temperature 𝛽𝑐(ℎ)−1 evaluated at ℎ = 0, 3, 7 [131, Figure 3].
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Chapter 5

The Quantum Sherrington-Kirkpatrick
Model

This final chapter is devoted to the much more involved Sherrington-Kirkpatrick (SK) model. Section 5.1
introduces Parisi’s sophisticated solution for the pressure in the more general setting of classical mixed
𝑝-spin Hamiltonians. We will try to transport some intuition behind the Parisi formula by presenting
the main foundations of its proof: the cavity method and the Aizenman-Sims-Starr scheme [8], Guerra’s
interpolation method in the realm of Ruelle cascades [99, 153], and Ghirlanda-Guerra identities and the
resulting ultrametricity of the Gibbs measure [94, 151]. After having familiarized ourselves with the
classical SK model, in Section 5.2 we turn to the Quantum Sherrington-Kirkpatrick (QSK) model where
we focus on the few rigorously established results, in particular the infinite-dimensional Parisi formula
introduced in [3], and the study of the high temperature phase 𝛽 < 1 in [126]. The final Section 5.3
discusses the main result from our Article VI [125], which shows that the QSK model exhibits glass order
in the low temperature phase 𝛽 > 1 in presence of a weak transversal field. We compare our findings
with the predictions in the physics literature and describe our proof which is based on the Falk-Bruch
inequality [73] and arguments which have been developed for the classical SK model [6, 42].

5.1 The Sherrington-Kirkpatrick Model: The Parisi Formula

We consider a mixed 𝑝-spin potential 𝑈 with an external longitudinal field of strength ℎ ≥ 0, i.e., the
classical Hamiltonian is given by

𝐻𝑁 (𝜎𝜎𝜎) ∶= 𝑈 (𝜎𝜎𝜎) + ℎ
𝑁
∑

𝑖=1
𝜎𝜎𝜎𝑖 =

∑

𝑝≥2
𝛽𝑝𝑈𝑝(𝜎𝜎𝜎) + ℎ

𝑁
∑

𝑖=1
𝜎𝜎𝜎𝑖, (5.1)

where 𝛽𝑝 ≥ 0 are some nonnegative parameters which satisfy
∑

𝑝≥2 𝛽𝑝2𝑝 < ∞ and 𝑈𝑝 denotes the pure
𝑝-spin potential

𝑈𝑝(𝜎𝜎𝜎) =
1

𝑁 (𝑝−1)∕2

𝑁
∑

𝑖1,…,𝑖𝑝=1
𝑔𝑖1,…,𝑖𝑝𝜎𝑖1 ⋯ 𝜎𝑖𝑝 . (5.2)
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𝑈 is then a centered Gaussian process with covariance

𝔼[𝑈 (𝜎𝜎𝜎)𝑈 (𝜎𝜎𝜎′)] = 𝑁𝜉(𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′)) (5.3)

𝜉(𝑥) ∶=
∑

𝑝≥2
𝛽2𝑝𝑥

𝑝.

The classical SK model at temperature 𝛽 corresponds to the case where 𝛽2 =
𝛽
√

2
and all other 𝛽𝑝 vanish.

The additional division by
√

2 is due to the summation over all (𝑖, 𝑗) tuples in (5.2). For mixed 𝑝-spin
potentials we think of the sequence (𝛽𝑝)𝑝 to absorb the inverse temperature.
Without further ado, let us present Parisi’s formula for the limit of the specific pressure. We follow the
exposition in [152], but we have replaced the Gaussian field with a constant external field. The Parisi
formula takes into account an arbitrarily high level of replica-symmetry breaking and, thus, generalizes
the RS and 1-RSB formulas from Section 4.3. To describe an arbitrary point measure on [0, 1] with finite
support, let 𝑟 ≥ 1 and we introduce the two sequences

0 = 𝜁−1 < 𝜁0 <⋯ < 𝜁𝑟−1 < 𝜁𝑟 = 1,

and,
0 = 𝑞0 < 𝑞1 <⋯ < 𝑞𝑟−1 < 𝑞𝑟 = 1.

One should think of the both sequences defining a distribution function 𝜁 of a point measure on [0, 1]
with 𝜁 (𝑞𝑚) = 𝜁𝑚 − 𝜁𝑚−1. We will see shortly that 𝜁 determines the pressure and is thus referred to as
functional order parameter or Parisi’s order parameter. Let (𝑧𝑚)1≤𝑚≤𝑟 be i.i.d standard Gaussians. We
define recursively the random variables

𝑋𝑟 = ln 2 cosh

(

∑

1≤𝑚≤𝑟
𝑧𝑚(𝜉′(𝑞𝑚) − 𝜉′(𝑞𝑚−1))1∕2 + ℎ

)

,

𝑋𝑙 =
1
𝜁𝑙

ln𝔼𝑙+1[exp(𝜁𝑙𝑋𝑙+1)] for 𝑙 = 0,… , 𝑟 − 1.

Here 𝔼𝑙 denotes the expectation with respect to 𝑧𝑙 and 𝜉 is the function from (5.3). In particular 𝑋0 is
just a real number in the sense that it is not random, but of course 𝑋0 is still a rather involved function of
𝜁, 𝜉 and ℎ. We are ready to define the Parisi functional

P𝜉,ℎ(𝜁 ) ∶= 𝑋0 −
1
2

∑

0≤𝑚≤𝑟−1
𝜁𝑚(𝜃(𝑞𝑚+1) − 𝜃(𝑞𝑚)) (5.4)

with the abbreviation 𝜃(𝑥) ∶= 𝑥𝜉′(𝑥) − 𝜉(𝑥) =
∑

𝑝≥2(𝑝− 1)𝛽2𝑝𝑥
𝑝. Probably, the deepest result in the field

of spin glass theory is the following theorem which relates the Parisi functional (5.4) to the limit of the
specific pressure of mixed 𝑝-spin Hamiltonians (5.1):
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Theorem 5.1 ( [153, 155, 179, 181] Theorem 3.1 in [152])
Let𝐻𝑁 be the mixed 𝑝-spin Hamiltonian from (5.1). Then, the pressure converges almost surely and
with the notation from above the limit is given by

lim
𝑁→∞

1
𝑁

Φ𝑁 ((𝛽𝑝)𝑝≥2, ℎ) = 𝑝Parisi((𝛽𝑝)𝑝≥2, ℎ) ∶= inf
𝜁

P𝜉,ℎ(𝜁 ), (5.5)

where the infimum is taken over all distribution functions 𝜁 corresponding to a probability measure
on [0, 1] with finitely many atoms.

A few comments are in order:

1. After Sherrington and Kirpatrick had introduced their model and the replica-symmetric solution,
it was Parisi who had the ingenious insight that the thermodynamics is not governed by a few real
parameters, but by a distribution function describing the nontrivial distribution of the replica over-
lap [155]. To arrive at the formula (5.5), Parisi used the so-called replica trick and he assumed
anticipately that the limiting Gibbs measure exhibits a hierarchical nature. That is, the Gibbs mea-
sure resembles the structure we have seen in the GREM and CREM, see e.g. Theorem 4.4. It
is widely believed, that the structure underlying the Parisi formula should be generic for classical
mean field spin glasses. Although there exist similar variational formulas for related models such as
the Crisanti-Sommer formula for the spherical 𝑝-spin model [55] (rigorously established in [180]),
for a huge class of spin glass models such as the Hopfield model or the diluted SK model a similar
expression describing the thermodynamics for all temperatures is lacking [181].

2. From the mathematical side, the Parisi formula had remained mysterious for a long time. There
was no hope that the replica trick can be made rigorous, so new techniques needed to be invented.
But also heuristically, Parisi’s formula challenged our mathematical understanding of correlated
systems. In particular, in view of Gibbs’ variational principle (see Proposition 2.8) it is not very
intuitive that the pressure is governed by a minimization instead of a maximization. For a long time,
mathematicians only managed to establish partial results, concentrating on the high-temperature
phase and qualitative assertions, see e.g. [6]. It was Guerra’s work which opened the door towards
an understanding of Parisi’s formula via interpolating to simpler models. Together with Toninelli,
he proved the existence of the limit for convex 𝜉 [100, 101], which had been an open problem till
then. Later, he further showed that the Parisi functional P𝜉,ℎ(𝜁 ) forms a rigorous upper bound [99].
Based on these discoveries, Talagrand managed to prove the Parisi formula for even 𝑝 by estimating
the remainder term in Guerra’s interpolating scheme [179]. Meanwhile, Aizenman, Sims and Starr
introduced the so-called random overlap structures which translates Guerra interpolation method
into the framework of the cavity method [8]. From this perspective, the main ingredient missing to
prove Parisi’s formula is to show that the limiting Gibbs measure is indeed of hierarchical nature.
This was referred to as Parisi ultrametricity conjecture and was solved by Panchenko [151] who
used ultrametricity to prove the Parisi formula in the generality of Theorem 5.1 [153].

3. We have presented in (5.4) the most explicit representation of the Parisi functional P𝜉,ℎ(𝜁 ) for
distribution functions 𝜁 consisting of finitely many jumps. As has already been noted by Guerra
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[99], the Parisi functional P𝜉,ℎ(𝜁 ) is Lipschitz-continuous with respect to 𝜁 . More precisely we
have

|P𝜉,ℎ(𝜁1) − P𝜉,ℎ(𝜁2)| ≤ 𝜉′′(1)∫

1

0
|𝜁1(𝑡) − 𝜁2(𝑡)| 𝑑𝑡.

This allows us to extend the Parisi functional to arbitrary 𝜁 , which is important if one wants to
address the question of existence and uniqueness of the minimizer in (5.5). However, this line of
thought does not reveal an explicit representation of P𝜉,ℎ(𝜁 ) for continuous distribution functions
𝜁 . Fortunately, there exists an alternative description of the Parisi functional in terms of the so-
called Parisi PDE. Namely, the Parisi functional P𝜉,ℎ(𝜁 ) = Υ(0, ℎ) agrees with the solution Υ(0, ℎ)
of the hyperbolic PDE

𝜕𝑡Υ = −
𝜉′′(𝑡)
2

(𝜕2𝑥Υ + 𝜁 (𝑡)(𝜕𝑥Υ)2),

with boundary condition Υ(1, 𝑥) = ln cosh 𝑥. The Parisi PDE has got a unique solution for any
distribution function 𝜁 ; and one can show via the Cole-Hopf transformation that the solution agrees
with (5.4) for a step-function 𝜁 [152].

4. Yet another expression for the Parisi functional was discovered in [16]. Its description requires
some knowledge of stochastic analysis, for which we refer to [112]. Let 𝐵𝑡 be a Brownian motion,
F𝑡 its canonical filtration and D ∶= {(𝑢𝑡)0≤𝑡≤1| 𝑢𝑡 adapted to F𝑡, |𝑢𝑡| ≤ 1} be the set of adapted
processes uniformly bounded by 1. The solution of the Parisi PDE is then given by

Υ(0, 𝑥) = max
𝑢∈D

{

𝔼

[

ln cosh

(

𝑥 + ∫

1

0
𝜉′′(𝑠)𝜁 (𝑠)𝑢𝑠 𝑑𝑠 + ∫

1

0

√

𝜉′′(𝑠) 𝑑𝐵𝑠

)]

− 1
2 ∫

1

0
𝜉′′(𝑠)𝜁 (𝑠)𝔼[𝑢2𝑠] 𝑑𝑠

}

.

This solution enables one to prove that the Parisi functional is strictly convex in 𝜁 and, thus, has a
unique maximizer 𝜁∗ [16]. The corresponding measure is the so-called Parisi measure 𝜇𝑃 .

One expects that the Parisi measure𝜇𝑃 describes the limiting Gibbs distribution such as in Proposition 4.6.
That holds true for generic mixed 𝑝-spin models. Here, we call a model generic if 𝐷 = span{𝑥𝑝| 𝛽𝑝 ≠
0}, the linear space of all monomials 𝑥𝑝 corresponding to a non-vanishing contribution of the 𝑝-spin
potentials, is dense in the space 𝐶[−1, 1] of all continuous function with respect to the uniform norm
‖ ⋅ ‖∞.

Theorem 5.2 (Theorem 3.7 and Corollary 3.4 in [152])
Let 𝐻𝑁 be a generic mixed 𝑝-spin Hamiltonian. Then, the mean Gibbs distribution 𝜇𝑃𝑁,𝜉,ℎ(𝐴) ∶=
𝔼[⟨1𝐴(𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′))⟩𝜉,ℎ] converges weakly to the Parisi measure 𝜇𝑃𝜉,ℎ, the unique minimizer of the
Parisi functional. Moreover, the pressure is differentiable with respect to 𝛽𝑝 and the partial deriva-
tives characterize the moments of 𝜇𝑃𝜉,ℎ, i.e.,

𝜕𝑝Parisi((𝛽𝑝)𝑝≥2, ℎ)
𝜕𝛽𝑝

= 𝛽𝑝

(

1 − ∫

1

0
𝑞𝑝 𝑑𝜇𝑃𝜉,ℎ

)

.

A similar result for non-generic mixed 𝑝-spin models is still missing. One should note that 𝜇𝑃𝑁,𝜉,ℎ → 𝜇𝑃𝜉,ℎ
cannot hold true for the standard SK model, as the overlap distribution will also have support on [−1, 0)
by symmetry. At least one has to consider a slightly perturbed model to avoid this problem. It seems to
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be very hard to further characterize the Parisi measure 𝜇𝑃𝜉,ℎ at low temperatures. Most importantly, physi-
cists believe that the Parisi measure should have continuous support at low temperatures, i.e., continuous
replica-symmetry breaking should occur just like in the CREM [135]. This conjecture is of practical
relevance since Montanari’s efficient algorithm for finding approximate ground states in the SK model
relies on this expected property of the Parisi measure. However, the best we know in this direction right
now is that for low enough temperatures the number of the Parisi measures’ support points will exceed
any finite number 𝐾 [18].

After having presented and discussed the Parisi formula, our main goal in the rest of this section is to
illustrate the underlying mathematics which ultimately has lead to the proof of Theorem 5.1.

5.1.1 The Aizenman-Sims-Starr Scheme

A very influential idea in the realm of spin glass theory is the so-called cavity method [135, 181]. Here,
one compares the 𝑁-particle system with the Hamiltonian consisting of 𝑁 +𝑀 spins, where we think
of 𝑁 being large and 𝑀 a comparatively small number. The ansatz is that on one hand adding a few
spins should not effect the Gibbs measure too much. On the other hand, by comparing the pressures
Φ𝑁+𝑀 − Φ𝑁 ≃ 𝑀𝑝, we still gain information about the limit of the specific pressure 𝑝. Let us now
discuss this idea in the context of mixed 𝑝-spin models. We denote by 𝜎𝜎𝜎 = (𝛼𝛼𝛼, 𝜎̂̂𝜎̂𝜎) the 𝑁 + 𝑀 spin
configuration and we consider the pure 𝑝-spin potential for different particle numbers

𝑈𝑝,𝑁+𝑀 (𝜎𝜎𝜎) = 1
(𝑁 +𝑀)(𝑝−1)∕2

𝑁+𝑀
∑

𝑖1,…,𝑖𝑝=1
𝑔𝑖1,…,𝑖𝑝𝜎𝑖1 ⋯ 𝜎𝑖𝑝

=
( 𝑁
𝑁 +𝑀

)(𝑝−1)∕2
𝑈𝑝,𝑁 (𝛼𝛼𝛼) +

𝑀
∑

𝑗=1
𝜂𝑝,𝑗,𝛼𝛼𝛼𝜎̂𝑗 + 𝑅𝑝(𝜎̂̂𝜎̂𝜎,𝛼𝛼𝛼).

The first term consists of all contributions which are purely due to the first block 𝛼𝛼𝛼, which gives rise to the

pure 𝑝-potential of𝑁 particles rescaled by
(

𝑁
𝑁+𝑀

)(𝑝−1)∕2
. In the "random field" term 𝜂𝑝,𝑗,𝛼𝛼𝛼 we collect all

terms which contain 𝜎̂𝑗 and otherwise just 𝛼𝛼𝛼-terms. The remaining contributions with at least two 𝜎̂𝑖, 𝜎𝑗
are put together in 𝑅𝑝(𝜎̂̂𝜎̂𝜎,𝛼𝛼𝛼). A direct calculation shows that 𝔼[𝑅𝑝(𝜎̂̂𝜎̂𝜎,𝛼𝛼𝛼)2] = (𝑀2∕𝑁) and, thus, for
𝑀 ≪ 𝑁 the contribution of this term is 𝑜(1) by standard interpolation, see Proposition 4.14. In a further

step, we note that the covariance process of 𝑈𝑝,𝑁 (𝛼𝛼𝛼) dominates that of
(

𝑁
𝑁+𝑀

)(𝑝−1)∕2
𝑈𝑝,𝑁 (𝛼𝛼𝛼) and with

some additional independent Gaussian process 𝑘𝑝,𝛼𝛼𝛼 we may write

𝑈𝑝,𝑁 (𝛼𝛼𝛼) =
( 𝑁
𝑁 +𝑀

)(𝑝−1)∕2
𝑈𝑝,𝑁 (𝛼𝛼𝛼) +

√

𝑀𝑘𝑝,𝛼𝛼𝛼,

the factor
√

𝑀 is chosen such that the process 𝑘𝑝,𝛼 does (almost) not depend on 𝑀 . Indeed, 𝜂𝑝,𝑗,𝛼𝛼𝛼 and
𝑘𝑝,𝛼𝛼𝛼 form independent Gaussian processes with covariances

𝔼[𝜂𝑝,𝑗,𝛼𝛼𝛼𝜂𝑝,𝑗′,𝛼𝛼𝛼′] ≈ 𝛿𝑗,𝑗′𝑝𝑅𝑁 (𝛼𝛼𝛼,𝛼𝛼𝛼′)𝑝−1, (5.6)

𝔼[𝜅𝑝,𝛼𝛼𝛼𝜅𝑝,𝛼𝛼𝛼′] ≈ (𝑝 − 1)𝑅𝑁 (𝛼𝛼𝛼,𝛼𝛼𝛼′)𝑝. (5.7)
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Both relations follow from a straighforward Taylor expansion. With these preparatory considerations let
us now compare the pressure Φ𝑁+𝑀 with Φ𝑁 for a general mixed 𝑝-spin model. One computes

𝔼[Φ𝑁+𝑀 − Φ𝑁 ] = 𝔼
[

ln
𝑍𝑁+𝑀

𝑍𝑁

]

≈ 𝔼
⎡

⎢

⎢

⎣

ln
⎛

⎜

⎜

⎝

∑

𝛼𝛼𝛼,𝜎̂̂𝜎̂𝜎 𝑒
𝐻 ′
𝑁 (𝛼𝛼𝛼)𝑒

∑

𝑝 𝛽𝑝
∑𝑀
𝑗=1(𝜂𝑝,𝑗,𝛼𝛼𝛼+ℎ)𝜎̂𝑗

∑

𝛼𝛼𝛼 𝑒
𝐻 ′
𝑁 (𝛼𝛼𝛼)𝑒

√

𝑀
∑

𝑝 𝛽𝑝𝜅𝛼𝛼𝛼,𝑝

⎞

⎟

⎟

⎠

⎤

⎥

⎥

⎦

= 𝔼
⎡

⎢

⎢

⎣

⎛

⎜

⎜

⎝

∑

𝛼𝛼𝛼,𝜎̂̂𝜎̂𝜎 𝜔𝛼𝛼𝛼𝑒
∑𝑀
𝑗=1(𝜂𝑗,𝛼𝛼𝛼+ℎ)𝜎̂𝑗

∑

𝛼𝛼𝛼 𝜔𝛼𝛼𝛼𝑒
√

𝑀𝜅𝛼𝛼𝛼

⎞

⎟

⎟

⎠

⎤

⎥

⎥

⎦

=∶ 𝐴𝑀 . (5.8)

𝐻 ′
𝑁 (𝛼𝛼𝛼) contains the common terms of 𝐻𝑁 and 𝐻𝑁+𝑀 , i.e., the external field on 𝛼𝛼𝛼 and the rescaled 𝑝-

potential
∑

𝑝 𝛽𝑝
(

𝑁
𝑁+𝑀

)(𝑝−1)∕2
𝑈𝑝,𝑁 (𝛼𝛼𝛼). The resulting contribution can clearly be expressed in form of

random weights 𝜔𝛼𝛼𝛼 with
∑

𝛼𝛼𝛼 𝜔𝛼𝛼𝛼 = 1. Moreover, we have set 𝜂𝑗,𝛼𝛼𝛼 =
∑

𝑝 𝛽𝑝𝜂𝑝,𝑗,𝛼𝛼𝛼 and 𝜅𝛼𝛼𝛼 =
∑

𝑝 𝛽𝑝𝜅𝑝,𝛼𝛼𝛼. The
relations (5.6) and (5.7) yield

𝔼[𝜂𝑗,𝛼𝛼𝛼𝜂𝑗′,𝛼𝛼𝛼′] ≈ 𝛿𝑗,𝑗′𝜉
′(𝑅𝑁 (𝛼𝛼𝛼,𝛼𝛼𝛼′)), (5.9)

𝔼[𝜅𝑝,𝛼𝛼𝛼𝜅𝑝,𝛼𝛼𝛼′] ≈ 𝜃(𝑅𝑁 (𝛼𝛼𝛼,𝛼𝛼𝛼′)), (5.10)

giving a first hint towards the Parisi formula. These cavity computations motivate the following definition:

Definition 5.3 (Definition 1 in [8])
A random overlap structure (ROSt) consists of a collection of random weights 𝜔𝛼𝛼𝛼 and a random
kernel 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′ such that almost surely

1.
∑

𝛼𝛼𝛼 𝜔𝛼𝛼𝛼 = 1,

2. 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′ defines a positive quadratic form with 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼 = 1 for all 𝛼𝛼𝛼 .

We accordingly define for any realization of𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′ independent Gaussian processes 𝜂𝑗,𝛼𝛼𝛼 and 𝜅𝛼𝛼𝛼 which
satisfy (5.9) and (5.10) as (strict) identities with 𝑅𝑁 replaced by 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′ . Moreover, we set 𝐴𝑀 as in
(5.8).

The main observation is that the specific pressure can be characterized in terms of ROSts:

Theorem 5.4 (Theorem 1 in [8])
Suppose 𝜉 is a convex function on [−1, 1] and ℎ ≥ 0 We demote by 𝑝(𝜉, ℎ) the limit of specific
pressure of the corresponding mixed 𝑝-spin Hamiltonian. Then, we have

𝑝(𝜉, ℎ) = lim
𝑀→∞

1
𝑀

inf
𝜔𝛼𝛼𝛼 ,𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′𝑅𝑂𝑆𝑡

𝐴𝑀 (𝜉, ℎ, 𝜔𝛼𝛼𝛼, 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′). (5.11)

The so-called Aizenman-Sims-Starr scheme provides a variational characterization of the pressure. By
the motivational computations from above, the bound

𝑝(𝜉, ℎ) ≥ lim sup
𝑀→∞

inf
𝜔𝛼𝛼𝛼 ,𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′𝑅𝑂𝑆𝑡

𝐴𝑀 (𝜉, ℎ, 𝜔𝛼𝛼𝛼, 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′)

follows quite easily by choosing the ROSt as in 5.8 which gives a sharp approximation of the actual
difference 𝔼[Φ𝑁+𝑀 − Φ𝑁 ]. The corresponding upper bound is reminiscent of Guerra’s broken replica
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symmetry bound [99], but its proof is much more transparent in the ROSt picture. The idea is again a
smart interpolation: consider a ROSt 𝜔𝛼𝛼𝛼, 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼, the family of Hamiltonians

𝐻𝑀 (𝛼𝛼𝛼, 𝜎̂̂𝜎̂𝜎, 𝑡) ∶=
√

1 − 𝑡(𝑈𝑀 (𝜎̂̂𝜎̂𝜎) +
√

𝑀𝜅𝛼𝛼𝛼) +
√

𝑡
𝑀
∑

𝑗=1
𝜂𝑗,𝛼𝛼𝛼𝜎̂𝜎𝜎𝑗

and a parameterized version of 𝐴𝑀 ,

𝐴𝑀 (𝑡) = 𝔼

[

ln

(
∑

𝛼𝛼𝛼,𝜎̂̂𝜎̂𝜎 𝜔𝛼𝛼𝛼𝑒
𝐻𝑀 (𝛼𝛼𝛼,𝜎̂̂𝜎̂𝜎,𝑡)

∑

𝛼𝛼𝛼 𝜔𝛼𝛼𝛼𝑒
√

𝑀𝜅𝛼𝛼𝛼

)]

where we have 𝐴𝑀 (0) = Φ𝑀 and 𝐴𝑀 (1) = 𝐴𝑀 . Using Gaussian interpolation in form of Proposi-
tion 4.14 and the convexity of 𝜉 it follows that 𝑑

𝑑𝑡
𝐴𝑀 ≥ 0 from which the other bound follows.

5.1.2 Parisi’s Formula via Ruelle Cascades

In view of the Aizenman-Sims-Starr scheme, we need to crystallize the ROSt which leads to the Parisi
functional (5.4). It turns out that the Ruelle cascades, we encountered in the context of the GREM (see
Theorem 4.4), do the job. However, a slightly different description of those processes is more convenient
in the context of the SK model – instead of an exponential density we require the underlying Poisson
processes to have a fractional density. These "fractional" Ruelle cascades result from the "exponential"
Ruelle cascades by a change of density. However, for the reader’s convenience and to set the notation, let
us briefly describe the construction from scratch.
For a parameter 𝜉 ∈ (0, 1) we denote by Π𝜁 the Poisson point process on (0,∞) with intensity 𝜁𝑥−(1+𝜁 )𝑑𝑥.
Let (𝑢𝑛)𝑛∈ℕ be the decreasing enumeration of points in Π𝜁 and we set the normalized weights

𝜔𝑛 ∶=
𝑢𝑛

∑

𝑘 𝑢𝑘
.

One readily checks that despite having an infinite expectation value,
∑

𝑘 𝑢𝑘 is almost surely finite and the
process (𝜔𝑛)𝑛≥1 is well defined and called the Poisson-Dirichlet process 𝑃𝐷(𝜁 ). The Poisson-Dirichlet
process occurs naturally in the context of random partitions and the description of large prime factors
[67, 116]. The processes (𝑢𝑛)𝑛≥1, (𝜔𝑛)𝑛≥1 enjoy numerous beautiful properties. In the context of Parisi’s
formula, the identity

𝔼

[

ln
∑

𝑛
𝑢𝑛𝑋𝑛

]

= 𝔼

[

ln
∑

𝑛
𝑢𝑛

]

+ 1
𝜁
ln𝔼[𝑋𝜁 ] (5.12)

is of particular relevance. (𝑋𝑛)𝑛∈ℕ consists of i.i.d. copies of a positive random variable𝑋 with 𝔼[𝑋𝜁 ] <
∞ and (𝑋𝑛)𝑛∈ℕ shall be independent from the appearing Poisson process.
We now turn to the construction of the 𝑟-level Ruelle cascades for some integer 𝑟 ≥ 1. The process is
indexed by ℕ𝑟. Ruelle cascades are inherently hierarchic and it is very useful to think of A = ℕ0 ∪ ℕ ∪
⋯ ∪ ℕ𝑟 as rooted tree with root {∅} and leaves consisting of the sequences of interest in ℕ𝑟. Very much
like in the construction of the Parisi functional, we consider sequences 0 < 𝜁0 < 𝜁1 < ⋯ 𝜁𝑟−1 < 𝜁𝑟 = 1
and 0 = 𝑞0 < 𝑞1 <⋯ < 𝑞𝑟 = 1. For each interior vertex 𝛼𝛼𝛼 ∈ A ⧵ℕ𝑟 we set a Poisson process Π𝛼𝛼𝛼 = Π𝜁

|𝛼𝛼𝛼|
,

where |𝛼𝛼𝛼| denotes the number of entries of 𝛼𝛼𝛼. All processes shall be mutually independent and consist of
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points 𝑢𝛼𝛼𝛼1 > 𝑢𝛼𝛼𝛼2 >⋯. Note that the indices 𝛼𝛼𝛼𝑘 can again be interpreted as vertices of A . For each leave
𝛼𝛼𝛼 ∈ ℕ𝑟 we introduce the process 𝑣𝛼𝛼𝛼 and the normalized weights 𝜔𝛼𝛼𝛼,

𝑣𝛼𝛼𝛼 = 𝑢𝛼1𝑢𝛼1𝛼2 ⋯ 𝑢𝛼1…𝛼𝑛 , 𝜔𝛼𝛼𝛼 =
𝑣𝛼𝛼𝛼

∑

𝛼𝛼𝛼∈ℕ𝑟 𝑣𝛼𝛼𝛼
. (5.13)

As the notation suggests, 𝜔𝛼𝛼𝛼 are the weights we want to use in the desired ROSt. It remains to prescribe
the overlap kernel 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′ . An instructive observation is that defining 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′ = ⟨ℎ𝛼𝛼𝛼, ℎ𝛼𝛼𝛼′⟩ with the help of
some vectors ℎ𝛼𝛼𝛼 guarantees positivity of the overlap matrix. To this end, let  be an infinite dimensional
Hilbert space and (𝑒𝛼𝛼𝛼)𝛼𝛼𝛼∈A a collection of orthonormal vectors in . We set

ℎ𝛼𝛼𝛼 =
𝑟
∑

𝑘=1
𝑒𝛼1…𝛼𝑘(𝑞𝑘 − 𝑞𝑘−1)

1∕2, (5.14)

and 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′ = ⟨ℎ𝛼𝛼𝛼, ℎ𝛼𝛼𝛼′⟩. The overlap structure is ultrametric as the overlap only depends on the shared
vertices in the paths from the root to 𝛼𝛼𝛼 and 𝛼𝛼𝛼′. We have completed the construction of the needed ROSt.
An iterative use of (5.12) now implies the following representation of the Parisi functional:

Proposition 5.5 (Lemma 3.1 in [152])
Let 𝜁 be a distribution function of a measure with finite support and 𝜔𝛼𝛼𝛼, 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′ the corresponding
ROSt from above. Then, the Parisi functional can be written as

P𝜉,ℎ(𝜁 ) = 𝔼

[

ln

(

2
∑

𝛼𝛼𝛼∈ℕ𝑟
𝜔𝛼𝛼𝛼 cosh 𝜂𝛼𝛼𝛼

)]

− 𝔼

[

ln

(

∑

𝛼𝛼𝛼∈ℕ𝑟
𝜔𝛼𝛼𝛼 exp 𝜅𝛼𝛼𝛼

)]

. (5.15)

Comparing the right-hand side of (5.15) with (5.8), shows that P𝜉,ℎ(𝜁 ) = 𝐴1(𝜉, ℎ, 𝜔𝛼𝛼𝛼, 𝑅𝛼𝛼𝛼,𝛼𝛼𝛼′) with the
notation from the last section. The seemingly obscure iterative construction of P𝜉,ℎ(𝜁 ) becomes natural
within the cavity method, using Ruelle cascades as ansatz for the limiting Gibbs measure. Let us re-
mark that by copying the Ruelle cascades 𝑀 times, we can relate P𝜉,ℎ(𝜁 ) to 𝐴𝑀 , and in particular from
Theorem 5.4 it follows that 𝑝(𝜉, ℎ) ≤ P𝜉,ℎ(𝜁 ). This establishes the easier half of the Parisi formula.

5.1.3 Ghirlanda-Guerra Identities and Ultrametricity

We have already seen how the Parisi functional arises as an upper bound for the pressure. In this section,
we close the discussion of the Parisi formula by explaining what ideas are used to show that inf 𝜁 P𝜉,ℎ(𝜁 )
agrees with the specific pressure in the thermodynamic limit. To this end, we recall that in our discussion
of the Aizenman-Starr-Sims scheme, it turned out that the ROSt saturating (5.11) corresponds to the
Gibbs measure of the 𝑝-spin Hamiltonian for high particle number𝑁 . To put it in other words, one needs
to show that the limiting Gibbs distribution of 𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎′) can be well approximated by Ruelle cascades
because exactly those ROSt give rise to the Parisi functional. As we will see, the originally by Parisi
proclaimed hierarchical reorganization of the replicas plays major role.
The foundation of the following argument lies in Ghirlanda-Guerra relations, which were originally dis-
covered in the SK model [94] and relate expression of 𝑛 + 1 multioverlaps to the distribution of just 𝑛
replicas. Let us consider the Ghirlanda-Guerra relations in a general framework:
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Definition 5.6 ( [94], [152])
Let 𝐺 be a random measure on a separable Hilbert space  and (ℎ𝑙)𝑙 an i.i.d. sample of vectors
distributed according to 𝐺. Let us denote by ⟨⋅⟩ the average with respect to the infinite product
measure 𝐺⊗∞ and by 𝑄𝑙,𝑙′ = ⟨ℎ𝑙, ℎ𝑙′⟩ the overlaps. We say that 𝐺 satisfies the Ghirlanda-Guerra
identities if for any 𝑛 ≥ 1 and any bounded measurable functions 𝑓 = 𝑓 ((𝑄𝑙,𝑙′)𝑙≠𝑙′≤𝑛) and 𝑔∶ ℝ →

ℝ, we have

𝔼[⟨𝑓𝑔(𝑄1,𝑛+1)⟩] =
1
𝑛
𝔼[⟨𝑓⟩]𝔼[⟨𝑔(𝑄1,2)⟩] +

1
𝑛

𝑛
∑

𝑙=2
𝔼[⟨𝑓𝑔(𝑄1,𝑙)⟩]. (5.16)

As mentioned before, the power of Ghirlanda-Guerra identities lies in relating a function of 𝑛+1 overlaps
to just 𝑛 overlaps. This restrictive property (5.16) will be only satisfied by very few random measures. The
prime example are the Ruelle cascades from the section before: with the weights 𝜔𝛼𝛼𝛼 from (5.13) and the
vectors ℎ𝛼𝛼𝛼 from (5.14) we set 𝐺({ℎ𝛼𝛼𝛼}) = 𝜔𝛼𝛼𝛼. A rather long computation, making use of the underlying
Poissonian structure, shows that measure𝐺 satisfies the Ghirlanda-Guerra identities [152, Theorem 2.10].
An important consequence is that we obtain all moments of the overlaps in this setting,

𝔼[⟨𝑄𝑛
1,2⟩] =

𝑟
∑

𝑚=1
𝑞𝑛𝑚(𝜁𝑚 − 𝜁𝑚−1),

which justifies to think of 𝜁 as the distribution of the overlap.
Obviously, the Ghirlanda-Guerra identities are stable under weak convergence. In particular, if we take
a sequence of discrete distribution functions such that 𝜁𝑛 → 𝜁 converges weakly, then the distribution of
the multioverlaps (𝑄𝑙,𝑙′) converges weakly, too, and the limiting distribution can be generated by random
measure 𝐺 on a Hilbert space. This follows from the Dovbysh-Sudakov representation theorem [152,
Theorem 1.10]. One can think of this measure as a continuous Ruelle cascade, where the single overlap
𝑄1,2 follows the distribution determined by 𝜁 . We remark that after embedding the CREM replica overlap
into a Hilbert space, the resulting limiting Gibbs measure is exactly of this type.
Surprisingly, we have already presented all random measures which satisfy Ghirlanda-Guerra identities:

Theorem 5.7 ( [151], Theorem 2.13 in [152])
If a measure 𝐺 satisfies the Ghirlanda-Guerra identities, the distribution of the whole overlap array
(𝑄𝑙,𝐿′)𝑙,𝑙′≥1 is uniquely determined by the distribution of 𝑄1,2 under 𝔼𝐺⊗2. Moreover, the overlap
𝑄1,2 takes almost surely no negative values.

We stress that Theorem 5.7 says that the averaged (!) distribution of two replicas already determines the
complete disordered distribution of arbitrarily many overlaps. This is a very far reaching result as it tells us
that the continuous Ruelle cascades are the only random measures which possibly can satisfy Ghirlanda-
Guerra identities. That the overlap 𝑄1,2 only takes positive value under Ghirlanda-Guerra relations, is
known as Talagrand’s positivity principle. Note that if we establish Ghirlanda-Guerra identities, the pos-
itivity allows us to relax the convexity condition on 𝜉 from the previous discussion (e.g. in Theorem 5.4)
to only hold on [0,∞), which covers the odd 𝑝-powers as well.
The proof of Theorem 5.7 relies on a very deep fact, namely that the Ghirlanda-Guerra identities imply
an ultrametric overlap structure. This was known as Parisi’s ultrametricity conjecture and its proof by
Panchenko confirmed Parisi’s intuition on the hierarchical reorganization of the overlaps.
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Theorem 5.8 ( [151], Theorem 2.14 in [152])
Suppose that the random measure 𝐺 satisfies the Ghirlanda-Guerra identities. Then, the overlap
array (𝑄𝑙,𝑙′)𝑙,𝑙′≥1 is ultrametric, i.e.,

𝔼[⟨1𝑄1,2≥min{𝑄1,3,𝑄2,3}⟩] = 1.

Ultrametricity is a very restrictive property and combining it again with the Ghirlanda-Guerra identities,
it allows one to determine iteratively the whole distribution of the overlap array 𝑄𝑙,𝑙′ . Panchenko’s proof
of Theorem 5.8 relies on an involved argument making use of invariance properties resulting from the
Ghirlanda-Guerra identities.

Let us comment on how the Ghirlanda-Guerra identities appear in the context of mixed 𝑝-spin Hamil-
tonians. One can show that for generic models the Ghirlanda-Guerra identities hold true in the ther-
modynamic limit [152, Corollary 3.2]. Unfortunately, this is not always true and the SK model forms a
counterexample: the𝜎𝜎𝜎 → −𝜎𝜎𝜎 symmetry is in conflict with the positivity of the overlap following from the
Ghirlanda-Guerra identities. The idea is to perturb the original Hamiltonian by an independent generic
one to enforce the validity of the Ghirlanda-Guerra identities. The perturbation should be weak enough
such that the specific pressure is not effected in the thermodynamic limit. So, let𝐻𝑁 be the mixed 𝑝-spin
Hamiltonian of interest and let us consider for 𝑥𝑝 ∈ [0, 3] and 𝑠𝑁 ≥ 0 the perturbed Hamiltonian

𝐻 ′
𝑁,(𝑥𝑝)𝑝,𝑠𝑁

(𝜎𝜎𝜎) ∶= 𝐻𝑁 (𝜎𝜎𝜎) + 𝑠𝑁
∑

𝑝≥2
2−𝑝𝑥𝑝𝑈𝑝(𝜎𝜎𝜎).

Let (𝜎𝜎𝜎𝑙)𝑙≥1 be i.i.d. replicas sampled with respect to the Gibbs measure of𝐻 ′
𝑁 and𝑅𝑙,𝑙′ ∶= 𝑅𝑁 (𝜎𝜎𝜎𝑙, 𝜎𝜎𝜎𝑙

′) be
the corresponding replica overlaps. Let us further introduce, for 𝑛, 𝑚 ≥ 1 and a function 𝑓 of the replica
overlaps (𝑅𝑙,𝑙′)𝑙,𝑙′≤𝑛, the function Δ(𝑓, 𝑛, 𝑚),

Δ(𝑓, 𝑛, 𝑚) ∶=
|

|

|

|

|

𝔼[⟨𝑓𝑅𝑚1,𝑛+1⟩] −
1
𝑛
𝔼[⟨𝑓⟩]𝔼[⟨𝑅𝑚1,2⟩] −

1
𝑛

𝑛
∑

𝑙=2
𝔼[⟨𝑓𝑅𝑚1,𝑙⟩]

|

|

|

|

|

,

measuring the validity of the Ghirlanda-Guerra identities. The mixed 𝑝-spin Hamiltonian satisfies the
Ghirlanda-Guerra identities at least in average:

Theorem 5.9 ( [94],Theorem 3.2 in [152])
Let 𝑠𝑁 = 𝑁𝛾 with −1∕4 < 𝛾 < 0. Then, the limit of the specific pressure agrees for 𝐻𝑁 and 𝐻 ′

𝑁
and we have for any natural numbers 𝑛, 𝑚 and any measurable overlap function 𝑓 ∶ (𝑅𝑙,𝑙′)𝑙,𝑙′≤𝑛 → ℝ

lim
𝑁→∞

𝔼𝑥[Δ(𝑓, 𝑛, 𝑚)] = 0,

where the expectation 𝔼𝑥 is understood with respect to the uniform choice 𝑥𝑝 ∈ [0, 3].

This weaker form of the Ghirlanda-Guerra identities is enough to establish the Parisi formula. After hav-
ing demonstrated the main concepts in the realm of the classical SK model, we now turn to the Quantum
SK (QSK) model.
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5.2 The Quantum Sherrington-Kirkpatrick Model

Just like the SK model has been a prime example for mean-field spin glasses, one expects that the analysis
of the QSK model reveals the universal structure underlying transversal field spin glass models. We recall
that the QSK Hamiltonian is given by

𝐻𝑁 = 𝑈 + Γ𝑇

with the SK potential 𝑈 from (1.5). Not surprisingly, the QSK model has received much attention in
the physics literature. Its investigation started in the 1980s using numerical methods and non-rigorous
replica computations [78, 96, 139, 189, 192, 193] and is still ongoing due to its importance in the context
of quantum adiabatic algorithms [10, 22, 24, 45, 68, 77, 117] and in the study of ergodicity in disordered
quantum models [23, 121, 138, 158, 172]. Despite numerous efforts, the physics of the QSK is not well
understood and in fact there exist contradicting predictions in the literature, in particular when it comes
to numerical values of transition points. The numerics is very challenging and exact diagonalization can
only be applied up to 𝑁 ≈ 20. Analytic methods on the other hand start typically from oversimplifying
assumptions such as the static approximation in the path integral framework, which by now is known to be
wrong even in the high-temperature region [126]. Therefore, one has to be careful with the interpretation
of the physical results. Nevertheless, it appears to be consensus that there exists a glass phase for 𝛽 > 1
and Γ small enough and glass order vanishes for stronger magnetic fields or higher temperatures (see also
Figure 5.1). In particular, a quantum phase transition for the ground state 𝛽 = ∞ is expected. However, an
understanding of the model which is comparable to Parisi’s picture in the classical SK model is currently
not available, even on a heuristic level. Subsequent question which are caused by the quantum nature
such as localization properties of eigenstates seem to be inaccessible with the existing methods.

The discussed limitations of the physical treatment call for a rigorous mathematical study which reveals
the underlying structure of the QSK and eventually leads to clear picture of quantum spin glasses. Unfor-
tunately, the QSK is a challenging model and so far only very few results have been established from the
mathematical side. Quantum spin glasses have been approached via random matrix methods, e.g. in [72].
This bulk analysis reveals interesting phase transitions for the density of states. However, one should re-
call that most eigenvalues are of order (

√

𝑁) and, thus, those methods do not allow any conclusion on
the states of extensive energies governing the thermodynamics. As far as we know, the first study of the
QSK pressure goes back to Crawford [53]. Here, in the first part the problem of universality is addressed.
It is shown, by extending the argument of Carmona and Hu for the classical SK model [48], that the
pressure Φ𝑁 is on leading order not affected if the Gaussians couplings 𝑔𝑖,𝑗 defining the SK potential are
replaced by i.i.d. random variables 𝑧𝑖,𝑗 with 𝔼[𝑧𝑖,𝑗] = 0,𝔼[𝑧2𝑖,𝑗] = 1 and 𝔼[|𝑧𝑖,𝑗|3] < ∞. In the second
part, Crawford claims to prove the existence of the limit lim

𝑁→∞
1
𝑁
Φ𝑁 by modifying the classical argument

of Guerra and Toninelli [100, 101], however the proof contains an error which is apparently not easy to
fix.

More recently, there have been two works which make an important step towards a better understanding of
the QSK [3,126]. We will present their main results in the following two subsections. Then, Section 5.3
deals with our article [125] which establishes the existence of a glass phase in the QSK.
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5.2.1 An Infinite-Dimensional Parisi Formula

Adhikari and Brennecke prove a Parisi-type formula for the specific pressure in the QSK model [3],
building up on Panchenko’s general result on vector spin glasses [154]. We will see similarities with the
classical Parisi formula for mixed 𝑝-spin formulas but the resulting variational expression is even more
involved. To present the result, we need to introduce some notation. We first recall the path integral
representation from (2.5),

𝑍𝑁 (𝛽,Γ) = Tr 𝑒−𝛽𝐻 = (cosh 𝛽Γ)𝑁
∑

𝜎𝜎𝜎∈𝑁
∫Ξ𝑁

𝑑𝜈𝑁0 𝑒
−𝛽 ∫ 1

0 𝑈 (𝜎𝜎𝜎⋅𝜉(𝑡)) 𝑑𝑡

with the notation from Theorem 2.6 and the SK potential 𝑈 . We embed the the space of càdlàg paths Ξ
into 𝐿2([0, 1]) and 𝜈0 has only support on the paths 𝜉 with ‖𝜉‖2 = 1 (𝜉 denotes here paths and should not
be confused with the function 𝜉 from Section 5.1). To lighten notation, we write 𝜎𝜎𝜎(𝑡) ∶= 𝜎𝜎𝜎 ⋅ 𝜉(𝑡) in the
following. The role of the replica overlap is now taken by the path overlap

𝑄(𝜎𝜎𝜎,𝜎𝜎𝜎′)(𝑡, 𝑡′) ∶= 1
𝑁

𝑁
∑

𝑖=1
𝜎𝑖(𝑡)𝜎′𝑖 (𝑡

′), (5.17)

which measures the replica overlap of two path configurations at times 𝑡 and 𝑡′. Writing
∑𝑁
𝑖=1 𝜎𝑖(𝑡)𝜎

′
𝑖 (𝑡

′) =
∑𝑁
𝑖=1 |𝜎𝑖⟩⟨𝜎

′
𝑖 |(𝑡, 𝑡

′), the path overlap (5.17) can be understood as kernel of an operator-valued map from
𝐿2([0, 1]𝑁 × [0, 1]𝑁 ) to the set of trace-class operators 1 on 𝐿2([0, 1]). We note that the covariance
process of the path-integrated potential

𝔼

[

∫

1

0
𝑈 (𝜎𝜎𝜎(𝑡)) 𝑑𝑡∫

1

0
𝑈 (𝜎𝜎𝜎′(𝑡′)) 𝑑𝑡′

]

= 𝑁‖𝑄(𝜎𝜎𝜎,𝜎𝜎𝜎′)‖2HS (5.18)

is governed by the Hilbert-Schmidt-norm of 𝑄 and, thus, the path overlap is indeed the analog of the
replica overlap in the classical SK model. In contrast to the classical setting where 𝑅𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎) ≡ 1, the
so-called self-overlap

𝑅(𝜎𝜎𝜎)(𝑡, 𝑡′) ∶= 𝑄(𝜎𝜎𝜎,𝜎𝜎𝜎)(𝑡, 𝑡′)

is not fixed, which is a major difference which already arises in the study of finite-dimensional spin
glasses. 𝑅(𝜎𝜎𝜎)(𝑡, 𝑡′) gives similarly rise to an operator-valued map whose range is contained in the set

Γ = {𝜌 ∈ 1|0 ≤ 𝜌 ≤ 1}

with the standard partial order for self-adjoint operators. The main idea behind Panchenko’s result on
vector spin glasses is that one should first fix the self-overlap and then the constrained pressure is again
given by a Parisi-type functional. In the setting of paths, we fix a self overlap 𝜌 and consider the set
of discrete monotone paths 𝜁 ∈ Π𝜌 with 𝜁 (0) = 0 and 𝜁 (1) = 𝜌. That is, there exist times 0 = 𝑚0 <
𝑚1 < ⋯ < 𝑚𝑟−1 < 𝑚𝑟 = 1 and operators 0 = 𝜁0 < 𝜁1 < ⋯ < 𝜁𝑟 = 𝜌 such that 𝜁 (𝑡) = 𝜁𝑘 for
𝑚𝑘−1 < 𝑡 ≤ 𝑚𝑘 and 𝑘 = 1,… , 𝑟. Such a discrete path is equipped with independent centered Gaussian
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processes 𝑋𝑘 = (𝑋𝑘(𝑡))0≤𝑡≤1 with covariance 𝔼[𝑋𝑘(𝑡)𝑋𝑘(𝑡′)] = (𝜁𝑘 − 𝜁𝑘−1)(𝑡, 𝑡′) for 𝑘 = 1,… , 𝑟. Let
further 𝜆 ∈ 𝑠 be a bounded self-adjoint operator and we define the random variables 𝑌𝑘 inductively via

𝑌𝑟 = ln∫Ξ
𝑑𝜈0 exp

( 𝑟
∑

𝑗=1
∫

1

0
𝛽𝜉(𝑡)𝑋𝑗(𝑡) + Tr 𝜆|𝜉⟩⟨𝜉|

)

𝑌𝑘 =
1
𝑚𝑘

ln𝔼𝑘+1[exp(𝑚𝑘𝑌𝑘+1)]

where 𝔼𝑘+1 is the expectation with respect to the randomness of 𝑋𝑘+1. Here 𝜆 can be understood as
Lagrange parameter, which fixes the self-overlap to be 𝜌. The Parisi functional is then given by

P(𝜌, 𝜁 , 𝜆, 𝛽,Γ) ∶= 𝑌0 +
𝛽2

4

(

∫

1

0
‖𝜁 (𝑡)‖2HS 𝑑𝑡 − ‖𝜌‖2HS

)

− Tr 𝜆𝜌.

A straight-forward interpolation argument shows that the Parisi functional P(𝜌, 𝜁 , 𝜆, 𝛽,Γ) is Lipschitz-
continuous in 𝜁 and, thus, can be extended to continuous paths 𝜁 [3, Lemma A.1]. We note the dependence
on Γ which is hidden in the path measure 𝜈0. To make use of the Parisi formula for vector spin glasses,
one considers the 𝑑-dimensional subspace 𝑑 of𝐿2([0, 1]) generated by the first 𝑑 elements of the Fourier
basis 𝑒𝑘 with 𝑒1 ≡ 1, 𝑒2𝑘 =

√

2 sin(2𝜋𝑘𝑡) and 𝑒2𝑘+1(𝑡) =
√

2 cos(2𝜋𝑘𝑡). With the orthogonal projector
𝑃𝑑 onto 𝑑 , one sets

Γ𝑑 ∶= 𝑃𝑑Γ𝑃𝑑 𝑑𝑠 ∶= 𝑃𝑑𝑠𝑃𝑑 ,

and the action of 𝑃𝑑 is understood element wise. We are now ready to state the Parisi formula

Theorem 5.10 (Theorem 2.1 in [3])
For any 𝛽,Γ ≥ 0, we have the Parisi-type formula for the quenched pressure Φ𝑁 (𝛽,Γ)

lim
𝑁→∞

1
𝑁

𝔼[Φ𝑁 (𝛽,Γ)] = ln(2 cosh(𝛽Γ)) + lim
𝑑→∞

sup
𝜌∈Γ𝑑

[

inf
𝜁∈Π𝜌,𝜆∈𝑑𝑠

P(𝜌, 𝜁 , 𝜆, 𝛽,Γ)
]

. (5.19)

The proof in [3] implicitly shows the existence of the limit on the right-hand side of (5.19) and, thus, in
particular the existence of the limit of the specific pressure in the QSK model. Of course, by Gaussian
concentration, see Proposition 2.4, the specific pressure converges also almost surely. Most likely, the
right-hand side of (5.19) can be replaced by sup𝜌∈Γ

[

inf 𝜁∈Π𝜌,𝜆∈𝑠 P(𝜌, 𝜁 , 𝜆,Γ)
]

. The appearance of the
𝑑 → ∞ limit is due to the proof technique which heavily relies on Panchenko’s result for finite dimen-
sional vector spin glasses [154]. The main new insight is that since the Poisson process typically does
not jump too many times, it can be approximated very well by a few Fourier basis elements. To make
this idea precise, the interpolation machinery is used, which requires considerable work. Evidently, the
formula (5.19) is very involved. Future will tell if one can deduce physical properties of the QSK from
Theorem 5.10.

5.2.2 The High Temperature Phase: Annealed Pressure and Absence of Glass Order

The paper [126] mainly studies the QSK model in the high-temperature phase 𝛽 < 1. We recall that in the
classical setting (Γ = 0) the high temperature phase of the SK model is characterized by an asymptotic
equality of the specific quenched pressure 𝔼 1

𝑁
ln𝑍𝑁 (𝛽) and annealed pressure 1

𝑁
ln𝔼𝑍𝑁 (𝛽). This moti-
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vates the analysis of the annealed pressure in the QSK. In contrast to the SK model, where the annealed
pressure is simply given by 𝛽2

4 , in the QSK there is no such elementary expression. Nevertheless, one
may give a variational formula for the annealed pressure. Using again the path-integral framework, we
note that

𝔼[𝑍𝑁 (𝛽,Γ)] = (2 cosh(𝛽Γ))𝑁 ∫Ξ𝑁
𝑑𝜈𝑁0 exp

(

𝛽2

4

(

𝑁 ∫

1

0 ∫

1

0
𝑄2(𝜉, 𝜉)(𝑡, 𝑡′)𝑑𝑡 𝑑𝑡′ − 1

))

, (5.20)

where we used that every initial spin 𝜎𝜎𝜎 ∈ 𝑁 contributes the same in expectation and the term in the
exponential follows by the known exponential moment of a Gaussian random variable and the covariance
(5.18). To further analyze (5.20), one needs to understand the probability distribution of the path overlap
𝑄(𝜉, 𝜉)(𝑡, 𝑡′) under the Poissonian path measure 𝜈𝑁0 . To this end, large deviation theory is a convenient
tool. For 𝛽,Γ ≥ 0 and 𝜓 ∈ 𝐿2([0, 1]2) we introduce the cumulant generating function

Λ𝛽,Γ(𝜓) ∶= ln

(

∫Ξ
𝑑𝜈0 exp

(

∫

1

0 ∫

1

0
𝜓(𝑡, 𝑡′)𝜉(𝑡)𝜉(𝑡′)𝑑𝑡 𝑑𝑡′

))

(5.21)

Note that 𝜉 in (5.21) consists only of one component. The function Λ𝛽,Γ(𝜓) probes the probability of
the overlap 𝑄 being close to 𝜓 . The functional Λ enjoys numerous useful properties: it is a 1-Lipschitz
function and convex in 𝜓 and its functional derivative Λ′(𝜓) is also 1-Lipschitz and given by

Λ′
𝛽,Γ(𝜓)(𝑠, 𝑠

′) = 𝑒−Λ𝛽,Γ(𝜓) ∫Ξ
𝑑𝜈0 𝜉(𝑠)𝜉(𝑠′) exp

(

∫

1

0 ∫

1

0
𝜓(𝑡, 𝑡′)𝜉(𝑡)𝜉(𝑡′)𝑑𝑡 𝑑𝑡′

)

,

i.e., 𝑑
𝑑𝑎
Λ𝛽,Γ(𝜓 + 𝑎𝜑)|𝑎=0 = ⟨Λ′

𝛽,Γ(𝜓), 𝜑⟩ [126, Lemma 4.1]. The rate function of the path overlap is then
governed by the Legendre transform Λ∗ ∶ 𝐿2([0, 1]2) → ℝ ∪ {∞},

Λ∗
𝛽,Γ(𝜑) ∶= sup

𝜓∈𝐿2([0,1]2)
(⟨𝜓,𝜑⟩ − Λ(𝜓)).

One observes that if Λ∗
𝛽,Γ(𝜑) < ∞, then |𝜑| ≤ 1 and ⟨1, 𝜑⟩ > 0. An infinite-dimensional version of the

well-known Varadhan lemma yields [60]:

Theorem 5.11 (Theorem 3.1 and Theorem 4.3 in [126])
For any 𝛽,Γ ≥ 0, the specific annealed pressure converges and we have the formula

lim
𝑁→∞

1
𝑁

ln(𝔼[𝑍𝑁 (𝛽,Γ)]) = ln(2 cosh(𝛽Γ)) + sup
𝜓∈𝐿2([0,1]2)

(Λ𝛽,Γ(𝜓) − 𝛽−2⟨𝜓,𝜓⟩) (5.22)

= ln(2 cosh(𝛽Γ)) + sup
𝜑∈𝐿2([0,1]2)

(

𝛽2

4
⟨𝜑,𝜑⟩ − Λ∗

𝛽,Γ(𝜑)
)

. (5.23)

Both suprema in (5.22) are attained at some 𝜓 and 𝜑 and a maximizing 𝜓 satisfies the Euler-
Lagrange equation 𝜓 = 𝛽2

2
Λ′
𝛽,Γ(𝜓).
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Unfortunately, the maximizer in (5.22) is not known. However, in the weak disorder limit, i.e., if 𝛽Γ is
kept constant and 𝛽 → 0, the maximizer 𝜓 resembles the function 𝛽2

2 𝜇(𝑡, 𝑡
′) with

𝜇(𝑡, 𝑡′) ∶=
cosh(𝛽Γ(1 − 2|𝑡 − 𝑡′|))

cosh(𝛽Γ)
,

which is simply the path overlap one obtains for the pure paramagnetic Hamiltonian 𝛽Γ. This allows one to
compute the second-order Taylor expansion in 𝛽 for weak disorder [126, Theorem 5.3]. Most interestingly,
one concludes from these computations that the among physicists popular static approximation [177,189,
192], where on assumes that the maximizer 𝜓 ≡ 𝑐 agrees with a constant 𝑐, is wrong even in the high
temperature phase.
Let us briefly mention how Theorem 5.11 is related to the Parisi-type result (5.19). The following deriva-
tion is not intended to be a formal argument, but a rigorous proof should not be too difficult either. To
this end, we consider the Parisi functional P(𝜌, 𝜁 , 𝜆, 𝛽,Γ) for the path 𝜁RS(𝑡) = 𝜌1{1}(𝑡). This path may
be interpreted as "replica-symmetric" situation since the path-overlap takes with probability 1 the value
of the self-overlap 𝜌. We obtain with a Hilbert-Schmidt Lagrange multiplier 𝜆 the simpler expression

P(𝜌, 𝜁RS, 𝜆, 𝛽,Γ) = ln

(

∫Ξ
𝑑𝜈0 exp

(

𝛽2

2 ∫

1

0 ∫

1

0
𝜌(𝑡, 𝑡′)𝜉(𝑡)𝜉(𝑡′)𝑑𝑡 𝑑𝑡′ + ∫

1

0 ∫

1

0
𝜆(𝑡, 𝑡′)𝜉(𝑡)𝜉(𝑡′)𝑑𝑡 𝑑𝑡′

))

−
𝛽2

4
‖𝜌‖2HS − ∫

1

0 ∫

1

0
𝜆(𝑡, 𝑡′)𝜌(𝑡, 𝑡′)𝑑𝑡 𝑑𝑡′

= Λ(𝛽2𝜌∕2 + 𝜆) − ⟨𝜌, 𝜆⟩ −
𝛽2

4
⟨𝜌, 𝜌⟩.

We have used that 𝑌0 is up to the translation by 𝜆 simply the exponential moment of the Gaussian 𝑋1

with covariance 𝜌. Now, we note that if we take the infimum with respect to 𝜆(𝑡, 𝑡′) ∈ 𝐿2 we obtain

inf
𝜆∈𝐿2

P(𝜌, 𝜁RS, 𝜆, 𝛽,Γ) = −Λ∗
𝛽,Γ(𝜌) +

𝛽2

4
⟨𝜌, 𝜌⟩.

Taking the supremum with respect to 𝜌, we end up with the variational expression (5.23). This should
answer the question risen in [126] on how these both formulae relate to each other. In some sense, the
annealed pressure optimizes solely the self-overlap and is not affected by replica symmetry breaking. This
resembles the classical situation. Conceptually, if annealed and quenched pressure agree, we should have
no replica symmetry breaking. On the other hand, the optimizer in (5.19) can be of replica-symmetric
nature, while quenched and annealed pressure do not coincide. The reason for that is that the optimal
self-overlap from Theorem 5.11 might lead to a broken solution in (5.19) while the whole system chooses
another self-overlap whose minimizing Parisi (overlap) measure is trivial. This explains why in [126,
Theorem 2.4] a difference between annealed and quenched pressure is observed for low temperatures and
strong magnetic fields although for these parameters no spin glass order is expected.
The second main result in [126] is that annealed and quenched pressure agree for 𝛽 < 1, just like in the
classical SK model.
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Theorem 5.12 (Theorem 6.3 in [126])
For 𝛽 < 1 and any Γ ≥ 0, annealed and quenched pressure agree, i.e.,

lim
𝑁→∞

1
𝑁

ln𝔼[𝑍𝑁 (𝛽,Γ)] = lim
𝑁→∞

1
𝑁

𝔼[ln𝑍𝑁 (𝛽,Γ)].

Theorem 5.12 is derived by adapting the corresponding proof for the classical model [6]. The main idea
is to apply the so-called second moment method. Suppose one has shown that 𝔼[𝑍2

𝑁 ] ≤ 𝑐𝔼[𝑍𝑁 ]2 for
some absolute constant 𝑐 > 0. The idea is then to invoke the Payley-Zygmund inequality [112]

ℙ(𝑍𝑁 ≥ 𝑥𝔼[𝑍𝑁 ]) ≥ (1 − 𝑥)2
𝔼[𝑍𝑁 ]2

𝔼[𝑍2
𝑁 ]

≥ (1 − 𝑥)2

𝑐

for 0 < 𝑥 < 1, which guarantees that 𝑍𝑁 is of the same order as 𝔼[𝑍𝑁 ] with a nonvanishing prob-
ability. Recalling that by Gaussian concentration 1

𝑁
ln𝑍𝑁 concentrates around its mean, by the above

1
𝑁
𝔼[ln𝑍𝑁 ] ≈

1
𝑁
ln𝔼[𝑍𝑁 ]. That is, to prove Theorem 5.12 it is enough to show 𝔼[𝑍2

𝑁 ] ≤ 𝑐𝔼[𝑍𝑁 ]2.
To arrive at such a bound, one notes that 𝑍2

𝑁 coincides with the partition function of a a duplicated sys-
tem. Making use of the path-integral framework and Gaussian linearization the claim follows after a little
computation [126, Lemma 6.1].
In the classical SK model there is no glass order for 𝛽 < 1, i.e., the distribution of the replica overlap 𝑅𝑁
under the Gibbs measure concentrates around 0. To establish the absence of glass order in the quantum
setting, one similarly needs to show that distribution of under the (duplicated) Gibbs density matrix 𝜌⊗2

𝛽,Γ
with 𝜌𝛽,Γ ∶= 𝑒𝛽𝐻∕𝑍𝑁 (𝛽,Γ) is trivial. Theorem 5.12 – or to be more precise the computation leading to
the second moment estimate 𝔼[𝑍2

𝑁 ] ≤ 𝑐𝔼[𝑍𝑁 ]2 – has the following important consequence:

Corollary 5.13 (Corollary 6.3 in [126])
For 𝛽 < 1 and any Γ ≥ 0, we have

lim
𝑁→∞

𝔼
[

Tr
(

𝜌⊗2
𝛽,Γ𝑅

2
𝑁 (𝜎𝜎𝜎,𝜎𝜎𝜎

′)
)]

= 0. (5.24)

Of course, (5.24) implies that the replica overlap concentrates around 0 in the thermodynamical limit.
The complementary problem, namely establishing glass order for lower temperatures, is the main topic
of the next section.

5.3 Existence of the Glass Phase

In order to be consistent with the work [125], in this section we write for the QSK Hamiltonian acting on
𝓁2(𝑁 )

𝐻𝑁 ∶= 𝐽 𝑈 + 𝑏𝑇

with parameters 𝐽 > 0, 𝑏 ≥ 0 and 𝑈 = 𝑈SK is the SK potential. Of course, the additional parameter 𝐽
does not reveal any new physics as its always equivalent to a model with 𝐽 = 1 and a different temperature
and field strength. As usual, the thermal average of some observable 𝐴 with respect to 𝐻𝑁 at some
temperature 𝛽 > 0 will be denoted by ⟨𝐴⟩𝛽𝐽 ,𝛽𝑏 ∶= Tr 𝐴𝑒−𝛽𝐻∕Tr 𝑒−𝛽𝐻 . If 𝐴 acts on two replicas, ⟨⋅⟩⊗2

𝛽𝐽 ,𝛽𝑏
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is understood as average with respect to independently drawn copies of the original system. We will
measure spin-glass order with the help of the Edwards-Anderson parameter 𝑞EA,

𝑞EA ∶= 2
𝑁(𝑁 − 1)

∑

1≤𝑗<𝑘≤𝑁
⟨𝑆𝑧𝑗 𝑆

𝑧
𝑘⟩

2
𝛽𝐽 ,𝛽𝑏 =

𝑁
𝑁 − 1

⟨𝑅2
𝑁⟩

⊗2
𝛽𝐽 ,𝛽𝑏 −

1
𝑁 − 1

, (5.25)

where the second identity is immediate from the operator identity𝑅𝑁 ∶= 𝑁−1∑𝑁
𝑗=1 𝑆

𝑧
𝑗 ⊗𝑆

𝑧
𝑗 . We already

know that for 𝛽𝐽 < 1 the Edward-Anderson parameter 𝑞EA → 0 vanishes almost surely for any 𝑏 ≥ 0
as 𝑁 → ∞. We have show in [125] that lim inf𝑁→∞ 𝔼[𝑞EA] > 0 for 𝛽𝐽 > 1 and 𝑏 > 0 small enough,
confirming a glass transition also in presence of a transversal field. We stress that the results in [125]
form the first prove of glass order in the field of quantum spin glasses.
The main strategy is to establish a lower bound on 𝔼[𝑞EA] and to conclude from the lower bound the
positivity of the Edwards-Anderson parameter in a second step. To formulate the lower bound, we need
to introduce the function Λ∶ [0,∞] → [0, 1], implicitly defined via

Λ(𝑟 tanh(𝑟)) = 𝑟−1 tanh(𝑟) (5.26)

Λ is monotone-decreasing, convex, satisfies Λ(0) = 1, and it can be estimated from below according to
Λ(𝑡) ≥ 𝑡−1(1 − 𝑒−𝑡) ≥ max{0, 1 − 𝑡∕2} [69]. Then, we have the following estimate:

Theorem 5.14 (Theorem 1 in [125])
The mean of the spin-glass order parameter (5.25) has a lower bound according to

𝔼[𝑞EA] ≥ Λ
(

2𝛽𝑏𝔼
[

⟨𝑆𝑥1 ⟩𝛽𝐽 ,𝛽𝑏
]

)

+ 2
𝛽𝐽

1
𝑁 − 1

𝔼
[⟨

𝑈
⟩

𝛽𝐽 ,𝛽𝑏

]

. (5.27)

It is valid for any 𝛽 > 0, 𝐽 > 0, 𝑏 ≥ 0, and all 𝑁 ≥ 2.

We will comment later on the proof of Theorem 5.14. Instead, let us first discuss how we use (5.27) to
show that 𝔼[𝑞EA] does not vanish for 𝛽𝐽 > 1 and 𝑏 small enough. To this end, we estimate the right-hand
side of (5.27). To estimate ⟨𝑆𝑥1 ⟩𝛽𝐽 ,𝛽𝑏, one may use the trivial bound ⟨𝑆𝑥1 ⟩𝛽𝐽 ,𝛽𝑏 ≤ 1. In [125], we show that
a differential inequality results in the slightly better bound ⟨𝑆𝑥1 ⟩𝛽𝐽 ,𝛽𝑏 ≤ tanh(𝛽𝑏). To bound 𝔼[⟨𝑈⟩𝛽𝐽 ,𝛽𝑏],
one may make use of the limiting specific ground state energy 𝜅 ∶= − lim

𝑁→∞
1
𝑁
min𝑈 . Its existence is

guaranteed by Parisi’s formula and numerical computations suggest 𝜅 ≈ 0.763 [54]. We arrive at the
explicit lower bound

𝑞(𝛽𝐽 , 𝛽𝑏) ∶= lim inf
𝑁→∞

𝔼[𝑞EA] ≥ Λ
(

2𝛽𝑏 tanh(𝛽𝑏)
)

− 2𝜅
𝛽𝐽

. (5.28)

The maximal magnetic field strength 𝑏 for which the right-hand side of (5.28) is positive grows with 𝛽
and in particular it allows to prove a glass phase in the zero temperature limit 𝛽 → ∞ up to a magnetic
field strength 𝑏 = 𝐽∕(4𝜅) ≈ 0.328 𝐽 . However, a main drawback of the simple ground state bound is
that even for 𝑏 = 0 it only shows glassiness for 𝛽𝐽 > 2𝜅, which does not agree with the known classical
transition point 𝛽𝐽 = 1. To establish the persistence of spin-glass order in the regime 1 < 𝛽𝐽 < 2𝜅
for a sufficiently small field strength 𝑏, our main idea is that 𝔼[⟨𝑈⟩𝛽𝐽 ,𝛽𝑏] should be close to its classical
value (𝑏 = 0) if 𝑏 is small enough. This intuition can be made precise by invoking the convexity of the
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pressure. While this argument works in the whole parameter region 𝛽𝐽 > 1, it only proves glass order
for very small 𝑏 > 0.

spin glass

paramagnet

0 0.25 0.50 0.75 1.00
0

1

1/(βJ)

b/J

1

2κ

1

4κ

Figure 5.1: In the temperature-field plane the (red) cross-shaded regime indicates where we prove the
existence of spin-glass order in the QSK model. The (red) dashed line is a cartoon of the critical line
between the spin-glass and the paramagnetic phases as obtained by approximate arguments and/or nu-
merical methods [78, 96, 139, 189, 192, 193]. The (blue) line-shaded regime for 𝛽𝐽 < 1 indicates where
the spin-glass order parameter is rigorously known to vanish (Corollary 5.13 [126]). [125, Figure 1]

Our analytic results and the numerical predictions on the glass phase [78,96,139,189,192,193] are shown
in Figure 5.1. The rigorously established glass regime is significantly smaller than what physicists pre-
dict. For instance, for 𝛽 → ∞ our methods only confirm glass order up to 𝑏 ≈ 0.328 𝐽 , but the numerics
suggests that the critical field strength is found at 𝑏 ≈ 1.51𝐽 or 𝑏 ≈ 1.6𝐽 [78,189,192,193]. The precise
location and nature of the true quantum critical point remains an important problem, in particular in the
context of adiabatic algorithms. However, at the moment it appears illusive to find an exact characteri-
zation of the separation line. Future work might focus on qualitative questions which are still open. For
instance, it would be of interest to show that glass order indeed vanishes for 𝛽𝐽 > 1 and 𝑏 large enough.
One might also turn to the question of replica symmetry breaking by establishing that 𝑞EA does not con-
centrate around one specific value in (a part of) the glass phase. This would probably allow to show
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replica-symmetric breaking in presence of a longitudinal field. We remark that extending our results to
𝑝-spin models is however rather straightforward. One may prove the similar bound

𝔼
[

⟨𝑅𝑝𝑁⟩
⊗2
𝛽𝐽 ,𝛽𝑏

]

≥ (1 + 𝑜(𝑁))Λ
(

𝑝𝛽𝑏𝔼
[

⟨𝑆𝑥1 ⟩𝛽𝐽 ,𝛽𝑏
]

)

+ 2
𝛽𝐽

1
𝑁

𝔼
[

⟨𝑈⟩𝛽𝐽 ,𝛽𝑏
]

+ 𝑜(𝑁)

which similarly leads to a nonvanishing Edwards-Anderson parameter [125, Theorem 2]. More funda-
mentally, it would be of high relevance to analyze how decisive the replica overlap is in the context
of quantum models. Classically, we have seen that (Theorem 5.1) the overlap distribution determines
the pressure, which is reflected in the Parisi formula. Such conclusion might not hold true for quan-
tum glasses, but the replica overlap could still help understanding certain aspects of the glass phase. A
similarly deep question is if there exists a quantum analog of the ultrametricity observed in the classical
models (see Theorem 5.8) and what role if any is played by the Ruelle cascades.

The rest of this section is devoted to the proof of Theorem 5.14. Here, we extend a key observation of
Bray and Moore [42], and of Aizenman, Lebowitz, and Ruelle [6], to the present quantum case 𝑏 > 0: the
mean order parameter 𝔼[𝑞EA] is related to the mean internal energy 𝔼

[

⟨𝑈⟩𝛽𝐽 ,𝛽𝑏
]

of the SK Hamiltonian.
In a first step, we use the spin-index symmetry to obtain

𝔼
[

⟨𝑈⟩𝛽𝐽 ,𝛽𝑏
]

= 1
√

𝑁

∑

1≤𝑗<𝑘≤𝑁
𝔼[𝑔𝑗,𝑘⟨𝑆𝑧𝑗 𝑆

𝑧
𝑘⟩𝛽𝐽 ,𝛽𝑏] =

√

𝑁(𝑁 − 1)
2

𝔼[𝑔1,2⟨𝑆𝑧1𝑆
𝑧
2⟩𝛽𝐽 ,𝛽𝑏].

Now, we invoke Gaussian integration by parts [152, Lemma 1.2 ],

𝔼[𝑔1,2⟨𝑆𝑧1𝑆
𝑧
2⟩𝛽𝐽 ,𝛽𝑏] = 𝔼

[

𝜕⟨𝑆𝑧1𝑆
𝑧
2⟩𝛽𝐽 ,𝛽𝑏

/

𝜕𝑔12
]

.

Computing this derivative, leads to the important identity

− 2
𝑁 − 1

𝔼
[

⟨𝑈⟩𝛽𝐽 ,𝛽𝑏
]

= 𝛽𝐽 𝔼
[

⟨𝑆𝑧1𝑆
𝑧
2 |𝑆

𝑧
1𝑆

𝑧
2⟩𝛽𝐽 ,𝛽𝑏 − ⟨𝑆𝑧1𝑆

𝑧
2⟩

2
𝛽𝐽 ,𝛽𝑏

]

(5.29)

where we have introduced the Duhamel–Kubo–Bogolyubov scalar product or Duhamel correlator [69,
119]. ⟨𝐴|𝐴⟩𝛽 can be defined for any observable 𝐴, Hamiltonian 𝐻 and inverse temperature 𝛽 ≥ 0 as

⟨𝐴|𝐴⟩𝛽 ∶= ∫

1

0
d𝑡
⟨

𝑒𝑡𝛽𝐻𝐴∗𝑒−𝑡𝛽𝐻𝐴
⟩

𝛽 .

The Duhamel scalar product appears naturally as derivative of the exponential matrix in the noncommu-
tative setting. If 𝐴 = 𝐴∗, one has the a priori bounds

0 ≤ ⟨𝐴⟩2𝛽 ≤ ⟨𝐴|𝐴⟩𝛽 ≤ ⟨𝐴2
⟩𝛽 ,

where the first inequality is trivial, for the second inequality one can use the representation ⟨𝐴|𝐴⟩𝛽 =
𝜕2

𝜕𝑠𝜕𝑡
Tr 𝑒𝐻+(𝑠+𝑡)𝐴 and invoke convexity and the last inequality is essentially a convexity estimate, too [167,

Theorem IV.7.2]. We are of course interested in the case where 𝐴 = 𝑆𝑧1𝑆
𝑧
2 and 𝐻 = 𝐻𝑁 is the QSK

Hamiltonian. Then, ⟨𝑆𝑧1𝑆
𝑧
2 |𝑆

𝑧
1𝑆

𝑧
2⟩𝛽𝐽 ,𝛽𝑏 ≤ 1. In the classical commutative case (𝑏 = 0), we in fact have

the equality ⟨𝑆𝑧1𝑆
𝑧
2 |𝑆

𝑧
1𝑆

𝑧
2⟩𝛽𝐽 ,𝑏=0 = 1, which significantly simplifies the analysis of (5.29).
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For nonvanishing magnetic fields 𝑏 > 0, the main challenge is to find a lower bound on the Duhamel
scalar product ⟨𝑆𝑧1𝑆

𝑧
2 |𝑆

𝑧
1𝑆

𝑧
2⟩𝛽𝐽 ,𝛽𝑏, which improves on ⟨𝑆𝑧1𝑆

𝑧
2⟩

2
𝛽𝐽 ,𝛽𝑏. Fortunately, the by now classical

Falk-Bruch inequality is sharp enough:

Proposition 5.15 ( [73],Theorem IV.7.5)
Let 𝐻 be an Hamiltonian on a finite dimensional Hilbert space, 𝐴 a self-adjoint bounded operator
and Λ as in (5.26). Then, we have

⟨𝐴|𝐴⟩𝛽 ≥ ⟨𝐴2
⟩𝛽 Λ

( 1
4⟨𝐴2

⟩𝛽

⟨[

𝐴, [𝛽𝐻,𝐴]
]⟩

𝛽

)

. (5.30)

The expression in the argument of Λ in (5.30) equals the scalar product
⟨

[𝛽𝐻,𝐴]||
|

[𝛽𝐻,𝐴]
⟩

𝛽 and is hence
positive for a general self-adjoint observable 𝐴. In the present case, 𝐴 = 𝑆𝑧1𝑆

𝑧
2 commutes with the SK

potential 𝑈 , so the double commutator is independent of 𝐽 and one may compute

[

𝑆𝑧1𝑆
𝑧
2 , [𝛽𝐻,𝐴]

]

= 𝛽𝑏[𝑆𝑧1𝑆
𝑧
2 , [𝑆

𝑥
1 + 𝑆𝑥2 , 𝑆

𝑧
1𝑆

𝑧
2 ]] = 𝛽𝑏

(

[𝑆𝑧1𝑆
𝑧
2 , [−2𝑖𝑆

𝑦
1𝑆

𝑧
2 − 2𝑖𝑆𝑧1𝑆

𝑦
2 ]]

)

= 4𝛽𝑏(𝑆𝑥1 + 𝑆𝑥2 ).

Using again the spin symmetry, we arrive at

𝔼
[

⟨𝑆𝑧1𝑆
𝑧
2 |𝑆

𝑧
1𝑆

𝑧
2⟩𝛽𝐽 ,𝛽𝑏

]

≥ 𝔼
[

Λ
(

2𝛽𝑏 ⟨𝑆𝑥1 ⟩𝛽𝐽 ,𝛽𝑏
)]

≥ Λ
(

2𝛽𝑏𝔼
[

⟨𝑆𝑥1 ⟩𝛽𝐽 ,𝛽𝑏
]

)

,

where we used Jensen’s inequality for the convex function Λ.
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Phase diagram of the quantum random energy model

Chokri Manai and Simone Warzel

The Quantum Random Energy Model (QREM) is probably the simplest quantum spin glass model as it
consists of the uncorrelated REM potential in a transversal field. Nevertheless, the QREM is of huge
relevance, not only as a treatable toy model for disordered quantum mean field systems, but also due to
its applications in quantum computing and mathematical biology [21–23,110,175]. In Core Article I, we
present the first rigorous analysis of the QREM. We focus on the specific pressure in the thermodynamic
limit. This work has been the basis for the study of more involved models [130, 131]

Main Results

Our main theorem establishes Goldschmidt’s prediction on the limit of the specific pressure in the QREM
[95] as an almost sure convergence. As a consequence, we determine the complete phase diagram of the
QREM. The phase diagram consists of a classical phase, where the QREM thermodynamics agrees with
the REM thermodynamics, and a pure paramagnetic phase where the REM potential does not contribute
to the specific pressure in the thermodynamic limit. We confirm a first order magnetic transition, a second
order glass transitions for a weak magnetic field, and a quantum phase transition for the ground state. We
give explicit expressions for all phase lines.
The proof relies on asymptotically matching lower and upper bounds. The lower bound is derived via
Gibbs’ variational principle. The upper bound is based on the rough geometry of the REM energy land-
scape and standard methods from matrix analysis, in particular the Golden-Thompson inequality. More-
over, we discuss the concentration properties of the pressure, which turns out to be self-averaging.

Individual Contribution

I am the principal of the author of this article. I was involved in all stages of the work and contributed
to the draft. The topic was suggested by my advisor Simone Warzel. After several attempts to prove
Goldschmidt’s formula via a path-integral approach - which ultimately only lead to partial results - Simone
Warzel had the insights that operator theoretic methods could be used instead. We then figured out the
details together. I contributed significantly to the proofs of Lemma 1, Lemma 2 and Lemma 3.
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Abstract
We prove Goldschmidt’s formula (Goldschmidt in Phys Rev B 47:4858–4861, 1990) for
the free energy of the quantum random energy model. In particular, we verify the location
of the first order and the freezing transition in the phase diagram. The proof is based on a
combination of variational methods on the one hand, and bounds on the size of percolation
clusters of large-deviation configurations in combination with simple spectral bounds on the
hypercube’s adjacency matrix on the other hand.

Keywords Disordered systems · Quantum spin glass · Phase transition

Mathematics Subject Classification 82D30 · 82B44

1 Introduction

The quantum random energy model (QREM) draws its motivation from various directions.
In mathematical biology, it has been put forward as a simple model for the expression of
genotypes undermutation in a randomfitness landscape [4,14].More recently, it gained atten-
tion as a basic testing ground of quantum annealing algorithms for searches in unstructured
energy landscapes (cf. [6,18] and references therein) as well as in the context of many-body
localization [5,9,15,19,25]. Its original motivation stems from the quest of understanding
quantum effects in mean-field spin glasses [10,13,17,22,26].

The classical backbone, the random energy model (REM) was put forward by Derrida
[11,12] in the early 1980s as the limiting and solvable case of a class of mean-field spin
glasses. The space of N -bit strings QN = {−1, 1}N serves as the configuration space of the
REM. The energy associated with σ = (σ1, . . . , σN ) ∈ QN is a rescaled Gaussian random
variable
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Phase Diagram of the Quantum Random Energy Model 655

U (σ ) := √
N g(σ )

with g(σ ) forming an independent and identically distributed (i.i.d.) process with standard
normal law.QN may be interpreted as the state space of a system of N spin- 12 quantumobjects
recorded, e.g., in the z-basis. The corresponding Hilbert space is given by the N fold tensor
product ⊗N

j=1C
2 which is unitarily equivalent to �2(QN ). Effects of a transversal (e.g. in the

negative x-direction) constant magnetic field of strength Γ ≥ 0 on the spins are taken into
account through the componentwise flip operators Fjσ := (σ1, . . . ,−σ j , . . . , σN ), which
are implemented on ψ ∈ �2(QN ) as

(Tψ) (σ ) := −
N∑

j=1

ψ(Fjσ).

This operator coincides with the negative sum of x-components of the Pauli matrices. The
energy of the QREM is then given by an Anderson-type random matrix

H := Γ T +U (1)

where U acts as a multiplication operator on �2(QN ).
The process U (σ ) is the limiting case p → ∞ of the Gaussian family of p-spin models

characterized by its mean and covariance function,

E [U (σ )] = 0, E
[
U (σ )U (σ ′)

] = N

⎛

⎝N−1
N∑

j=1

σ jσ
′
j

⎞

⎠
p

=: Nξp(σ, σ ′). (2)

The case p = 2 corresponds to the famous Sherrington–Kirkpatrick model. The simplifying
feature of the limit p → ∞ is the lack of correlations. The quantum p-spin generalisation
of the QREM is then given by the random matrix (1) in whichU is a multiplication operator
by the correlated field.

1.1 Main Result

In this paper, we will be interested in thermodynamic properties of the QREM which are
encoded in its partition function

Z(β, Γ ) := 2−N Tr e−βH

at inverse temperature β ∈ [0,∞), or, equivalently, its pressure

pN (β, Γ ) := N−1 ln Z(β, Γ ). (3)

Up to a factor of −β−1, the latter coincides with the specific free energy.
In the thermodynamic limit N → ∞ the pressure of the REM converges almost surely

[7,11,12],

lim
N→∞ pN (β, 0) = pREM(β) =

{ 1
2β

2 if β ≤ βc,
1
2β

2
c + (β − βc)βc if β > βc.

(4)

It exhibits a freezing transition into a low-temperature phase characterized by the vanishing
of the specific entropy above

βc := √
2 ln 2.
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656 C. Manai, S. Warzel

Fig. 1 Phase diagram of the QREM as a function of the transversal magnetic field Γ and the temperature β−1.
The first-order transition occurs at fixed β and Γc(β). The freezing transition is found at temperature β−1

c ,
which is unchanged in the presence of small magnetic field

Under the influence of the transversal field, the spin-glass phase of the REM disappears
for large Γ > 0 and a first-order phase transition into a quantum paramagnetic phase char-
acterised by

pPAR(βΓ ) := ln cosh (βΓ )

is expected to occur. The precise location of this first-order transition and the shape of the
phase diagram of theQREMhas been predicted byGoldschmidt [17] in the 1990s on the basis
of arguments using the replica trick and the so-called static approximation in the associated
path integral. His calculations have been repeated and refined in various papers—all still
based on the replica trick and further approximations [13,22] (see also [26] and references).
As a main result of this paper, we give a rigorous proof of this result.

Theorem 1 For any Γ , β ≥ 0 almost surely:

lim
N→∞ pN (β, Γ ) = max{pREM(β), pPAR(βΓ )}.

As will become clear from the proof, which is found in Sect. 2 below, the special structure
of the pressure as a maximum of competing extremal cases is mainly caused by the fact that
the REM’s energy landscape is steep and rough due to the lack of correlations. This renders
the model solvable. Before diving into the details of the proof, let us add some comments
(see also Fig. 1):

1. As in the classical case, the pressure pN (β, Γ ) is self-averaging, i.e. in the thermody-
namic limit it coincides with its probabilistic average, the so-called quenched pressure
E [pN (β, Γ )]. For the QREM, this follows immediately from the Gaussian concentra-
tion inequality for Lipschitz functions. The Lipschitz constant of the pressure’s variations
with respect to the i.i.d. standard Gaussian variables g(σ ) is bounded by
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Phase Diagram of the Quantum Random Energy Model 657

∑

σ∈QN

(
∂ pN (β, Γ )

∂g(σ )

)2
= β2

N 22N Z(β, Γ )2

∑

σ

〈σ |e−βH |σ 〉2 ≤ β2

N
.

Here and in the following we use bracket notation for matrix elements. Consequently,
we have the Gaussian tail estimate

P
(

|pN (β, Γ ) − E [pN (β, Γ )]| >
t β√
N

)
≤ C exp

(−ct2
)

(5)

for all t > 0 and all N ∈ N with some constants c,C ∈ (0,∞). In fact, self-averaging
for more general quantum p-spin models has already been established in [10].

2. For fixed β a first-order phase transition is found at

Γc(β) := β−1 arcosh
(
exp
(
pREM(β)

))
.

In particular, Γc(0) = 1 and Γc(βc) = β−1
c arcosh(2). In the low-temperature limit,

limβ→∞ Γc(β) = βc, the first-order transition connects to the known location of the
quantum phase transition of the ground state [18]. In this context, it is useful to recall
that the REM’s extreme energies are almost surely found at ‖U‖∞ = βcN + o(N ), cf.
[7, Ch. 9]. For Γ < βc, the energetically separated ground state is sharply localized near
the lowest-energy configuration of the REM. For Γ > βc, the energetically separated
ground state resembles the maximally delocalized state given by the ground state of T .
Near Γ = βc, the ground-state gap closes exponentially [1].

3. For Γ > Γc(β), the magnetization in the x-direction is strictly positive,

β−1 ∂

∂Γ
pPAR(βΓ ) = tanh(βΓ ) > 0.

4. For all Γ < Γc(β) the line of the freezing transition transition remains unchanged at
β = βc. In the frozen regime, the QREM has zero specific entropy.

1.2 Comments and Open Problems

We close the introduction with some further comments and open problems:

1. For the quantum p-spin model it is conjectured that the structure of the phase diagram in
Fig. 1 only changes smoothly in 1/p at low temperatures (see e.g. [13] ). Non-rigorous
1/p expansions in a replica analysis have been the basis of these assertions. (A tiny step
towards a proof of the continuity of the pressure at p = ∞ has been undertaken recently
on the basis of the methods presented here in [21].)
Such expansion-based arguments have been extended in [22] to cover the case of ferro-
magnetic bias, in which the Gaussian spin-p couplings are tilted towards a ferromagnetic
interaction. The paper [22] argues that the spin glass phase will also disappear in favour
of a ferromagnetic phase for sufficiently large tilting.

2. As in the classical case, the quenched pressureE [pN (β, Γ )] is generally smaller than the
annealed pressure N−1 lnE [Z(β, Γ )]. However, in the high-temperature phase, β < βc,
asymptotic equality holds—even in the quantumcase as is not hard to showby performing
the annealed average in the path-integral representation. The fluctuation properties of the
partition function are well studied in classical cases (see e.g. [3,8] and [7, Ch. 9–10] for
further references). We leave it to a future work to extend these results to the quantum
case.
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658 C. Manai, S. Warzel

3. For a large class of mean-field spin glasses, the pressure in the thermodynamic limit is
known to be universal in that it does not depend on the details of the randomness (cf.
[28] and references therein). Such universality results have been extended to the quantum
case in [10].

4. Most recently, there has been some progress in understanding the free energy of the
quantum Sherrington–Kirkpatrick model. The absence of a spin-glass phase for high
temperatures was addressed in [20]. In particular, it is shown that in the high-temperature
phase the quenched pressure asymptotically coincides with the annealed pressure thereby
generalising some of the results in [3]. The paper [2] identified the thermodynamic limit
of the quenched pressure with a certain limit of a variational principle involving classical
vector-spin glasses.

2 Proof

The proof of Theorem 1 consists of a pair of asymptotically coinciding upper and lower
bounds.

Proof of Theorem 1 The assertion is a consequence of Lemma 1 and Corollary 1 below. 
�

The following two subsections contain the details of the argument.

2.1 Lower Bound

Not surprisingly, our lower bound is more robust and will hold for more general p-spin
models also. Let us first recall that if U (σ ) is a Gaussian random field of the form (2) with
p ∈ [1,∞], then its pressure

pU(β) := lim
N→∞ N−1 ln 2−N

∑

σ∈QN

e−βU (σ ) (6)

is known to converge almost surely to a non-random expression, which is in fact given
by the famous Parisi formula [23,24,27,28]. In the special case p = ∞ this reduces to
pU(β) = pREM(β).

Lemma 1 Consider the quantum p-spin model, i.e. H = Γ T + U with U diagonal and
Gaussian of the form (2) with p ∈ [1,∞]. For any Γ , β ≥ 0 and almost surely

lim inf
N→∞ pN (β, Γ ) ≥ max{pU(β), pPAR(βΓ )}. (7)

Proof We use the Gibbs variational principle,

ln Tr e−βH = − inf
	

[
β Tr (H	) + Tr (	 ln 	)

]
(8)

in which the infimum is taken over all density matrices, 	 ≥ 0, Tr 	 = 1, on �2(QN ). There
are two natural choices:

1. We may pick 	 = e−βU/Tr e−βU . In this case, the right-hand side is lower bounded by

ln Tr e−βU − βΓ Tr (T 	) = ln Tr e−βU .
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Phase Diagram of the Quantum Random Energy Model 659

The last step follows from the fact that the diagonal matrix elements of T vanish. Con-
sequently, we arrive at the bound,

pN (β, Γ ) ≥ 1

N
ln

⎛

⎝ 1

2N
∑

σ∈QN

e−βU (σ )

⎞

⎠ ,

which together with the known convergence (6) yields the first part of the claim.
2. We may also pick 	 = e−βΓ T /Tr e−βΓ T . In this case, the right-hand side in (8) reduces

to

ln Tr e−βΓ T − β Tr (U	) = N ln (2 cosh(βΓ )) − β

2N
∑

σ∈QN

U (σ ),

where we used 〈σ |e−βΓ T |σ 〉 = cosh(βΓ )N for the diagonal matrix element of the
semigroup generated by −T . Consequently, we arrive at the bound,

pN (β, Γ ) ≥ pPAR(βΓ ) − β

N2N
∑

σ∈QN

U (σ ).

The last term converges to zero almost surely by the strong law of large numbers. More
precisely, for any ε > 0, an exponential Chebychev bound yields

P

⎛

⎝ 1

N2N
∑

σ∈QN

U (σ ) > ε

⎞

⎠ ≤ e−Nε2/2 E

⎡

⎣exp

⎛

⎝ ε

2N+1

∑

σ∈QN

U (σ )

⎞

⎠

⎤

⎦

= e−Nε2/2 exp

⎛

⎝ ε2

22(N+1)

∑

σ,σ ′
N ξp(σ, σ ′)

⎞

⎠

≤ e−Nε2/4.

The same bound also applies to −∑σ U (σ ). Since the right-hand side is summable in
N , a Borel–Cantelli argument ensures the claimed almost-sure convergence.


�

2.2 Upper Bound

Typical values of the REM U (σ ) fluctuate on order O(
√
N ). Our upper bound rests on the

observation that configurations on which large negative deviations occur,

Lε := {σ ∈ QN
∣∣U (σ ) ≤ −εN

}
, (9)

form gap-connected clusters whose maximal size remains bounded uniformly in N even for
ε > 0 arbitrarily small. For the precise formulation of this result, it is useful to recall that the
Hamming distance

d(σ, σ ′) :=
N∑

j=1

1
[
σ j �= σ ′

j

]

renders QN (through the nearest-neighbour relation) into a graph called the Hamming cube,
in which each vertex has exactly N neighbours. For future purposes, we also introduce the
Hamming ball of radius r ∈ [0, N ] centered at σ ∈ QN ,
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660 C. Manai, S. Warzel

Br (σ ) := {σ ′ ∈ QN
∣∣ d(σ, σ ′) ≤ r

}
.

Its volume |Br | is known to be bounded by exp (Nγ (r/N )) for all r < N/2 in terms of the
binary entropy, γ (ξ) := −ξ ln ξ − (1 − ξ) ln(1 − ξ). Here, a simpler bound is sufficient:

|Br | =
r∑

j=0

(
N

j

)
≤

r∑

j=0

N j

j ! ≤ e Nr . (10)

Definition 1 Let Q̃N be the supergraph of the Hamming cube QN , which one obtains by
adding the edges {σ, σ ′}, where σ, σ ′ are two vertices with d(σ, σ ′) = 2. We call Cε ⊂ Lε a
gap-connected component, if Cε is connected as a subset of Q̃N . A gap-connected component
Cε is maximal if there is no other vertex σ ∈ Lε\Cε such that Cε ∪{σ } forms a gap-connected
component.

For each realisation of the randomness the large-deviation set then naturally decomposes
into a finite (edge-)disjoint union of maximally gap-connected components,

Lε =
⋃

α

C(α)
ε .

On any gap-connected component Cε for every vertex σ ∈ Cε there is some σ ′ ∈ Cε\{σ }
with d(σ, σ ′) ∈ {1, 2} – not necessarily d(σ, σ ′) = 1. By construction, we thus have for all
α �= α′:

d
(
C(α)

ε , C(α′)
ε

)
= min

{
d(σ, σ ′) | σ ∈ C(α)

ε ∧ σ ′ ∈ C(α′)
ε

}
> 2. (11)

The next lemma controls with good probability the size of each subset C(α)
ε , which is just the

number of its vertices and denoted by |C(α)
ε |.

Lemma 2 For all ε > 0 and N ∈ N there is some subset Ωε,N of realizations such that:

1. for some cε > 0, which is independent of N , and all N large enough:

P
(
Ωε,N
) ≥ 1 − e−cεN ,

2. on Ωε,N : max
α

∣∣C(α)
ε

∣∣ < Kε :=
⌈
4 ln 2

ε2

⌉
.

Proof We start by noting that the event

Ωε,N :=
⋂

σ∈QN

{∣∣Brε (σ ) ∩ Lε

∣∣ < Kε

}
(12)

with rε := 4Kε implies the second assertion in the lemma. This follows from the fact that in
the event Ωε,N , in which there are at most Kε − 1 large deviation sites in the ball of radius rε
around any fixed σ ∈ Lε , the gap-connected component to which σ belongs, must be strictly
contained in a ball of radius at most 2(Kε − 1) < rε − 2, i.e. it cannot gap-connect to other
vertices outside the ball Brε (σ ) and hence consists of at most Kε vertices.

It therefore remains to estimate the probability of the event complementary toΩε,N . Using
the union bound we obtain:
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P

⎛

⎝
⋃

σ∈QN

{∣∣Brε (σ ) ∩ Lε

∣∣ ≥ Kε

}
⎞

⎠ ≤
∑

σ∈QN

P
(∣∣Brε (σ ) ∩ Lε

∣∣ ≥ Kε

)

≤
∑

σ∈QN

|Brε |∑

j=Kε

P
(∣∣Brε (σ ) ∩ Lε

∣∣ = j
)

≤ 2N
|Brε |∑

j=Kε

(|Brε |
j

)
e− jε2N/2 ≤ 2N

∞∑

k=Kε

|Brε | j
j ! e− jε2N/2

≤ 2N
|Brε |Kε

Kε! e−Kεε
2N/2 exp

(
|Brε |e−ε2N/2

)

≤ |Brε |Kε

Kε! e−Kεε
2N/4 exp

(
|Brε |e−ε2N/2

)
. (13)

Here the third line relies on the fact that the number of subsets of a given size equals the
binomial coefficient. Moreover, specifying the large-deviation sites in Brε (σ ) allows one
to compute the probability of the event using the independence of the random field U (σ ).
To estimate this probability, we use the elementary estimate on the complementary error
function,

P (σ ∈ Lε) =
∫ −ε

√
N

−∞
e−x2/2 dx√

2π
≤ e−ε2N/2, (14)

aswell as the trivial bound on the probability of the complementary elementary event. The last
inequality in the second line of (13) results from a simple bound on the binomial coefficient.
The forth line is the standard estimate of the remainder of the exponential series. Finally,
the last line follows by definition of Kε. Since the volume of the ball |Brε | grows only
polynomially in N by (10), the right-hand side of (13) is exponentially bounded for large
enough N . This completes the proof. 
�

Our main idea behind an upper bound on the partition function Z(β, Γ ) is to decompose
H into themultiplication operatorU restricted to vertices inLε and theQREM H restricted to
the complementary set Lc

ε plus a remainder term ALε . For this purpose, we write �2(QN ) =
�2(Lε) ⊕ �2(Lc

ε) and set ULε the multiplication operator by the REM values on �2(Lε). On
the orthogonal complement �2(Lc

ε), we define the natural restriction of (1). Note that −T is
the adjacency matrix on the Hamming cube. In the restriction HLc

ε
, we simply restrict the

adjacency matrix to the subgraph associated with Lc
ε . We then define ALε through:

H =: ULε ⊕ HLc
ε
− Γ ALε . (15)

Clearly, the matrix elements of the remainder term are related to all edges reaching Lε:

〈σ |ALε |σ ′〉 =
{
1 if σ ∈ Lε or σ ′ ∈ Lε and d(σ, σ ′) = 1,

0 else.
(16)

The following lemma contains an estimate on the operator norm of the remainder. In case
the components in the decompositions are of small size, this estimate is not so wasteful.

Lemma 3 Let Lε = ⋃α C(α)
ε stand for a finite (edge-)disjoint union of maximally gap-

connected components of the large deviation set (9). Then

∥∥ALε

∥∥ ≤
√
2N max

α

∣∣C(α)
ε

∣∣. (17)
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Proof Since the components are edge-disjoint in the sense that (11) holds, we have
∥∥ALε

∥∥ = max
α

∥∥AC(α)
ε

∥∥,

where the operators in the right-hand side satisfy (16) with Lε substituted by C(α)
ε . Conse-

quently, their operator norms are bounded by a Frobenius estimate

∥∥AC(α)
ε

∥∥ ≤
√√√√
∑

σ,σ ′

∣∣∣〈σ |AC(α)
ε

|σ ′〉
∣∣∣
2
.

Since the double sum is restricted to σ ∈ C(α)
ε or σ ′ ∈ C(α)

ε and, in each of the two cases, the
other sum has at most N terms, the assertion follows. 
�
The fact that the operator norm in the preceding lemma does not scale with N might sound
remarkable at first sight. However, we remind the reader that even the full adjacency matrix
−TBNρ

restricted to a Hamming ball of radius Nρ with ρ ∈ (0, 1/2), is known [16] to be
bounded by

∥∥TBNρ

∥∥ ≤ 2N
√

ρ(1 − ρ) + o(N ).
We are now ready to conclude our asymptotically sharp upper bound.

Corollary 1 For any Γ , β ≥ 0 almost surely:

lim sup
N→∞

pN (β, Γ ) ≤ max
{
pREM(β), pPAR(βΓ )

}
.

Proof We pick ε > 0 arbitrarily small and start from the decomposition (15) of the Hamil-
tonian. The Golden–Thompson inequality yields

Z(β, Γ ) ≤ 2−N Tr e−βULε ⊕HLc
ε e−βΓ ALε

≤ 2−N eβΓ ‖ALε ‖ (Tr �2(Lε)
e−βULε + Tr �2(Lc

ε)
e−βHLc

ε

)
.

The first term in the bracket on the right-hand side is trivially estimated in terms of the
partition function of the REM:

2−N Tr �2(Lε)
e−βULε ≤ Z(β, 0) = eNpN (β,0).

For the second term we use the fact that the adjacency matrix −TLc
ε
has non-negative matrix

elements and hence generates a positivity preserving semigroup on �2(Lc
ε). Since the diagonal

values of its perturbation are bounded from below by−εN by assumption onLc
ε , we conclude

2−N Tr �2(Lc
ε)
e−βHLc

ε ≤ eβεN2−N Tr �2(Lc
ε)
e−βΓ TLc

ε

≤ eβεN2−N Tr e−βΓ T = exp
(
N
(
βε + pPAR(βΓ )

))
.

Here, the last inequality follows from the monotonicity of e−βΓ TLc
ε with respect toLc

ε , which
is in turn a consequence of the non-negativity of the matrix elements of the adjacency matrix.
To summarize, we thus obtain

pN (β, Γ ) ≤ max
{
pN (β, 0), βε + pPAR(βΓ )

}+ 1
N

(
βΓ ‖ALε‖ + ln 2

)
. (18)

According toLemma2 there is someΩε,N whose complementary probability is exponentially
small in N and on which Lemma 3 guarantees that for all N large enough:

pN (β, Γ ) ≤ max
{
pN (β, 0), pPAR(βΓ )

}+ 2βε .
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Since the probabilities of the complementary event are summable in N , a Borel–Cantelli
argument together with the known almost sure convergence (4) of the REM thus finishes the
proof. 
�
Acknowledgements Open Access funding provided by Projekt DEAL.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included in the
article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is
not included in the article’s Creative Commons licence and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Adame, J., Warzel, S.: Exponential vanishing of the ground-state gap of the QREM via adiabatic quantum
computing. J. Math. Phys. 56, 113301 (2014). https://doi.org/10.1063/1.4934723

2. Adihikar, A., Brennecke, C.: Free energy of the quantum Sherrington-Kirkpatrick spin-glass model with
transverse field (2019). Preprint arXiv:1912.13041

3. Aizenman, M., Lebowitz, J., Ruelle, D.: Some rigorous results on the Sherrington-Kirkpatrick spin glass
model. Commun. Math. Phys. 116, 527–527 (1988). https://doi.org/10.1007/BF01229207

4. Baake, E., Wagner, H.: Mutation-selection models solved exactly with methods of statistical mechanic.
Genet. Res. 78, 93–117 (2001). https://doi.org/10.1017/S0016672301005110

5. Baldwin, C., Laumann, C., Pal, A., Scardicchio, A.: The many-body localized phase of the quantum
random energy model. Phys. Rev. B 93, 024202 (2015). https://doi.org/10.1103/PhysRevB.93.024202

6. Bapst, V., Foini, L., Krzakala, F., Semerjian, G., Zamponi, F.: The quantum adiabatic algorithm applied to
random optimization problems: the quantum spin glass perspective. Phys. Rep. 523, 127 (2012). https://
doi.org/10.1016/j.physrep.2012.10.002

7. Bovier, A.: Statistical Mechanics of Disordered Systems: AMathematical Perspective. Cambridge Series
in Statistical and Probabilistic Mathematics. Cambridge University Press, Cambridge (2006). https://doi.
org/10.1017/CBO9780511616808

8. Bovier, A., Kurkova, I., Löwe, M.: Fluctuations of the free energy in the REM and the p-spin SK model.
Ann. Probab. 30, 605–651 (2002). https://doi.org/10.1214/aop/1023481004

9. Burin, A.: Localization and chaos in a spin glass model with random fields: mapping to the localization
problem in a Bethe lattice with a correlated disorder. Annalen der Physik. https://doi.org/10.1002/andp.
201600292

10. Crawford, N.: Thermodynamics and universality for mean field quantum spin glasses. Commun. Math.
Phys. 274, 821–839 (2007). https://doi.org/10.1007/s00220-007-0263-x

11. Derrida, B.: Random-energy model: limit of a family of disordered models. Phys. Rev. Lett. 45, 79–82
(1980). https://doi.org/10.1103/PhysRevLett.45.79

12. Derrida, B.: Random-energy model: an exactly solvable model of disordered systems. Phys. Rev. B 24,
2613–2626 (1981). https://doi.org/10.1103/PhysRevB.24.2613

13. Dobrosavljevic, V., Thirumalai, D.: 1/p expansion for a p-spin interaction spin-glass model in a transverse
field. J. Phys. A 23(15), L767–L774 (1990). https://doi.org/10.1088/0305-4470/23/15/013

14. Eigen, M., Schuster, P.: The hypercycle. a principle of natural self-organization. Part A: emergence of the
hypercycle. Die Naturwissenschaften 64 11, 541–65 (1977)

15. Faoro, L., Feigel’man,M.V., Ioffe, L.: Non-ergodic extended phase of the quantum random energymodel.
Ann. Phys. 409, 167916 (2019). https://doi.org/10.1016/j.aop.2019.167916

16. Friedman, J., Tillich, J.P.: Generalized Alon-Boppana theorems and error-correcting codes. SIAM J.
Discret. Math. 19, 700–718 (2005). https://doi.org/10.1137/S0895480102408353

17. Goldschmidt, Y.Y.: Solvable model of the quantum spin glass in a transverse field. Phys. Rev. B 41,
4858–4861 (1990). https://doi.org/10.1103/PhysRevB.41.4858

18. Jörg, T., Krzakala, F., Kurchan, J., Maggs, A.: Simple glass models and their quantum annealing. Phys.
Rev. Lett. 101, 147204 (2008). https://doi.org/10.1103/PhysRevLett.101.147204

123



664 C. Manai, S. Warzel

19. Laumann, C., Pal, A., Scardicchio, A.: Many-body mobility edge in a mean-field quantum spin glass.
Phys. Rev. Lett. 113, 200405 (2014). https://doi.org/10.1103/PhysRevLett.113.200405

20. Leschke, H., Rothlauf, S., Ruder, R., Spitzer, W.: The free energy of a quantum sherrington-kirkpatrick
spin-glass model for weak disorder (2019). Preprint arXiv:1912.06633

21. Manai, C.,Warzel, S.: The quantum random energymodel as a limit of p-spin interactions (2019). Preprint
arXiv:1912.02041

22. Obuchi, T., Nishimori, H., Sherrington, D.: Phase diagram of the p-spin-interacting spin glass with ferro-
magnetic bias and a transverse field in the infinite- p limit. J. Phys. Soc. Jpn. 76, 054002 (2006). https://
doi.org/10.1143/JPSJ.76.054002

23. Panchenko, D.: The Parisi formula for mixed p-spin models. Ann. Probab. 42, 946 (2011). https://doi.
org/10.1214/12-AOP800

24. Parisi, G.: Order parameter for spin-glasses. Phys. Rev. Lett. 50, 1946–1948 (1983). https://doi.org/10.
1103/PhysRevLett.50.1946

25. Smelyanskiy, V.N., Kechedzhi, K., Boixo, S., Neven, H., Altshuler, B.: Intermittency of dynamical phases
in a quantum spin glass (2019). Preprint arXiv:1907.01609

26. Suzuki, S., Inoue, J.i., Chakrabarti, B.K., Inoue, J.i., Chakrabarti, B.K.: Quantum Ising Phases and Tran-
sitions in Transverse Ising Models -, 2. aufl. edn. Springer, Berlin (2012)

27. Talagrand, M.: The Parisi formula. Ann. Math. 163(1), 221–263 (2006)
28. Talagrand, M.: Mean Field Models for Spin Glasses (Volume I + II), vol. 2nd, Rev. and enlarged edn.

Springer, Berlin (2011)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

123



CORE ARTICLES

A.2 Generalized random energy models in a transversal magnetic field:
free energy and phase diagrams

128



Generalized random energy models in a transversal magnetic field: free energy
and phase diagrams

Chokri Manai and Simone Warzel

A few years after introducing the REM [61,62], Derrida considered a natural generalization of the random
energy model, the so called GREM [63, 64]. The GREM potential consists of finitely many REM type
random variables acting on sub-blocks of the total Hamming cube, which results in a correlated, yet
hierarchical energy landscape. The built-in hierarchical structure simplifies the analysis of the GREM
crucially in comparison to the SK-model with a hidden hierarchy. However, the GREM still comprises a
rich mathematical structure which turned out to be very similar to the behavior of the order parameter in
the more involved SK model [39,40,152,153]. Thus, it is natural to consider it is quantum counterpart, the
QGREM, to shed some light on the nature of quantum spin glasses. Core Article II provides a complete
picture of the phase diagram in the QGREM.

Main Results
In this publication we determine the almost sure limit of the pressure in the 𝑘-level QGREM, even with
a random transversal field, based on an inductive technique which we dubbed peeling principle. Our
results reveal an instructive physical picture of the QGREM, namely the hierarchical erasure of spin glass
order. More precisely, the phase diagram shows multiple magnetic phase transitions as the magnetic
field strength increases. Starting from a purely classical GREM phase, the determining blocks of the
GREM undergo consecutively a transition from a fully classical order to a fully paramagnetic order.
These findings were apparently not known before, even in the physics literature. We further extend our
results on the QGREM in two ways. First, we consider the so called non-hierarchical GREM citeBK06
in a transversal field, where we also compute the limit of pressure. As in the classical case, a hierarchical
structure emerges as Parisi-type formula for the pressure. On the other hand, we deal with the CREM, that
is, the continuous limit of the GREM consisting of infinitely many levels. Using interpolation methods,
we again determine the pressure in the thermodynamic limit. The corresponding phase diagrams are of
independent interest as the multiple phase transition of the GREM merge to one or two second order
transitions for appropriate choices of the model’s parameter.

Individual Contribution

I am the principal author of this article. It was my idea to consider the QGREM after we had finished
our first work on the QREM [128]. I developed the first proof idea on how to determine the pressure
in the QGREM and QCREM. The final publication -the presentation of the results, the structure of the
proof section and the derivation of various technical lemmas - is a result of a close collaboration with my
advisor Simone Warzel.
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GENERALIZED RANDOM ENERGY MODELS IN
A TRANSVERSAL MAGNETIC FIELD:

FREE ENERGY AND PHASE DIAGRAMS

CHOKRI MANAI AND SIMONE WARZEL

We determine explicit variational expressions for the quantum free energy of mean-field spin glasses in
a transversal magnetic field, whose glass interaction is given by a hierarchical Gaussian potential as in
Derrida’s generalized random energy model (GREM), its continuous version (CREM), or the nonhierarchical
GREM. The corresponding phase diagrams, which generally include glass transitions as well as transitions
to quantum paramagnetic and mixed quantum-classical phases, are discussed. In the glass phase, the free
energy is generally determined by both the parameters of the classical model and the transversal field.

1. Introduction

Studying the fate of spin glass physics with respect to quantum effects induced by a transversal field
has been a topic of continuing interest in the physics community. In the past 10 years this subject
received an additional boost due to its relevance as a testing ground for quantum adiabatic algorithms
and for many-body localized systems [1; 6; 13; 23]. Ever since exact solutions of the free energy
of mean-field spin glasses became available, Parisi’s famous replica calculations [29; 33] have been
extended to approximations of the quantum free energy. Notwithstanding numerous works (see, e.g.,
[12; 20; 30; 21; 37; 41]), an ultimate consensus on various aspects of quantum spin glasses such as the
quantum Sherrington–Kirkpatrick (SK) model seems to be lacking even from the physics point of view.
From the point of view of disordered many-body systems the field offers toy models for exotic behavior
of many-body wave functions on Fock space. A hint to the existence of partially nonergodic states is
provided by the results of this work.

Although the theory classical mean-field spin glasses became an established branch of probability
[8; 22; 31; 39; 40], efforts of mathematicians in the area of quantum glasses are so far rather limited.
Crawford [15] laid the foundations for the quantum SK model. For this model, by generalizing classical
arguments from [3], the absence of replica symmetry breaking in the high-temperature regime was proved
in [25], and, more recently, the existence of spin-glass order at low temperatures and transversal field
could also be established [24]. Adhikari and Brennecke [2] used a path-integral approach and Parisi’s
formula for vector-spin models to rewrite the free energy of the quantum SK model as a rather involved
variational problem in terms of infinite-dimensional path overlaps.

MSC2020: 82B44, 82D30.
Keywords: quantum spin glass, phase transition, free energy.
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The main aim of this work is to derive reasonably explicit variational expressions, which allow us
to determine the structure of the phase diagram, for the quantum versions of three classic hierarchical
and related mean-field spin glasses: (i) Derrida’s generalized random energy model (GREM) [18],
(ii) its continuous version (CREM), and (iii) the nonhierarchical GREM by Bolthausen and Kistler [7].
These models were invented so as to incorporate the effects of correlations of energy levels into the
oversimplified random energy model (REM) [16; 17]. The GREM’s and CREM’s built-in ultra-metric
structure constitutes the backbone of Parisi’s solution of the SK mean-field spin glass — a fact which
received its mathematical blessing through Talagrand’s proof [38] and further analysis of the Gibbs
measure [31].

Although the built-in ultra-metric structure and the prearrangement of types in the GREM or CREM
are somewhat artificial as long as one does not clarify the role of ultrametricity in quantum glasses,
it is nevertheless surprising that no physics prediction exists for the quantum version of these classic
hierarchical mean-field spin glasses. All the more so since in 1990, Goldschmidt presented his formula for
the free energy of the quantum REM [21], which was recently confirmed through a mathematical analysis
[26]. This gap is closed with the present paper. We find formulae which express the principle that the types
decide within the groups whether to collectively follow the transversal field or stay in their classical order.
The free energy is then computed as a minimum over all group decompositions. We call this principle
hierarchical peeling. It is based purely on a combination of a probabilistic-geometric decomposition of
the spin-configuration space and operator-theoretic techniques, which are further developments of ideas
in [26; 27]. In passing, we also generalize basic interpolation techniques to the quantum set-up. These
main new technical tools are presented in Section 2.

We start the paper with a short introduction to classical hierarchical models. The quantum free energy is
then presented in Section 1B. The introduction closes with a discussion of the nonhierarchical GREM and
its quantum Parisi-type formula. The proofs of the novel quantum formulae are postponed to Section 3.

1A. Classical GREM and CREM. The GREM and CREM potential U is a centered Gaussian process
on the Hamming cube QN := {−1, 1}

N, whose covariance matrix is given by

E [U (σ )U (σ ′)] = N A(q(σ , σ ′)), (1-1)

where A := [0, 1] → [0, 1] is a nondecreasing, right-continuous, and normalized function, i.e., A(1)= 1,
which does not depend on N. Moreover, q denotes the normalized lexicographic overlap of spin configu-
rations σ , σ ′

∈ QN , i.e.,

q(σ , σ ′) :=

{
1 if σ = σ ′,

1
N (min{1 ≤ i ≤ N ; σi ̸= σ ′

i } − 1) else .
(1-2)

The induced metric dA(σ , σ
′)= E [|U (σ )− U (σ ′)|2]1/2 on the Hamming cube is an ultrametric.

In the GREM one further assumes that the distribution function A is a step function with n ∈ N jumps
of height ak at the values 0 = x0 < x1 < x2 < · · · < xn = 1. The Gaussian potential U can then be
expressed in terms of independent standard Gaussian variables. To this end, one decomposes σ ∈ QN
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into n blocks (“types”), σ = (σ 1, . . . , σ n), each of which is represented by a spin vector on a reduced
Hamming cube,

σ k ∈ Q(k)
N := {−1, 1}

⌈xk N⌉−⌈xk−1 N⌉, k ∈ {1, . . . , n}. (1-3)

Introducing independent standard Gaussian variables Xσ 1, Xσ 1σ 2, . . . , Xσ 1σ 2···σ n one then rewrites

U (σ )=
√

N (
√

a1 Xσ 1 +
√

a2 Xσ 1σ 2 + · · · +
√

an Xσ 1σ 2···σ n ) (1-4)

in the sense of distributional equality. The pressure or negative free energy

8N (β) :=
1
N

ln Z N (β)

is given in terms of the partition function Z N (β) :=
∑

σ∈QN
e−βU (σ ), and converges for any distribution

function A almost surely [14]. The limit depends on the concave hull A of A, i.e., the smallest concave
function which is greater than or equal to A. In the GREM, the concave hull A is a piecewise linear function
determined by the values {y0, y1, . . . , ym} ⊂ {x0, x1, . . . , xn} where A and A agree. The increments of
the concave hull āl := A(yl)− A(yl−1), the interval lengths L l := yl − yl−1, and the slopes γl := āl/L l

determine the limit of the pressure, which is given by [19; 14]

lim
N→∞

8N (β)=8(β)=

m∑
l=1

ϕ(l)(β) (1-5)

with the partial pressures

ϕ(l)(β) :=

 1
2β

2āl + L l ln 2 if β ≤

√
(2 ln 2)γ−1

l =: βl,

β
√
(2 ln 2)āl L l if β >

√
(2 ln 2)γ−1

l .
(1-6)

(For future reference, we note that this formula still holds if the weights (ak) do not add up to 1.) The
glass transition in the GREM occurs in steps with the components of the systems’ spins corresponding to
l freezing at βl . Since βm > · · ·> β2 > β1, the highest freezing temperature is found at βc = β1.

The CREM includes distribution functions A which are not step functions. Since they can be represented
as a (uniform) limit of step functions, it is not surprising that the corresponding limit of the pressure 8(β)
turns into an integral. The increments āl are replaced by the right derivative ā(x) of A(x) which exists
everywhere as a consequence of the convexity of A. This allows one to give an explicit expression for the
limiting pressure [11; 8]

8(β)=
√

2 ln 2 β
∫ x(β)

0

√
ā(x) dx +

β2

2
(1 − A(x(β)))+ (1 − x(β)) ln 2 (1-7)

with the function

x(β) := sup{x | ā(x) > (2 ln 2)/β2
}. (1-8)

The glass transition in the CREM occurs at βc =
√
(2 ln 2)/ limx↓0 ā(x).
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1B. Quantum GREM and CREM and a Parisi formula. If a transversal magnetic field in the x-direction
is turned on, the total Hamiltonian acting on the Hilbert space ℓ2(QN ), which is unitarily equivalent to
the tensor product ⊗

N
j=1C2, is

HN = U − B, (1-9)

where B is the sum of the x-Pauli matrices sj with (possibly random) weights bj ∈ R,

(Bψ)(σ ) :=

N∑
j=1

bj (sjψ)(σ ), (sjψ)(σ ) := ψ(σ1, . . . ,−σj , . . . , σN ), (1-10)

and U acts as a random potential. Before further specifying U and B, we record a simple observation:
the quantum partition function Tr e−β(U−B) and the diagonal matrix-elements of e−β(U−B) in terms of
the standard orthonormal z-basis, {|σ ⟩ | σ ∈ QN } for which ⟨σ |ψ⟩ = ψ(σ ), only depend on the absolute
values (|bj |). Here and in the following we use Dirac’s bra-ket notation for matrix elements and scalar
products.

Lemma 1.1. Let U be an arbitrary potential on QN and B, B ′ two transversal field with weights bj and
b′

j which only differ by a sign, i.e., |bj | = |b′

j | for all j. Then, for all σ ∈ QN :

⟨σ |e−β(U−B)
|σ ⟩ = ⟨σ |e−β(U−B ′)

|σ ⟩. (1-11)

Proof. Expanding the exponential, we write ⟨σ |e−β(U−B)
|σ ⟩ as a convergent series of terms of the form

⟨σ |A1 · · · Ak |σ ⟩ (1-12)

where each Aj is either −U or some bj sj . As sj flips the sign of the j-th coordinate σj , the term (1-12)
vanishes unless each operator sj occurs n j times, where n j is an even number. We conclude that
⟨σ |e−β(U−B)

|σ ⟩ only depends on the squares b2
j which proves (1-11). □

If all the weights bi ≥ 0 are nonnegative, the Trotter product formula shows that HN generates a
positive semigroup, i.e., for any t ≥ 0 and σ , σ ′

∈ QN ,

⟨σ |e−t HN |σ ′
⟩ ≥ 0.

This is in general not true for an arbitrary transversal magnetic field B, but due to Lemma 1.1 we can
assume without loss of generality that the weights (bj ) are indeed nonnegative if we are only interested
in properties which can be derived from diagonal matrix elements such as the quantum partition function.

In the remaining part of this section, we restrict ourselves to the case where the weights (bj ) are
independent copies of an absolutely integrable random variable b and they shall be independent of the
Gaussian potentials U. We are mainly interested in the thermodynamic properties of the hierarchical
quantum spin glasses which are encoded in the quantum partition function

Z N (β, b) := Tr [e−βHN ]
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or, equivalently, in the pressure (or negative free energy)

8N (β, b) :=
1
N

ln Z N (β, b).

In the special case that the weights b = 0 are (almost surely) constant, we will sometimes write B = 0T
and denote the pressure by 8N (β, 0).

Our first main result concerns the free energy of the QGREM. We show that the free energy converges
almost surely to a nonrandom limit, for which we derive an explicit expression in terms of the classical
partial free energies (1-6) and the paramagnetic free energy. With the notation of Section 1A, we have the
following:

Theorem 1.2. For the GREM specified by U as in (1-4) in terms of its distribution function A, any β ≥ 0,
and an absolutely integrable random variable b, the quantum free energy converges almost surely:

lim
N→∞

8N (β, b)=8(β, b) := max
0≤k≤m

[ k∑
l=1

ϕ(l)(β)+ (1 − yk)E [ln(2 cosh(βb))]
]
. (1-13)

The maximum is taken over all points {y0, y1, . . . , ym} supporting the convex hull A of A.

The proof of this theorem is found in Section 3A. We stress that as in the classical case the concave
hull A, rather than A, remains the determining function for the limit. The second term in (1-13) is the
pressure of the random quantum paramagnet given by

p(βb) :=
1
N

E [ln Tr [eβB
]] =

1
N

E

[
ln

N∏
j=1

Tr [eβbj sj ]

]

=
1
N

N∑
j=1

E [ln(2 cosh(βbj ))] = E [ln(2 cosh(βb))]. (1-14)

If b = 0 > 0 is constant, the structure of the limit in (1-13) becomes more transparent if we introduce the
critical field strengths

0(l)c :=
1
β

arcosh
(

1
2

exp
(
ϕ(l)(β)

L l

))
, l ∈ {1, . . . ,m}.

In this situation, we may rephrase (1-13) as follows:

Corollary 1.3. In the situation of Theorem 1.2 with b = 0 > 0,

8(β, 0)=

m∑
l=1

(
ϕ(l)(β) 1

0<0
(l)
c

+ L l ln(2 cosh(β0))1
0≥0

(l)
c

)
. (1-15)

The proof is again found in Section 3A. The free energy coincides with the sum of m weighted and
rescaled QREM terms; see [21; 27]. In particular, there are as many magnetic first-order transitions as
second-order glass transitions. The glass transitions continue to occur at the (classical) critical inverse
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Figure 1. Phase diagram of the quantum GREM as a function of the transversal constant
magnetic field 0 and the temperature β−1. The figure shows an example with three
second-order glass transitions (dotted lines) and three first-order magnetic transitions
(bold lines). If 0 < 0(3)c (βl), the free energy coincides with the classical one (0 = 0),
whereas, for 0 > 0(l)c (βl), the system becomes a pure quantum paramagnet. In between
mixed quantum-classical phases appear.

temperatures βl =

√
(2 ln 2)γ−1

l as long as 0 < 0(l)c (βl) and disappear for field strengths 0 > 0(l)c (βl);
see Figure 1. The specific magnetization in the x-direction

mx(β, 0) :=
1
β

∂

∂0
8(β, 0)

changes discontinuously at 0=0
(l)
c . The physics described by (1-15) is that of the block or types of spins

corresponding to l flipping into transversal order at 0 = 0
(l)
c . At temperatures below β−1

l , the transition
is from spin-glass order to a quantum paramagnet in that block. At zero-temperature we find quantum
phase transitions at 0 = limβ→∞ 0

(l)
c =

√
(2 ln 2)γ (l). It is an interesting question to determine the fate

of Parisi’s order parameter as well as the structure of the eigenvectors in the different low-temperature
regimes. The picture suggested by our results on the free energy would point to functions which violate
ergodicity partially in a mixed low-temperature phase in that they will be extended on a fraction of the
Hamming cube only. The rigorous classical analysis of Parisi’s order parameter for the GREM, which
partially captures the geometric structure of the Gibbs measure, can be found in [10]. An extension of
this analysis will be the subject of a future work.
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Moving on to the more general CREM potentials, it is convenient to introduce truncated versions of
the free energy in (1-7). For any z ∈ [0, 1], we define

8(β, z) :=
√

2 ln 2β
∫ min{x(β),z}

0

√
ā(x) dx + 1z>x(β)

(
β2

2
(A(z)− A(x(β)))+ (z − x(β)) ln 2

)
. (1-16)

As in the quantum GREM, the free energy of the quantum CREM converges almost surely and the limit
may be expressed as a variational formula involving 8(β, z):

Theorem 1.4. For the CREM specified by U as in (1-1) in terms of its distribution function A, let A be
the concave hull of A, ā the right-derivative of A, 8(β, z) as in (1-16) and b an absolutely integrable
random variable. Then, the quantum pressure 8N (β, b) converges almost surely,

lim
N→∞

8N (β, b)=8(β, b) := sup
0≤z≤1

[8(β, z)+ (1 − z)E [ln 2 cosh(βb)]]. (1-17)

The proof is found in Section 3A.
The free energy8N (β, b) does not only converge almost surely, but also in mean. This is a consequence

of the usual Gaussian concentration of measure estimate, i.e., a special case of Proposition 2.9. If b is
even an Lr -random variable for some r > 1, the pressure even converges in r -th mean.

In order to determine the order of occurring magnetic phase transitions, we will replace the variational
formula (1-17) in the case b= 0 by a more explicit expression. To this end, we assume from now that the
concave hull A is a continuously differentiable function different from the identity (in order to exclude the
QREM situation). Since ā(x(β))= 2 ln 2/β2, 8(β, z) is differentiable with respect to z with derivative

∂8(β, z)
∂z

=

√
(2 ln 2)ā(z) β 1z<x(β) +

(
ln 2 +

β2

2
ā(z)

)
1z≥x(β).

We note that ∂8( β,· )
∂z : [0, 1] → [s(β), t (β)] is a nondecreasing continuous function with values in the

closed interval specified by its boundary values

s(β) :=
∂8(β, z)
∂z

∣∣∣
z=1

and t (β) :=
∂8(β, z)
∂z

∣∣∣
z=0

.

Corollary 1.5. Let g(β, ·) : [s(β), t (β)] → [0, 1] be a (generalized) inverse of the derivative ∂8(β,z)
∂z as a

function of z. Then,

8(β, 0)=


8(β, 1), p(β0)≤ s(β),

8(β, gβ(p(β0)))+ (1 − gβ(p(β0)))p(β0), s(β) < p(β0) < t (β),

p(β0), t (β)≤ p(β0),

(1-18)

with the paramagnetic pressure p(β0)= ln 2 cosh(β0).

Corollary 1.5 implies that there are either one or two magnetic phase transitions, depending on s(β).
If s(β) = ln 2 or, equivalently, ā(1) = 0, we find a single magnetic phase transition at the critical
magnetization

0(r)c (β)=
1
β

arcosh
(

1
2

et (β)
)
.
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Figure 2. Both figures illustrate examples for the phase diagram of the quantum CREM
as a function of the transversal magnetic field 0 and the temperature β−1. The first plot
contains two magnetic phase transitions (bold lines) into transversal magnetic order. The
second plot shows the case of one magnetic phase transition. The dotted line corresponds
to the glass transition at βc =

√
(2 ln 2)/ā(0). If A is continuously differentiable, the

magnetic transitions are second order.

Otherwise, there is a second phase transition at

0(l)c (β)=
1
β

arcosh
(

1
2

es(β)
)
.

An explicit computation using (1-18) shows that the specific magnetization in the transversal direction

mx(β, 0)=
1
β

∂

∂0
8(β, 0)=


0, p(β0)≤ s(β),

(1 − gβ(p(β0))) tanh(β0), s(β) < p(β0) < t (β),

tanh(β0), t (β)≤ p(β0)

is continuous. This transversal magnetic order does not vanish over the line 0(r)c (β) but rather only at
0
(l)
c (β) (which is absent in the case ā(1)= 0). If the derivative of ā(x) exists at x = 0 or x = 1, the second

derivative of 8(β, 0) has a jump at the respective critical magnetic fields and we have a second-order
magnetic transition and not first order as in the quantum GREM; see Figure 2. In the classical model, the
low-temperature glass phase is described by a random probability measure which captures the distribution
of the spin overlaps [8; 11]. As with the GREM, it is an interesting question, which will be postponed to
a future work, to study the influence of the transversal field on these quantities as well as on the nature of
the eigenstates.

1C. Quantum Parisi formula for the nonhierarchical GREM. The nonhierarchical GREM was intro-
duced in [7] to illustrate Parisi’s ultrametricity conjecture in an explicitly solvable model. We study the
nonhierarchical GREM with a transverse field, since this is a basic test of whether our results in Section 2
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are only strictly valid for hierarchical models or if one might hope that they still hold true to a certain
extent for more complicated models. Indeed, we are again able to explicitly determine the free energy.

As in the GREM we write σ = σ 1 · · · σ n with σ k ∈ Q(k)
N and Lk = xk − xk−1 are the corresponding

interval lengths. We denote by P the power set of {1, . . . , n}. To each subset J = { j1, . . . , jm} ∈ P we
assign the spin vector

σ J = σ j1 · · · σ jm

and a nonnegative number aJ ≥ 0 with a∅ := 0. We further assume that the numbers aJ add up to 1,∑
J∈P aJ = 1. For each J ∈ P we denote by X J

σ J
independent standard Gaussian variables, which are

also independent from each other for different superscripts J1 ̸= J2. The total Gaussian process U of the
nonhierarchical GREM on QN is then given by

U (σ ) :=
√

N
∑
J∈P

√
a J X J

σ J
.

The GREM is the special case where aJ ̸= 0 only if J = {1, . . . , k} for k ∈ {1, . . . , n}.
In contrast to the GREM the induced metric E[|U (σ )− U (σ ′)|2]1/2 does in general not satisfy ultra-

metricity. The hierarchical structure only emerges in the limit. For the formulation of the limiting free
energy, we recall from [7] that a chain S = {A0, A1, A2, . . . , An} ⊂ P consists of nested sets Ai , i.e.,

∅ = A0 ⊂ A1 ⊂ A2 ⊂ · · · ⊂ An,

with cardinality |Ai | = i . To each chain S = {A1, A2, . . . , An} we assign a hierarchical GREM with
weights

aS
k :=

∑
D⊂Ak , D ̸⊂Ak−1

aD,

which satisfy
∑n

k=1 aS
k = 1 for any chain S by construction, and endpoints

yS
k :=

∑
j∈Ak

L j .

The corresponding hierarchical GREM’s pressure converges and we denote the limit by 8(β, S). In [7],
Bolthausen and Kistler showed that the limit of the pressure in the nonhierarchical GREM converges to a
minimum of such GREMs,

lim
N→∞

1
N

ln Tr e−βV
= min

S∈C
8(β, S), (1-19)

where the minimum is taken over the set C of all chains.
After these preparations, we are able to consider the nonhierarchical GREM with a transverse magnetic

field whose weights are independent copies of some random variable b. We define the pressure as before,

8N (β, b) :=
1
N

ln Tr e−β(U−B).

The general theory developed in Section 2 also applies to the nonhierarchical GREM and yields:
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Theorem 1.6. Let β ≥ 0 and b an absolutely integrable random variable. Then, the pressure 8N (β, b)

converges almost surely and the limit is given by

8(β, b) := lim
N→∞

8N (β, b)= max
D∈P

min
S∈CD

[
8D(β, S)+

∑
k∈Dc

Lk E [ln 2 cosh(βb)]
]
. (1-20)

Here, CD denotes the set of chains which end at D, i.e., S = {A0, A1, . . . , Am} ∈ CD if and only if

∅ = A0 ⊂ A1 ⊂ · · · ⊂ Am = D

and |Ai | = i for any 1 ≤ i ≤ m. Moreover, 8D(β, S) is the pressure of the corresponding GREM on the
reduced hypercube associated to D.

The proof of this theorem is found in Section 3B.
The max-min structure of the limit in (1-20) seems to be quite universal as it also appears in the Parisi’s

formula for vector spin glasses [32]. This formula was used in [2] to obtain an expression for the limit in
the quantum SK-model. However, there the maximum is essentially taken over the infinite-dimensional
path overlap, which makes it hard to analyze. One might hope to find a less involved parametrization of
the overlap distribution which is easier to access.

In fact, (1-20) can be further simplified, since the limit does only depend on a single chain.

Corollary 1.7. There exists a chain S ∈ C such that for any β ≥ 0 and any absolutely integrable variable b,

8(β, b)=8(β, b, S). (1-21)

Here 8(β, b, S) denotes the pressure of quantum GREM assigned to S; see (1-13).

Corollary 1.7, whose proof is also found in Section 3B, shows that the nonhierarchical GREM in a
transversal field is at least on a thermodynamical level equivalent to an ordinary quantum GREM.

2. Hierarchical peeling

In this section, we present the general principle, which we dubbed hierarchical peeling, from which the
main results presented in the previous section will follow. We first describe the core of this idea in the
binary setup.

2A. Peeling principle. We start by describing the general setting. Picking a parameter 0< x ≤ 1, we will
decompose the hypercube QN into two reduced hypercubes of spin arrays of length ⌈x N⌉ and N −⌈x N⌉.
Accordingly, we write

σ = (σ 1, σ 2) ∈ QN , where σ 1 ∈ Q(1)
N := Q⌈x N⌉ and σ 2 ∈ Q(2)

N := QN−⌈x N⌉.

We consider Hamiltonians H = U − B, where U is a random potential on QN and B is a random
transversal field, which satisfy several assumptions. We start with U :

Assumption 2.1 (assumptions on U ). The random potential U on QN takes the form

U (σ )= VN (σ )+ Xσ 1 (2-1)
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with some random potential VN which is independent of the random process Xσ 1 . The random variables
Xσ 1 with σ 1 ∈ Q(1)

N are absolutely integrable, centered, and satisfy:

(1) Xσ 1 are independent and identically distributed for each fixed N ∈ N.

(2) The pushforward measures µN of the negative parts X−
σ 1
/N satisfy a large deviation principle (LDP)

with a lower semicontinuous rate function I : R → [0,∞], i.e., for any Borel set A ⊂ R,

− inf
x∈int(A)

I (x)≤ lim inf
N→∞

1
N

lnµN (A)≤ lim sup
N→∞

1
N

lnµN (A)≤ − inf
x∈clos(A)

I (x). (2-2)

Moreover, we assume
inf

x∈(−∞,−ε]
I (x) > 0 (2-3)

for any ε > 0.

(3) For any random weights wσ 1 which are independent from Xσ 1 and further fulfill almost surely

wσ 1 ≥ 0,
∑

σ 1∈Q(1)
N

wσ 1 = 1,

a generalized strong law holds true almost surely,

lim
N→∞

1
N

∑
σ 1∈Q(1)

N

wσ 1 Xσ 1 = 0. (2-4)

As will be discussed in the next subsection, we are mostly interested in hierarchical VN as in the
GREM or CREM, but our results also apply to the more general situation. An important example where
VN is not of CREM type is the case of a nonvanishing longitudinal magnetic field. The addition of a pure
longitudinal field to a classical hierarchical glass technically remains in the realm of probability theory
and has been studied in [4; 5; 9]. As is further discussed in [28], which deals with the application of the
peeling principle for a study of the combined effects of transversal and longitudinal fields, the two choices
of field direction not only differ in the mathematics involved, but also cause different physical behavior.

The LDP (2-2) with (2-3) ensure that probabilities of the type P(Xσ 1 <−εN ) decay exponentially in N
for any ε > 0. The assumption (2-4) is a technical condition needed for our proof of Theorem 2.3. The
following examples of random variables Xσ 1 meet Assumption 2.1, which can be seen by the sufficient
criterion Lemma A.1 that we present in the Appendix:

(1) Xσ 1 =
√

NaYσ 1 with independent standard Gaussian Yσ 1 and some a > 0. The rate function of the
negative part is I (x)=

a
2 x21x<0.

(2) Another example is Xσ 1 = −NYσ 1 , where Yσ 1 are independent and follow an exponential distribution
with parameter N. The rate function of the negative part is I (x)= |x |1x<0.

(3) More generally, let Y ≤ 0 be a random variable with a decay of the form exp(−Ctα) for some
α,C > 0, i.e.,

− lim
t→∞

t−α ln P(Y < t)= C.
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Then, we define Xσ 1 = N 1−1/αYσ 1 , where Yσ 1 are independent copies of Y. The corresponding rate
function is given by I (x)= C |x |

α1x<0.

We consider a not necessarily constant transversal magnetic field B =
∑N

j=1 bj sj as in (1-10) with
random variables (bj ) which do not need to be independent from each other. The transversal field B splits
into two parts B1,x and B2,x, which act exclusively on the respective part of the array,

B1,x
:=

⌈x N⌉∑
i=1

bi si , B2,x
:=

N∑
i=⌈x N⌉+1

bi si .

If x = 1, we simply set B2,1
= 0. Subsequently, we assume the following on the transversal field B:

Assumption 2.2 (assumptions on B). The random weights (bj ) are independent of the potential U and
satisfy almost surely

lim sup
N→∞

N−1

√√√√ N∑
j=1

|bj |
2 = 0. (2-5)

Let us discuss some sufficient conditions on (bj ) which ensure the validity of Assumption 2.2:

(1) Assumption 2.2 obviously covers the constant field case bj = 0 ≥ 0.

(2) If the weights are almost surely dominated by
√

N , that is,

lim sup
N→∞

N−
1
2 max

1≤ j≤N
|bj | = 0, (2-6)

then (2-5) holds true.

(3) In view of the framework in Section 1, we are mostly interested in weights (bj ) forming independent
copies of an absolute integrable random variable b. Then, (2-5) is satisfied and this result is presented
as Lemma A.2 in the Appendix. If we additionally assume that E [|b|r ] is finite for some r > 1,
Assumption 2.2 is easily verified. Namely if r ∈ (1, 2], then

N−1

√√√√ N∑
i=1

|bi |
2 ≤ N−(1−1/r)

(
N−1

N∑
i=1

|bi |
r
)1/r

.

The term in the bracket converges almost surely to a constant by the strong law of large numbers. So
(2-5) is fulfilled.

If Assumptions 2.1 and 2.2 hold true, our main results state that the pressure

8N (β) :=
1
N

ln Tr [e−β(U−B)
]

asymptotically agrees with the maximum of the pressures of partially quantum or classical type

8
(qm)
N (β) :=

1
N

ln Tr [e−β(VN −B)
] and 8

(cl)
N (β) :=

1
N

ln Tr [e−β(U−B2,x )
]

even if 8(qm)
N (β) and 8(cl)

N (β) do not converge:
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Theorem 2.3. Under Assumptions 2.1 and 2.2, for any x ∈ (0, 1] we have the almost sure convergence

lim sup
N→∞

|8N (β)− max{8
(qm)
N (β),8

(cl)
N (β)}| = 0. (2-7)

Roughly speaking, the Gaussian variables (Xσ 1) and the partial magnetic term B1,x only contribute
separately from each other to the free energy. This result may be regarded as a generalization of the limit
theorem for the QREM in [27]. If the almost-sure limits

8(qm)(β) := lim
N→∞

8
(qm)
N (β) and 8(cl)(β) := lim

N→∞

8
(cl)
N (β)

exist for any β ≥ 0, we immediately obtain

lim
N→∞

8N (β)= max{8(qm)(β),8(cl)(β)}. (2-8)

For a proof of Theorem 2.3 the methods in [27] are robust enough to be extended. We briefly recall
some notation and results necessary for doing so. For ε > 0 we denote the large deviation set of Xσ 1 by

Lε := {σ 1 ∈ Q(1)
N | Xσ 1 ≤ −εN }. (2-9)

The operator B1,x
Lc
ε

is the Dirichlet restriction of B1,x to the complement Lc
ε, that is, B1,x

Lc
ε

= PLc
ε
B1,x PLc

ε

with the natural orthogonal projection PLc
ε

induced by the complement of the set Lε on the first component
H1

:= ℓ2(Q(1)
N ) of the tensor-product Hilbert space ℓ2(QN )= H1

⊗H2 with H2
:= ℓ2(Q(2)

N ). We further
introduce

ALε := A1
Lε ⊗ 1H2 := B1,x

− B1,x
Lc
ε
,

where A1
Lε only acts on H1 and ALε is its trivial extension to the full Hilbert space. More precisely, the

matrix elements of A1
Lε are given by

⟨σ 1|A1
Lε |σ

′

1⟩ = 1[{σ 1,σ
′

1}∩Lε ̸=∅]

⌈x N⌉∑
j=1

bj δsj σ 1,σ
′

1
, (2-10)

where in a slight abuse of notation we extend the operators sj to configurations by setting sjσ :=

(σ1, σ2, . . . ,−σj , . . . , σN ). Moreover, δ·,· denotes Kronecker’s delta, so that the sum in the right side
of (2-10) reduces to one term only.

We will need the following generalization of Lemma 2 and Lemma 3 in [27]:

Proposition 2.4. Under Assumptions 2.1 and 2.2, for any ε > 0 and x ∈ (0, 1] the operator norm of ALε
satisfies almost surely:

lim sup
N→∞

N−1
∥ALε∥ = 0. (2-11)

The proof of Proposition 2.4 is based on an estimate for the maximal size of the so-called gap-connected
components of Lε, which are defined as follows:

Definition 2.5. Let Q̃(1)
N be the supergraph of the Hamming cube Q(1)

N , which one obtains by adding
all edges {σ 1, σ

′

1}, where σ 1, σ
′

1 are any two vertices at distance d(σ 1, σ
′

1) = 2. We call Cε ⊂ Lε a
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gap-connected component if Cε is connected as a subset of Q̃(1)
N . A gap-connected component Cε is

maximal if there is no other vertex σ 1 ∈ Lε\Cε such that Cε ∪ {σ 1} forms a gap-connected component.
We denote by (Cαε )α the collection of maximal gap-connected components of Lε.

We claim that the maximum of the cardinality, maxα |Cαε |, is almost surely of order one:

Lemma 2.6. Under Assumption 2.1, for any ε > 0 and x ∈ (0, 1] there is K > 0 such that

lim sup
N→∞

max
α

|Cαε | ≤ K (2-12)

holds almost surely.

Proof. We follow the lines of the proof of Lemma 2 in [27]. We fix K ∈ N and introduce the event

�ε,K ,N :=

⋂
σ 1∈Q(1)

N

{|B4K (σ 1)∩Lε|< K }.

We note that for ω ∈ �ε,K ,N we always have maxα |Cα
ε | < K , as any gap-connected component with

K vertices is contained in some ball B4K (σ 1) ⊂ Q(1)
N of radius 4K, which is centered at some σ 1. We

estimate the probability of the complement �c
ε,K ,N using the union bound:

P(�c
ε,K ,N )≤

∑
σ 1∈Q(1)

N

P(|B4K (σ 1)∩Lε| ≥ K )≤ 2⌈x N⌉

(
|B4K |

K

)
P(Xσ 1 <−εN )K .

The second inequality follows from independence of the random variables Xσ 1 and an estimate on the
number of subsets of a given size in terms of the binomial coefficients. The rate function I of Xσ 1/N
satisfies inf−∞<z≤−ε I (z)= δε > 0, from which we conclude

P(�c
ε,K ,N )≤ 2⌈x N⌉

|B4K |
K

K !
e−K N (δε+o(1)).

Since |B4K |≤eN 4K, we may choose K = K (ε) large enough such that this probability decays exponentially
fast. A Borel–Cantelli argument then yields the almost-sure bound

lim sup
N→∞

max
α

|Cα
ε | ≤ K . □

Proposition 2.4 is now a simple consequence of Assumption 2.2 and Lemma 2.6:

Proof of Proposition 2.4. The operator ALε exhibits a natural decomposition as the direct sum

ALε =

⊕
α

A1
Cαε ⊗ 1H2,

where A1
Cαε denotes the restriction of A1

Lε to the subspace of vertices with nonempty intersection with the
maximal gap-connected component Cαε . Estimating the operator norm on every block in terms of the
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Frobenius norm using (2-10), we conclude

∥A1
Cαε ∥

2
≤ max

α

∑
σ 1,σ

′

1

|⟨σ 1|A1
Cαε |σ

′

1⟩|
2
≤ max

α

∑
σ 1,σ

′

1∈Q
(1)
N :

{σ 1,σ
′

1}∩Cαε ̸=∅

∣∣∣∣⌈x N⌉∑
j=1

bj δsj σ 1,σ
′

1

∣∣∣∣2

≤ 2 max
α

|Cα
ε |

N∑
j=1

|bj |
2,

which together with Assumption 2.2 and Lemma 2.6 completes the proof. □

We finally spell out the proof of Theorem 2.3:

Proof of Theorem 2.3. We separately establish an asymptotically sharp lower and upper bound.

Lower bound: The lower bound rests on a twofold application of Gibbs’ variational principle [34; 35].
First, let ρ(qm)

β be the Gibbs state of H (qm)
= VN − B. An application of the Gibbs variational principle

with ρ = ρ
(qm)
β and H = H (qm)

+ Xσ 1 yields

8N (β)= N−1 sup
ρ

[−β Tr (Hρ)− Tr (ρ ln ρ)] ≥8
(qm)
N (β)−βN−1

∑
σ 1

Xσ 1wσ 1 .

The weights wσ 1 :=
∑

σ 2
⟨σ 1σ 2|ρ

(qm)
β |σ 1σ 2⟩ are nonnegative, add up to 1, and are independent of Xσ 1 .

By Assumption 2.1 we conclude that almost surely

lim inf
N→∞

(8N (β)−8
(qm)
N (β))≥ 0.

Next, the eigenstates |ψ⟩∈ℓ2(QN ) of H (cl)
=U −B2,x take the form of tensor products |ψ⟩= |σ 1⟩⊗|φ⟩

with a certain |φ⟩ ∈ H2. As the matrix elements ⟨ψ |B1,x
|ψ⟩ vanish for these eigenstates, the Gibbs state

ρ
(cl)
β := e−βH (cl)

/Tr e−βH (cl)
satisfies

Tr B1,xρ
(cl)
β = 0. (2-13)

The Gibbs variational principle with ρ = ρ
(cl)
β and H = H (cl)

− B1,x then yields

8N (β)≥8
(cl)
N (β). (2-14)

Combining both lower bounds, we obtain almost surely

lim inf
N→∞

(8N (β)− max{8
(qm)
N (β),8

(cl)
N (β)})≥ 0.

Upper bound: Let ε > 0 be arbitrary and consider the direct-sum decomposition of the Hilbert space
ℓ2(QN )= (ℓ2(Lε)⊗H2)⊕ (ℓ2(Lc

ε)⊗H2). The only term in H connecting the two subspaces is ALε . The
Golden–Thompson inequality (see [35, Corollary I.4.13]) together with the positivity of eH for H = H∗

and trivial norm estimates thus yield

Tr e−β(U−B)
≤ Tr e−βALε e−β(U−B1,x

Lc
ε
−B2,x )

≤ eβ∥ALε∥Tr e−β(U−B1,x
Lc
ε
−B2,x )

≤ eβ∥ALε∥
(
Tr |ℓ2(Lε)⊗H2e−β(U−B2,x )

+ eβεN Tr |ℓ2(Lc
ε)⊗H2e−β(VN −B1,x

Lc
ε
−B2,x ))

.
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In the last term we additionally used the fact that Xσ 1 ≥ −εN for all σ 1 ∈Lc
ε. The first term is bounded by

Tr |ℓ2(Lε)⊗H2e−β(U−B2,x )
≤ Tr e−β(U−B2,x ).

The second term is estimated using the nonnegativity of the diagonal matrix elements of the semigroups
generated by B and the Golden–Thompson inequality again:

Tr |ℓ2(Lε)⊗H2e−β(VN −B1,x
Lc
ε
−B2,x )

≤ Tr e−β(VN −B1,x
Lc
ε
−B2,x )

≤ eβ∥ALε∥ Tr e−β(VN −B)

Since ε > 0 was arbitrary and ∥ALε∥ = o(N ) by Proposition 2.4, we conclude the almost-sure inequality

lim sup
N→∞

(
8N (β)− max{8

(qm)
N (β),8

(cl)
N (β)}

)
≤ 0. □

2B. Application to QGREM and QCREM. Since we are free in the choice of VN in Theorem 2.3, we
obtain the following corollary for GREM type potentials:

Corollary 2.7. Let X =
√

a1 Xσ 1 +
√

a2 Xσ 1σ 2 + · · · +
√

an Xσ 1σ 2···σ n be a Gaussian vector as in (1-4).
Then, we have the almost sure convergence

lim sup
N→∞

∣∣∣ 1
N

ln Tr e−β(
√

N X−B)
− max

0≤k≤n

1
N

ln Tr e−β(
√

N (
√

a1 Xσ1 ···+
√

ak Xσ1σ2···σk )−B2,xk )
∣∣∣ = 0. (2-15)

Proof. We apply Theorem 2.3 iteratively backwards. We start with peeling off
√

an Xσ 1σ 2···σ n (which takes
the role of Xσ 1 in Theorem 2.3) setting VN = V (n)

N :=
√

Na1 Xσ 1+
√

Na2 Xσ 1σ 2+· · ·+
√

Nan−1 Xσ 1σ 2···σ n−1 .
The peeling principle (2-7) yields

lim sup
N→∞

1
N

∣∣ln Tr e−β(
√

N X−B)
− max{ln Tr e−β(

√
Nan Xσ1σ2···σn +V (n)

N ), ln Tr e−β(V (n)
N −B)

}
∣∣ = 0.

As a next step, we write V (n)
N =: V (n−1)

N +
√

Nan−1 Xσ 1σ 2···σ n−1 and again apply Theorem 2.3 to the second
expression in the maximum. Thus,

lim sup
N→∞

1
N

∣∣ln Tr e−β(V (n)
N −B)

− max{ln Tr e−β(V (n)
N −B2,xn−1 ), ln Tr e−β(V (n−1)

N −B)
}
∣∣ = 0.

Proceeding like this, we arrive after n steps at (2-15). □

Theorem 1.2 and Corollary 2.7 look alike. However, in Theorem 1.2 we further evaluate the trace and
claim that the maximum in (2-15) is attained at some endpoint yl of the concave hull A. We postpone
this remaining part of the proof of Theorem 1.2 to Section 3A.

Now, instead, we will extend Corollary 2.7 to CREM type potentials. To this end, we introduce a
useful shorthand notation. If X is a centered Gaussian vector with hierarchical distribution function A,
we define for 0 ≤ z ≤ 1 the centered Gaussian vector X (z) with hierarchical distribution function given by

A(z)(x) :=

{
A(x) if x ≤ z,

A(z) else.

We are now ready to formulate the following theorem:
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Theorem 2.8. Let X be a centered Gaussian vector of CREM-type with distribution function A. Then, we
have almost sure convergence

lim sup
N→∞

∣∣∣ 1
N

ln Tr e−β(
√

N X+VN −B)
− sup

0≤z≤1

1
N

ln Tr e−β(
√

N X (z)+VN −B2,z)
∣∣∣ = 0. (2-16)

Our proof of Theorem 2.8 relies on an interpolation argument. We first adapt the classical arguments
to our quantum setting with a transversal magnetic field. We fix some inverse temperature β and random
field B. Let X, Y be two independent centered Gaussian processes on QN , which are independent of VN

as well. For t ∈ [0, 1] we set the interpolated pressure 9,

9(t)=
1
N

ln
[
Tr e−β(

√
t N X+

√
(1−t)NY+VN −B]

,

where by Lemma 1.1 we may assume without loss of generality that bj ≥ 0 for all j. By standard Gaussian
interpolation (see, e.g., [39, Lemma 1.3.1]), we obtain

E X,Y [9(1)−9(0)] =
1
2

∑
σ ,σ ′

∫ 1

0
(E [Y (σ )Y (σ ′)] − E [X (σ )X (σ ′)])E X,Y

[
∂29(t)
∂Xσ ∂Xσ ′

+
∂29(t)
∂Yσ ∂Yσ ′

]
dt,

where E X,Y denotes the expectation with respect to X and Y. In general, E X,Y [9(t)] is still a random
variable due to the randomness of VN and B. The second partial derivatives of 9(t) differ from their
classical expression but can still be computed using the Duhamel formula:

∂29(t)
∂Xσ ∂Xσ ′

+
∂29(t)
∂Yσ ∂Yσ ′

= −β2 ⟨σ |eHt |σ ⟩⟨σ ′
|eHt |σ ′

⟩

(Tr eHt )2
+β2

∫ 1

0

⟨σ |es Ht |σ ′
⟩⟨σ ′

|e(1−s)Ht |σ ⟩

Tr eHt
ds

with the abbreviation Ht := −β(
√

t N X +
√
(1 − t)NY + VN − B). Since we assumed without loss of

generality that bj ≥ 0, the matrix elements ⟨σ |eHt |σ ′
⟩ are nonnegative for any σ , σ ′. Moreover, we know

that ∑
σ ,σ ′

⟨σ |eHt |σ ⟩⟨σ ′
|eHt |σ ′

⟩

(Tr eHt )2
= 1 =

∑
σ ,σ ′

∫ 1

0

⟨σ |es Ht |σ ′
⟩⟨σ ′

|e(1−s)Ht |σ ⟩

Tr eHt
ds.

Consequently, we arrive at the bound

|E X,Y [9(1)−9(0)]| ≤ β2 max
σ ,σ ′

|E [X (σ )X (σ ′)] − E [Y (σ )Y (σ ′)]|.

In case X and Y are of CREM-type with distribution functions AX and AY , respectively, we thus conclude

|E X,Y [9(1)−9(0)]| ≤ β2
∥AX − AY ∥∞. (2-17)

Analogously, we get

1
N

∣∣E X,Y
[
ln Tr e−β(

√
N X (z)+VN −B2,z)

− ln Tr e−β(
√

NY (z)+VN −B2,z)
]∣∣ ≤ β2

∥AX − AY ∥∞ (2-18)

for any z ∈ [0, 1]. The bounds (2-17) and (2-18) are our first main ingredients for the proof of Theorem 2.8.
We observe, however, that an interpolation argument only controls the expectation value with respect to
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the Gaussian variables. The following Gaussian concentration inequality is a convenient method to lift
the convergence of expectation values to almost sure statements and vice versa.

Proposition 2.9. Let X be a Gaussian vector of CREM-type, VN a random potential, and B a random
transversal field, all independent from each other. The corresponding pressure

8N (β)=
1
N

ln Tr e−β(
√

N X+VN −B)

exhibits a Gaussian concentration estimate with respect to probability measure of X, i.e., for any t > 0
and N ∈ N,

PX

(
|8N (β)− E X [8N (β)]|>

tβ
√

N

)
≤ 2 exp

(
−

t2

4

)
. (2-19)

The same bounds hold true for 8(z)N (β)=
1
N ln Tr e−β(

√
N X (z)+VN −B2,z).

Proof. Since the lexicographic overlap (1-2) can only take values k/N with k = 0, 1, . . . , N for every
fixed N ∈ N, the CREM-type Gaussian vector X may be represented as a GREM-type distribution:

X (σ )=
√

a1 Xσ 1 +
√

a2 Xσ 1σ 2 + · · · +
√

an Xσ 1σ 2···σ n

with independent standard Gaussian variables Xσ 1, . . . , Xσ 1σ 2···σ n and some n = n(N ). We calculate the
free energy’s variation with respect to the i.i.d Gaussian variables Xσ 1,...,σ k ,

−
∂8N (β)

∂Xσ 1,...,σ k

=
β
√

ak
√

NTr e−β(X+VN −B)

∑
σ̂ k

⟨σ 1 · · · σ k σ̂ k |e−β(X+VN −B)
|σ 1 · · · σ k σ̂ k⟩.

Here, σ̂ k is an abbreviation for the remaining entries of the element σ ∈ QN . Consequently, the square of
the pressure’s Lipschitz constant is bounded by∑

k

∑
σ 1···σ k

(
∂8N (β)

∂Xσ 1,...,σ k

)2

≤
β2

N
,

where we used that the weights ak add up to 1. If we condition on VN and B, the Gaussian concentration
inequality for Lipschitz functions (see [39, Theorem 1.3.4]) yields

PX

(
|8N (β, B)− E X [8N (β)]|>

t β
√

N

)
≤ 2 exp

(
−

t2

4

)
.

A similar argument using the fact that the sum of the weights a(z)k add up to at most 1, shows that we
have the same concentration inequality for 8(z)N (β). □

Let us remark that a Gaussian concentration estimate still holds true if the weights (ak) do not add up
to 1. Only the multiplicative constant in front of the exponential term changes. We move on to the proof
of Theorem 2.8:

Proof of Theorem 2.8. We pick some ε > 0 and an independent Gaussian vector Y of GREM-type with
distribution (step-)function Ã such that

∥A − Ã∥∞ ≤ ε.
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This is possible since A is an increasing, right-continuous function and therefore a uniform limit of
increasing step functions. We denote by 0 = x0 < x1 < x2 < · · · xn = 1 the points supporting Ã.

We now exploit the estimates in (2-17), (2-18) and Proposition 2.9 in order to obtain the almost sure
bounds

lim sup
N→∞

1
N

∣∣ln Tr e−β(
√

N X+VN −B)
− ln Tr e−β(

√
NY+VN −B)

∣∣ ≤ β2ε

and, since we also have ∥A(z) − Ã(z)∥∞ ≤ ε,

lim sup
N→∞

sup
z∈[0,1]

1
N

∣∣ln Tr e−β(
√

N X (z)+VN −B2,z)
− ln Tr e−β(

√
NY (z)+VN −B2,z)

∣∣ ≤ β2ε.

The expressions depending on Y do not necessarily converge. Nevertheless, we have almost surely

lim sup
N→∞

1
N

∣∣ln Tr e−β(
√

NY+VN −B)
− sup

0≤z≤1
ln Tr e−β(

√
NY (z)+VN −B2,z)

∣∣
= lim sup

N→∞

1
N

∣∣ln Tr e−β(
√

NY+VN −B)
− max

k=0,1...,n
ln Tr e−β(

√
NY (xk )+VN −B2,xk )

∣∣ = 0.

For the first equality we recall that for any xk ≤ z < xk+1 the processes agree, i.e., Y (z) = Y (xk).
Consequently, the Gibbs’ variational principle with H = H ′

−(B2,xk −B2,z) and H ′
=

√
NY (xk)+VN −B2,z

and an argument similar to (2-13)–(2-14) show that the maximum is attained at some xk . The second
equality follows from Corollary 2.7. Combining all these estimates, we arrive at

lim sup
N→∞

1
N

∣∣ln Tr e−β(
√

N X+VN −B)
− sup

0≤z≤1
ln Tr e−β(

√
N X (z)+VN −B2,z)

∣∣ ≤ 2β2ε.

As ε > 0 is arbitrary, the proof of (2-16) is completed. □

3. Proofs of the main results

3A. The Quantum GREM and CREM. We first aim to prove Theorem 1.2, i.e.,

lim
N→∞

1
N

ln Tr e−β(
√

N X−B)
= max

0≤l≤m

[ l∑
j=1

ϕ( j)(β)+ (1 − yl)E [ln 2 cosh(βb)]
]

for a GREM type variable X and transversal field B consisting of independent weights (bj ) with the
same distribution as b. We recall that x1, . . . , xn denote the jump points of the function A, the points
y1, . . . , ym , over which the above maximum is taken, are the endpoints of the concave hull’s A linear
segments and ϕ( j)(β) are the partial free energies from (1-6). For the remainder of this subsection and
since we are interested in the limit N → ∞, we also assume without loss of generality that xk N ∈ N for
all k ∈ {0, . . . , n}.
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Our starting point is Corollary 2.7 which for any GREM-type vector X yields

1
N

ln Tr e−β(
√

N X+B)
= max

0≤k≤n

1
N

ln Tr e−β(
√

N X (xk )−B2,xk )
+ o(1)

= max
0≤k≤n

[
1
N

ln Tr |Qxk N e−β
√

N X (xk )
+

1
N

N∑
i=⌈xk N⌉

ln 2 cosh(βbi )

]
+ o(1),

since

X (xk) =
√

a1 Xσ 1 +
√

a2 Xσ 1σ 2 + · · · +
√

ak Xσ 1σ 2···σ k

only acts nontrivially on the configurations σ 1 · · · σ k and B2,xk on σ k+1 · · · σ n so that the total trace is
simply the product of the partition functions of X (xk) and B2,xk on the corresponding reduced Hilbert
space; see (1-14). The limit N → ∞ of the bracket on the right side exists for any k ∈ {0, . . . , n}.
More precisely, the strong law of large numbers implies that the second term almost surely tends to
(1 − xk)E [ln 2 cosh(βb)]. Moreover, the first term converges since X (xk) is still a GREM-type Gaussian
vector on Qxk N . The only difference is that the weights a1, . . . , ak do not add up to 1. This minor obstacle
can be easily done away with by rescaling the inverse temperature β. In particular, if xk coincides with
an endpoint yl of the concave hull’s segments,

lim
N→∞

1
N

ln Tr |Qxk N e−β
√

N X (xk )
=

l∑
j=1

ϕ( j)(β),

where the partial free energies ϕ( j)(β) remain unchanged, i.e., they are still given by (1-6). This follows
from the observation that X and X (yl ) have the same concave hull up to the point yl .

Since the limit N → ∞ exists for each k, we may exchange the limit with the maximum. In order to
prove Theorem 1.2, it therefore suffices to check that in

lim
N→∞

1
N

ln Tr e−β(
√

N X+B)
= max

k=0,...,n

[
lim

N→∞

1
N

ln Tr |Qxk N e−β
√

N X (xk )
+ (1− xk)E [ln 2 cosh(βb)]

]
, (3-1)

the maximum of the limit is always attained at some yl . This is the content of the next lemma:

Lemma 3.1. If X is a Gaussian vector of GREM type, we have

max
k=0,...,n

[
lim

N→∞

1
N

ln Tr |Qxk N e−β
√

N X (xk )
+ (1 − xk)E [ln 2 cosh(βb)]

]
= max

l=0,...,m

[
lim

N→∞

1
N

ln Tr |Qyl N e−β
√

N X (yl )
+ (1 − yl)E [ln 2 cosh(βb)]

]
. (3-2)

Proof. If {x0, . . . , xn} = {y0, . . . , ym}, the statement is trivial. We thus consider one of the terms on the
left side of (3-2) corresponding to xk with yl < xk < yl+1. We recall that the distribution function A(xk)

of X (xk) is given by

A(xk) =

{
A(x) if x ≤ xk,

A(xk) else,



GENERALIZED RANDOM ENERGY MODELS IN A TRANSVERSAL MAGNETIC FIELD 235

and introduce the Gaussian processes Y and Z of GREM type with the distribution functions

AY (x) :=


A(x) if x ≤ yl,

A(yl) if yl < x < xk,

A(xk) if x ≥ xk,

AZ (x) :=


A(x) if x ≤ yl,

A(yl) if yl < x < xk,

A(yl)+
xk−yl

yl+1−yl
(A(yl+1)− A(yl)) if x ≥ xk,

respectively. Slepian’s lemma [8, Lemma 10.2.1] states that the less correlated a classical system is, the
higher is the pressure, which yields the first inequality in

lim
N→∞

1
N

ln Tr |Qxk N e−β
√

N X (xk )
≤ lim

N→∞

1
N

ln Tr |Qxk N e−β
√

NY
≤ lim

N→∞

1
N

ln Tr |Qxk N e−β
√

N Z . (3-3)

For the second inequality, we recall that A is majorized by its concave hull A and agrees with A at yl

and yl+1, i.e.,

A(xk)≤ A(yl)+
xk − yl

yl+1 − yl
(A(yl+1)− A(yl)).

Since the classical pressure is an increasing function of the jump heights, we arrive at the second bound
in (3-3). As for (1-5), the classical free energy of Z is given in terms of the partial pressure (1-6)
corresponding to the concave hull of AZ , which agrees with A up to xk ,

lim
N→∞

1
N

ln Tr |Qxk N e−β
√

N Z
=

l∑
j=1

ϕ( j)(β)+
xk − yl

yl+1 − yl
ϕ(l+1)(β).

Plugging this into (3-3), we obtain

lim
N→∞

1
N

ln Tr |Qxk N e−β
√

N X (xk )
+ (1 − xk)E [ln 2 cosh(βb)]

≤

l∑
j=1

ϕ( j)(β)+ (1 − yl)E [ln 2 cosh(βb)] +
xk − yl

yl+1 − yl
(ϕ(l+1)(β)− (yl+1 − yl)E [ln 2 cosh(βb)]).

Depending on the sign of the term in the last bracket we then arrive at

lim
N→∞

1
N

ln Tr |Qxk N e−β
√

N X (xk )
+ (1 − xk)E [ln 2 cosh(βb)] ≤

l∑
j=1

ϕ( j)(β)+ (1 − yl)E [ln 2 cosh(βb)]

in case of a negative sign, or in case of a positive sign because of xk − yl ≤ yl+1 − yl , at

lim
N→∞

1
N

ln Tr |Qxk N e−β
√

N X (xk )
+ (1 − xk)E [ln 2 cosh(βb)] ≤

l+1∑
j=1

ϕ( j)(β)+ (1 − yl+1)E [ln 2 cosh(βb)].

Consequently, the term corresponding to any xk on the left side of (3-2) is bounded by one of the terms
on its right side. □

The following observation is useful for the proof of Corollary 1.3:
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Lemma 3.2. Let ϕ( j)(β) be the partial pressures from (1-6) and L j := yj − y j−1 the interval lengths.
Then, the discrete concavity estimate

ϕ(1)(β)

L1
>
ϕ(2)(β)

L2
> · · ·>

ϕ(m)(β)

Lm
(3-4)

holds for any inverse temperature β > 0.

Proof. We call ϕ( j)(β) “frozen” if β >βj , i.e., ϕ( j)(β) is given by the linear expression in (1-6). Otherwise
we say ϕ( j)(β) is “unfrozen”. By construction of the concave hull A, we know that the slopes γj = āj/L j

are strictly decreasing in j. The inequalities in (3-4), where two consecutive partial free energies are
either both frozen or both unfrozen, are thus obvious. It remains to consider the case where ϕ( j)(β) is
frozen, but ϕ( j+1)(β) is unfrozen. By (1-6) we then have

ϕ( j)(β)

L j
= β

√
(2 ln 2)γj and

ϕ( j+1)(β)

L j+1
=
β2

2
γ j+1 + ln 2.

Moreover, as ϕ( j)(β) is frozen and ϕ( j+1)(β) is unfrozen, the inverse temperatures satisfy

βj =

√
(2 ln 2)γ−1

j < β ≤

√
(2 ln 2)γ−1

j+1 = β j+1.

We thus conclude that

ϕ( j)(β)

L j
=
β

βj
2 ln 2> 2 ln 2 ≥ ln 2 +

β2

β2
j+1

ln 2 = ln 2 +
β2

2
γ j+1 =

ϕ( j+1)(β)

L j+1
. □

Remark. If f denotes the function on [0, 1] which linearly interpolates between the restricted classical
free energies limN→∞

1
N ln Tr |Qxk N e−β

√
N X (xk ) , then Lemmas 3.1 and 3.2 in particular show that F, the

convex hull of the graph of f , is a polygon with the extreme points (yl, f (yl)). On the other hand, if this
fact is assumed to be known, the assertion of Lemma 3.1 can be derived as follows. Consider the function
g(x, y) := (x, y + a(1 − x)) with some a > 0. It is then easy to show that the set of extreme points of
g(F) coincides with g(ext(F)). Since the maximum in (3-1) is attained at an extreme point of g(K ), the
claim follows.

Proof of Theorem 1.2 and Corollary 1.3. Theorem 1.2 is an immediate consequence of (3-1) and
Lemma 3.1.

It remains to show Corollary 1.3. To this end, let us introduce the energy differences

1( j)(β, 0) := (yj − y j−1) ln 2 cosh(β0)−ϕ( j)(β).

In view of Lemma 3.2, we conclude:

(1) If 1( j)(β, 0) < 0 for some j ≥ 1, then 1(i)(β, 0) < 0 for all 0< i ≤ j.

(2) If 1( j)(β, 0)≥ 0 for some j ≥ 1, then 1(i)(β, 0)≥ 0 for all j ≤ i ≤ m.

Consequently, the maximum in (1-13) is attained at m if all energy differences 1( j) are negative for
0< j ≤ m and, otherwise at the minimal integer k < m such that 1(k+1)

≥ 0. We may thus rewrite the
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pressure as

8(β, 0)=

m∑
l=1

(
ϕ(l)(β)11(l)≤0 + L l ln 2 cosh(β0)11(l)>0

)
.

We note that the condition 1(l) > 0 is equivalent to 0 > 0(l)c (β). This concludes the proof of (1-15). □

Our next goal is to prove Theorem 1.4 and Corollary 1.5. It is convenient to use Theorem 1.2 and
the interpolation estimate (2-17) rather than the general Theorem 2.8. To do so, we first establish some
continuity properties of the functions

8(β, A, z) :=
√

2 ln 2β
∫ min{x(β),z}

0

√
ā(x) dx + 1z>x(β)

(
β2

2
(A(z)− A(x(β)))+ ln 2(z − x(β))

)
with respect to the distribution function A. Therefore, we emphasize here the dependence on A in notation.

Lemma 3.3. Let A and (An)n∈N be distribution functions on [0, 1] such that An converges uniformly to
A as n → ∞. Then:

(1) The concave hulls An converge uniformly to A as n → ∞, i.e.,

lim
n→∞

∥A − An∥∞ = 0.

(2) The right derivatives ān(x) converge to ā(x) at any x where ā is continuous.

(3) For any β ≥ 0, the functions 8(β, An, z) converge uniformly to 8(β, A, z) as a function of z, i.e.,

lim
n→∞

∥8(β, An, ·)−8(β, A, ·)∥∞ = 0.

Proof. (1) The function A + ∥A − An∥∞ is a concave function which majorizes An; that is, An ≤

A + ∥A − An∥∞. Similarly, one shows that A ≤ An + ∥A − An∥∞. The first assertion is a direct
consequence of these bounds.

(2) Since An is a sequence of concave functions converging uniformly to A, the second claim follows
from standard convex analysis (see, e.g., [36]).

(3) We first recall that x(β, A)= sup{x | ā(x)>2 ln 2/β2
}. Since ā is a decreasing function, ā is continuous

except for an at most countable set. The second statement implies then that x(β, An) converges to x(β, A).
Next, we rewrite

8(β, A, z)=

∫ z

0
ϕ(β, A, x) dx

with the function

ϕ(β, A, x) := β
√
(2 ln 2)ā(x)1x<x(β,A) +

(
β2

2
ā(x)+ ln 2

)
1x≥x(β).

Therefore, it suffices to show

lim
n→∞

∫ 1

0
|ϕ(β, A, x)−ϕ(β, An, x)| dx = 0.
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Due to our previous considerations, we know that ϕ(β, An, x) converges almost everywhere (with respect
to the Lebesgue measure and x) to ϕ(β, An, x). Moreover, the functions ϕ(β, An, · ) are uniformly
bounded at [δ, 1] for any δ > 0, since ϕ(β, An, x) is decreasing in x . By dominated convergence we then
obtain

lim
n→∞

∫ 1

δ

|ϕ(β, A, x)−ϕ(β, An, x)| dx = 0

for any δ > 0. On the other hand,∫ δ

0
|ϕ(β, A, x)−ϕ(β, An, x)| dx ≤

∫ δ

0
ϕ(β, A, x)+ϕ(β, An, x) dx ≤

β2

2
(A(δ)+ An(δ))+ 2δ ln 2.

Since A is continuous, A(0)= 0 and the sequence An converges uniformly, the third assertion follows
as δ → 0. □

We are now ready to show Theorem 1.4 and Corollary 1.5.

Proof of Theorem 1.4 and Corollary 1.5 . We pick a sequence of step functions An , which are also
distribution functions and converge uniformly to the distribution function A. By Theorem 2.8, the
expression for 8(β, b, An) may be rewritten as

8(β, b, An)= sup
0≤z≤1

[
8(β, An, z)+ (1 − z)E [ln 2 cosh(βb)]

]
.

By the interpolation estimate (2-17), the left side converges to the corresponding limit of the quantum
CREM’s pressure 8(β, b, A), whereas the right side converges to

lim
n→∞

sup
0≤z≤1

[
8(β, An, z)+ (1 − z)E [ln 2 cosh(βb)]

]
= sup

0≤z≤1

[
8(β, A, z)+ (1 − z)E [ln 2 cosh(βb)]

]
by Lemma 3.3. This completes the proof of Theorem 1.4.

In the case where A is continuously differentiable and b = 0, the convex function [0, 1] ∋ z 7→

8(β, A, z)+ (1 − z) ln(2 cosh(β0)) possesses a maximum in the interior of its domain if and only if
there exists a solution z ∈ (0, 1) of

∂8(β, A, z)
∂z

− ln 2 cosh(β0)= 0.

Otherwise the maximum is attained at z = 0 or z = 1. A straightforward calculation then leads to the
formula in Corollary 1.5. □

3B. The nonhierarchical GREM in a transversal field. We start with the proof of Theorem 1.6. In the
following we will use the notation introduced in Section 1.3.

Proof of Theorem 1.6. Our strategy is to adapt the proof of Corollary 2.7. To be more precise, we introduce
for any subset J ∈ P the restriction B J of B to the subgraph spanned by the spins σ J ,

B J
:=

∑
k∈J

B(k), B(k) := B1,xk − B1,xk−1,
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and set B∅
:= 0. For any two subsets I, J ∈ P and any potential VN independent of X I

σ I
, we have

lim sup
N→∞

1
N

∣∣ln Tr e−β(
√

NaI X I
σ I

+VN −B J )
− max{ln Tr e−β(VN −B J ), ln Tr e−β(

√
NaI X I

σ I
+VN −B J\I

}
∣∣ = 0. (3-5)

We note that B J can be represented as a transversal magnetic field whose weights corresponding to the
complement J c are set zero. Thus, (3-5) follows from Theorem 2.3 after possibly rearranging the spin
components. Using (3-5) successively for each subset J ∈ P (where the remaining potential VN might
change from step to step), we finally arrive at

lim sup
N→∞

1
N

∣∣ln Tr e−β(U−B)
− max

F⊂P,D∈P,Dc∩F=∅
ln Tr e−β(

∑
F∈F

√
aF N X F

σ F
−B Dc

)∣∣ = 0

where Dc
∩F = ∅ is understood elementwise, that is, Dc

∩ F = ∅ for any F ∈ F . We note that the
convexity of the exponential and the variables X J

σ J
being centered Gaussians, implies (e.g., by (3-5)) for

any Dc
∩F = ∅,

lim inf
N→∞

1
N

(
ln Tr e−β(

∑
F∈P(D)

√
aF N X F

σ F
−B Dc

)
− ln Tr e−β(

∑
F∈F

√
aF N X F

σ F
−B Dc

))
≥ 0,

where P(D) is the power set of D. On the other hand, the limit of the left term exists almost surely and
is given by

lim
N→∞

1
N

ln Tr e−β(
∑

F∈P(D)
√

aF N X F
σ F

−B Dc
)
= min

S∈CD
8D(β, S)+

∑
k∈Dc

Lk E [ln 2 cosh(βb)],

where we used the strong law of large numbers for the expression involving B Dc
and the known conver-

gence [7] of the classical nonhierarchical GREM. We in fact need a slightly more generalized version
of [7] which is also applicable to the reduced model on the subgraph generated by σ Dc . However, this
can be proved in the exactly same manner as the result on the whole graph QN . Combining our findings,
we arrive at the claim (1-20). □

It remains to show Corollary 1.7. To this end, we need the corresponding result in the case b = 0 for
the classical nonhierarchical GREM, which is a simple consequence of the derivation in [7] (see Remark 7
in that paper). For completeness, we spell out this classical result as Lemma A.3 in the Appendix.

Proof of Corollary 1.7. Let S0 be the minimizing chain of the classical problem as spelled out in
Lemma A.3. After relabelling the components of σ , we may assume that

S0 = {∅, {1}, {1, 2}, . . . , {1, . . . , n}}. (3-6)

We will show that

max
D∈P

[
min
S∈CD

8(β, S)+
∑
k∈Dc

Lk E [ln 2 cosh(βb)]
]

=8(β, b, S0)

by establishing two inequalities. First, abbreviating

Dk := {1, . . . , k}
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with D0 := ∅, we have

max
D∈P

[
min
S∈CD

8(β, S)+
∑
k∈Dc

LkE [ln 2 cosh(βb)]
]

≥ max
0≤k≤n

[
min

S∈CDk
8(β, S)+

∑
k∈Dc

k

Lk E [ln 2 cosh(βb)]
]

= max
0≤k≤n

[
8(β, SDk

0 )+
∑
k∈Dc

k

Lk E [ln 2 cosh(βb)]
]

=8(β, b, S0).

Here SD
0 denotes the chain which coincides with S0 but ends at D. The last line follows from Lemma A.3

as it implies that even in the constrained setting the cut versions of S0 are indeed minimizing chains.
For the reverse inequality, let I1, . . . , Im be the sets associated to the concave hull AS0 and let ϕ(l)S0

(β)

be the partial pressure corresponding to the GREM assigned to the chain S0; see (1-6). Moreover, for any
D ∈ P we define the ordered-restriction chain SD

0 ,

SD
0 := {{∅}, { j1}, { j1, j2}, . . . , { j1, . . . , jkD }},

where j1 < j2 < · · · jkD ∈ D and { j1, . . . , jkD } = D. Then for any D ∈ P ,

min
S∈CD

8(β, S)+
∑
j∈Dc

L j E [ln 2 cosh(βb)] ≤8(β, SD
0 )+

∑
j∈Dc

L j E [ln 2 cosh(βb)]

=

m D∑
l=1

ϕ
(l)
SD

0
(β)+

∑
j∈Dc

L j E [ln 2 cosh(βb)]≤
m∑

l=1

∑
k∈Il∩D Lk∑

k∈Il
Lk

ϕ
(l)
S0
(β)+

∑
j∈Dc

L j E [ln 2 cosh(βb)].

The last inequality, follows from three observations. First, we recall that the weights a
SD

0
l assigned to

the chain SD
0 are less than or equal to the weights aS0

jl of the chain (3-6). Secondly, we note that the
increments 1l ASD

0
on the segments D ∩ Il ̸= ∅ can be bounded,

1l ASD
0∑

k∈Il∩D Lk
≤

1l AS0∑
k∈Il

Lk
,

since otherwise we may construct a chain S′ violating Lemma A.3 using the first observation. Thirdly, an
application of Slepian’s lemma as in the proof of Lemma 3.1 extends the summation to m and yields the
claimed inequality. We thus obtain

m∑
l=1

[∑
k∈Il∩D Lk∑

k∈Il
Lk

ϕ
(l)
S0
(β)+

∑
j∈Dc∩Il

L j E [ln 2 cosh(βb)]

]

≤

m∑
l=1

∑
k∈Il

Lk max
{
ϕ
(l)
S0
(β)∑

k∈Il
Lk
, E [ln 2 cosh(βb)]

}
=8(β, b, S0),

where the last equality is based on the concavity, Lemma 3.2 and the explicit expression (1-13) for the
pressure of the quantum GREM. This completes the proof as D was chosen arbitrarily. □



GENERALIZED RANDOM ENERGY MODELS IN A TRANSVERSAL MAGNETIC FIELD 241

Appendix: Supplementary results

Sufficient condition for Assumption 2.1. We want to present a quite general condition on the distribution
of Xσ1 which implies the third point in Assumption 2.1:

Lemma A.1. Let Xσ1 be independent and identically distributed centered random variables which satisfy
an LDP with good rate function I, i.e., the sets {x | I (x)≤ a} are compact for any a ≥ 0. Moreover, the
rate function shall satisfy

inf
|x |>ε

I (x) > 0

for any ε > 0. Then, (Xσ1) fulfills the conditions (1), (2) and (3) in Assumption 2.1.

Proof. The points (1) and (2) are clear and it remains to check (3). Let wσ 1 be random weights which are
independent of Xσ 1 and satisfy almost surely wσ 1 ≥ 0 and

∑
σ wσ 1 = 1. We introduce the sets

AN := {σ 1 ∈ Q(1)
N | wσ 1 ≥ 1/N 2

}

and show separately

lim
N→∞

1
N

∑
σ 1∈AN

wσ 1 Xσ1 = 0 (A-1)

and

lim
N→∞

1
N

∑
σ∈Ac

N

wσ 1 Xσ1 = 0. (A-2)

Proof of (A-1). We apply the trivial bound∣∣∣∣ 1
N

∑
σ 1∈AN

wσ 1 Xσ1

∣∣∣∣ ≤
1
N

sup
σ 1∈AN

|Xσ 1 |,

and note that the cardinality of AN is bounded by N 2. The independence of wσ 1 and Xσ1 then implies,
for any δ > 0,

P( sup
σ 1∈AN

|Xσ 1 | ≥ δN )≤ N 2 P(|Xσ 1 | ≥ δN )≤ N 2e−(cδ+o(1))N with cδ = inf
|x |≥δ

I (x) > 0.

Therefore, the bound on the probability is summable in N for any δ > 0 and a Borel–Cantelli argument
finishes the proof of (A-1). □

Proof of (A-2). As I is a good rate function, we find a constant C > 0 such that

inf
|x |≥C

I (x)≥ 2 ln 2,

and hence

P( sup
σ 1∈Q(1)

N

|Xσ 1 | ≥ C N )≤ 2N e−(2 ln 2+o(1))N
= (2 + o(1))−N .
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By a Borel–Cantelli argument we may assume without loss of generality that |Xσ 1 | ≤ C N holds true
for all sufficiently large N with probability one. Conditioning on wσ 1 , the independence of Xσ1 and
E [Xσ1] = 0 implies

E

[(
1
N

∑
σ 1∈Ac

N

wσ 1 Xσ1

)2]
≤

1
N 2 E

[ ∑
σ 1∈Ac

N

w2
σ 1

X2
σ1

]
≤ C2 E

[ ∑
σ 1∈Ac

N

w2
σ 1

]
≤

C2

N 2 E

[ ∑
σ 1∈Ac

N

wσ 1

]
≤

C2

N 2 .

In the second and third inequalities, we use |Xσ 1 | ≤ C N and wσ 1 ≤ N−2 for σ 1 ∈ Ac
N . The Borel–Cantelli

lemma again completes the proof. □

Assumption 2.2 for independent L1 weights. The aim of this section is to verify that Assumption 2.2 is
satisfied for independent copies (bj ) of an absolutely integrable variable b:

Lemma A.2. If the weights bi are independent copies of an absolutely integrable variable b, we almost
surely have

lim sup
N→∞

N−1

√√√√ N∑
i=1

|bi |
2 = 0. (A-3)

Proof. Our proof relies on a thinning and truncation argument and is similar to the proof of the strong law
of large numbers in the L1-case.

Let us abbreviate the partial sums SN :=
∑N

i=1 |bi |
2. We pick some ε > 0 and introduce the sequence

Nm := 2m. Suppose we have already shown the almost sure convergence

lim
m→∞

(Nm)
−2SNm = 0. (A-4)

Since SN is an increasing sequence we conclude that

lim sup
N→∞

SN

N 2 ≤ lim sup
m→∞

SNm

N 2
m−1

= 4 lim sup
m→∞

SNm

N 2
m

= 0.

So it suffices to show (A-4). To this end, let Km be a nonnegative sequence which we will fix later and
S<Nm

, S>Nm
be the truncated sums given by

S<Nm
:=

Nm∑
i=1

|bi |
21|bi |≤Km and S>Nm

:= SNm − S>Nm
.

For any ε > 0, a Markov-type estimate yields

P(S<Nm
> εN 2

m)≤
E [|b|21|b|≤Km ]

εNm
.

We also have

P(S>Nm
̸= 0)≤ Nm P(|b|> Km).
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The assertion follows by a Borel–Cantelli argument if we can choose Km such that
∞∑

m=1

E [|b|21|b|≤Km ]

Nm
+

∞∑
m=1

NmP(|b|> Km) <∞.

We claim that this can be accomplished by setting Nm = Km . To this end, we note that the second sum is
finite as b is absolutely integrable. Moreover,

∞∑
m=1

E [|b|21|b|≤Nm ]

Nm
≤ 2

∞∑
m=1

N 2
mP(|b| ≥ Nm)

∑
k≥m

N−1
m ≤ 4

∞∑
m=1

NmP(|b| ≥ Nm) <∞,

where the first inequality is a consequence of the layer-cake representation and the last bound is again a
consequence of b being absolutely integrable. □

The pressure of the classical nonhierarchical GREM. The following lemma is contained in the analysis
of [7]. We provide a proof for the convenience of the reader.

Lemma A.3. Let X be a Gaussian vector of nonhierarchical GREM type. Then, there exists a chain S0

such that for any chain S the pointwise estimate

AS(x)≤ AS0(x) (A-5)

holds true, where AS and AS0 are the concave hulls of the ordinary GREM vectors assigned to S and S0,
respectively. Moreover, we have, for any β ≥ 0,

8(β)= min
S∈C

8(β, S)=8(β, S0). (A-6)

Proof. For any ∅ ̸= J ⊂ {1, . . . , n} we define the corresponding slope γJ ;

γJ :=
ãJ

L J
:=

∑
I⊂J aI∑
k∈J Lk

.

We now construct a (possibly incomplete) chain J1 ⊂ J2 ⊂ · · · Jm = {1, . . . , n} as follows. We first pick a
subset J1 with maximal slope γJ1 . If J1 = {1, . . . , n}, we are done. Otherwise we pick a subset J2 such
that

γJ2 = max
I⊂{1,...,n};I ̸⊂J1

aI .

One easily checks that γJ2 ≤ γJ1∪J2 , so we may assume that J1 ⊂ J2. We stop if J2 = {1, . . . , n} and
continue the procedure otherwise. After at most n steps we arrive at a (possibly incomplete) chain as
claimed. We set S0 to be a completion of J1, . . . , Jm , that is, S0 is a chain which contains J1, . . . , Jm .
Clearly, S0 does not depend on β.

Both assertions follow now easily. We see that the concave hull AS0 assigned to S0 is the unique
piecewise linear function satisfying AS0(L Jk )= ãJk for any k. By construction, AS0 is pointwise maximal
as we iteratively pick the subset Jk leading to the maximal mean slope. On the other hand, the bound
AS0 ≥ AS for any chain S, by Slepian’s lemma, yields 8(β, S0) ≤ 8(β, S) from which the second
statement follows. □
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The de Almeida-Thouless Line in Hierarchical Quantum Spin Glasses

Chokri Manai and Simone Warzel

It has been a longstanding problem to understand the influence of a longitudinal magnetic field on the spin
glass order. Indeed, de Almeida and Thouless considered the stability of the SK model in a vertical field
already in 1978 [57]. In this work, the authors predicted a curve, the so-called AT line, which separates
the glass phase from the non-glass phase. So far, it has been only established that there exists spin glass
order for temperatures below the AT line [185]. Despite numerous efforts and recent progress [4, 43, 51]
the vanishing spin glass order has only been established in a subdomain above the AT line. Determining
the exact quantum AT line in the QSK model appears elusive and, therefore, it is illuminating to consider
models, where such an rigorous analytic treatment is feasible. Core Article III deals with the quantum
AT line in the QGREM and QCREM.

Main Results
This article builds up on our work [130]. Indeed, we consider the QGREM and QCREM with an addi-
tional (random) longitudinal field. There are at least two choices on how to implement the magnetic field
in 𝑧-direction: as a sum of weighted ℎ =

∑

𝑖 ℎ𝑖𝜎
𝑧
𝑖 operators or as hierarchical reorganization of the poten-

tial arising from ℎ. Our main theorems determine the limit of the pressure in the QCREM and QGREM
in both scenarios. In the first case, our main theorem is even with vanishing transversal field partially new
and extends the prior work on the 2-level GREM [14,15,38]. We demonstrate that the corresponding AT
line is unphysical as the spin glass enlarges if the magnetic fields becomes stronger. We thus argue that a
hierarchical implementation of 𝑧-field, following the original construction of Derrida and Gardner [64],
is physically more relevant. Indeed, here the spin glass phase shrinks with increasing field strengths.
We also discuss the corresponding quantum AT line and compare it to the numerical predictions for the
QSK [193].

Individual Contribution
I am the principal author of this article. It was my idea to implement an additional longitudinal field in
the QGREM. I created a first draft of the paper which contained a sketch of the proof. Many discussions
with Simone Warzel helped to clarify that a hierarchical longitudinal field yields physically more relevant
results. It was Simone Warzel’s idea to compare our findings with the expected quantum AT-line in the
QSK. The final publication -the presentation of the results, the structure of the different section and the
derivation of various technical lemmas - is a result of a close collaboration with my advisor Simone
Warzel.
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Abstract
We determine explicitly and discuss in detail the effects of the joint presence of a longitudinal
and a transversal (random) magnetic field on the phases of the Random EnergyModel and its
hierarchical generalization, the GREM. Our results extent known results both in the classical
case of vanishing transversal field and in the quantum case for vanishing longitudinal field.
Following Derrida and Gardner, we argue that the longitudinal field has to be implemented
hierarchically also in the Quantum GREM. We show that this ensures the shrinking of the
spin glass phase in the presence of the magnetic fields as is also expected for the Quantum
Sherrington–Kirkpatrick model.

Keywords Disordered systems · Quantum spin glass · Phase transition · Free energy

Mathematics Subject Classification 82D30 · 82B44

1 Introduction andMain Results

Mean-field spin glasses such as the Sherrington–Kirkpatrick (SK) model have long served as
an inspiration to both physicists and mathematicians [23,25,30]. For these classical glasses,
Parisi’s replica ansatz for the free energy presents one of the rare gems of an exactly solvable
case, whose solution covers extremely complex behavior—notably the occurrence of a frozen
glass phase below a certain critical temperature Tc. Since spins are intrinsically quantum-
mechanical objects, physicists have started early on to investigate the quantum effects caused
by the inclusion of a transversal magnetic field. Unfortunately, unlike the inclusion of a
longitudinalmagnetic field in theSK-model, the transversal field seems to crash all attempts of
an explicit Parisi solution.One either has to resort to approximations or numerical calculations
for the full phase diagram [17,24,28,32–34] or bounds [18,19] ormore qualitative results [1,9]
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14 Page 2 of 32 C. Manai, S. Warzel

for the Quantum SK-model. It is therefore rather remarkable that the associated hierarchical
caricature, the generalized random energy model (GREM), still admits an explicit solution
of Parisi type even in the presence of a transversal field [15,20,22]. The GREM was initially
invented by Derrida [12,13] to qualitatively capture the behavior of the free energy of more
complicated glasses. It was mathematically reformulated in [27] and its significance for
Parisi’s ansatz was later clarified in [3,16,29].

One central question for spin glasses in external magnetic fields is whether the fields
destabilize the low-temperature glass phase or not. For the SK-model in a constant longitudi-
nal field, de Almeida and Thouless [10] determined an equation for the critical temperature
Tc(h), which turns out to be decreasing in the field strength h and is known under the name
de Almeida–Thouless (AT) line. Below Tc(h) the replica symmetry has been proven to be
broken [31]. Rigorous results above Tc(h) are still incomplete (see e.g. [2] and refs. therein).
Unlike for the SK-model, implementing the longitudinal field naively in GREM models
causes the frozen phase to expand [4,5,7]. Derrida and Gardner [14] therefore suggested a
hierarchical implementation of the longitudinal magnetic field, which then leads again to a
destabilization of the frozen phase.

The present paper now investigates the question of the stability of the low-temperature
phase in general GREM models under the joint presence of a longitudinal and transversal
field. We will present explicit formulas for the free energy of such Q(uantum)GREMs for
both cases: a naive implementation of the longitudinal magnetic field and a hierarchical
implementation. We will discuss the stability of the glass phase and calculate associated
critical exponents.

1.1 The QuantumGREMwith a Random Longitudinal Field

TheQGREMwith a (random) external transversal and longitudinal magnetic field is a Hamil-
tonian on ψ ∈ �2(QN ) of the form

(HNψ)(σσσ) = U (σσσ)ψ(σσσ) − h(σσσ)ψ(σσσ) − (Bψ)(σσσ). (1)

The first term represents the GREM energy landscape on the Hamming cubeQN :={−1, 1}N
and is given by a centered Gaussian process U (σσσ) with covariance function

E [U (σσσ)U (σσσ ′)] = N A(qN (σσσ ,σσσ ′)), (2)

where A: [0, 1] → [0, 1] is a fixed non-decreasing, right-continuous, and normalized func-
tion, A(1) = 1, which does not depend on N . Moreover, qN denotes the normalized
lexicographic overlap of spin configurations σσσ ,σσσ ′ ∈ QN :

qN (σσσ ,σσσ ′):=
{
1 if σσσ = σσσ ′,
1
N

(
min{1 ≤ i ≤ N : σi �= σ ′

i } − 1
)

else .
(3)

GREM processes distinguish themselves through their choice of A, which may be a contin-
uous distribution function. In the latter case, these processes are also called CREM, which
is short for continuous REM. Other examples correspond to distribution functions A with a
finite number n of atoms, which is referred to as an n-level GREM. The simplest case is one
atom at x = 1, i.e. A(x) = 0 for x < 1 and A(1) = 1, which corresponds to the REM, i.e. the
case of independent and identically distributed centered Gaussian variables U (σσσ), σσσ ∈ QN ,
with variance N .
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A straightforward implementation of a (random) longitudinal magnetic field is achieved
through setting

h(σσσ) =
N∑
j=1

h jσ j . (4)

Interpreting the configurationbasisσσσ as the z-components of N quantumspin-1/2, a (random)
transversal field B in x-direction is given by the sum of the Pauli x-matrices sss j with weights
b j ∈ R:

(Bψ)(σσσ) :=
N∑
j=1

b j
(
sss jψ

)
(σσσ),

(
sss jψ

)
(σσσ) := ψ(Fjσσσ),

Fjσσσ := (σ1, . . . ,−σ j , . . . , σN ).

(5)

Wewill assume throughout that the variables (U (σσσ)), (h j ) and (b j ) aremutually independent
and that the field variables h j and b j are independent copies of absolutely integrable random
variables h and b, respectively.

Occurring phase transitions, in particular the AT line, are encoded in the limit of the
pressure (or the negative free energy times the inverse temperature β)

ΦN (β, h, b):= 1

N
ln Tr e−βHN (6)

as the number of spins N goes to infinity. Our first main theorem is an explicit formula for
this limit in terms of the concave hull Ā of A and the right derivative ā of Ā.

Theorem 1 Let U (σσσ) be a GREM with distribution function A and suppose that the longi-
tudinal random field is implemented as in (4). For any β ≥ 0 and any absolutely integrable
random variables h, b, the pressure converges almost surely,

lim
N→∞ ΦN (β, h, b) = sup

0≤z≤1

(∫ z

0
ϕ(β, h, x) dx + (1 − z)E [ln 2 cosh(β

√
b2 + h2)]

)
. (7)

The density ϕ(β, h, x) is given by

ϕ(β, h, x):=
{
ln 2 + ā(x) β2

2 + E [ln cosh βh] if β ≤ βc(x),

β(ā(x)βc(x) + E [h tanh βc(x)h]) if β > βc(x),
(8)

where βc(x) = βc(x, h) is the unique positive solution of the self-consistency equation

ā(x)

2
βc(x)

2 = ln 2 + E [ln cosh βc(x)h] − βc(x)E [h tanh βc(x)h]. (9)

Moreover, ϕ(β, h, x) is a decreasing function of x and strictly increasing and convex in β,
while βc(x) is increasing in x.

Theorem 1, whose proof will be spelled out in Sect. 3, is a generalization of Theorem 1.4
in [22], which addresses the case without a longitudinal field, h = 0. In the classical case
without transversal magnetic field, b = 0, it generalizes the results of [7], which covers the
case that h is constant, and of [4,5], which treats the special case of a REM or two-level
GREM in a random magnetic field.
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14 Page 4 of 32 C. Manai, S. Warzel

1.2 Stability of the Glass Phase in the QGREMwith Longitudinal Field

Glass behavior occurs if the inverse temperature β ≥ βc(x) for at least one x ∈ [0, 1].
From (8) and the monotonicity of ϕ(β, h, x) and βc(x), it is evident that the location of the
glass transition predicted by (7) coincideswithβc(x = 0) and, thus, is completely determined
by ϕ(β, h, 0) which agrees with a rescaled REM pressure [4]. In order to understand the
qualitative behavior of the phase diagram and in particular the question of the stability of
the glass phase in the QGREM with longitudinal field (4), it is thus convenient to restrict
the discussion to the REM with constant fields, i.e., h = h and b = Γ for some positive
constants h, Γ ≥ 0. In fact, even quantitative properties such as the dependence of the critical
temperature Tc(h) = βc(0, h)−1 on the longitudinal field h coincide for the general GREM
with the REM except for some numerical factors which depend on ā(0). We therefore state
the application of Theorem 1 to the QREM as our next corollary.

Corollary 1 Consider a REM process U (σσσ) and constant longitudinal and transversal fields
of strength h, Γ ≥ 0. Then, almost surely

lim
N→∞ ΦN (β, h, Γ ) = max{ΦREM(β, h), ln 2 cosh(β

√
h2 + Γ 2).}, (10)

where, ΦREM(β, h) denotes the function

ΦREM(β, h) =
{
ln 2 + β2

2 + ln cosh βh i f β ≤ βc(h)

β(βc(h) + h tanh(βc(h)h)) i f β > βc(h)
(11)

and βc(h) is the unique positive solution of

βc(h)2 = 2r(tanh(βc(h)h)) (12)

with the modified binary entropy r : [−1, 1] → R,

r(x):= −
(
1 − x

2
ln

1 − x

2
+ 1 + x

2
ln

1 + x

2

)
. (13)

The short proof of Corollary 1 can be found in Appendix A.
For fixed h > 0 the phase diagram, which is plotted in Fig. 1, resembles that of the QREM

without longitudinal field [15,20]. The model undergoes a magnetic transition at

Γc(β, h):=
√

β−2 arcosh

(
1

2
exp(ΦREM(β, h))

)2

− h2, (14)

where themagnetization in x-direction jumps. At fixed h > 0, this line separates the quantum
paramagnet characterized by a positive magnetization in x-direction, from the classical spin
glass.

The unique positive solution βc(h) ∈ (0,
√
2 ln 2) of the self-consistency equation (12)

marks the inverse freezing temperature at longitudinal field h > 0. For fixed h > 0 this
line separates the high-temperature regime of the classical paramagnet at Γ < Γc(β, h)

from the spin glass phase. In comparison to the case h = 0, the longitudinal field causes
an extensive magnetization M(σσσ) := ∑N

i=1 σi in z-direction under the Gibbs average. The
specificmagnetization in z-direction is a self-averaging quantitywhich converges as N → ∞
to

mz(β, h):= 1

β

∂Φ

∂h
(β, h) =

{
tanh(min{β, βc(h)}h), Γ < Γc(β, h),

h√
h2+Γ 2 tanh(β

√
h2 + Γ 2), Γ > Γc(β, h).
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Fig. 1 The left figures illustrates the freezing temperature Tc(h) = β−1
c (h) as a function of the longitudinal

field h. On the right is the T −Γ phase diagram with the critical magnetic field Γc(β, Γ ) as well as the critical
temperature evaluated at h = 0, 3, 7

The kink in its dependence onβ forΓ < Γc(β, h) reflects the second-order freezing transition
at βc(h).

The following proposition summarizes some basic properties of the critical inverse tem-
perature βc(h) and the critical transversal field Γc(β, h) as functions of h.

Proposition 1 The critical inverse temperature βc(h) and the critical magnetic field strength
Γc(β, h) have the following properties:

1. βc(h) is a strictly decreasing function. Moreover, βc(h) = √
2 ln 2 (1 − h2/2) + O(h4)

for small h and asymptotically limh→∞ hβc(h)
ln h = 1.

2. The high temperature limit Γc(0, h):= limβ→0 Γc(β, h) = 1 does not depend on h, and
the low temperature limit

lim
β→∞ Γc(β, h) =

√
(βc(h) + tanh(βc(h)h)h)2 − h2

resembles the ground-state phase transition.
3. For any β > 0 the critical field strength Γc(β, ·) is a strictly increasing function. In

addition, we asymptotically have limh→∞ Γ (β,h)√
hβc(h)

= 1.

The proof of Proposition 1 is based on multiple elementary, but quite lengthy, computa-
tions, which we spelled out in Appendix A for the convenience of the reader.

Let us put these findings in a general context. In classical SK-type models, the freezing
temperature Tc(h) = βc(h)−1 decreases as h becomes larger, i.e. the glass phase shrinks
[10,31]. Numerical calculations support the conjecture that in the Quantum SK-model, the
longitudinal and transversal field destabilize the glass phase as well (cf. [24,34] and [28]). In
contrast, the REMand theQREMexhibit an expanding frozen phase for h > 0. This concerns
not only the critical temperature Tc(h) but also the critical transversal magnetic field strength
Γc(β, h), which also increases with h; see Fig. 1. In this sense the QREM, although the limit
p → ∞ of p-spin models (cf. [21]), features nonphysical characteristics in presence of a
longitudinal field. As we will argue next, this is a consequence of the unrealistic lack of
correlations.
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14 Page 6 of 32 C. Manai, S. Warzel

1.3 The QGREMwith a Hierarchical Longitudinal Field

That a longitudinal field stabilizes the frozen phase in the QREM and QGREM, can be
regarded as a quite nonphysical behavior. We will bypass this problem by following Derrida
and Gardner’s approach to incorporate the magnetic field in z-direction as a hierarchical
operator [14]. This choice can be physically justified: one should recall that the GREM was
designed as a hierarchical approximation of the more involved SK-model, whose energy
correlations are given by E

[
U (σσσ)U (σσσ ′)

] = NrN (σσσ ,σσσ ′)2 in terms of the spin overlap

rN (σσσ ,σσσ ′) = N−1∑N
j=1. In fact, requiring that the entropy of likewise pair-correlated ener-

gies asymptotically coincides in the SK-model and the GREM, i.e.

lim
N→∞

1

N
ln

( ∣∣{σσσ : rN (σσσ ,σσσ 0)2 > a}∣∣∣∣{σσσ : A(qN (σσσ ,σσσ 0)) > a}∣∣
)

= 1

for all a ∈ (0, 1) and a fixed, but arbitrary, reference state σσσ 0, determines the choice A(x) =
γ (x)2, where γ is the inverse function of

γ −1 : [0, 1] → [0, 1], γ −1(a):=1 − r(a)

ln 2
= 1 − x

2 ln 2
ln(1 − x) + 1 + x

2 ln 2
ln(1 + x) (15)

with the binary entropy r from (13). This follows from the known asymptotics

∣∣{σσσ : rN (σσσ ,σσσ 0) > a/h}∣∣ 
 2N2−Nγ −1(a/h)

and
∣∣{σσσ : qN (σσσ ,σσσ 0) > a}∣∣ 
 2N2−aN .
Ifwewant to understand the SK-modelwith a longitudinal field, it is reasonable to consider

the hierarchical reorganization of themagnetic field aswell.We start by introducing the notion
of a general hierarchical field on the Hamming cube QN .

Definition 1 Wecall a functionh : QN → R a hierarchical fieldwith reference stateσσσ 0 ∈ QN

if there exists a function η : [0, 1] → R such that

h(σσσ) = Nη(qN (σσσ ,σσσ 0)), (16)

where q is the lexicographic overlap (3). Furthermore, h is said to be a regular hierarchical
field, if η is a regular function on [0, 1], i.e. η is a uniform limit of step functions.

Our second main result in this paper deals with general regular hierarchical fields. Nev-
ertheless, let us in particular discuss the choice of σσσ 0 and η that corresponds to a constant
external magnetic field. To do so, we rewrite the original constant longitudinal magnetic field
as follows

h
N∑
i=1

σi = hNrN (σσσ ,σσσ 0), (17)

where σσσ 0 = (+1, . . . ,+1) is the ferromagnetic state. In the hierarchical case one may also
think of σσσ 0 being the ferromagnetic state, but the free energy in fact does not depend on this
reference state.

Determining the ”correct” overlap function is a little more subtle. One might be tempted
to pick η(q) = hq which yields the analogous relation between the field and the respective
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The de Almeida–Thouless Line in Hierarchical Quantum Spin Glasses Page 7 of 32 14

overlap as in (17). Similarly as discussed above, it is more reasonable though to demand that
the entropy agrees, i.e. the number of (positive) energy states agree on an exponential scales

lim
N→∞

1

N
ln

( ∣∣{σσσ : hrN (σσσ ,σσσ 0) > a}∣∣∣∣{σσσ : v(qN (σσσ ,σσσ 0)) > a}∣∣
)

= 1

for any 0 < a < h. Comparing asymptotics leads to the choice

η(a):=hγ (a), (18)

where again γ is the inverse function of (15). Let us record this as a definition:

Definition 2 We call h(σσσ) = Nη(qN (σσσ ,σσσ 0)) with reference state σσσ 0 = (+1, . . . , +1) and
overlap function η given by (18) the hierarchical magnetic field of strength h.

Our aim in the following is to determine the limit of the pressureΦN (β, b, h) of aQuantum
GREM (1) whereU is a GREM-type random process characterized by A in (2), h is a regular
hierarchical field in the sense of Definition 1, and B is a random transversal field whose
weights b j are independent copies of an absolutely integrable variable b (see (5)).

To formulate our main result, we need to introduce doubly-cut GREMprocessesU (y,z) for
0 ≤ y ≤ z ≤ 1 on the reduced Hamming cube Q�(z−y)N� with the (not normalized) distribu-
tion function A(y,z) : [0, z − y] → [0, 1], A(y,z)(x):=A(x + y) − A(y). The corresponding
concave hull and its right derivative are denoted by Ā(y,z) and ā(y,z).
We further set ϕ(y,z) : R × [0, z − y] → R,

ϕ(y,z)(β, x):=β
√

(2 ln 2) ā(y,z)(x)1x<x (y,z)(β) +
(

β2

2
ā(y,z)(x) + ln 2

)
1x≥x (y,z)(β). (19)

with

x (y,z)(β):= sup
{
x | ā(y,z)(x) > 2 ln 2/β2

}
. (20)

With these preparations we recall from Theorem 1.4 and Theorem 2.8 in [22] that almost
surely

lim
N→∞ ΦN (β, b, 0) = sup

0≤z≤1

[∫ z

0
ϕ(0,1)(β, x) dx + (1 − z)E [ln 2 cosh(βb)]

]

= sup
0≤z≤1

[∫ z

0
ϕ(0,z)(β, x) dx + (1 − z)E [ln 2 cosh(βb)]

]
. (21)

In the presence of any regular hierarchical field h (not necessarily with η given by (18)), this
result generalizes as follows.

Theorem 2 Let U (σσσ) be of GREM and B a random transversal field with independent
weights (b j ) sharing the same distribution as b. Further, let
h(σσσ) = Nη(q(σσσ ,σσσ 0)) be a regular hierarchical field. Then, almost surely:

Φ(β, b, h):= lim
N→∞ ΦN (β, b, h)

= sup
0≤y≤z≤1

[
βη(y) +

∫ z−y

0
ϕ(y,z)(β, x) dx + (1 − z)E [ln 2 cosh(βb)]

]

= sup
0≤y≤z≤1

[
βη(y) +

∫ z−y

0
ϕ(y,1)(β, x) dx + (1 − z)E [ln 2 cosh(βb)]

]
.

(22)
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That the two last equations in (22) agree, is a priori not clear, as the additional cut at z < 1
might change the concave hull Ā(y,z) in the interval of interest. In other words, Theorem 2
in particular says that the maximizing z in (22) can only be a point, where Ā(y,1) = A(y,1)

and consequently the z-cut has no effect on the concave hull.
Remarkably, the transversal field B and the hierarchical field h affect the glass phase quite

differently. While the hierarchical field tends to shrink the glass region in its most correlated
sector first (it acts through the choice of y from the ’left’), the transversal field begins by
changing the unfrozen region and the less correlated sector (it acts through the choice of
z from the ’right’). We will further discuss the consequences of our second main result,
Theorem 2, in the next subsection and spell out its proof only in Sect. 2.

1.4 Instability of the Glass Phase in the QGREMwith Longitudinal Hierarchical Field

If A = Ā, i.e. A is a concave function, ϕ(y,1) is a just a translation of ϕ(0,1) =: ϕ such that

Φ(β, b, h) = sup
0≤y≤z≤1

[
βη(y) +

∫ z

y
ϕ(β, x) dx + (1 − z)E [ln 2 cosh(βb)]

]
, (23)

with

ϕ(β, x) = β
√

(2 ln 2) ā(x)1x<x(β) +
(

β2

2
ā(x) + ln 2

)
1x≥x(β),

x(β):= sup
{
x | ā(x) > (2 ln 2)/β2} .

On the other hand, if A is not concave (which is always the case if A is a step function) the
behavior of ϕ(y,1) is more subtle as one has to take into account that the slope of the concave
hull’s linear segments will change as y increases. In particular, (23) does not necessarily
hold true. In contrast to a transversal field, a hierarchical field might lead to a change of the
determining concave hull. As discussed in [14] this would happen for a hierarchical caricature
of a p-spin glass with p > 2.

For an explicit prediction on the AT line we will now focus on the case that A = Ā is
continuously differentiable with derivative ā. Then for any hierarchical field with an overlap
function η(·) = hv(·) with h ≥ 0 and v ≥ 0 an increasing function, the supremum in (23)
is attained for fixed β ≥ 0 at some y(β, h) which is an increasing function of h. Since the
critical temperature Tc = β−1

c only depends on ā(y(β, h)), it is thus a decreasing function
of h and not increasing as in the QREM.

To be more specific, let us focus on the case of the hierarchical magnetic field η = hγ of
strength h > 0. We will proceed step by step, first discussing the limiting cases.

1.4.1 Vanishing Transversal Field b = 0

In this case, a straightforward differentiation shows that the supremum in (23) is attained at
z = 1 and y = y(β, h) ∈ (0, 1), which for fixed β > 0 and h > 0 is the unique solution of
the equation

y = k

(
ϕ (β, y)

βh

)
, (24)
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where k : [0,∞) → (0, 1] is the inverse function of the derivative γ ′ : (0, 1] → [0,∞) of
γ . The uniqueness of the solution is most easily seen using the explicit form

k(x) =
{
1, x = 0,
1
x tanh

ln 2
x − 1

ln 2 ln cosh
ln 2
x , x > 0,

from which we conclude the fact that k is continuous and monotone decreasing. More pre-
cisely, since y 
→ ϕ(β, y) is continuous and monotone decreasing as well with limiting
values ϕ(β, 0) ≥ ϕ(β, 1) = β2ā(1)/2 + ln 2 > 0, the solution to (24) exists and is unique.

A low-temperature glass phase occurs in this case if and only if y(β, h) < x(β). Clearly,
this is only possible in case x(β) > 0, i.e. for temperatures below the critical temperature at
h = 0, whose inverse is given by

βc :=
√
2 ln 2

ā(0)
.

Since [βc,∞) � β 
→ x(β) is monotone increasing and right-continuous and ϕ(β, x(β)) =
2 ln 2, the inverse critical temperature at h > 0 is then well defined through the requirement

βc(h):= inf {β : x(β) > k (2 ln 2/(βh))} . (25)

The function h 
→ βc(h) is referred to as the AT line. We record some elementary properties
of the AT line and also of the solution of (24) for future purposes in the following proposition.
Of particular interest is the critical exponent of the AT line Tc(h) = βc(h)−1 near h = 0. It
is determined by the asymptotic behavior of ā(x) near x = 0. To facilitate notation, we write
x(t) ∝ y(t) (t → t0) if and only if limt→t0

x(t)
y(t) ∈ (0,∞) exists. For the determination of

the critical exponent, we add the following assumption, which may be satisfied or not.

Assumption 1 For α > 0: ā(0) − ā(x) ∝ xα (x ↓ 0).

E.g. in the SK-caricature case A = γ 2, we have ā(0) = 2 ln 2, which yields the correct
critical temperature βc = 1 of the SK-model, and α = 1. As is spelled out in (26), this leads
to the critical exponent 2 of the AT-line for small transversal fields. This differs from the
known asymptotics Tc − Tc(h) ∝ h2/3 (h ↓ 0) of the AT-line in the original SK-model as
already noted in [14].

Proposition 2 Suppose that A = Ā is continuously differentiable with derivative ā.

1. The inverse critical temperature βc(h) is monotone increasing in h. Its limiting values are
limh↓0 βc(h) = βc and

lim
h→∞ βc(h) =

{
∞ if ā(1) = 0,
2 ln 2
ā(1) if ā(1) > 0.

In the situation of Assumption 1 the critical temperature satisfies:

Tc − Tc(h) ∝ h2α (h ↓ 0). (26)

2. For any β ∈ (0,∞) and h > 0 the unique solution y(β, h) of (24) enjoys the following
properties:
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14 Page 10 of 32 C. Manai, S. Warzel

(a) For fixedβ ∈ (0,∞) the function (0,∞) � h 
→ y(β, h) is continuous and increasing
in h for any β > 0 with limiting values limh↓0 y(β, h) = 0 and limh→∞ y(β, h) = 1.
Moreover,

y(β, h) = O(h3) + h2 ×
{

β2

2 ln 2 (1 + β2/β2
c )

−2, β < βc
β2
c

8 ln 2 , β > βc

(27)

for small h.
(b) The function (0,∞) � h 
→ ϕ (β, y(β, h)) is continuous and decreasing. Moreover,

at any β > 0 its limiting values is limh↓0 ϕ (β, y(β, h)) = ϕ (β, 0).

The proof of this proposition consists again of multiple lengthy, but elementary compu-
tations, which are sketched in Appendix B.

1.4.2 Vanishing Hierarchical Longitudinal Field h = 0

It was shown in Corollary 1.5 of [22] that in case h = 0 and a constant transversal field
b = Γ of strength Γ > 0 the supremum in (23) is attained at y = 0 and z = z(β, Γ ) ∈ [0, 1]
given by

z(β, Γ ) :=

⎧⎪⎨
⎪⎩
1 p(βΓ ) ≤ s(β) := ϕ(β, 1)

gβ(p(βΓ )) s(β) < p(βΓ ) < t(β) := ϕ(β, 0)

0 t(β) ≥ p(βΓ ).

(28)

Here g(β, ·) : [s(β), t(β)] → [0, 1] is the generalized inverse of ϕ(β, ·), which maximizes
z(β, Γ ) and

p(βΓ ) := ln 2 cosh(βΓ ),

is the pressure of a pure quantum paramagnet. As a consequence, the pressure Φ(β, Γ , 0)
has a magnetic transition at

Γc(β, 0) := 1

β
arcosh

(
1
2e

t(β)
)

and possibly a second magnetic transition at Γ
(1)
c (β) := 1

β
arcosh

( 1
2e

s(β)
)
depending on

whether ā(1) > 0 or equivalently s(β) > ln 2 or not. In the regime Γ < Γc(β, 0) a glass
transition occurs at fixed inverse temperature βc.

In case of the SK-caricature for which ā(1) = 0, neither the value of the location of the
quantum phase transition at zero temperature, limβ→∞ Γc(β, 0) = √

(2 ln 2)ā(0) = 2 ln 2 ≈
1.38 . . . agreeswith the perturbative or numerical prediction of approximately 1.51 in [33,34],
nor does the behavior of Γc(T−1, 0) near T = 0 agree with the T 2-scaling predicted in [17].
Presumably, this is a defect of the hierarchical implementation of the glass’ correlations.

1.4.3 Constant Longitudinal and Transversal Field

To determine the pressure Φ(β, Γ , h) in the general case of a constant transversal and longi-
tudinal field Γ , h > 0, we also need to discuss the behavior of the variational expression (23)
at the diagonal y = z, which corresponds to the situation without a GREM. In this case, the
supremum is attained at

σ(β, Γ , h) := k

(
p(βΓ )

βh

)
. (29)
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Note that the condition p(βΓ ) < ϕ(β, y(β, h)) ensures y(β, h) < z(β, h) by the strict
monotonicity of gβ . These findings then yield to the following explicit expression for the
pressure in the general case.

Corollary 2 Suppose that A = Ā is continuously differentiable. For the constant transversal
field of strength Γ > 0 and the hierarchical magnetic field h(σσσ) = Nhγ (q(σσσ ,σσσ 0)) of
strength h > 0 the pressure is almost surely

Φ(β, Γ , h) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

βhγ (y(β, h)) +
∫ z(β,Γ )

y(β,h)

ϕ(β, x)dx + (1 − z(β, Γ )) p(βΓ ),

p(βΓ ) < ϕ(β, y(β, h)),

βhγ (σ (β, Γ , h)) + (1 − σ(β, Γ , h)) p(βΓ ),

p(βΓ ) ≥ ϕ(β, y(β, h)),

where y(β, h), z(β, Γ ) and σ(β, Γ , h) are specified in (24), (28) and (29) respectively.

Let us now discuss the physical significance of this formula. In case h > 0 the pressure
in Corollary 2 changes its nature at ϕ(β, z(β, Γ )) = p(βΓ ) = ϕ(β, y(β, h)), i.e. at

Γc(β, h) := 1

β
arcosh

(
1
2e

ϕ(β,y(β,h))
)

.

By strict monotonicity of p, the condition Γ < Γc(β, h) is equivalent to p(βΓ ) <

ϕ(β, y(β, h)) and hence y(β, h) ≤ z(β, Γ ).
The magnetization in the transversal direction

mx (β, Γ , h) := 1

β

∂

∂Γ
Φ(β, Γ , h)

=
{

(1 − z(β, Γ )) tanh βΓ , p(βΓ ) < ϕ(β, y(β, h)),

(1 − σ(β, Γ , h)) tanh βΓ , p(βΓ ) ≥ ϕ(β, y(β, h)),

changes continuously through the transition line Γ = Γc(β, h). Only its second derivative
is generally discontinuous. Note that the magnetization in x-direction neither attains its
maximum value tanh(βΓ ) of the pure quantum paramagnetic phase in the regime Γ >

Γc(β, h) nor does it vanish for Γ < Γc(β, h). Similarly as in the case h = 0 covered in
[22], the transversal magnetization vanishes only at Γ

(1)
c (β), which is equal to zero in case

ā(1) = 0. The critical magnetic field is continuous in h, and one recovers the limiting value
limh↓0 Γc(β, h) = Γc(β, 0) for anyβ ∈ (0,∞). A straightforward Taylor expansion and (27)
imply that in the situation of Assumption 1:

Γc(β, 0) − Γc(β, h) ∼ h2α (h ↓ 0). (30)

In fact, this even holds in the zero temperature limit β → ∞, i.e for the so called Quantum
AT line which is plotted in Fig. 2.

A low-temperature glass phase occurs if and only if

y(β, h) < min {x(β), z(β, Γ )} .

Clearly, this is only possible if two conditions are satisfied simultaneously:

1. z(β, Γ ) > y(β, h), i.e. for transversal fields Γ < Γc(β, h). From the monotonicity of
h 
→ ϕ(β, y(β, h)), we conclude, Γc(β, h) ≤ Γc(β, 0) for any β, h > 0.
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Fig. 2 Plot of the Quantum AT line, i.e. the dependence of the critical transversal field Γc(β, h) on the
longitudinal field h for zero temperature, β = ∞

Fig. 3 On the left is a plot of the critical temperature βc(h) as a function of the longitudinal field. On the right
figure is the T − Γ phase diagram with the critical magnetic field Γc(β, Γ ) as well as the critical temperature
βc(h)−1 evaluated at h = 0, 3, 7

2. x(β) > y(β, h), i.e. for β > βc(h) given by (25), which we already identified as a
monotone increasing function of h.

We thus conclude, that the presence of the transversal field h > 0 shrinks the spin glass’ low-
temperature phase. Qualitatively this behavior is in accordance with the numerical findings
in case of the Quantum SK-model [34]. However, as already noted in [14] in the classical
case Γ = 0, the critical exponents do not agree. Figure 3 plots the temperature-transversal
field phase diagram for different values of h in case A = Ā and ā(1) = 0.

We finally close this section by pointing out that the expression for the pressure in case
p(βΓ ) ≥ ϕ(β, y(β, h)) agrees with that of the hierarchical field h plus a constant transversal
field Γ . It should be compared to the exact solution p(β

√
h2 + Γ 2) without the hierarchical

implementation of the longitudinal field and agrees qualitatively.
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The magnetization in the longitudinal direction is given by

mz(β, Γ , h) := 1

β

∂

∂h
Φ(β, Γ , h) =

{
γ (y(β, h)) , p(βΓ ) < ϕ(β, y(β, h)),

γ (σ (β, Γ , h))) , p(βΓ ) ≥ ϕ(β, y(β, h)),

and varies continuously through both the glass and the magnetic transitions.

2 Proof of Theorem 2

Let us first remark that the last equality in (22) already follows from results in [22]. Indeed,
fix any y ∈ [0, 1) and consider the Hamiltonian

H (y) := U (y,1) − B(2,y)

on the reduced Hilbert space �2(Q�(1−y)N�), where U (y,1) is the cut GREM corresponding
to A(y,1) and B(2,y) denotes the cut transversal field acting only on spins in Q�(1−y)N�

B(2,y):=
N∑

i=�yN�+1

bisssi , (31)

and we set B(1,y):=B − B(2,y). Then, Theorem 2.8 in [22] implies

lim
N→∞

1

N
ln Tr e−βH (y) = sup

y≤z≤1

[∫ z−y

0
ϕ(y,z)(x) dx + (1 − z)E [ln 2 cosh(βb)]

]
,

whereas an application of Theorem 1.4 in [22] yields

lim
N→∞

1

N
ln Tr e−βH (y) = sup

y≤z≤1

[∫ z−y

0
ϕ(y,1)(x) dx + (1 − z)E [ln 2 cosh(βb)]

]
.

In both cases, the supremum is taken over z ∈ [y, 1] at fixed y, which proves the second
equality in (22). We now spell out the proof of the first equality in (22).

Proof of Theorem 2: We will proceed in three steps.
Step 1: Reduction to step functions

We claim that it is enough to show Theorem 2 for step functions η. This follows if we can
prove that the left and right side of (22) are continuous with respect to η in the uniform norm.
This is, however, trivial for the right side, and a simple operator norm bound implies for two
hierarchical fields h, h′ with overlap functions η, η′,

1

N

∣∣∣ln Tr e−β(U−h−B) − ln Tr e−β(U−h′−B)
∣∣∣ ≤ β‖η − η′‖∞.

From now on, we will therefore only consider step functions η, i.e. we assume that there
exist points 0 = q0 < q1 < · · · qm = 1 and real numbers η1, . . . , ηm such that η(x) = ηk
for qk−1 ≤ x < qk and η(1) = ηm . The points qk define blocks of spin vectors σσσ k ∈
Q�qk N�−�qk−1N�, and we will write σσσ = σσσ 1σσσ 2 · · ·σσσm . Moreover, it is convenient to introduce
for k = 1, . . .m the projections Pk and pk :

Pkσσσ = Pkσσσ 1σσσ 2 · · ·σσσm :=σσσ 1 · · ·σσσ k, pkσσσ = pkσσσ 1σσσ 2 · · ·σσσm :=σσσ k .
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Moreover, we set P0σσσ = p0σσσ :=1. Finally, we note that due to the fact that η only takes
finitely many values, we may restrict the variational expression (22) to the maximum over
points y = qk :

sup
0≤y≤z≤1

[
βη(y) +

∫ z−y

0
ϕ(y,1)(x) dx + (1 − z)E [ln 2 cosh(βb)]

]

= max
k=0,...,m−1

sup
qk≤z≤1

[
βηk+1 +

∫ z−qk

0
ϕ(y,1)(x) dx + (1 − z)E [ln 2 cosh(βb)]

]
.

Step 2: Lower bound
Our lower bound on the pressure is based on Gibbs’ variational principle [26]. We pick some
k ∈ {1, . . . ,m} and consider on the subspace �2(QN−�qk N�) the Hamiltonian:

H (k) := U (k) − B(2,qk ), U (k)(σσσ k+1 · · ·σσσm) := U ((Pkσσσ
0)σσσ k+1 · · ·σσσm). (32)

We denote by ρ̃k,β the corresponding Gibbs state at inverse temperature β. The density
matrix ρ̃k,β has the extension ρk,β := |Pkσσσ 0〉〈Pkσσσ 0| ⊗ ρ̃k,β to the full space �2(QN ) =
�2(Q�qk N�) ⊗ �2(QN−�qk N�) and its matrix elements are given by

〈σσσ |ρk,β |σσσ ′〉:=
{

〈σσσ k+1 · · ·σσσm |ρ̃k,β |σσσ ′
k+1 · · ·σσσ ′

m〉 if Pkσσσ = Pkσσσ 0 = Pkσσσ ′

0 else .

By Gibbs’ variational principle, we have

1

N
ln Tr e−β(U−h−B)

≥ β

N
Tr [ρk,β(B(1,qk ) + h + Û (k) −U )] + 1

N
ln Tr |�2(QN−�qk N�)e

−βH (k)
,

with the canonical extension Û (k) of U (k) to the Hilbert space �2(QN ), i.e.,

Û (k)(σσσ 1 · · ·σσσ kσσσ k+1 · · ·σσσm):=U (k)(σσσ k+1 · · ·σσσm).

Since the trial density matrix ρk,β is diagonal with respect to σσσ 1 · · ·σσσ k and fixes the first
variables to Pkσσσ 0, we have

Tr [ρk,βB(1,qk )] = 0 = Tr
[
ρk,β(U (k) −U )

]
.

Thus, it remains to show the almost sure identities

lim
N→∞

1

N
Tr [ρk,βh] = ηk+1, (33)

and

lim
N→∞

1

N
lnTr |�2(QN−�qk N�)e

−βHk

= sup
qk≤z≤1

[∫ z−qk

0
ϕ(y,1)(x) dx + (1 − z)E [ln 2 cosh(βb)]

]
.

(34)
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Step 2.1: Proof of (33): Using h(σσσ) = Nη(qN (σσσ ,σσσ 0)) we compute the trace in the z-basis:

1

N
Tr [ρk,βh] =

m−1∑
l=0

⎛
⎝ηl+1

∑
σσσ :Plσσσ 0=Plσσσ ,Pl+1σσσ

0 �=Pl+1σσσ

〈σσσ |ρk,β |σσσ 〉
⎞
⎠+ ηm〈σσσ 0|ρk,β |σσσ 0〉

=
m−1∑
l=k

⎛
⎝ηl+1

∑
σσσ :Plσσσ 0=Plσσσ ,Pl+1σσσ

0 �=Pl+1σσσ

〈σσσ |ρk,β |σσσ 〉
⎞
⎠+ ηm〈σσσ 0|ρk,β |σσσ 0〉,

where the second equality is due to the construction of ρk,β . Since ρk,β has unit trace,

1 =
∑

σσσ :Pkσσσ 0=Pkσσσ

〈σσσ |ρk,β |σσσ 〉, (35)

and is non-negative, we may estimate both from above and below:∣∣∣∣ 1N Tr [ρk,βh] − ηk+1

∣∣∣∣ ≤ ‖η‖∞
∑

σσσ :Pk+1σσσ
0=Pk+1σσσ

〈σσσ |ρk,β |σσσ 〉.

We further deduce from the spin-flip covariance of H (k) that for any σσσ,σσσ ′ with Pkσσσ =
Pkσσσ ′ = Pkσσσ 0:

E [〈σσσ |ρk,β |σσσ 〉] = E [〈σσσ ′|ρk,β |σσσ ′〉].
Consequently, using the normalization (35) and counting the number of configurations, we
have

E

⎡
⎣ ∑

σσσ :Pk+1σσσ
0=Pk+1σσσ

〈σσσ |ρk,β |σσσ 〉
⎤
⎦ = 2N (1−qk+1)

2N (1−qk )
= 2−N (qk+1−qk ).

By a Borel-Cantelli argument, we thus arrive at the almost sure convergence

lim
N→∞

∣∣∣∣ 1N Tr [ρk,βh] − ηk+1

∣∣∣∣ = 0.

Step 2.2: Proof of (34): We may rewrite the restricted process (in distributional sense)

U ((Pkσσσ
0)σσσ k+1 · · ·σσσm) = U ′(σσσ k+1 · · ·σσσm) +√N A(qk) Y ,

whereU ′(σσσ k+1 · · ·σσσm) is a GREMprocess onQN−�qk N� with (non-normalized) distribution
function A(qk ,1) and Y is a standard Gaussian variable which is independent ofU ′. This distri-
butional equality relies on the fact that centered Gaussian processes are uniquely determined
by their covariance function. Of course, Y does not contribute to the limit of the pressure,

lim
N→∞

1

N
ln Tr |�2(QN−�qk N�)e

−βH (k) = lim
N→∞

1

N
ln Tr |�2(QN−�qk N�)e

−β(U ′−B(2,qk )),

provided that the limit on the right side exists. This is warranted by Theorem 1.4 in [22],
which almost surely yields

lim
N→∞

1

N
lnTr |�2(QN−�qk N�)e

−β(U ′−B(2,qk ))

= sup
qk≤z≤1

[∫ z−qk

0
ϕ(y,1)(x) dx + (1 − z)E [ln 2 cosh(βb)]

]
.

(36)
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Step 3: Upper bound
The method is similar in spirit to the application of the peeling principle presented in [22].
However, we need to cut the transversal field B in a different manner which suits the hierar-
chical field h.
Step 3.1: Truncating the transversal field B
We define the partial fields

Bk :=B(1,qk−1) − B(1,qk ) =
�qk N�∑

i=�qk−1N�+1

bisssi

where we set B(1,q0) = 0. Hence Bk only acts on σσσ k . We also define the restriction B ′
k of Bk

to the complement of (pkσσσ 0):

Bk − B ′
k := 1 ⊗

∑
�qk−1N�< j≤�qk N�

b j
(|pk(Fjσσσ

0)〉〈pkσσσ 0| + |pkσσσ 0〉〈pk(Fjσσσ
0)|)⊗ 1.

Here, the first identity acts on σσσ 1 · · ·σσσ k−1,the last identity on σσσ k+1 · · ·σσσm and Fj denotes
the j th flip operator (see (5)). We denote by B ′ the total truncated transversal field,

B ′ =
m∑

k=1

B ′
k

By the triangle inequality and a Frobenius norm estimate we have

‖B − B ′‖ ≤
m∑

k=1

‖Bk − B ′
k‖ ≤ m

√√√√2
N∑
i=1

|bi |2 = o(N ).

Note that the L1-property of the random variable b and Lemma A.2 in [22] ensure that the
right side is indeed of order o(N ).
Step 3.2: Finishing the proof: Using a trivial norm bound, we estimate

e−β‖B−B′‖ Tr e−β(U−h−B) ≤ Tr e−β(U−h−B′)

=
m−1∑
k=0

⎛
⎝e−βNηk+1

∑
σσσ :Pkσσσ 0=Pkσσσ,Pk+1σσσ

0 �=Pk+1σσσ

〈σσσ |e−β(U−B′)|σσσ 〉
⎞
⎠

+ e−βNηm 〈σσσ 0|e−β(U−B′)|σσσ 0〉

=
m−1∑
k=0

⎛
⎝e−βNηk+1

∑
σσσ :Pkσσσ 0=Pkσσσ ,Pk+1σσσ

0 �=Pk+1σσσ

〈σσσ k+1 . . . σmσmσm |e−β(U (k)−B′(2,qk ))|σσσ k+1 . . . σmσmσm〉
⎞
⎠

+ e−βNηm e−βU (σσσ 0).

The first identity follows by an inclusion-exclusion type of summation over all spin config-
urations σσσ ∈ QN together with the fact that the hierarchical field h commutes with B ′ (and
clearly withU ) and is constant on the respective spin configurations in the sum. The third line
is a consequence of the fact that on the subspace generated by the elements Pkσσσ 0 = Pkσσσ , the
magnetic field B ′ operates only on the remaining spins σσσ k+1 · · ·σσσm and evaluates the poten-
tial atU (k), see (32). We now recall from Lemma 1 in [22] that the diagonal matrix elements
〈σσσ |e−β(U−B)|σσσ 〉 only depend on the square of the variables bi , so that in the estimation of the
trace we may always assume without loss of generality that bi ≥ 0 and hence B as well as
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B ′ have positive matrix elements in the spin configuration basis, which for bi ≥ 0 dominate
each other and in particular

0 ≤ 〈σσσ k+1 . . . σmσmσm |e−β(U (k)−B′(2,qk ))|σσσ k+1 . . . σmσmσm〉
≤ 〈σσσ k+1 . . . σmσmσm |e−β(U (k)−B(2,qk ))|σσσ k+1 . . . σmσmσm〉.

This allows us to expand the summation over all matrix elements with Pkσσσ 0 = Pkσσσ , which
leads to the upper bound

e−β‖B−B′‖ Tr e−β(U−h−B) ≤
m−1∑
k=0

e−βNηk+1Tr |�2(QN−�qk N�)e
−β(U (k)−B(2,qk ))

+ e−βNηm e−βU (σσσ 0).

Together with (36) this finishes the proof of Theorem 2. ��

3 Proof of Theorem 1

Based on the already established results and methods in [4,5,20,22], the proof of Theorem 1
is straightforward but quite lengthy. Before we move on to the details, we outline our proof
strategy which consists of three main steps:

1. First, we need to generalize the results in [4,5] on the REM and two-level GREM with
a random magnetic field to the general n-level GREM (see Theorem 3). Following [4,
5] closely, the argument is based on a large-deviation principle for the entropy which
transforms the computation of the limit to a linear optimization problem with non-linear
constraints.

2. Secondly, we extend the limit theorem for the classical GREM to the QGREM with a
random longitudinal field (see Proposition 4). Using the peeling principle from [22], the
proof is quite easy. The only subtle point is to ensure that the structure of the concave hull
in the variational principle is preserved. Here we use an argument which is very similar
to the proof of [22, Lemma 3.1].

3. Finally, we use an interpolation and continuity argument to the lift the n-level QGREM
result to themore generalQGREMsetting.We refer to the interpolation and concentration
estimates in [22] which are applicable here.

3.1 The GREMwith a RandomMagnetic Field

The main aim of this subsection to prove the following Theorem 3, which extends the discus-
sion of the two-level GREM in [5] to the general n-level GREM. To this end, we will need to
introduce some notation. Let 0 = x0 < x1 < x2 < · · · < xn = 1 be some points a1, . . . , an
some nonnegative weights (we do not assume here that these weights add up to one). As in
the proof of Theorem 2, we decompose the spin vector into blocks σσσ = σσσ 1 · · ·σσσ n according
to the partition formed by the points (xk). The GREM process can be written as

U (σσσ) = √a1N Xσσσ 1 +√a2N Xσσσ 1σσσ 2 + · · · +√anN Xσσσ 1σσσ 2···σσσ n , (37)

where the appearing random variables Xσσσ 1 , Xσσσ 1σσσ 2 , . . . , Xσσσ 1σσσ 2···σσσ n are independent standard
Gaussian variables. Note thatU (σσσ) coincides with the GREMprocess with (non-normalized)
distribution function A,
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A(x) =
n∑

k=1

ak1[xk ,1](x).

The limit depends on the concave hull Ā of A consisting of linear segments which are
supported on a subset of points 0 = y0 < y1 < · · · < ym = 1 where A and Ā agree. It is
convenient to further introduce the following quantities: the increments of the concave hull
āl :=A(yl) − A(yl−1), the interval lengths Ll :=yl − yl−1 and the slopes γl :=āl/Ll .

As our main result in this section, we show that the limit of the classical pressure
ΦN (β, h) = ΦN (β, h, 0) can then be expressed in terms of the partial pressures

ϕ(l)(β, h):=
{

āl
2 β2 + LlE [ln 2 cosh βh] i f β ≤ β

(l)
c ,

β(ālβ
(l)
c + LlE [h tanh β

(l)
c h]) i f β > β

(l)
c

(38)

where the critical temperatures β
(l)
c = β

(l)
c (h) are each the unique positive solution of the

self-consistency equation
γl

2
β(l)2
c = ln 2 + E [ln cosh β(l)

c h] − β(l)
c E [h tanh β(l)

c h]. (39)

The following generalizes results in [4,5], which in turn is build on [7,8].

Theorem 3 Let U (σσσ) be a GREM process as in (37), β ≥ 0 and h an absolutely integrable
random variable. Then, almost surely

lim
N→∞ ΦN (β, h) =

m∑
l=1

ϕ(l)(β, h). (40)

We stress that a randomfield does only change the partial pressures ϕ(l) but not the number
of terms in the right side. In particular, the limit remains to be a function of the concave hull
Ā and not A itself.

Our proof of Theorem 3 follows the large-deviation approach in [4,5]. We first need to
understand the energy statistics of the randomfield. To this end, it is convenient to decompose
the field h(σσσ) into blocks

hk(σσσ k):=
∑

�xk−1N�+1≤ j≤�xk N�
h jσ j .

We first study the occupation numbers

N (yk):= |{σσσ k | hk(σσσ k) ≤ −Nyk}| .
With respect to the uniform distribution on spin configurations σσσ k , the random variables
hk(σσσ k)/Nk with Nk := (xk − xk−1)N have a finite logarithmic-moment generating function
given by

ΛN (t) := 1

Nk
ln

(
1

2Nk

∑
σσσ k

ethk (σσσ k )

)
= N−1

k

∑
�xk−1N�+1≤ j≤�xk N�

ln cosh(th j )

=: E [ln cosh(th)] + SN (t),

where SN (t) is a random variable. For any fixed t ∈ R by the strong law of large numbers
the latter converges to zero as N → ∞. In fact, we can find a set of full probability (with
respect to the distribution of the iid variables (hi )) such that the almost-sure convergence

lim
N→∞ ΛN (t) = E [ln cosh(th)]
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holds true for all t ∈ R simultaneously. This follows from an 3ε-argument by considering a
countable dense set first and extending this assertion by noticing that both sides are contin-
uously differentiable in t (see the proof of Lemma 5 in [4]). The Gärtner Ellis theorem (cf.
[11]) then ensures that

I (z):= sup
t∈R

{zt − E [ln cosh th]} (41)

is a rate function for N−1
k hk(σσσ k) for any k. As a Legendre transform I : R → R ∪ {∞}

is lower semicontinuous. It is straightforward to check that I is symmetric, I (−z) = I (z),
equal to +∞ for |z| > E [|h|], continuously differentiable on (−E [|h|], E [|h|]), where it is
bounded by ln 2, and continuous and monotone on [0, E [|h|]).

The Gärtner Ellis theorem also allows to determine the asymptotic behavior of occupation
numbers N (yk), which we can rewrite as 2Nk times the probability that

hk/Nk ≤ −yk/(xk − xk−1) =: ξk(yk) =: ξk .

More precisely, we almost surely have

ln 2 − inf
z<−ξk

I (z) ≤ lim inf
N→∞

1

Nk
ln N (yk) (42)

≤ lim sup
N→∞

1

Nk
ln N (yk) ≤ ln 2 − inf

z≤−ξk
I (z) = ln 2 − I (ξk).

By the aforementioned continuity of I , we thus obtain for ξk ∈ (−E [|h|], E [|h|]) the almost-
sure convergence

lim
N→∞

1

Nk
ln N (yk) = ln 2 − I (ξk), (43)

which describes the energy statistics of the magnetic field. As a next step, we analyze the
energy statistics of the total Hamiltonian. We start by extending our definition of occupation
numbers and introduce:

N (EEE, yyy) := N (E1, . . . , En, y1, . . . , yn)

:=|{σσσ ∈ QN | √
ak Xσσσ 1···σσσ k ≤ −√

NEk

and hk(σσσ k) ≤ −Nyk for all k = 1, . . . , n}|. (44)

Our next goal is to obtain the asmptotics for N (EEE, yyy). To this end, we introduce the entropy

S(EEE, yyy):= ln 2 −
n∑
j=1

(
E2

j

2a j
+ (x j − x j−1)I (ξ j (y j ))

)
(45)

as well as the constraints

C:=
{
(EEE, yyy) ∈ Rn≥0 × Rn≥0

∣∣∣ k∑
j=1

E2
j

2a j
+ (x j − x j−1)I (ξ j (y j )) < xk ln 2

for all k = 1, . . . , n
}
. (46)

Note that (EEE, yyy) ∈ C guarantees that I (ξk) < ∞ for all k. By continuity of the involved
functions on the domain, where they are finite, we conclude that C is an open set and ξ j (y j ) ∈
(−E [|h|], E [|h|]) for any j in case (EEE, yyy) ∈ C.
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The following lemmaon the asymptotics of N (EEE, yyy) is a natural generalization ofTheorem
1.2 in [5]. We remark that 1

N ln N (EEE, yyy) is shown to converge almost surely, but not in
expectation. As the event {N (EEE, yyy) = 0} has a small, but nonvanishing, probability, we in
fact have E [ln N (EEE, yyy)] = −∞.

Lemma 1 Let X be an n-level GREM vector as in (37) and (hi ) independent copies of an
absolutely integrable random variable h. Then, if (EEE, yyy) ∈ C, we almost surely have

lim
N→∞

1

N
ln N (EEE, yyy) = S(EEE, yyy). (47)

On the other hand, if (EEE, yyy) /∈ C̄, the topological closure of C, almost surely and for all, but
finitely many N:

N (EEE, yyy) = 0. (48)

Proof Let us start with the case (EEE, yyy) /∈ C̄. One then finds some k ∈ N and ε > 0 such that

k∑
j=1

E2
j

2a j
+ (x j − x j−1)I (y j/(x j − x j−1)) ≥ xk ln 2 + ε. (49)

We condition on the weights (hi ) and compute the probability that a reduced spin vector
σσσ 1 · · ·σσσ k meets the first k energy requirements

P(
√
a j Xσσσ 1···σσσ j ≤ −√

NE j and h j (σσσ j ) ≤ −Ny j for all j = 1, . . . , k |(hi ))

=
k∏
j=1

P(
√
a j Xσσσ 1···σσσ j ≤ −√

NE j ) P(h j (σσσ j ) ≤ −Ny j |(hi ))

≤
k∏
j=1

e−NE2
j /(2a j )1[h j (σσσ j ) ≤ −Ny j ].

(50)

The first equality is due to the independence of the variables Xσσσ 1···σσσ j for different j . The
bound on the first probability follows from the standard Gaussian estimate. This may be
inserted into the following union bound

P(N (EEE, yyy) ≥ 1|(hi )) ≤
∑

σσσ 1···σσσ k

P
(√

a j N Xσσσ 1···σσσ j ≤ −NE j

and h j (σσσ j
) ≤ −Ny j for all j = 1, . . . , k |(hi ))

≤ exp
(

− N
k∑
j=1

E2
j

2a j

) k∏
j=1

N (yk),

where the last inequality is the previous estimate.
We now distinguish two cases. If

yyy ∈ Gk :={yyy ∈ Rn≥0| I (ξ j (y j )) < ∞ for all j = 1, . . . , k},
we may further estimate the right side using (49) and the upper bound in (42) to conclude
that for all, but finitely many N and almost surely with respect to the variables (hi ):

P(N (EEE, yyy) ≥ 1|(hi )) ≤ e−Nε/2.

A Borel-Cantelli argument then shows that N (EEE, yyy) converges almost surely to zero.
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In case yyy /∈ Gk there exist an integer j ∈ {1, . . . k} such that I (ξ j (y j )) = ∞. Consequently,
(42) implies the almost-sure convergence lim supN→∞ 1

N j
ln N (y j ) = −∞. Since N (y j ) ∈

N0, this implies that almost surely N (y j ) = 0 for all, but finitely many N . We conclude
P(N (EEE, yyy) ≥ 1|(hi )) = 0 for all, but finitely many N and hence the claim (48) in this case.

It thus remains to show (47) for (EEE, yyy) ∈ C. This proof will be based on Proposition 3.
For its application, we introduce the following sequences of numbers

Fk(N ):= 1

N
ln |{σσσ 1 · · ·σσσ k | √

ai Xσσσ 1···σσσ i ≤ −√
NEi and

h j (σσσ j ) ≤ −Ny j for all i = 1, . . . , k − 1; j = 1, . . . , k}|
Gk(N ):= 1

N
ln |{σσσ 1 · · ·σσσ k | √

ai Xσσσ 1···σσσ i ≤ −√
NEi and

h j (σσσ j ) ≤ −Ny j for all i = 1, . . . , k; j = 1, . . . , k}|,
G0 := 0.

The definition of these sets are motivated by inclusion-exclusion. If we suppose that Gk(N )

converges as N → ∞, the almost-sure convergence (43), for which we recall that (EEE, yyy) ∈ C
implies max j |ξ j | < E [|h|], yields

lim
N→∞ Fk+1(N ) = (xk+1 − xk) ln 2 − (xk+1 − xk)I (ξk+1) + lim

N→∞Gk(N ).

Moreover, Proposition 3 further implies

lim
N→∞Gk+1(N ) = −(2ak+1)

−1E2
k+1 + lim

N→∞ Fk+1(N ),

provided that the right side is positive. By definition of the constraint, this is always the case
if (EEE, yyy) ∈ C such that

lim
N→∞

1

N
ln N (EEE, yyy) = lim

N→∞Gn(N ) = ln 2 −
n∑
j=1

(
E2

j

2a j
+ (x j − x j−1)I

(
ξ j (y j )

))

= S(EEE, yyy)

almost surely. ��
The second part of the proof of Lemma 1 relied on the following claim, whose proof

follows that of Proposition 6 in [4].

Proposition 3 Let (DN )N∈N be a family of finite sets, (Xs)s∈DN independent standard Gaus-
sian variables and (Ys)s∈DN a random vector, which is independent of X and whose entries
only take the values 0 and 1. Further, suppose that almost surely

lim
N→∞

1

N
ln |{s ∈ DN |Ys = 0}| = q > 0.

Then the number of large deviations

N (E):=|{s ∈ DN |Ys = 0 and
√
aXs ≤ −E

√
N }|,

with a > 0 almost sure obeys

lim
N→∞

1

N
ln N (E) = q − (2a)−1E2

provided that q > (2a)−1E2.
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Proof We apply the second moment method to N (E) and the conditional expectation con-
ditioned on the event Z :={s ∈ DN |Ys = 0}. A standard calculation similar to (50) using
elementary bounds on the Gaussian distribution function shows that

E [N (E)|Z ] = Z exp(−((2a)−1E2 + o(1))N ).

By explicit computation we determine the second moment of N (E) conditioned on Z :

E [N (E)2|Z ] − E [N (E)|Z ]2

=
∑

s,s′:Ys=Ys′=0

P
(√

aXs ≤ −E
√
N and

√
aXs′ ≤ −E

√
N
)

− P
(√

aXs ≤ −E
√
N
)

P
(√

aXs′ ≤ −E
√
N
)

=
∑

s:Ys=0

P
(√

aXs ≤ −E
√
N
)

− P
(√

aXs ≤ −E
√
N
)2 ≤ E [N (E)|Z ].

Thus, the Chebyshev inequality implies for any ε > 0:

P(|N (E) − E [N (E)|Z ]| > ε E [N (E)|Z ]|Z) ≤ ε−2 E [N (E)|Z ]−1.

We note that E [N (E)|Z ] is almost surely exponentially large; in fact, by assumption ln Z =
N (q + o(1)) with q > (2a)−1E2. Thus, a Borel-Cantelli argument yields almost surely

lim sup
N→∞

∣∣∣∣ 1N ln
N (E)

E [N (E)|Z ]
∣∣∣∣ = 0,

which completes proof using the expression for E [N (E)|Z ]. ��
Based onLemma1,wemay nowestablish a variational expression for the limiting pressure

of the n-level GREM in a random magnetic field.

Lemma 2 For any β ≥ 0 and any absolutely integrable random variable h the pressure
ΦN (β, h) converges almost surely and its limit is given by

lim
N→∞ ΦN (β, h) = sup

(EEE,yyy)∈C
(β(E1 + · · · + En + y1 + · · · + yn) + S(EEE, yyy)) . (51)

Proof By elementary estimates it follows that

exp(NΦN (β, h)) ≥ exp(βN (E1 + · · · + En + y1 + · · · + yn))N (EEE, yyy)

for any (EEE, yyy), which in view of Lemma 1 implies almost surely

lim inf
N→∞ ΦN (β, h) ≥ sup

(EEE,yyy)∈C
β(E1 + · · · + En + y1 + · · · + yn) + S(EEE, yyy).

Toobtain an asymptotic upper boundweuse adiscretization argument.We setα:=maxi=1,...,n

ai and define the compact box

F :=[−(
√
2α ln 2 + 1),

√
2α ln 2 + 1]n × [−E [|h|] − 1, E [|h|] + 1]n .

One easily sees that almost surely no configuration (EEE, yyy) outside of F contributes to the
limit (51) of the pressure. To simplify the notation, we assume in the following that this holds
true for any N . Thus, it suffices to consider configurations in F on which we set the grid

FK :=
{
(EEE, yyy) ∈ F

∣∣ E j = k j
K

(
√
2α ln 2 + 1), y j = l j

K
(E [h] + 1),

k j , l j = −K ,−K + 1, . . . , K , j = 1, . . . , n
}
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with K ∈ N.Wepick ε > 0 arbitrary and choose K = Kε such thatmax{E [h]+1,
√
2α ln 2+

1} < εKε . Then, the ε-neighborhoods of the grid points in FK cover the box F and therefore

eNΦN (β,h) ≤
∑

(EEE,yyy)∈FK
N (EEE, yyy) eβN (E1+···+En+y1+···+yn+2nε).

Let us now observe three points. First, if E j or y j is negative for some j we may replace
this value by 0 without changing the number N (EEE, yyy) on an exponential scale. This is just a
consequence of symmetry and the LDP satisfied by h j and the Gaussian vectors X . Secondly,
without loss of generality we may assume that there are no grid points on the boundary of C.
Moreover, if (EEE, yyy) /∈ C̄, the corresponding term gives no contribution to the limit of ΦN by
(48). Thirdly, the entropy factor corresponding to the summation over the grid points does
not depend on N and is thus irrelevant after taking the limit. Summarizing these points, we
conclude almost surely

lim sup
N→∞

ΦN (β, h) ≤ 2βnε + sup
(EEE,yyy)∈C

β(E1 + · · · + En + y1 + · · · + yn) + S(EEE, yyy),

which completes the proof as ε > 0 was chosen arbitrarily. ��

It remains to solve the variational problem (51) which is the last part in the proof of
Theorem 3. Note that one may replace the sup on C by a maximum on C̄ as the involved
expressions possess continuous extensions to C̄.

Proof of Theorem 3 We proceed via induction on m, the number of linear segments of the
concave hull Ā. If m = 1, the variational problem consists of 2n independent optimization
problems which can be easily solved. This leads to

E j = βa j and y j = (x j − x j−1)E [h tanh(βh)] j = 1, . . . , n.

To obtain the expression for y j , it is helpful to note that the rate function I is the Legendre
transform of E [ln cosh(βh)]. The maximum is attained when ξ j (y j ) = y j/(x j − x j−1)

equals the derivative of E [ln cosh(βh)] with respect to β. We see that if β is small enough,
all constraints are fulfilled and the maximum is given by

Φ(β, h) = ln 2 + β2

2

⎛
⎝ n∑

j=1

a j

⎞
⎠+ E [ln cosh(βh)].

Since in the unconstrained variational problem the optimal value E j is unbounded as β

increases, the above considerations will hold true up to some critical value βc, where the first
constraining inequality is not satisfied, i.e., the maximum is located at the boundary of C.
Due to the structure of the optimal (EEE, yyy) in the unconstrained setting, this needs to be the
inequality corresponding to the highest slope (a1 + · · · + ak)/xk which is attained at k = n
since m = 1. If we denote the optimal configuration of the unconstrained problem at βc by
(EEEc, yyyc) we thus have

S(EEEc, yyyc) = 0.

From there, one obtains after some algebra the self-consistency equation for βc:∑
j a j

2
β2
c = ln 2 + E [ln cosh βch] − βcE [h tanh βch].
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Furthermore,

max
(EEE,yyy)∈C̄

βc(E1 + · · · + En + y1 + · · · + yn) + S(EEE, yyy)

= max
(EEE,yyy)∈C̄

βc(E1 + · · · + En + y1 + · · · + yn),

which is clearly still a valid identity for β > βc. We conclude that Φ becomes a linear
function of β for β > βc and the slope agrees with the derivative of Φ at βc, i.e.

Φ(β, h) = β

⎛
⎝βc

n∑
j=1

a j + E [h tanh βch]
⎞
⎠ .

This is exactly the statement of Theorem 3 in the case m = 1.
Now, suppose that the assertions are true for somem, and wewant to show that it is still the

case for m + 1. Let us write EEE<m, EEE>m, yyy<m and yyy>m , where the vectors denote the energy
configurations corresponding to the first m segments and the last segment, respectively.
Similarly, we set Cm the set of the constraints related to the first m segments. If we only
demand that the energy configuration (EEE<m, yyy<m) satisfy the constraints Cm , then using the
induction hypothesis and the analysis of the case m = 1, we end up with the expression

m∑
l=1

ϕ(l)(β, h) + (1 − ym) ln 2 + β2

2

⎛
⎝ ∑

j∈Im+1

a j

⎞
⎠+ (1 − ym)E [ln cosh(βh)]

for the limit of the pressure, where Im+1 denotes the last segment. This is indeed a solu-
tion if β ≤ β

(m)
c , since the remaining constraints are also verified by the m-level solution

(EEE<m, yyy<m) and the unconstrained solution (EEE>m, yyy>m) due to the concave-hull structure.
We note that for β > β

(m)
c , we only need to consider the n-th inequality (for the same reason

as in the case m = 1) which then may be rewritten as

(ym+1 − ym) ln 2 >
∑

j∈Im+1

(2a j )
−1 + (x j − x j−1)I (ξ j (y j )).

Thus, the situation is analogous to the case m = 1 and the same arguments lead to the
expression for β

(m+1)
c and the pressure Φ if β > β

(m+1)
c . ��

3.2 From GREM to QGREM: Application of the Peeling Principle

We now consider the QGREM with a random magnetic field in z-direction as in Theorem 1.

Theorem 4 Let U (σσσ) be a GREM process as in (37), β ≥ 0 and h, b absolutely integrable
random variables. Then, almost surely

lim
N→∞ ΦN (β, h, b) = max

0≤k≤m

(
k∑

l=1

ϕ(l)(β, h) + (1 − yk)E [ln 2 cosh(
√

b2 + h2)]
)

. (52)

Here, the empty sum is interpreted to be zero.

Proof We recall the definition of the cut GREM U (xk ) := U (0,xk ) which may be represented
as

U (xk )(σσσ 1σσσ 2 · · ·σσσ k) = √
a1Xσσσ 1 + √

a2Xσσσ 1σσσ 2 + · · · + √
an Xσσσ 1σσσ 2···σσσ k .
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The peeling principle [22, Theorem 2.3] implies that for any 0 ≤ k ≤ m either the Gaussians
Xσσσ 1σσσ 2···σσσ k or the partialmagnetic field B(1,xk ) contribute to the specific pressure (for a detailed
discussion see Sect. 2 in [22, Theorem 2.3]). An iterative application of the peeling principle
yields

lim sup
N→∞

∣∣∣∣ΦN (β, h, b) − max
0≤k≤n

1

N
ln Tr e−β(U (xk )−h(σσσ)−B(2,xk ))

∣∣∣∣ = 0,

see also the proof of [22, Corollary 2.7] for a more precise execution of this method. The
cut-magnetic field B(2,xk ) was defined in (31). We naturally split the longitudinal field,

h(σσσ) = h(1,xk )(σσσ 1 · · ·σσσ k) + h(2,xk )(σσσ k+1 · · ·σσσ n); h(1,xk )(σσσ 1 · · ·σσσ k):=
�xk N�∑
i=1

hiσi

and apply Theorem 3 to the Hamiltonian H (xk ):=U (xk ) − h(1,xk ). Together with the strong
law of large numbers for h(2,xk )(σσσ k+1 · · ·σσσ n) + B(2,xk ). Thus we arrive at

lim
N→∞ ΦN (β, h, b) = max

0≤k≤n

(
Φ(xk )(β, h) + (1 − xk)E [ln 2 cosh(

√
b2 + h2)]

)
, (53)

where Φ(xk )(β, h) denotes the limit of the pressure of the Hamiltonian H (xk ) restricted to
the Hilbert space of subgraph Q�xk N� spanned by σσσ 1 · · ·σσσ k . (Note that for H (xk ) on the total
graph QN the resulting pressure is Φ(xk )(β, h) + (1 − xk) ln 2.)

If the cut point coincides with and endpoint of the concave hull. i.e. xk = y j for some j ,
we have

Φ(y j )(β, h) =
j∑

l=1

ϕ(l)(β, h).

Thus, it only remains to show that the maximum in (53) is attained at some yl . We follow
the comparison argument presented in the proof of [22, Lemma 3.1]. If {x0, . . . , xn} =
{y0, . . . , ym}, the assertion is trivial. So, let yl < xk < yl+1. We recall that distribution
function A(xk ) associated with U (xk ) is given by

A(xk ) =
{
A(x) if x ≤ xk,

A(xk) else.
.

We introduce the Gaussian processes Y and Z of GREM type with the distribution functions

AY (x):=

⎧⎪⎨
⎪⎩
A(x) if x ≤ yl ,

A(yl) if yl < x < xk,

A(xk) if x ≥ xk,

AZ (x):=

⎧⎪⎨
⎪⎩
A(x) if x ≤ yl ,

A(yl) if yl < x < xk,

A(yl) + xk−yl
yl+1−yl

(A(yl+1) − A(yl)), if x ≥ xk .

which shall be independent of the weights (hi ) After conditioning on the random weights
(hi ), Slepian’s lemma (cf. [6]) and the independence of (hi ) and the GREM processes imply:
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lim
N→∞

1

N
ln Tr |�2(Qxk N )e

−β(U (xk )−h(1,xk )) ≤ lim
N→∞

1

N
ln Tr |�2(Qxk N )e

−β(
√
NY−h(1,xk ))

≤ lim
N→∞

1

N
ln Tr |�2(Qxk N )e

−β(
√
N Z−h(1,xk )). (54)

For the second inequality, we recall that A is majorized by its concave hull Ā and agrees with
Ā at yl and yl+1:

A(xk) ≤ A(yl) + xk − yl
yl+1 − yl

(A(yl+1) − A(yl)) .

Since the pressure is an increasing function of the jump heights (cf. (38)), we hence arrive
at the second bound in (54). The resulting pressure is computed easily in terms of the partial
pressures (38) corresponding to A:

lim
N→∞

1

N
ln Tr |Qxk N

e−β(
√
N Z−h(1,xk )) =

l∑
j=1

ϕ( j)(β, h) + xk − yl
yl+1 − yl

ϕ( j+1)(β, h).

Using the abbreviation p(β, h, b):=E [ln 2 cosh(β√b2 + h2)] we thus conclude

lim
N→∞

1

N
ln Tr |�2(Qxk N )e

−β(U (xk )−h(1,xk )) + (1 − xk)p(β, h, b)

≤
l∑

j=1

ϕ( j)(β, h) + (1 − yl)p(β, h, b)

+ xk − yl
yl+1 − yl

(
ϕ(l+1)(β, h) − (yl+1 − yl)p(β, h, b)

)
.

Depending on the sign of the term in the last bracket, we have

lim
N→∞

1

N
ln Tr |�2(Qxk N )e

−β(
√
N X (xk )−V (1,xk )) + (1 − xk)p(β, h, b)

≤
l∑

j=1

ϕ( j)(β, h) + (1 − yl)p(β, h, b)

or the sum on the right side runs to l + 1 and yl is replaced by yl+1.
Consequently, the maximal pressure is indeed attained at some yl . ��

3.3 Finishing the Proof: The Interpolation Argument

Finally, we will lift Theorem 4 to the case of a general QGREM. The idea is to show that the
left and right side of (7) are continuous with respect to the distribution function A and the
uniform norm. We start with the continuity of the right side, i.e., spelling out explicitly the
A-dependence of quantities for the moment, we need to show that

Φ(β, h, b, A) = sup
0≤z≤1

(∫ z

0
ϕ(β, h, A, x) dx + (1 − z)E [ln 2 cosh(β

√
b2 + h2)]

)
,

is continuous in A. We recall that the density is given by

ϕ(β, h, A, x):=
{
ln 2 + ā(x) β2

2 + E [ln cosh βh] if β ≤ βc(A, x)

β(ā(x)βc(A, x) + E [h tanh βc(A, x)h]) if β > βc(A, x)
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where the critical temperature βc(A, x) is the unique positive solution of the self-consistency
equation

ā(x)

2
βc(A, x)2 = ln 2 + E [ln cosh βc(A, x)h] − βc(A, x)E [h tanh βc(A, x)h].

Lemma 3 Let β ≥ 0 and b, h be absolutely integrable random variables. Moreover, let
(An)n∈N, A be distribution functions on [0, 1] such that An converges uniformly to A. Then,

lim
n→∞ Φ(β, h, b, An) = Φ(β, h, b, A). (55)

Proof It suffices to show that

lim
n→∞

∫ 1

0
|ϕ(β, h, A, x) − ϕ(β, h, An, x)| dx = 0.

We first prove that the integrand converges almost everywhere (with respect to the Lebesgue
measure and x) to zero. One easily sees that the concave hulls Ān converge uniformly to Ā
and the right derivatives ān(x) converge to ā(x) at any x , where ā(x) is continuous (cf. the
proof of Lemma 3.3 in [22]). Since Ā is concave, this ensures that ān(x) converge almost
everywhere to ā(x). Next, we observe that βc(x, A) is a continuous function of ā(x) by the
implicit function theorem and, thus, βc(x, An) converges almost everywhere to βc(x, A).
This implies that ϕ(β, h, An, x) converges almost everywhere. Nowwe pick some δ > 0 and
note that the sequence ϕ(β, h, An, x) is uniformly bounded due to the general bound

0 ≤ ϕ(β, h, An, x) ≤ ln 2 + ān(x)
β2

2
+ E [ln cosh βh]

and the monotonicity of the derivatives ān(x). We conclude that for any δ > 0,

lim
n→∞

∫ 1

δ

|ϕ(β, h, A, x) − ϕ(β, h, An, x)| dx = 0.

Using the above bound on [0, δ], we obtain∫ δ

0
|ϕ(β, h, A, x) − ϕ(β, h, An, x)| dx ≤ δ(2 ln 2 + ( Ān(δ) + Ā(δ))

β2

2
+ 2E [ln cosh βh]),

which vanishes if we take the limit n → ∞ and then δ → 0. ��
We turn to the interpolation argument for the left side in (7). Let U ,U ′ be two GREM

processeswith distribution functions A, A′ and pressuresΦ(β, h, b, A),Φ(β, h, b, A′). From
[22, Equation (2.16)] we conclude

|E [Φ(β, h, b, A) − Φ(β, h, b, A′)]| ≤ β2‖A − A′‖∞, (56)

The Gaussian concentration inequality (cf. [22, Proposition 2.9]) guarantees the almost-sure
convergence

lim sup
N→∞

|E [Φ(β, h, b, A)] − Φ(β, h, b, A)| = 0.

We are ready to finish the proof of Theorem 1:

Proof of Theorem 1 We fix β ≥ 0 and absolutely integrable random variables b, h and use
the shorthand notations Φ(A):=Φ(β, h, b, A). Let U be a GREM process with distribution
function A. We pick some ε > 0 and an finite-level GREM U ′ with distribution function A′
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such that ‖A − A′‖∞ ≤ ε and |Φ(A) = Φ(A′)| ≤ ε. This is possible thanks to Lemma 3.
We then obtain

lim sup
N→∞

|ΦN (A) − Φ(A)|
≤ lim sup

N→∞
|ΦN (A) − ΦN (A′)| + |ΦN (A′) − Φ(A′)| + |Φ(A) − Φ(A′)|

≤ (β2 + 1)ε.

The final line follows from our preparatory estimate (56) and Theorem 4, which coincides
with Theorem 1 for an n-level GREM. Since ε > 0 is arbitrary, this proves (7).

The remaining assertions now follow easily: ϕ(β, h, x) is clearly an increasing function
of ā(X) which in turn is decreasing in x . Thus, ϕ(β, h, x) is a decreasing function of x .
Similarly, the critical inverse temperature βc(x) is increasing as it is a decreasing function
of ā(x). Finally, the fact that ϕ(β, h, x) is increasing and convex in β directly follows from
(8). ��
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Appendix A: Proof of Corollary 1 and Proposition 1

We start with the straightforward proof of Corollary 1:

Proof of Corollary 1 To apply Theorem 1, we note that in the case of the QREM we have
ϕ(β, h, x) = ΦREM(β, h) for any x . So, we directly obtain (10). It remains to show that the
self-consistency equation

1

2
β2
c = ln 2 + ln cosh βch − βch tanh βch,

which get fromTheorem 1 is equivalent to (12), i.e. βc(h)2 = 2r(tanh(βc(h)h)). This follows
from the elementary computation

r(tanh(x)) = ln 2 − 1

2
((1 − tanh(x)) ln(1 − tanh(x)) + (1 + tanh(x)) ln(1 + tanh(x)))

= ln 2 + ln cosh x − 1

2
((1 − tanh(x)) ln(cosh x − sinh x) + (1 + tanh(x)) ln(cosh x + sinh x))

= ln 2 + ln cosh x − x tanh x

for any x ∈ R. ��
The proof of Proposition 1 is based on multiple elementary, but quite lengthy, computa-

tions.
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Proof of Proposition 1 1. The defining equation (12) immediately implies that βc(h) is a
strictly decreasing function. The Taylor expansions r(y) = ln 2 − y2/2 + O(y4)) and
tanh(y) = y + O(y2) yield for small h > 0

1

2
βc(h)2 = ln 2 − (βc(h)h)2

2
+ O(h4),

which in turn leads to the Taylor expansion of βc(h) in the small field limit.
By inspection of (12) as h → ∞, the critical inverse temperature βc(h) tends to zero, but
we still have that hβc(h) → ∞. Moreover, we recall that tanh(y) = 1−2e−2y +O(e−4y)

for large y and r(1− x) = 1
2 x ln(1/x) + O(x) for small x . After some algebra, we arrive

at the asymptotic equation 2βc(h)he2βc(h)h = 8h2 + O(h). In particular,

lim
h→∞

2βc(h)h

W (8h2)
= lim

h→∞
βc(h)h

ln h
= 1,

where W denotes Lambert W-function.
2. We first consider the high temperature limit. For small β > 0 a Taylor expansion yields

arcosh

(
1

2
exp(ΦREM(β, h))

)
= arcosh

(
1 + 1

2
β2(1 + h2) + O(β4)

)

=
√
1 + h2β + O(β2),

from which we conclude Γc(0, h) = 1. As the term arcosh
( 1
2 exp(Φ

REM(β, h))
)
/β

converges to the absolute value of the ground state energy as β → ∞, we obtain the
claim concerning the low temperature limit.

3. Let us fix some β > 0. We show that

g(h) = arcosh

(
1

2
exp(ΦREM(β, h))

)2

− β2h2

is strictly increasing which is equivalent to the monotonicity of Γc(β, h). We compute the
derivative for h > 0

g′(h) = 2 arcosh

(
1

2
exp(ΦREM(β, h))

) 1
2 e

ΦREM(β,h)√
1
4 e

2ΦREM(β,h) − 1

∂ΦREM(β, h)

∂h
− 2β2h

= 2β

(
arcosh

(
1

2
exp(ΦREM(β, h))

)
tanh(min{β, βc(h)}h)

tanh(arcosh(1/2 exp(ΦREM(β, h))))
− βh

)

We first note that y/ tanh(y) is an increasing function. In the case β ≤ βc(h) we further
use that 1/2 exp(ΦREM(β, h)) > cosh(βh). Hence g′(h) > 0 is an easy consequence of
these observations for β ≤ βc. On the other hand, if β > βc we use the convexity of

η(y):= arcosh(ey)

tanh(arcosh(ey))
,

from which we obtain

arcosh( 12 exp(Φ
REM(β, h))

tanh(arcosh(1/2 exp(ΦREM(β, h))))
>

βh

tanh(βc(h)h)

as the left half side is a convex function of β and the inequality holds true for β = βc(h).
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Finally, we want to show the asymptotic formula for Γc(β, h). Since βc(h) tends to zero,
we only need to consider the ”frozen” expression for ΦREM(β, h). Neglecting terms of
subleading order, we may write after some manipulations

β−2 arcosh

(
1

2
exp(ΦREM(β, h))

)2

− h2 
 2h2(tanh(βc(h)h) − 1) + 2βch.

We recall that 1 − tanh(βc(h)h) 
 2e−2βc(h)h = 4βch
2βche2βc(h)h 
 βc

2h , where the last equal-
ity follows from the proof of part 1. Combining these asymptotic formulas, we arrive at
limh→∞ Γ (β,h)√

hβc(h)
= 1. ��

Appendix B: Proof of Proposition 2 and Corollary 2

In this section, we sketch the computations which lead to the results in Proposition 2 and
Corollary 2.

Proof of Proposition 2 1. Let us first recall that ā(x) is a continuous decreasing function
from which it follows that x(β) = sup{x | ā(x) > (2 ln 2)/β2} is well defined for
β > βc(0) = √

2 ln 2/ā(0) and increasing in β. Since k is a decreasing function, we
see that βc(h) defined in (25) is an increasing function.
To discuss the limiting value h → 0, we observe that limh→0 k(2 ln 2/(βc(h)h)) = 0.
Since ā is continuous, limβ→βc x(β) = 0 from which we conclude limh→0 βc(h) =
βc(0). Using Assumption 1 we see that

x(β) ∝ (β − βc)
1/α.

A direct calculation shows k(x) ∝ x−2 for large x . We thus arrive at βc(h) − βc(0) ∝
h2α , and Tc − Tc(h) ∝ h2α .
For the limit h → ∞, we first consider the case ā(1) > 0. Then, x(β) approaches 1 as
β → βc(∞):=√

2 ln 2/ā(1) and

lim
h→∞ k(2 ln 2/(βc(h)h)) = 0.

Consequently, limh→∞ βc(h) = βc(∞). Similarly, if ā(1) = 0, x(β) approaches 1 as
β → ∞ and we have limh→∞ βc(h) = ∞.

2.a The continuity of y(β, h) follows from the fact that it is a solution of a continuous
implicit equation. Moreover, as φ(β, y) is decreasing in y and k is a decreasing func-
tion,too, it follows from (24) that y(β, h) is increasing in h. As in part 1., one easily
sees that

lim
h→0

k(ϕ(β, y(β, h))/(βh)) = 0 and lim
h→∞ k(ϕ(β, y(β, h))/(βh)) = 1,

which in turn implies limh→0 y(β, h) = 0 and limh→∞ y(β, h) = 1.
For the Taylor expansion, we use the fact that

k(1/x) = ln 2

2
x2 + O(x4).

Consequently, we have

y(β, h) = ln 2

2

(
βh

ϕ(β, y(β, h))

)2

+ O(h4) = ln 2

2

(
βh

ϕ(β, 0)

)2

+ O(h4).
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Recalling that

ϕ(β, 0) =
{

β2

ln 2β2
c

+ ln 2 β < βc,

2 ln 2β
βc

β ≥ βc,

we arrive at (27).
2.b Both assertions follow immediately from part 2a) and the fact that ϕ(β, x) is continuous

and decreasing in x . ��
Finally, we present the proof of Corollary 2:

Proof of Corollary 2 The limit of the pressure is given by

Φ(β, b, h) = sup
0≤y≤z≤1

[
βhγ (y) +

∫ z−y

0
ϕ(y,1)(β, x) dx + (1 − z)p(β, Γ )

]
.

It follows that if y(β, h) < z(β, Γ ), then y(β, h) and z(β, Γ ) remain the maximizer for this
more general problem. We see that this holds true if and only if p(βΓ ) < ϕ(β, y(β, h)) and
the pressure is then given by

Φ(β, Γ , h) = βhγ (y(β, h)) +
∫ z(β,Γ )

y(β,h)

ϕ(β, x)dx + (1 − z(β, Γ )) p(βΓ ).

Otherwise we have y(β, h) ≥ z(β, Γ ) and, consequently, the corresponding maximizer
satisfy y� = z�, i.e.

Φ(β, Γ , h) = sup
0≤y≤1

[
βhγ (y) + (1 − y)p(βΓ )

]
.

Differentiating with respect to y yields the maximizer

y� = σ(β, Γ , h) = k

(
p(βΓ )

βh

)

since k was defined to be the inverse of γ ′. This completes the proof. ��
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Spectral Analysis of the Quantum Random Energy Model

Chokri Manai and Simone Warzel

While our Core Article I [128] proves Goldschmidt’s formula for the pressure and discusses the phase
diagram in the thermodynamic limit, the spectral properties of the QREM Hamiltonian for finite 𝑁 are
not considered in more detail. However, a precise picture of the eigenvalues and eigenfunctions are
crucial for a better physical understanding. For instance, in the context of quantum annealing, finite size
corrections and the spectral gap are of particular interest [110, 111]. It also worth mentioning that the
predicted transition between an ergodic phase and many body localization requires a thorough description
of the eigenfunctions for all energies [23]. Article IV provides a comprehensive study of the QREM’s
low energy characteristics.

Main Results

A main theme of this article is the dichotomy between localization in the glass phase and delocalization in
the paramagnetic phase. Indeed, we show that in the glass phase all low energy states are concentrated on
one single site, namely the classical configuration with low energy. The rapid decay of the eigenfunctions
close to the extremum and the exponential decay at larger distances allows us to compute the𝑂(1) energy
corrections and all 𝑙𝑝-norms of the ground state. Our proof consists of three main ingredients: estimates
on the Green functions of 𝑇 restricted to Hamming balls, probabilistic considerations on the geometry
of the REM energy landscape and the fluctuations nearby a deep hole, and a solution to the rank-one
perturbation of the operator 𝑇 by one deep hole. In the paramagnetic phase, the low energy states are
in contrast exponentially delocalized and resemble the eigenstates of the transversal field 𝑇 . Also in this
phase, we determine the energetic𝑂(1) corrections. Here, our method relies on the Feshbach-Schur-Krein
decomposition and random matrix techniques. We then extend our ideas to study the spectrum far away
from the ground state in order to compute the pressure in all phases up to order 𝑜(1). In the glass phase
we are also able to describe the fluctuations of the pressure.
I have included the arxiv version since the published version is less comprehensive.
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strongly to the presentation and structure of the final submission.
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Spectral Analysis of the
Quantum Random Energy Model

Chokri Manai and Simone Warzel

Abstract
The Quantum Random Energy Model (QREM) is a randommatrix of Anderson-type which describes
effects of a transversal magnetic field on Derrida’s spin glass. The model exhibits a glass phase as well
as a classical and a quantum paramagnetic phase. We analyze in detail the low-energy spectrum and
establish a localization-delocalization transition for the corresponding eigenvectors of the QREM.
Based on a combination of random matrix and operator techniques as well as insights in the random
geometry, we derive next-to-leading order asymptotics for the ground-state energy and eigenvectors
in all regimes of the parameter space. Based on this, we also deduce the next-to-leading order of the
free energy, which turns out to be deterministic and on order one in the system size in all phases of
the QREM. As a result, we determine the nature of the fluctuations of the free energy in the spin
glass regime.
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1. Introduction and main results

1.1. Quantum random energy model

In the theory of disordered systems the random energy model (REM) is a simple, yet ubiquitous
toy model. It assigns to every N -bit or Ising string σσσ = (σ1, . . . , σN ) ∈ {−1, 1}N =: QN a rescaled
Gaussian random variable

U(σσσ) :=
√
N ω(σσσ)

with (ω(σσσ)) forming 2N canonically realized independent and identically distributed (i.i.d.) random
variables with standard normal law P. The Hamming cube QN is rendered a graph by declaring
two bit strings connected by an edge if they differ by a single bit flip: introducing the flip operators
Fjσσσ := (σ1, . . . ,−σj , . . . , σN ) on components j ∈ {1, . . . , N}, the edges of the Hamming cube are
formed by all pairs of the form (σσσ, Fjσσσ). The graph’s negative adjacency matrix

(Tψ) (σσσ) := −
N∑

j=1

ψ(Fjσσσ)

is defined on ψ ∈ ℓ2(QN ), the 2N -dimensional Hilbert space of complex-valued functions on N -bit
strings. Since every vertex in QN has a constant degree N , the negative graph Laplacian, T +N1,
just differs by N times the identity matrix. We study the quantum random energy model (QREM)
which is the random matrix

H := Γ T + U, (1.1)

where Γ ≥ 0 is a parameter, and U is diagonal in the canonical configuration basis (δσσσ) of ℓ
2(QN ),

i.e., Uδσσσ = U(σσσ)δσσσ and ψ(σσσ) = ⟨δσσσ|ψ⟩. As usual in mathematical physics, we choose the scalar
product ⟨·|·⟩ on ℓ2(QN ) to be linear in its second component.
The QREM is a random matrix of Anderson type – albeit on a quite unconventional graph whose

connectivity grows to infinity with the system size N , and with a scaling of the random potential
U which enforces the operator norm of both, T and U , to be of the same order N (cf. (1.4) and
(1.9)). It is thus natural to investigate the localization properties of its eigenfunctions. The interest
in the QREM is however many-faceted. In mathematical biology, the model has received attention
under the name REM House-of-Cards model [62] as an element of a simplistic probabilistic model of
population genetics, in which QN is the space of gene types and U encodes their fitness [7, 8, 39, 41].
In this interpretation, the operator T implements mutations of the gene type, and one is interested
in the long-time limit of the semigroup generated by H (cf. [6], in which the parameter regime
Γ = κ/N with fixed κ > 0 corresponding to the normalized Laplacian is considered).
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The Anderson-perspective has also attracted attention in discussions of many-body or Fock-space
localization, where the QREM occasionally serves as an analytically more approachable toy to test
ideas about more realistic disordered spin systems [9, 14, 48, 63]. We will comment on some of
the conjectures in the physics literature concerning the localization properties of the eigenfunctions
after presenting our results on this topic.
In statistical mechanics, the QREM was introduced [38] as a simplified model to investigate the

quantum effects caused by a transversal magnetic field on classical mean-field spin-glass models [21,
32, 60, 67, 73]. In this context, the Hilbert space ℓ2(QN ) is unitarily identified with the tensor-product
Hilbert space ⊗N

j=1C
2 of N spin-12 quantum objects. A corresponding unitary maps the canonical

basis (δσσσ) to the tensor-product basis in which the Pauli-z-matrix is diagonal on each tensor
component. For completeness, we recall the form of the Pauli matrices in this basis:

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
.

The Pauli matrices are naturally lifted to ⊗N
j=1C

2 by their action on the jth tensor component,

σxj := 1⊗· · ·⊗ σx ⊗· · ·⊗1. Upon the above unitary equivalence, T corresponds to −∑N
j=1 σ

x
j , i.e.,

a constant field in the negative x-direction exerted on all N spin-12 (cf. [53]). In this interpretation,
the random potential U is the energy operator of the spin-12 -objects, which interact disorderly
only through their z-components. Derrida [27, 28] originally invented the classical REM U as a
simplification to other mean-field spin glasses such as the Sherrington-Kirkpatrick model.
The phenomenon common to such classical spin glass models is a glass freezing transition into

a low temperature phase which, due to lack of translation invariance, is described by an order
parameter (due to Parisi) more complicated than a global magnetization [55, 58, 59, 69]. In the
absence of external fields the latter typically vanishes. These thermodynamic properties are encoded
in the (normalized) partition function

Z(β,Γ) := 2−N Tr e−βH

at inverse temperature β ∈ [0,∞), or, equivalently, its pressure

ΦN (β,Γ) := lnZ(β,Γ). (1.2)

Up to a factor of −β−1, the latter coincides with the free energy. In the thermodynamic limit
N → ∞, the specific pressure of the REM converges almost surely [17, 27, 28, 56],

N−1ΦN (β, 0) → pREM(β) =

{
1
2β

2 if β ≤ βc,

1
2β

2
c + (β − βc)βc if β > βc.

(1.3)

It exhibits a freezing transition into a low-temperature phase characterized by the vanishing of the
specific entropy above

βc :=
√
2 ln 2.

In the presence of the transversal field, the spin-glass phase of the REM disappears for large Γ > 0
and a first-order phase transition into a quantum paramagnetic phase described by

pPAR(βΓ) := ln cosh (βΓ)

3



Figure 1: Phase diagram of the QREM as a function of the transversal magnetic field Γ and the
temperature β−1 [38, 51]. The first-order transition occurs at fixed β and Γc(β). The
freezing transition is found at temperature β−1

c , which is unchanged in the presence of a
small magnetic field.

occurs at the critical magnetic field strength

Γc(β) := β−1 arcosh
(
exp

(
pREM(β)

))
.

In particular, Γc(0) = 1 and Γc(βc) = β−1
c arcosh(2). The precise location of this first-order

transition and the shape of the phase diagram of the QREM, which we sketch in Figure 1, had
been predicted by Goldschmidt [38] in the 1990s and was rigorously established in [51].

Proposition 1.1 ([51]). For any Γ, β ≥ 0 we have the almost sure convergence as N → ∞:

N−1ΦN (β,Γ) → max{pREM(β), pPAR(βΓ)}.

1.2. Low energy states

Through the low-temperature limit β → ∞, Proposition 1.1 contains also information on the ground
state energy of the QREM,

N−1 inf specH →
{
−βc if Γ < βc,

−Γ if Γ > βc.

The critical coupling for this quantum phase transition is at the endpoint limβ→∞ Γc(β) = βc of
the first order phase transition. As will be demonstrated below, this ground-state phase transition
at Γ = βc is manifested by a change of the nature of the corresponding eigenvector from sharply
localized to (almost) uniformly delocalized. To provide some heuristics, it is useful to compare the
ground-state energy and eigenvectors of the two operators entering H = ΓT + U :
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1. The spectrum of T consists of N + 1 eigenvalues,

specT = {2n−N |n ∈ N0, n ≤ N}, (1.4)

with degeneracy given by the binomials
(
N
n

)
. The corresponding ℓ2-normalized eigenvectors

are the natural orthonormal basis for the Hadamard transformation, which diagonalizes T .
They are indexed by subsets A ⊂ {1, . . . , N}:

ΦA(σσσ) :=
1√
2N

∏

j∈A
σj . (1.5)

The eigenvalue to ΦA is 2|A| −N with |A| the cardinality of the set. In particular, the unique
ground-state of ΓT is Φ∅ with energy −NΓ. All eigenvectors ΦA are maximally uniformly
delocalized over the Hamming cube.

2. In contrast, all eigenvectors δσσσ of U are maximally localized. The REM’s minimum energy,
minU , is roughly at −Nβc. For η > 0 the event that ∥U∥∞ := maxσσσ∈QN |U(σσσ)| > (βc + η)N
has exponentially small probability, i.e,

ΩREM
N,η := {∥U∥∞ ≤ (βc + η)N}, (1.6)

P(ΩREM
N,η ) ≥ 1− 2N+1e−

1
2
(η+βc)2N = 1− 2 e−N(ηβc+

η2

2
),

where the inequality follows from the union bound and a Markov-Chernoff estimate. A more
precise description of the extremal value statistics of minU is [17, 44]

P (minU ≥ sN (x)) =
(
1− 2−Ne−x+o(1)

)2N
(1.7)

for any x in terms of the function sN given by

sN (x) := −βcN +
ln(N ln 2) + ln(4π)

2βc
− x

βc
. (1.8)

By symmetry of the distribution, a similar expression applies to the maximum.

These limiting cases suggest the following heuristic, perturbative description of the ground-state
of H = ΓT + U in the regimes of small and large Γ. To our knowledge, it goes back to [46]:

1. For small Γ, second-order perturbation theory starting from the vector δσσσmin , which is localized
at σσσmin := argminU , reads:

inf specH ≈ minU + Γ ⟨δσσσmin |Tδσσσmin⟩+ Γ2
∑

σσσ ̸=σσσmin

|⟨δσσσ| Tδσσσmin⟩|2
U(σσσmin)− U(σσσ)

≈ −Nβc −
Γ2

βc
. (1.9)

The first-order term vanishes. The sum in the second-order term is restricted to the neighbors
of the minimum, whose potential term typically is only of the order

√
N .
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2. For large Γ, second-order perturbation theory starting from the ground state Φ∅ of T reads:

inf specH ≈ −NΓ + ⟨Φ∅|UΦ∅⟩ −
∑

A ̸=∅

|⟨Φ∅| UΦA⟩|2
2|A| Γ

≈ −NΓ− ⟨Φ∅| U2Φ∅⟩
N Γ

≈ −NΓ− 1

Γ
. (1.10)

The next-to-leading term, ⟨Φ∅|UΦ∅⟩ = 2−N
∑

σσσ∈QN U(σσσ), vanishes by the law of large numbers.

In the order Γ−1-term, one uses the approximation that most of the states of T are found
near |A| ≈ N/2. As will be explained in more detail in Section 3, one crucial point is that
U is exponentially small when restricted to the eigenspace of T outside an interval around
|A| ≈ N/2. By a decomposition of unity one is therefore left with ⟨Φ∅| U2Φ∅⟩ ≈ N , again by
the law of large numbers.

Unlike in a finite-dimensional situation, higher orders in this naive perturbation theory turn out to
be of lower order with N−1 the relevant parameter. One result of this paper is that these predictions
can be confirmed: for Γ < βc the ground state is sharply localized near a lowest-energy configuration
of the REM. In contrast, for Γ > βc the ground state resembles the maximally delocalized state
given by the ground state of T . In both cases, the ground state is energetically separated and
the ground-state gap only closes exponentially near Γ = βc, see also [1]. In fact, we do not only
restrict attention to the ground state but characterize a macroscopic window of the entire low-energy
spectrum in the different parameter regimes.
Before delving into the details, let us emphasize that the localization-delocalization transition

at extreme energies presented here relies on the delocalization properties of T on QN , which
fundamentally differ from the finite-dimensional situation. The eigenfunctions of T can only form
localized states from linear combinations in the center of its spectrum. This is given a precise
mathematical formulation in the form of novel estimates on the spectral shift and Green function
of Dirichlet restrictions of T to Hamming balls in Section 2, and random matrix estimates on
projections of multiplication operators in Section 3. A separation of the localized versus delocalized
parts of the spectrum beyond the extremal energies, on which the subsequent results concerning
the finite-size corrections of the free energy rest, is facilitated by a novel detailed description of the
geometry of extremal fluctuations the REM in Section 5.

Aside from Theorem 1.10, our results pertain to fixed, but arbitrarily large N on the product
probability space ΩN corresponding to 2N i.i.d. standard normal random variables whose product
measure we denote by P. We suppress its dependence on N . In this setting, the results apply
to all realizations ω, aside from exceptional events whose probability will be estimated and goes
(exponentially) to zero as N → ∞. This strong concentration enables the use of Borel-Cantelli
arguments in Theorem 1.10, which then apply to the product space

∏∞
N=1ΩN (which is also the

set-up in Proposition 1.1). To present our results and estimates in a precise, yet reader-friendly,
manner, we will make use of an ”indexed” version of Landau’s O-notation.

Definition 1.2. Let Θ = (θ1, . . . , θk) be a tuple of parameters, (aN )N∈N a real and (bN )N∈N a
positive sequence. We then write

aN = OΘ(bN ) if lim sup
N→∞

|aN |
bN

≤ C(Θ), (1.11)
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for some positive constant C(Θ), which may depend on Θ. Analogously, we write

aN = oΘ(bN ) if |aN | ≤ cN (Θ)|bN |, (1.12)

where cN (Θ) denotes a sequence which tends to zero.

In particular, the appearing constant C(Θ) or, respectively sequence cN (Θ), does not depend
on any other parameters in question not included in Θ. That is, if aN is a random sequence and
the realization ω of the randomness is not included in the list Θ of parameters, the estimates are
understood to hold uniformly on the event of interest.

1.2.1. Paramagnetic regime Γ > βc

Our first main result shows that in the paramagnetic regime the addition of the REM shifts the
eigenvalues (1.4) of T at energies below the minimum of U deterministically.

Theorem 1.3. For Γ > βc and any τ ∈ (0, 1) there are events Ωpar
N,τ with probability

P(Ωpar
N,τ ) ≥ 1− e−N/C

and C ∈ (0,∞) a universal constant such that for all sufficiently large N and any η > 0 on
Ωpar
N,τ ∩ ΩREM

N,η (cf. (1.6)) all eigenvalues of H = ΓT + U below −(βc + 2η)N are found in the union

of intervals of radius OΓ,η(N
τ−1
2 ) centered at

(2n−N)Γ +
N

(2n−N)Γ
(1.13)

with n ∈ {m ∈ N0 |(2m−N)Γ < −(βc + 2η)N}. Moreover, the interval centered at (1.13) contains
exactly

(
N
n

)
eigenvalues of H .

For the ground-state in the regime Γ > βc, Theorem 1.3 implies that with overwhelming probability

inf specH = −ΓN − 1

Γ
+ oΓ(1). (1.14)

The energy shift with respect to the ground state of ΓT is as predicted by naive second-order
perturbation theory (1.10). Second-order perturbation theory for the eigenvalues corresponds to
first-order perturbation theory for the eigenvectors: the eigenvectors are well approximated by their
first order corrections. In particular, the ground state in the paramagnetic phase is close to the fully
paramagnetic state Φ∅. This is made more precise in our next main result, whose proof alongside
that of Theorem 1.3 can be found in Section 3.

Theorem 1.4. In the situation of Theorem 1.3 on the event Ωpar
N,τ ∩ΩREM

N,η with 0 < η < (Γ− βc)/4

the ℓ2-normalized ground state ψ of H = ΓT + U satisfies:

1. The ℓ2-distance of ψ and Φ∅ is ∥ψ − Φ∅∥ = OΓ(N
τ−1
2 ).

2. The ground state ψ is exponentially delocalized in the maximum norm, i.e.

∥ψ∥2∞ ≤ 2−NeNγ((βc+η)/(2Γ))+oΓ(N), (1.15)

where γ : [0, 1] → R denotes the binary entropy

γ(x) := −x lnx− (1− x) ln(1− x). (1.16)
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The true ℓ2-distance of the ground-state function to the fully delocalized state Φ∅ is presumably

of order N− 1
2 up to a logarithmic correction in N . The norm estimate (1.15) is not expected to be

sharp: we conjecture a delocalization bound of the form ∥ψ∥2∞ ≤ 2−N+o(N). Section 3, in which
the proofs of Theorems 1.3 and 1.4 can be found, also contains (non-optimal) ℓ∞-delocalization
estimates for all eigenvalues strictly below the threshold −βcN in the paramagnetic regime. The
optimal decay rates for excited states are not known. In Section 3.4 we record a method, which
improves the estimate (1.15) if Γ − βc is small. A similar, but more elaborate, argument might
result in better estimates for all field strengths Γ > βc.

1.2.2. Spin glass regime Γ < βc

In the spin glass phase the low-energy configurations of the REM, which occur on the extremal sites

Lε := {σσσ|U(σσσ) ≤ −εN} with ε ∈ (0, βc), (1.17)

are also shifted by a deterministic, order-one correction by the transverse field as predicted by
second-order perturbation theory. To characterize localization properties of the corresponding
eigenvectors in the canonical z-basis, i.e., the configuration basis (δσσσ) of ℓ

2(QN ), we let

BR(σσσ) := {σσσ′| d(σσσ,σσσ′) ≤ R}, SR(σσσ) := {σσσ′| d(σσσ,σσσ′) = R}

stand for the Hamming ball and sphere of radius R, which are defined in terms of the Hamming
distance

d(σσσ,σσσ′) :=
1

2

N∑

i=1

|σi − σ′i|

of two configurations σσσ,σσσ′ ∈ QN .

Theorem 1.5. For Γ < βc and δ > 0 small enough there are events Ωloc
N,Γ,δ with probability

P(Ωloc
N,Γ,δ) ≥ 1− e−cN

for some c = c(Γ, δ) such that the following applies for sufficiently large N on Ωloc
N,Γ,δ:

1. The eigenvalues E of H = ΓT +U below −(βc − δ)N and low-energy configurations U(σσσ) are
in a one-to-one correspondence such that

E = U(σσσ) +
Γ2N

U(σσσ)
+OΓ,δ(N

−1/4). (1.18)

In particular, the estimate OΓ,δ(N
−1/4) is independent of σσσ ∈ Lβc−δ.

2. The ℓ2-normalized eigenvector ψ corresponding to E and σσσ concentrates near this configuration
in the sense that:

a) Close to extremum: For any K ∈ N and for all σσσ′ ∈ SK(σσσ):

|ψ(σσσ′)| = OΓ,δ,K(N
−K), and

∑

σσσ′ /∈BK(σσσ)

|ψ(σσσ)|2 = OΓ,δ,K(N
−(K+1)).
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b) Far from extremum: For any 0 < α < 1, there is cα ∈ (0,∞) such that
∑

σσσ′ /∈BαN (σσσ)

|ψ(σσσ′)|2 ≤ e−cαN . (1.19)

This theorem covers states in the extreme localization regime in which the eigenvectors are sharply
localized – each in its own extremal site of the potential. In this regime, the estimates on the
decay rate of the eigenvectors close to the extremum are optimal and far from the extremum they
are optimal up to determining the decay rate cα. Concrete, non-optimized values of the energy
threshold −N(βc − δ) as well as more precise values of the error terms can be found in the proof of
Theorem 1.5 in Section 4. In essence, the localization analysis in Section 4 proves that resonances
and tunneling among different large deviation sites does not play a role in this energy regime. An
upper bound for our technique to fail is at δ = βc/2. The energy threshold at which eigenvectors
are believed [9, 14] to occupy a positive fraction of QN is strictly larger than −Nβc/2 and for small
fields yet smaller than −NΓ.

The precise low energy statistics of the REM U beyond the location of the minimum (1.7) is well
known. Utilizing the rescaling (1.8) around its minimal value, the point process

∑

σσσ∈QN
δs−1
N (U(σσσ)) → PPP(e−x dx) (1.20)

converges weakly to the Poisson point process with intensity measure e−x dx on R (i.e, when
integrating the random measure against a continuous compactly supported function, the resulting
random variables converge weakly, see e.g. [17, Thm 9.2.2] or [44]). Theorem 1.5 implies a similar
result for the low energy statistics in the QREM.

Corollary 1.6. Let Γ < βc and let

sN (x; Γ) := −βcN +
ln(N ln 2) + ln(4π)

2βc
− Γ2

βc
− x

βc
. (1.21)

Then the rescaled eigenvalue process specH of the QREM H = ΓT + U converges weakly
∑

E∈specH
δs−1
N (E;Γ) → PPP(e−x dx). (1.22)

In particular, the ground state energy converges weakly

inf specH −
(
−βcN +

ln(N ln 2) + ln(4π)

2βc
− Γ2

βc

)
→ −X

βc
, (1.23)

where X is a random variable distributed according to the law of the maximum of a Poisson point
process PPP(e−x dx) with intensity e−x dx on the real line.

Proof. Corollary 1.6 is a straightforward consequence of Theorem 1.5 combined with (1.20).

Theorem 1.5 in particular covers the ground-state of the QREM and thus extends the result [6,
Lemma 2.1] on the leading asymptotics of the ground-state energy in the parameter regime Γ = κ/N
with κ > 0. The proof already contains more information on the ℓ2-properties of the ground-state
eigenvector, which we record next. More can be said in on its ℓ1-localization properties. The latter
is of interest in the context of the interpretation of the QREM in population genetics [7, 8, 39].
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Theorem 1.7. For Γ < βc there are events Ω̂loc
N,Γ with probability

P(Ω̂loc
N,Γ) ≥ 1− e−cN

for some c = c(Γ) such that on Ω̂loc
N,Γ for all N large enough there is δ > 0 and σσσ0 ∈ Lβc−δ such that

the positive ℓ2-normalized ground state ψ of the QREM Hamiltonian is concentrated near σσσ0 in the
sense that:

1. the ℓ2-distance of ψ and δσσσ0 is ∥ψ − δσσσ0∥2 = OΓ

(
1
N

)
, and its first order correction

ξ :=

√
1− Γ2

β2cN
δσσσ0 +

Γ

βcN

∑

σσσ∈S1

δσσσ (1.24)

has the same energy as ψ up to order one, and ∥ψ − ξ∥2 = OΓ

(
1
N2

)
.

2. the ℓ1-norm of ψ converges to a bounded constant:

∥ψ∥1 =
∑

σσσ

ψ(σσσ) =
βc

βc − Γ
+ oΓ(1), (1.25)

and, for any 1 < p <∞: ∥ψ∥pp =
∑

σσσ

|ψ(σσσ)|p = 1 + oΓ,p(1).

It is natural to assume that the configuration σσσ0 on which the ground-state is asymptotically
localized and the classical minimal configuration σσσmin := argminU agree. While this is true with
high probability, it does not hold almost surely. In the situation of Theorem 1.7 one may show that
there are two constants C ≥ c > 0 such that for N large enough:

c

N
≤ P(σσσ0 ̸= σσσmin) ≤

C

N
. (1.26)

The reason for this is found in the following description of low-energy eigenvalues,

Eσσσ = U(σσσ)− Γ2

βc
+

Γ2

β2cN
Zσσσ +OΓ(N

−5/4), Zσσσ :=
1

N

∑

σ′∈S1(σσσ)

U(σσσ′),

which is proved in Lemma 4.3 below and which takes into account the next leading term in
comparison to (1.18). The random variables Zσσσ are standard normal distributed and independent of
the large deviations U(σσσ) with σσσ ∈ Lβc−δ and δ > 0 small enough. Since the extremal energies form
a Poisson process with mean density of order one, the normal fluctuations in the energy-correction of
order O(1/N) are able to cause the event (1.26). More generally, the method presented in this paper
allows for a systematic control of subleading corrections in an expansion of the energy eigenvalues.
As we will see, they are determined by potential fluctuations on increasing spheres around the
extremal sites.
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1.2.3. Critical case Γ = βc

We complete the picture on the ground state by describing the situation in the critical case Γ = βc,
where the quantum phase transition occurs. Adapting techniques, one may also prove that typically
one observes a paramagnetic behavior at criticality.

Proposition 1.8. Let Γ = βc. On an event of probability 1 − O(N−1/2) the ground state is at
inf specH = −ΓN − Γ−1 + O(N−1/4) and the eigenvector ψ is paramagnetic in the sense that
∥ψ − Φ∅∥ = O(N−1/4). On an event of probability O(N−1/2) the ground state is at inf specH =
minU − Γ+O(N−1/4), and the eigenvector ψ is localized in the sense that ∥ψ − δσσσ0∥ = O(N−1/4).

The heuristics explanation for this is the following. For Γ = βc the ground state energy of ΓT is
given by −βcN , whereas the classical minimal energy is given by minU = −βcN +C ln(N) +O(1)
with C > 0. The logarithmic correction in this expression ensures that the paramagnetic behavior
is dominant. This argument also suggests that the phase transition should be observed at the
N -dependent field strength ΓN , where the energy predictions of Theorem 1.3 and Theorem 1.5
agree,

−ΓNN − 1

ΓN
= minU +

Γ2
NN

minU

which leads to

ΓN = −minU

N
+

1

N

(
N

minU
− minU

N

)
+ o(N−1). (1.27)

Indeed, in an o(N−1) neighborhood of ΓN one can observe a sign of critical behavior, the exponential
vanishing gap of the Hamiltonian.

Proposition 1.9. Let ∆N (Γ) > 0 denote the energy gap of the QREM Hamiltonian. Then, for
some c > 0 and N large enough

min
Γ≥0

∆N (Γ) ≤ e−cN (1.28)

except for a exponentially small event. The minimum is attained at some Γ⋆N satisfying (1.27).

The proof of both Proposition 1.8 and 1.9 are found in the appendix. It relies on a spectral
analysis of H and is completely different from the derivation in [1].

1.3. Free energy and partition function

The spectral techniques presented here also allow to pin down the pressure ΦN and its fluctuations
up to order one in N in all three phases of the QREM: the spin-glass phase as well as the classical
(’unfrozen REM’) and quantum paramagnetic phase, cf. Figure 1.

Theorem 1.10. 1. If Γ > Γc(β) the pressure ΦN (β,Γ) is up to order one deterministic and one
has the almost sure convergence

ΦN (β,Γ)− (ln cosh(βΓ))N → β

Γ tanh(βΓ)
. (1.29)

2. If Γ < Γc(β) and β ≤ βc, the pressure ΦN (β,Γ) differs from the REM’s pressure ΦN (β, 0) by
a deterministic β-independent shift of order one, i.e., one has the almost sure convergence

ΦN (β,Γ)− ΦN (β, 0) → Γ2. (1.30)
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3. If Γ < Γc(β) and β > βc, the pressure ΦN (β,Γ) differs from the REM’s pressure by a
deterministic β-dependent shift of order one, i.e., one has the almost sure convergence

ΦN (β,Γ)− ΦN (β, 0) →
Γ2β

βc
. (1.31)

The proof of the almost-sure convergence, for which the probability space is the product
∏∞
N=1ΩN

of independently redrawn variables for every single N , is based on a Borel-Cantelli argument and
contained in Section 5.
At all values of β > 0, the fluctuations of the REM’s pressure ΦN (β, 0) below its deterministic

leading term NpREM(β) have been determined in [18] (see also [17, Thm. 9.2.1]). Their nature
and scale changes from normal fluctuations on the scale exp

(
−N

2 (ln 2− β2)
)
for β ≤ βc/2 into a

more interesting form of exponentially small fluctuations in the regime β ∈ (βc/2, βc). In the spin
glass phase β > βc, the fluctuations are on order one [34] and asymptotically described by Ruelle’s
partition function of the REM [61]. More precisely, one has the weak convergence [18, Thm. 1.6]:

e
−N [ββc−ln 2]+ β

2βc
[ln(N ln 2)+ln 4π]

ZN (β, 0) →
∫ ∞

−∞
exβ/βc PPP(e−x dx). (1.32)

As a consequence of Theorem 1.10, we thus obtain the analogous result for the QREM.

Corollary 1.11. If Γ < Γc(β) and β > βc, we have the weak convergence:

e
−N [ββc−ln 2]+ β

2βc
[ln(N ln 2)+ln 4π]−βΓ2

βc ZN (β,Γ) →
∫ ∞

−∞
exβ/βc PPP(e−x dx).

Proof. By the continuity of the exponential function, this follows immediately from (1.31) and (1.32).

The fluctuations of the QREM’s partition function outside the spin glass phase are expected to
be much smaller – for Γ < Γc(β) and β < βc most likely on a similar scale as in the REM and
for the paramagnetic regime presumably even smaller. The methods in this paper do not allow to
determine fluctuations on an exponential scale.

1.4. Comments

We close this introduction by putting our main results into the broader context of related questions
discussed in the physics and mathematics literature.
In the past years, the QREM has attained interest in the physics community as basic testing
ground for quantum annealing algorithms [46, 47] and, somewhat related, physicist have started
to investigate many-body localization in the QREM [9, 14, 22, 31, 48]. Based on numerical
computations and non-rigorous methods such as the forward-scattering approximation and the
replica trick, they predict a dynamical phase transition between ergodic and localized behavior in
the parameter region Γ < Γc(β), β < βc. This transition is expected to be reflected in a change in the
spread of eigenfunctions at the correspond energies, which in the ergodic regime is neither uniform
nor localized. It is an interesting mathematical challenge to investigate this. As this requires a good
understanding of the eigenfunctions far away from the spectral edges, the methods presented in this
paper are not yet sharp enough to tackle those problems.
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In simplified models of Rosenzweig-Porter type such non-ergodic delocalization regimes have been
predicted [42, 66] and confirmed by a rigorous analysis [72]. In an even more simplified model in
which one replaces T by the orthogonal projection onto its ground-state −|Φ∅⟩⟨Φ∅| a fully detailed
description of the localization-delocalization transition has been worked out in [4].
Focusing on the physics of spin glasses, the independence of the REM is an oversimplification.

This was the main motivation for Derrida to introduce the Generalized Random Energy Model
(GREM) [29, 30], in which the basic random variables are correlated, but still with a prescribed
hierarchical structure. The free energy of the GREM has been studied extensively [19, 20, 23, 61].
On the quantum side, the specific free energy of the QGREM has been determined in [53]; and in
[54] the effects of an additional longitudinal field have been considered. We expect that our methods
can be adapted to the case of a finite-level QGREM to derive analogous results as in Theorems 1.3,
1.5 and 1.10. More precisely, we conjecture that the multiple phase transitions in the QGREM are
reflected in the behavior of the ground state wavefunction, i.e., at the critical field strengths Γk
the wavefunction undergoes a transition from being localized in the block σkσkσk to a delocalized states
in the respective part of the spin components. The infinite-level case might require substantially
new ideas, as standard interpolation techniques do not reveal order-one corrections. Our methods,
however, are strong enough to cover non-Gaussian REM type models, i.e., i.i.d. a centered square
integrable random process, whose distribution satisfies a large deviation principle (see also [53,
Assumption 2.1]). Clearly, explicit expressions in analogous versions of Theorem 1.3, 1.5 and 1.10
will depend on the distribution of the process as already the parameter βc is specific to Gaussians.
Among spin glass models with a transversal field, the Quantum Sherrington-Kirkpatrick (QSK)

model, in which one substitutes in (1.1) for U the classical SK potential, is of particular interest [67].
In contrast to the classical SK model, which is solved by Parisi’s celebrated formula, such an
explicit expression for the free energy of the QSK is lacking, and its analysis remains a physical
and mathematical challenge. So far, the universality of the limit of the free energy has been settled
in [25], and in [2] the limit of the free energy was expressed as a limit of Parisi-type formulas for
high-dimensional vector spin glass models. Unfortunately, despite the knowledge of a Parisi-type
formula, the qualitative features of the phase transition in the QSK could only be analyzed by other
means, adapting the methods of [3, 21]. In terms of the glass behavior, the analysis in [50] shows
that the glass parameter vanishes uniformly in Γ for all β ≤ 1. This is complemented by [49], where
the existence of a glass phase has been established for β > 1 and weak magnetic fields Γ.
The localization-delocalization transition for the QREM differs drastically from related results on

a finite-dimensional graph such as Zd (see e.g. [5, 43] and references). Unlike on Zd, all low-energy
eigenvectors on QN are delocalized in a regime of large Γ (a regime, which is also absent if one
takes Γ = κ/N as in [6]). The localized states appear only for small Γ. Although the norm of
the adjacency matrix T is on the same scale N as the random potential U , which is not the case
for the any of the variety of unbounded distributions studied on subsets of Zd, the localization of
eigenvectors for extremal energies is even stronger on QN . For the Gaussian distribution studied
here, the mass of the eigenvectors sharply concentrates not only for a finite number of eigenvalues
in one of the extremal sites of U , but rather for all eigenvalues below a threshold (cp. [37] with
Theorem 1.5). In the finite-dimensional setting, the ground state and the first few excited states
concentrate on a small, but growing subdomain of Zd and, hence, a finite ℓ1-norm for the ground
state is specific to the QREM. This seemingly contradictory strong localization property compared
to Zd can be traced to the adjacencies matrix’s T bad localization properties to balls, on which we
elaborate in Section 2: the spectral shift due to localization on a ball of radius K is order of order
N and not K−2 as on Zd. This together with the sparseness of the potential’s extremal sites does
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not allow for resonances (cf. Lemma 4.4). In this sense, our proof is in fact somewhat simpler (and
hence also stronger) than existing proofs of localization in the extremal sites of a random potential
on Zd. E.g. most recently and notably, in [15] the statistics of a finite number of eigenvalues above
the ground state and the localization properties of their eigenvectors were studied for single-site
distributions with doubly exponential tails (see also [43] for more references). While the degree
of localization in the Γ < β phase is significantly stronger than in the models studied in [15], we
observe a similar exponential decay of the localized states for larger distances and in both cases the
extremal statistics is governed by a Poisson process. In the study of the parabolic Anderson model,
an interesting question is how the shape of the localized eigenstates and the speed of convergence
depend on the underlying distribution of the random potential [43]. For the sake of concreteness,
we only study the most prominent case of a Gaussian distribution. Although several quantities such
as the constant βc depend crucially on the Gaussian nature, we expect the qualitative aspects of
the localization-delocalization transition to be persistent even with other unbounded distributions
(e.g. those which meet [53, Ass 2.1]).
The operator T coincides up to a diagonal shift N with the Laplacian, i.e., the generator of a

simple clock process on QN . This correspondence gives rise to yet another link with the parabolic
Anderson model on Zd. The dynamics of the Anderson model is a vast research topic and its study
has revealed many interesting phenomena such as ageing. The spin glass nature is believed to be
reflected in non-equilibrium properties and a slow relaxation to equilibrium. However, aging in
spin glasses is typically not studied under an unbiased random walk, but rather under the Glauber
dynamics for which the transition rates depend on the sites’ energies. In the case of the REM, the
related Glauber dynamics has drawn considerable interest as a well treatable case for metastability
and aging [10, 11, 24, 35, 36]. Our spectral methods might provide some further insights into the
dynamics of REM-type clock processes.

2. Adjacency matrix on Hamming balls

This section collects results on the spectral properties of the restriction of T to Hamming balls.
We focus on the analysis of the Green’s function, which by rank-one perturbation theory, is closely
related to the ground state for potentials corresponding to a narrow deep hole - a situation typically
encountered in potentials of REM type. Most of the spectral analysis in the literature related to
T is motivated by the theory of error corrections (see e.g. [16, 26, 33] and references therein). The
methods we use are rather different and neither rely on elaborate combinatorics nor a Hadamard
transformation, which is applicable on a full Hamming cube only.

2.1. Norm estimates

In the following, we fix σσσ0 ∈ QN and 0 ≤ K ≤ N ∈ N. The restriction TK of T to the Hamming ball
BK(σσσ0) is defined through its matrix elements in the canonical orthonormal basis on ℓ2(BK(σσσ0)),
which is naturally embedded in ℓ2(QN ):

⟨δσσσ|TKδσσσ′⟩ =
{
⟨δσσσ|Tδσσσ′⟩ if σσσ,σσσ′ ∈ BK(σσσ0)

0 otherwise.
(2.1)

We start with two known results on TK . The first part of the following lemma has been already
proved in [33] in case K = ϱN . The second part is just a special case of the spectral symmetry of
any bipartite graph’s adjacency matrix (cf. [26]).
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Proposition 2.1 (cf. [33]). For the restriction TK to balls BK(σσσ0) of radius K ≤ N/2:

1. The operator norm is bounded according to

∥TK∥ ≤ 2
√
K(N −K + 1), (2.2)

and for any radius ϱN with 0 < ϱ < 1/2:

EN (ϱ) := inf specTϱN = −∥TϱN∥ = −2
√
ϱ(1− ϱ)N + oϱ(N). (2.3)

2. If φ is an eigenvector of TK , then φ̂ given by φ̂(σσσ) := (−1)d(σσσ,σσσ0)φ(σσσ) is also an eigenvector
of TK with ⟨φ̂|TKφ̂⟩ = −⟨φ|TKφ⟩. Consequently, the spectrum is symmetric, spec(TK) =
− spec(TK).

Proof. 1. The operator TR−TR−1, when naturally defined on the full Hilbert space ℓ2(QN ), describes
the hopping between the Rth and R − 1th Hamming sphere. Thus, TR − TR−1 and TR−2 − TR−4

act on non overlapping parts of the configuration space. This allows us to write

TK =


 ⊕

R≤K, R even

TR − TR−1


+


 ⊕

R≤K, R odd

TR − TR−1


 . (2.4)

Consequently, it is enough to consider the operators TR − TR−1 on ℓ2(QN ). As all matrix elements
of TR − TR−1 are nonnegative, the Perron-Frobenius Theorem implies that its eigenvector ψR
corresponding to the maximal eigenvalue, which coincides with ∥TR−TR−1∥, is positive. Moreover,
ψR is radial by symmetry and supported on SR(σσσ) ∪ SR+1(σσσ), i.e., ψR = sR+1

∑
σσσ′∈SR+1(σσσ)

δσσσ′ +

sR
∑

σσσ′∈SR(σσσ) δσσσ′ . By an explicit calculation one thus has (TR − TR−1)
2ψR = R(N − R + 1)ψR =

∥TR − TR−1∥2ψR and, hence using (2.4):

∥TK∥ ≤ max
R≤K, R even

∥TR − TR−1∥+ max
R≤K, R odd

∥TR − TR−1∥

≤ 2max
R≤K

∥TR − TR−1∥ = 2
√
K(N −K + 1).

A complementing variational bound for a proof of (2.3) is in [33, Appendix C].
2. The second assertion follows from a direct computation.

If K is of order one as a function of N , we have ∥TK∥ = OK(
√
N). This drastic shift of the

operator norm due to confinement should be compared to the finite-dimensional situation where
this shift for a ball of radius K is propartional to K−2.
In the remaining part of this section, we will analyze TK and its Green function in the two extreme

cases in relation to N : 1) fixed-size balls in Subsection 2.2, and 2) growing balls with radius K = ϱN
with some 0 < ϱ < 1/2 in Subsection 2.3.

2.2. Green function for balls of fixed size

The Green’s function of the operator TK on ℓ2(BK(σσσ0)) is defined by

GK(σσσ,σσσ0;E) :=
〈
δσσσ| (−TK − E)−1δσσσ0

〉
. (2.5)

Before we derive decay estimates in case E ̸∈ [−∥TK∥, ∥TK∥], we recall some general facts:
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1. By radial symmetry, GK(σσσ,σσσ0;E) only depends on the distance d(σσσ,σσσ0).

2. All ℓ2-normalized eigenvectors (φj) of TK with eigenvalues (Ej) can chosen to be real, and we
have

GK(σσσ,σσσ0;E) =
∑

j

φj(σσσ)φj(σσσ0)

Ej − E
=
∑

j

(−1)d(σσσ,σσσ0)
φj(σσσ)φj(σσσ0)

−Ej − E

= (−1)d(σσσ,σσσ0)+1GK(σσσ,σσσ0;−E),

where the second equality follows from the symmetry of the spectrum stated in Lemma 2.1.
Thus, it is sufficient to derive decay estimates for E < −∥TK∥.

3. The Green function at E < −∥TK∥ is related to the ground-state φ of the rank-one perturbation

H(E) := TK − α(E)|δσσσ0 ⟩⟨δσσσ0 | (2.6)

on ℓ2(BK(σσσ0)). More precisely, by rank-one perturbation theory α(E) := GK(σσσ0,σσσ0;E)−1 is
the unique value at which H(E) has a ground-state at E < −∥TK∥, and

GK(σσσ,σσσ0;E) =
1

α(E)

φ(σσσ)

φ(σσσ0)
, (2.7)

cf. [5, Theorem 5.3]. By the Perron-Frobenius theorem, φ and hence the Green function is
strictly positive on BK(σσσ0). A decay estimate for GK(·,σσσ0;E) translates to a bound on the
ground state φ of H(E) and vice versa. Our proof of the localization results in Section 4 will
make use of this relation.

In order to establish decay estimates, we employ the radial symmetry and write the Green function
as a telescopic product

GK(σσσ,σσσ0;E) =

dist(σσσ,σσσ0)∏

d=0

ΓK(d;E) (2.8)

with factors ΓK(0;E) := GK(σσσ0,σσσ0;E) and

ΓK(d;E) :=
GK(σσσ,σσσ0;E)

GK(σσσ′,σσσ0;E)
, if 1 ≤ d = dist(σσσ,σσσ0) = dist(σσσ′,σσσ0)− 1.

The choice of σσσ ∈ Sd(σσσ0) and σσσ′ ∈ Sd−1(σσσ0) in the last definition is irrelevant due to the radial
symmetry.
The fundamental equation (−TK − E)GK(·,σσσ0;E) = δ·,σσσ0 yields for a configuration σσσ with 1 ≤

d = dist(σσσ,σσσ0) ≤ K

0 = [(TK − E)GK(·,σσσ0;E)](σσσ)

= −d
d−1∏

j=0

ΓK(j;E)− E
d∏

j=0

ΓK(j;E)− (N − d)
d+1∏

j=0

ΓK(j;E)

=

(
d

ΓK(d;E)
− E + (N − d)ΓK(d+ 1;E)

) d∏

j=0

ΓK(j;E),
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where we use the convention ΓK(K + 1;E) := 0. In the case d = 0, we have 1 = (−NΓK(1;E) −
E)ΓK(0;E). That translates to the following recursive relation of Riccati type:

ΓK(d;E) = Md,E( ΓK(d+ 1;E) ), 0 ≤ d ≤ K. (2.9)

with the fractional linear transformation acting on C:

Md,E(Γ) :=
max{d, 1}

−E − (N − d) Γ
. (2.10)

We now analyze the behavior of solutions of the recursive relation in the various regimes of interest.

Proposition 2.2. For any K ∈ N there is some CK < ∞ such that for any N > 2K and E <
−∥TK∥ we have

GK(σσσ,σσσ0;E) ≤ CK
|E + ∥TK∥|

(
N

d(σσσ,σσσ0)

)−1/2
(√

N

|E|

)d(σσσ,σσσ0)

. (2.11)

Proof. In case E ≤ −2
√
KN ≤ −∥TK∥ (cf. Lemma 2.1), we use the recursive relations (2.9) with

initial condition ΓK(K;E) = −K
E to prove that for 1 ≤ d ≤ K − 1:
(
1 +

(N − d)ΓK(d+ 1;E)

E

)
≥ 1

2
.

This can be established directly in case d = K − 1. For 1 ≤ d ≤ K − 2 we proceed by induction.
Indeed, we have

(
1 +

(N − d)ΓK(d+ 1;E)

E

)
= 1− max{d+ 1, 1}

−E − (N − d− 1)ΓK(d+ 1;E)

≥ 1− 2max{d+ 1, 1}
E2

≥ 1

2
,

where we used the recursive relation (2.9), the induction hypothesis and the upper bound on E.
This inductive argument also yields

ΓK(d;E) ≤ 2d

|E| for E ≤ −2
√
KN and any 1 ≤ d < K.

Utilising the abbreviation d := dist(σσσ,σσσ0) and (2.8) together with the trivial bound ΓK(0;E) ≤
|E + ∥TK∥|−1, this in turn implies:

GK(σσσ,σσσ0;E) ≤ 2dd!

|E|d ΓK(0;E) ≤ 2K
√
K!

|E + ∥TK∥|

(
N

d

)−1/2
(√

N

|E|

)d
,

which agrees with the claim in case E ≤ −2
√
KN . In case E ∈ (−2

√
KN,−∥TK∥), we recall that

∑

σσσ

GK(σσσ,σσσ0;E)2 ≤
∥∥(TK − E)−2

∥∥ ≤ 1

|E + ∥TK∥|2
,

and the fact that GK(·,σσσ0;E) is a radially symmetric function. Consequently,

GK(σσσ,σσσ0;E) ≤ 1

|E + ∥TK∥|

(
N

d(σσσ,σσσ0)

)−1/2

,

and the claim follows with an appropriate choice for the constant CK .
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2.3. Green function for growing balls

We now turn to the behavior of the Green’s function on balls, which grow with N . This will require
a more detailed analysis of the recursion relation (2.9). To see what to expect, we first derive an
estimate on the Green’s function of the full Hamming cube.

Lemma 2.3. For any N ∈ N, E < −N = −∥T∥ and σσσ,σσσ0 ∈ QN :

GN (σσσ,σσσ0;E) ≤ 1

|E +N |

(
N

|E|

)d ( N

d(σσσ,σσσ0)

)−1

. (2.12)

Proof. The Neumann series formula readily implies the operator identity

1

1−X
=

d−1∑

k=0

Xk +Xd 1

1−X
(2.13)

for any operator with ∥X∥ < 1. Setting d = d(σσσ,σσσ0), we thus obtain

〈
δσσσ
∣∣(T − E)−1δσσσ0

〉
=

−1

E

〈
δσσσ
∣∣(1− T/E)−1δσσσ0

〉
=

1

Ed

〈
δσσσ

∣∣∣ T d

T − E
δσσσ0

〉
,

since terms in (2.13) corresponding to k < d vanish. Radial symmetry of the Green function yields

〈
δσσσ
∣∣(T − E)−1δσσσ0

〉
=

(
N

d

)−1 ∑

σσσ∈Sd(σσσ0)

〈
δσσσ
∣∣(T − E)−1δσσσ0

〉

≤
(
N

d

)−1
√
2N

Ed

〈
Φ∅
∣∣T d 1

T − E
δσσσ0

〉
=

(
N

d

)−1( N

|E|

)d 1

|E| −N
,

where Φ∅(σσσ) = 2−N/2 denotes the lowest energy eigenfunction of T , and we applied the eigenfunction
equation, TΦ∅ = −NΦ∅, in the last step.

A main difference between the small versus large ball behavior of the Green’s function is in the
factor (

√
N/|E|)d in (2.11) versus (N/|E|)d in (2.12). In the case of interest where |E| is of order

N , we arrive at a decay of the order N−d/2 versus e−Cd.

There are at least two strategies to derive upper bounds on the Green function GϱN (σσσ,σσσ0;E) for
E < EN (ϱ) = −2

√
ϱ(1− ϱ)N + o(N) and 0 < ϱ < 1/2, cf. (2.3). The first strategy is to apply the

arguments, which led to (2.12) and which yield

GϱN (σσσ,σσσ0;E) ≤ 1

EN (ϱ)− E

(
EN (ϱ)

E

)d Ψϱ(σσσ0)

Ψϱ(σσσ)

(
N

d

)−1

, (2.14)

with Ψϱ ∈ ℓ2(BϱN (σσσ0)) the ℓ2-normalized, positive eigenfunction corresponding to EN (ϱ). It then
remains to establish a bound on the ratio Ψϱ(σσσ0)/Ψϱ(σσσ). We, however, will instead proceed by an
analysis of the factors ΓρN defined in (2.8).
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Proposition 2.4. Let 0 < ϱ < 1/2, and ε > 0. Then for E ≤ EN (ϱ) − εN , all σσσ ∈ BρN (σσσ0) and
all N large enough:

GϱN (σσσ,σσσ0;E) ≤ 1

εN

(
N

d(σσσ0,σσσ)

)−1/2

2−min{d(σσσ0,σσσ), ρ0(ϱ)N} (2.15)

where 0 < ϱ0(ϱ) < ϱ is the unique solution of the equation 2
√
ϱ(1− ϱ) = 3

√
ϱ0(1− ϱ0). Moreover,

for any fixed K ∈ N there is some CK <∞ such that for all N large enough:

1. for all σσσ ∈ SK(σσσ0): GϱN (σσσ,σσσ0;E) ≤ 1

εN

CK√
NK

(
N

d(σσσ0,σσσ)

)−1/2

.

2.
∑

σσσ ̸∈BK(σσσ0)

GϱN (σσσ,σσσ0;E)2 ≤ CK
ε2NK+2

.

Proof. It is convenient to separate the combinatorial factor
(

N
d(σσσ0,σσσ)

)−1/2
and study

ĜϱN (σσσ,σσσ0;E) :=

(
N

d(σσσ0,σσσ)

)1/2

GϱN (σσσ,σσσ0;E) =

d(σσσ,σσσ0)∏

d=0

Γ̂ϱN (d;E). (2.16)

By direct inspection of (2.16) one obtains the relation Γ̂ϱN (d;E) :=
√

N−d
d ΓϱN (d;E) for d ≥ 1,

which in turn implies the recursive relation

Γ̂ϱN (d;E) =
1

|E|
V (d) −m(d)Γ̂ϱN (d;E)

for 1 ≤ d ≤ ϱN (2.17)

with V (d) :=
√
d(N − d), m(d) :=

√
(d+ 1)(N − d)

d(N − d+ 1)

and Γ̂ϱN (ϱN + 1;E) = 0, Γ̂ϱN (0;E) = ΓϱN (0;E) = GϱN (σσσ0,σσσ0;E).

We will now analyze the solution of these recursive relations.
We first claim that for all N large enough:

Γ̂ϱN (d;E) ≤ 1 for all d ∈ [ϱ0N, ϱN ]. (2.18)

This is proven by induction on d starting from d = ϱN+1, where it trivially holds. For the induction
step from d + 1 to d, we recall that EN (ϱ) = −2

√
ϱ(1− ϱ) + oϱ(N) from (2.3). The monotonicity

of V (d) and m(d) then implies that for all ϱ0N ≤ d ≤ ϱN and all N large enough:

|E|
V (d)

≥ 2 +
ε

2
√
ϱ(1− ϱ)

, m(d) ≤ m(ϱ0N) =

√
1 + 1/(ϱ0N)

1− 1/(ϱN)
= 1 +Oϱ(N

−1).

Inserting these estimates into the recursion relation (2.17), the claimed inequality (2.18) follows.
We now control the recursion relation in the regime 1 ≤ d ≤ ϱ0N . To this end, note that the

definition of ϱ0 implies that for any d ≤ ρN and N large enough: |E|/V (d) ≥ 3 + ε/(2
√
ρ(1− ρ)).

Using Γ̂ϱN (ϱ0N + 1;E) ≤ 1 one readily establishes Γ̂ϱN (d;E) ≤ 1
2 inductively as long as m(d) ≤ 2.
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The monotonicity m(d) ≤ m(1) =
√
2 (1 + O(N−1)) implies that this is true for any d ≥ 1 at

sufficiently large N . The proof of the claimed exponential decay (2.15) is then completed using the
trivial norm bound

Γ̂ϱN (0;E) = GϱN (σσσ0,σσσ0;E) ≤
∥∥(TϱN − E)−1

∥∥ = dist(E, spec(TϱN ))
−1 ≤ 1

εN
.

Let us finally consider the case of fixed integers K. Note that for any K ≥ 1 we know by the
above Γ̂ϱN (K + 1;E) ≤ 1/2. The recursion relation (2.17) then yields for any 1 ≤ d ≤ K

Γ̂ϱN (d;E) ≤ dK√
N

with some constants dK = dK(ρ). This completes the proof of the first item. For the second item
we organize the summation into sums over spheres of radius greater or equal to K + 1:

∑

σσσ ̸∈BK(σσσ0)

GϱN (σσσ,σσσ0;E)2

=
K∏

d=0

Γ̂ϱN (d;E)2




ϱoN∑

D=K+1

D∏

d=K+1

Γ̂ϱN (d;E)2 +

ϱN∑

D=ϱoN

D∏

d=K+1

Γ̂ϱN (d;E)2


 .

The product in the prefactor is estimated by CK/(ε
2NK+2) using the first item. The second product

is dominated by 4K−D such that the summation over D ≥ K + 1 is bounded by a geometric series.
The last product is bounded by 4K−ϱ0N such that the sum is bounded trivially by this exponential
factor times ϱN . This completes the proof.

The decay established in Proposition 2.4 for fixed distance K to the center of the ball agrees in
its dependence on N with the result of Proposition 2.2. Moreover, the rough decay estimate (2.15)
is ’qualitatively correct’ in the sense that we expect an estimate of the form

GϱN (σσσ,σσσ0;E) ≤ 1

εN

(
N

d(σσσ0,σσσ)

)−1/2

e−L(E,ϱ,d(σσσ0,σσσ))N

with some positive function L(E, ϱ, d(σσσ0,σσσ)). However, it is clear from the proof of Proposition 2.4
that we did not attempt to derive a sharp bound for L as it requires a more elaborate analysis of
the factors Γ̂ϱN (d;E).

3. Delocalization regime

3.1. Spectral concentration

The analysis of the low-energy spectrum in the paramagnetic phase is based on the Schur complement
method [5, Theorem 5.10] for which we define the spectral projections for ε ∈ (0, 1)

Qε := 1(−εN,εN)(T ) Pε := 1−Qε, (3.1)

which separate eigenstates of T with energies at the center of its spectrum from the edges. Here and
in the following, 1(·) stands for the indicator function. A Chernoff bound shows that the dimension
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of the range of Pε is only an exponential fraction of the total dimension of Hilbert space:

dimPε =
∑

|k−N
2
|> εN

2

(
N

k

)
≤ 2N+1 e−ε

2N/2 . (3.2)

The exact asymptotics of dimPε is in fact well-known, ln dimPε = (γ(1−ε2 ) + o(1))N , in terms of
the binary entropy γ defined in (1.16).
The following spectral concentration bound expresses the exponential smallness of the projection

of symmetric random multiplication operators to the above subspace. It will be our main working
horse in the paramagnetic phase.

Proposition 3.1. Let ε > 0 and W (σσσ), σσσ ∈ QN , be independent and identically distributed random
variables such that

i. the mean is zero, E [W (σσσ)] = 0,

ii. the variance of W (σσσ) is bounded by one, i.e. E
[
W (σσσ)2

]
≤ 1, and

iii. W is bounded , i.e. ∥W∥∞ ≤MN with some MN <∞, and M2
NN dimPε/2

N ≤ 1.

Then there are (universal) constants c, C ∈ (0,∞) such for any λ > 0:

P

(
∥PεWPε∥ − E [∥PεWPε∥] > λ

√
dimPε
2N

)
≤ Ce−cλ

2
. (3.3)

Moreover, we have the following bound:

E [∥PεWPε∥] ≤ C
√
N

√
dimPε
2N

. (3.4)

Proof. The first statement follows from Talagrand’s concentration inequality [68] (see also [70, Thm.
2.1.13]) by considering F : RQN → R given by F (W ) := ∥PεWPε∥. We need to show that F is
Lipschitz continuous and convex. Convexity, i.e., F (αW + (1 − α)W ′) ≤ αF (W ) + (1 − α)F (W ′)
for all α ∈ [0, 1], is evident from the triangle inequality. To establish the Lipschitz continuity, let
W,W ′ ∈ RQN and ψ ∈ Pεℓ

2(QN ) with ∥ψ∥ = 1 be such that ∥Pε(W −W ′)Pε∥ = ⟨ψ, (W −W ′)ψ⟩.
Then one has

∣∣F (W )− F (W ′)
∣∣ ≤ ⟨ψ, (W −W ′)ψ⟩ =

∑

σσσ

|ψ(σσσ)|2(W (σσσ)−W ′(σσσ))

≤ ∥W −W ′∥2∥ψ∥24 ≤ ∥W −W ′∥2∥ψ∥∞ ≤ max
σσσ

√
⟨δσσσ|Pεδσσσ⟩ ∥W −W ′∥2 .

The first estimate is the triangle inequality. The next two estimates are special cases of Hölder’s
inequality, in which we also use ∥ψ∥ = 1. The last estimate results from the Cauchy-Schwarz
inequality applied to ∥ψ∥∞ = maxσσσ |⟨Pεδσσσ|ψ⟩| and the fact that ∥Pεδσσσ∥ =

√
|⟨Pεδσσσ|δσσσ⟩|. Since by

symmetry for any σσσ ∈ QN :

⟨δσσσ|Pεδσσσ⟩ =
dimPε
2N

, (3.5)

we conclude that F is Lipschitz with constant 2−N/2
√
dimPε. This finishes the proof of (3.3).
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The second statement is derived from the matrix Bernstein inequality [57, 71]. For its application,
we note that the matrix under consideration is a sum of independent random matrices,

PεWPε =
∑

σσσ

S(σσσ) , with S(σσσ) := dimPε
2N

W (σσσ) |ψ(σσσ)⟩⟨ψ(σσσ)|,

where |ψ(σσσ)⟩⟨ψ(σσσ)| denotes the rank-one projection onto the vector ψ(σσσ) :=
√

2N

dimPε
Pεδσσσ, which

in view of (3.5) is normalised. By assumption the matrices S(σσσ) are centred, E [S(σσσ)] = 0, and
bounded

∥S(σσσ)∥ ≤MN
dimPε
2N

≤
√

dimPε
N 2N

.

The mean variance matrix of PεWPε is

∑

σσσ

E
[
S(σσσ)2

]
=

(
dimPε
2N

)2∑

σσσ

E
[
W (σσσ)2

]
|ψ(σσσ)⟩⟨ψ(σσσ)| ≤ dimPε

2N
Pε.

The last inequality follows from the assumption, E
[
W (σσσ)2

]
≤ 1, as well as the fact that (δσσσ) form

an orthonormal basis. Consequently, [71, Thm. 6.6.1] together with the trivial bound, dimPε ≤ 2N ,
on the dimension of the matrices implies

E [∥PεWPε∥] ≤
(√

2 ln 2N+1 +
ln 2N+1

3
√
N

)√
dimPε
2N

,

which completes the proof.

Alternatively to Talagrand’s concentration inequality, the concentration of measure part of the
matrix Bernstein inequality [71, Thm. 6.6.1] would also have been sufficient for proving a slightly
less sharp upper bound on the upper tail of the large-deviation probability (3.3).
As an application, we state the following straightforward corollary. Its assumptions are tailored

to fit in particular the case of the REM.

Corollary 3.2. Suppose that W (σσσ), σσσ ∈ QN are i.i.d. random variables which are

i. mean zero with variance wN := E
[
W (σσσ)2

]
≤ N and obey a moment bound E

[
W (σσσ)8

]
≤ cN4

for some c <∞.

ii. linearly bounded in the sense that there is some c <∞ such that ∥W∥∞ ≤ cN .

Then, there is some C ∈ (0,∞) such that for any τ ∈ (0, 1) there are events ΩN,τ with

P(ΩN,τ ) ≥ 1− e−N/C (3.6)

such that for all sufficiently large N and at ε = N
τ−1
2 :

∥PεWPε∥ ≤ C N e−N
τ/4 , (3.7)

∥∥Pε(W 2 − wN )Pε
∥∥ ≤ C N

3
2 e−N

τ/4 , (3.8)

∥PεW pPε∥ ≤ CN
p
2 for all p ∈ [1, 4]. (3.9)
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Proof. The proof of these inequalities follows by three applications of Proposition 3.1 with different

W ′ always at the same λ =
√
N . We note that our choice ε = N

τ−1
2 implies by (3.2) dimPε ≤

2N+1e−N
τ/2. This in turn yields for any polynomial MN and N large enough M2

NN dimPε/2
N ≤ 1,

which indeed checks one of the assumptions of Proposition 3.1. We then construct three events Ω
(j)
N,τ

with j ∈ {1, 2, 3} each with probability P(Ω(j)
N,τ ) ≥ 1− 3−1e−N/C with some (universal) C <∞ and

all N large enough. Their intersection ΩN,τ := Ω
(1)
N,τ ∩Ω

(2)
N,τ ∩Ω

(3)
N,τ then defines the required events.

More specifically, for a proof of (3.7), we takeW ′(σσσ) =W (σσσ)/
√
N . The event Ω

(1)
N,τ on which (3.7)

then satisfies the required probability estimate.
The proof of (3.8) follows again from Proposition 3.1 with W ′(σσσ) = c−1/4 (W (σσσ)2−wN )/N and the

prefactor ensuring E
[
W ′(σσσ)2

]
≤ 1. In this way, we construct Ω

(2)
N,τ .

By Jensen’s inequality ⟨ψ,W pψ⟩4/p ≤ ⟨ψ,W 4ψ⟩ for any p ∈ [1, 4], it suffices to establish (3.9) for

p = 4. We choose W ′(σσσ) = c−1/2 (W (σσσ)4 − E
[
W (σσσ)4

]
)/N2 to define Ω

(3)
N,τ .

3.2. Proof of Theorem 1.3

We now use the estimates of the preceding subsection in our Schur’s complement analysis for the
proofs of Theorem 1.3 and 1.4. These results will actually follow from a slightly more general
theorem on operators H = ΓT + W of QREM-type. As a preparation and motivation of the
following lemma, we collect some basic facts about these operators. The kinetic part of the block
component QεHQε = ΓTQε + QεWQε is estimated by

∥TQε∥ ≤ εN , (3.10)

which implies
−∥W∥∞ − ΓεN ≤ inf specQεHQε . (3.11)

For any z ∈ C with Re z < ∥W∥∞−ΓεN , the operator QεHQε− z is hence invertible on Qεℓ
2(QN )

with inverse denoted by Rε(z) := (QεHQε − zQε)
−1. The latter features in Schur’s complement

formula for the resolvent of H projected onto the subspace Pεℓ
2(QN ):

Pε(H − z)−1Pε = (Pε(H − z)Pε − PεWQεRε(z)QεWPε)
−1 . (3.12)

Our main observation is that Schur’s complement is approximated by an operator proportional to
the identity.

Lemma 3.3. Consider the operator H := ΓT +W on ℓ2(QN ) with W satisfying the assumptions
in Corollary 3.2 and let ΩN,τ with τ ∈ (0, 1) be the events constructed there. Then on ΩN,τ and at

ε = N
τ−1
2 for all N large enough:

∥∥∥PεWRε(z)WPε + Pε
wN
z

∥∥∥ ≤ max{1,Γ}C
d2

N
τ−1
2 , Rε(z) := (QεHQε − zQε)

−1, (3.13)

for all z ∈ C such that min{|z| , dist(specQεHQε, z)} ≥ dN with d ∈ (0, 1].

Proof. We use the resolvent equation to write

Pε

(
WRε(z)W +

wN
z

)
Pε =

1

z
Pε (wN −WQεW +WRε(z)QεHQεW )Pε

=
1

z
Pε(wN −WQεW )Pε +

1

z
Pε (WRε(z)QεHQε)W )Pε, (3.14)
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and estimate both terms in the second line separately. For the first expression we rewrite

Pε(wN −WQεW )Pε = Pε(wN −W 2)Pε + PεWPεWPε . (3.15)

According to (3.7) and (3.8), the norm of the two terms in the right side is negligible in comparison

to N
τ−1
2 for all N large enough. It hence remains to estimate the norm of the second term in the

right side of (3.14). To do so, we split the terms as follows

1

z
PεWRε(z)QεHQεWPε =

1

z
PεWRε(z)QεΓTQεWPε +

1

z
PεWRε(z)QεWQεWPε

and use (3.10) together with ∥Rε(z)∥ ≤ (dN)−1 (since dist(specQεHQε, z) ≥ dN ) and ∥PεW∥2 =
∥PεW 2Pε∥ ≤ CN by (3.8). On ΩN,τ for all N large enough, we thus conclude:

|z|−1 ∥PεWRε(z)ΓTQεWPε∥ ≤ C

d2N
∥TQε∥ ≤ C

d2
N

τ−1
2 . (3.16)

Similarly, we estimate

|z|−1 ∥PεWRε(z)QεWQεWPε∥ ≤ |z|−1 ∥PεW∥ ∥Rε(z)∥ ∥WQεWPε∥

≤ C

d2N3/2

√
∥PεWQεW 2QεWPε∥ . (3.17)

In order to estimate the norm in the right side with the help of (3.9), we rewrite

PεWQεW
2QεWPε = PεW

4Pε − PεW
3PεWPε − PεWPεW

3Pε + PεWPεW
2PεWPε . (3.18)

On ΩN,τ the norm of this operator is bounded by C N2 for all N large enough by (3.9). This
concludes the proof.

These preparations enable us to proof the following general result.

Theorem 3.4. Consider the operator H = ΓT +W on ℓ2(QN ) with W satisfying the assumptions
in Corollary 3.2 and let ΩN,τ with τ ∈ (0, 1) arbitrary be the events constructed there. Then on
ΩN,τ and for all N large enough the eigenvalues of H below −∥W∥∞ − ηN with η > 0 are found in

the union of intervals of radius OΓ,η(N
τ−1
2 ) centered at

(2n−N)Γ +
wN

(2n−N)Γ
(3.19)

with n ∈ {m ∈ N0 |(2m − N)Γ < −∥W∥∞ − ηN}. Moreover, the ball centered at (3.19) contains
exactly

(
N
n

)
eigenvalues of H if Γ > η + ∥W∥∞/N .

Proof. We write H using the block decomposition of ℓ2(QN ) induced by Pε and employ the Schur
complement method. Since the Qε block is lower bounded according to (3.11), all eigenvalues E of
H strictly below −∥W∥∞ − ΓεN can be read from the equation

0 ∈ spec (Tε(E)) with Tε(E) := Pε

(
ΓT +

N

E

)
− E + Yε(E), (3.20)

Yε(E) := PεWPε −
(
Pε
N

E
+ PεWRε(E)WPε

)
.

24



Lemma 3.3 combined with (3.11) and (3.7) implies that for any η > 0 at ε = N (τ−1)/2 and on the
event ΩN,τ in Corollary 3.2

sup
E<−∥W∥∞−ηN

∥Yε(E)∥ ≤ Cmax{1,Γ} η−2 N
τ−1
2 , (3.21)

for all N large enough. As a consequence of standard perturbation theory [13, Corollary 3.2.6] and
using the explicit values (1.4) of the spectrum of T , within this energy region the solution of (3.20)
are found within the union of intervals of radius at most Cmax{1,Γ}η−2N (τ−1)/2 from the solutions
to the equation

(2n−N)Γ +
wN
z

− z = 0

with integers 2n < N(Γ− ∥W∥∞ − η)/Γ. This leads to

z =
2n−N

2
Γ−

√
1
4(2n−N)2Γ2 + wN = (2n−N)Γ +

wN
(2n−N)Γ

+OΓ

(
N−1

)
,

which completes the proof of (3.19). The assertion concerning the range of the spectral projections
on the small intervals around the above points follows from the monotonicity of Tε(E) and the fact
that the eigenvalue 2n−N of T has multiplicity

(
N
n

)
.

Theorem 1.3 now immediately follows.

Proof of Theorem 1.3. On ΩREM
N,η/2 the REM’s extremal values are bounded by ∥U∥∞ ≤ N(βc + η).

Moreover, E
[
U(σσσ)2

]
= N and E

[
U(σσσ)8

]
= 105 N4, so that U satisfies all requirements on W in

Corollary 3.2. The claim is thus a straightforward consequence of Theorem 3.4 with W = U .

3.3. Proof of Theorem 1.4

The proof of our second main result, Theorem 1.4, is based on delocalization properties of the
eigenprojection of T , which will be derived using the semigroup properties of T . More generally,
let B ⊂ QN be any subset of the Hamming cube and T (B) the corresponding restriction, i.e,
the operator with matrix elements ⟨δσσσ |T (B) δσσσ′⟩ := −1d(σσσ,σσσ′)=11B(σσσ)1B(σσσ

′). For Hamming balls
BK(σσσ0) the operator T (BK(σσσ0)) was studied in Section 2 and abbreviated there by TK . As all
matrix elements are zero or negative, a stochastic representation is at hand: for any σσσ,σσσ′ ∈
B and β ≥ 0 there is a measure µB on the space of càdlàg-paths Ω(σσσ,σσσ′) on the hypercube
with ω(0) = σσσ and ω(1) = σσσ′ such that for any V : B → R we have ⟨δσσσ | e−β(T (B)+V )δσσσ′⟩ =∫
Ω(σσσ,σσσ′) e

−β
∫ 1
0 V (ω(s)) dsµB[dω]. Such a representation can be derived via the Suzuki-Trotter-formula

(see e.g. [50, Appendix B]). If B = QN the path measure is described in terms of independent
Poisson jump processes, whereas for general B one has to take into account that the process is
not allowed to leave the set B. Here, we do not use the stochastic representation but the related
positivity of matrix elements for any β ≥ 0:

0 ≤ ⟨δσσσ | e−β(T (B)+V )δσσσ′⟩ ≤ e−min βV ⟨δσσσ | e−βT (B)δσσσ′⟩. (3.22)

Since −T (B) and −T have nonnegative matrix elements and ⟨δσσσ | (−T (B)) δσσσ′⟩ ≤ ⟨δσσσ | (−T ) δσσσ′⟩ for
any σσσ,σσσ′, we also conclude

⟨δσσσ | e−βT (B)δσσσ′⟩ ≤ ⟨δσσσ | e−βT δσσσ′⟩ = (coshβ)N (tanhβ)d(σσσ,σσσ
′), (3.23)
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where the last equality is by explicit calculation using the Hadamard transformation, i.e., the
representation of T in terms of Pauli matrices.

Proposition 3.5. Let B ⊂ QN and V : B → R a potential with V ≥ −vN for some 0 ≤ v < 1.
Then the eigenprojection PE := 1(−∞,E)(T (B)+V ) onto eigenvalues E ∈ [−N(1+v),−vN ] satisfies:

max
σσσ

⟨δσσσ |PE δσσσ⟩ ≤ 2−N exp

(
Nγ

(
1 + ν(E))

2

))
(3.24)

with the binary entropy γ from (1.16) and ν(E) := E
N + v. Moreover, for all normalised states

ψ ∈ ℓ2(B):

∥PEψ∥2∞ ≤ 2−N exp

(
Nγ

(
1 + ν(E))

2

))
. (3.25)

Proof. The spectral theorem combined with an exponential Markov inequality implies for any β ≥ 0:

⟨δσσσ |1(−∞,E)(T (B) + V ) δσσσ⟩ ≤ eβE⟨δσσσ | e−β(T (B)+V ) δσσσ⟩ ≤ eβν(E)N (coshβ)N .

The last inequality is a combination of (3.22) and (3.23). It remains to minimize the function
f(β) := βν(E) + ln coshβ on [0,∞). The minimum is attained at β⋆ = artanh(−ν(E)). To further
simplify the result, we recall the elementary identities artanh(x) = 1

2 ln
1+x
1−x and cosh(artanh(x)) =

1√
1−x2 for x ∈ (−1, 1), which after some algebra lead to f(β⋆) = − ln 2 + γ((1 + ν(E))/2) and

hence (3.24). The second assertion (3.25) is a direct consequence of (3.24).

We are now ready to complete the proofs of the main results in the paramagnetic regime.

Proof of Theorem 1.4. We pick τ ∈ (0, 1) and 0 < η < (Γ−βc)/4 arbitrary and restrict our attention
to the event Ωper

N,τ ∩ΩREM
N,η on which the assertions of Corollary 3.2 for W = U and Theorem 1.3 are

valid.
For a proof of the first assertion, we apply Schur’s complement formula to the ground state

ψ = ψ1 + ψ2 of H = ΓT + U . We split ψ into ψ1 ∈ Pεℓ
2(QN ) and ψ2 ∈ Qεℓ

2(QN ) such that:

(PεHPε − E − PεHRε(E)HPε)ψ1 = 0

ψ2 = −Rε(E)QεHPεψ1,

where E = inf specH = −ΓN− 1
Γ +OΓ(N

τ−1
2 ) is the ground-state energy according to Theorem 1.3

since ΓN −∥U∥∞ > 1
2(Γ−βc)N > ηN on ΩREM

N,η by the choice for η. Sticking to the notation (3.20),
from the proof of Theorem 1.3 we conclude that the first equation can be rewritten in terms of

PεHPε − E − PεHRε(E)HPε = PεΓTPε + (NE−1 − E)Pε + Yε(E),

with ∥Yε(E)∥ ≤ OΓ(N
τ−1
2 ). Since T has an energy gap 2 above its unique ground state Φ∅ (cf. (1.4)),

we thus conclude
∥(1− |Φ∅⟩⟨Φ∅|)ψ1∥ ≤ OΓ

(
N

τ−1
2

)
.

To further estimate the norm of ψ2 = −Rε(E)QεUψ1, we recall that ∥Rε(E)∥ ≤ CΓ
N and ∥Uψ1∥2 ≤

∥PεU2Pε∥ ≤ O(N) by Corollary 3.2. Hence, ∥ψ2∥2 ≤ OΓ

(
1
N

)
. We thus arrive at

∥ψ − Φ∅∥2 = OΓ

(
N τ−1

)
. (3.26)

For the second part, we recall the bound (1.7), and write H = Γ(T + U/Γ). The claim now follows
directly from Proposition 3.5.
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3.4. Improved delocalization estimates

The delocalization estimates on low-energy eigenfunctions established in Proposition 3.5 are not
optimal. In particular, they become trivial in case the minimum of the potential v is close to one
and E is close to −N . The latter corresponds to the critical case addressed in Proposition 1.8.
In the following, we record an improved delocalization estimate, which involves the QREM with
truncated potential on ℓ2(QN ):

Hδ := ΓT + Uδ, Uδ := U1|U |≤(βc−δ)N ,

with truncation parameter δ > 0, which will be allowed to be arbitrarily small. In that scenario we
have the following non-optimal estimate:

Proposition 3.6. There are c, C > 0 such that for any δ ∈ (0,Γ/25) there is some η > 0 and
a sequence of events ΩN,δ with P(ΩN,δ) ≥ 1 − e−CN on which for all N large enough at for all
Γ ≥ βc − δ/4:

max
σσσ∈QN

⟨δσσσ |1(−∞,−(Γ−η)N)(Hδ) δσσσ⟩ ≤ e−cN , (3.27)

Moreover, on ΩN,δ all eigenvalues of Hδ below E < −(Γ− δ/4)N ≤ −(βc− δ/2)N are still described

by (1.13) with an error OΓ,δ(N
− 1

4 ).

The proof of Proposition 3.6 is spelled at the end of this subsection.
As a preparation, we need the following probabilistic control on the frequency of large deviation

sites in a ball of radius αN .

Lemma 3.7. Let ε, α > 0 be such that ε2 > 2γ(α). Then there is K = K(ε, α) ∈ N and c =
c(ε, α) > 0 such that the sequence of events

ΩN,ε,α := {∀σσσ ∈ QN : |BαN (σσσ0) ∩ Lε| < K}

has a probability bounded by P(ΩN,ε,α) ≥ 1− e−cN for all sufficiently large N .

Proof. For any fixed σσσ ∈ QN we estimate using the independence of the basic random variables and
the standard Gaussian tail bound

P(|BαN (σσσ) ∩ Lε| ≥ K) ≤
(|BαN (σσσ)|

K

)
e−Kε

2N/2 ≤ exp

(
−KN

2

(
ε2 − 2γ(α)− oα(1)

))
.

The last estimate inserted the asymptotics ln |BαN | = N(γ(α) + oα(1)) of the size of a Hamming
ball in terms of the binary entropy. The union bound implies P(∃σσσ : |Bα0N (σσσ) ∩ Lε| ≥ K) ≤
2NP(|BαN (σσσ) ∩ Lε| ≥ K), which is exponentially small for all K large enough.

Proposition 3.6 is based on a random-walk expansion for eigenvectors, which facilitates control of
spherical means away from their maxima. Random walk techniques have been used in the theory of
localization under the name ’locator’ of ’Feenberg’ expansions. We do not aim to extract optimal
information from this technique, which would require much more work. Rather we highlight the
usefulness dealing with the critical case. We will see another more refined use of spherical averaging
techniques in Section 4.5.
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As another preparation, we collect some basic properties of a simple random walk (Zk)k∈N on
QN , which starts at Z0 := σσσ0 ∈ QN and chooses in each unit time step one of the N neighboring
vertices with equal probability 1/N . Let

pK(σσσ,σσσ0) := Prob(ZK = σσσ|Z0 = σσσ0)

stand for the probability to arrive at σσσ after K steps. Moreover, for a subset W ⊂ QN let

MK(W ) :=

K∑

k=0

1[Zk ∈W ]

be the number of visits of the random walk in W up to time K. We will only need the following
crude bounds, whose proofs we spell here for the reader’s convenience. For further results on random
walks on the Hamming cube, see e.g. [45] and references therein.

Lemma 3.8. For all σσσ,σσσ0 ∈ QN , all α ∈ (0, 3/16), and all N large enough:

pαN (σσσ,σσσ0) ≤ max{e−γ(α/8)N+o(N), e−αN/8}. (3.28)

For any finite subset W ⊂ QN , all t ∈ (0, α] and all N large enough:

Prob (MαN (W ) ≥ tN) ≤ exp

(
−tN ln

(
tN

α|W |e

))
. (3.29)

Proof. If d = d(σσσ,σσσ0) ≥ αN/8, we have by spherical symmetry and the asymptotics of the binomial
coefficient

pαN (σσσ,σσσ0) =

(
N

d

)−1 ∑

σσσ′∈Sd(σσσ0)

pαN (σσσ
′,σσσ0) ≤

(
N

d

)−1

≤ e−γ(α/8)N+o(N).

To complete the proof (3.28), we discuss the case d(σσσ,σσσ0) < αN/8. A simple random walk, which
at step k is at distance d = d(Zk,σσσ0)) ∈ [1, αN ] to the starting point, has N−d possibilities to move
further away and only d ≤ αN to decrease the distance to σσσ0 by one. Hence, Prob(d(Zk+1,σσσ0) <
d(Zk,σσσ0)) ≤ α for any 0 ≤ k ≤ αN . However, to end after αN steps at some σσσ ∈ BαN/8(σσσ0), the

walk (Zk)k∈N has at least 3
8αN steps, where it gets back closer to the center. Since the random

variables Yk = 1[d(Zk+1,σσσ0) < d(Zk,σσσ0)] are distributed as conditionally independent Bernoulli
variables with success probability at most α, we thus arrive at

pαN (σσσ,σσσ0) ≤ Prob(

(
αN∑

k=1

Yk ≥ 3αN/8

)
≤ e−αN/8,

by a standard Chernoff-bound for Bernoulli variables. This establishes (3.28).
For a proof of (3.29) we note that as |W ∩ S1(σσσ)| ≤ |W | for any σσσ ∈ BαN (σσσ0)

Prob(Zk+1 ∈W |Zk = σσσ) ≤ |W |
N

.

The claim thus follows again by a standard Chernoff bound, sinceMαN (W ) is a sum of conditionally
independent Bernoulli-type random variables with success probability smaller than |W |/N .

28



Proof of Proposition 3.6. One easily sees that Uδ meets the requirements of Theorem 3.4 with
variance wN = E[Uδ(σσσ)

2] = N(1 − O(e−
1
2
(βc−δ)2N )). Consequently, for any τ ∈ (0, 1) there is

some sequence ΩN,τ,δ with P(ΩN,τ,δ) ≥ 1 − e−CN , and we arrive at the description of eigenvalues
in (1.13) for all E < −(βc − δ/2)N . This also implies that for η ∈ (0, δ/2) and all N large enough:

Tr1(−∞,−(Γ−η)N)(Hδ) ≤ Tr1(−∞,−(Γ−η)N)(ΓT ) =

Nη/(2Γ)∑

n=0

(
N

n

)
≤ eNγ(η/(2Γ))+oΓ(N), (3.30)

again by the known asymptotics of the binomial coefficients.
For a proof of the exponential delocalization estimate (3.27), we assume throughout the validity

of ΩN,τ,δ with some τ ∈ (0, 1) and the event ΩN,ε,α0 of Lemma 3.7 with ε := Γ/100 and some
fixed α0 > 0 small enough such that 2γ(α0) < ε2. The intersection of these two events still has a
probability, which is exponentially bounded from below independent of δ as required.
Let ψ be an ℓ2-normalized eigenfunction of ΓT + Uδ with eigenvalue E < −(βc − δ/2)N and

suppose that σσσψ ∈ QN is a configuration, where ψ takes its maximum absolute value. To make the
main idea transparent, we proceed in two steps.

Step 1: We first assume that Bα0N (σσσψ)∩Lε = ∅. The eigenvalue equation for ψ at any σσσ ∈ Bα0N (σσσψ)
together with the bound U ≥ −εN implies

|ψ(σσσ)| ≤ Γ

|E − U(σσσ)|
∑

σ′σ′σ′∈S1(σσσ)

|ψ(σσσ′)| ≤ CΓ(E, ε)

N

∑

σ′σ′σ′∈S1(σσσ)

|ψ(σσσ′)|,

CΓ(E, ε) :=
Γ

|E|/N − ε

(3.31)

We start at σσσψ and use this estimate iteratively αN times for some α < α0 to arrive at

|ψ(σσσψ)| ≤ CΓ(E, ε)
αN

∑

σσσ∈BαN (σσσψ)

pαN (σσσ,σσσψ)|ψ(σσσ)| (3.32)

≤ CΓ(E, ε)
αN
( ∑

σσσ∈BαN (σσσψ)

pαN (σσσ,σσσψ)
2
)1/2

≤ CΓ(E, ε)
αN max

σσσ∈BαN (σσσψ)
pαN (σσσ,σσσψ)

1/2

where pαN (σσσ,σσσψ) is the probability of a simple random walk on QN starting at σσσψ to arrive at σσσ
after αN steps. Here we have the Cauchy-Schwarz inequality and the normalization of ψ as well
as pαN . Since |E| > (Γ − δ/4)N ≥ ΓN(1 − 1/100) we see that for N large enough: CΓ(E, ε) ≤(

1
1−1/50

)αN
≤ eαN/49. Together with the probability bound (3.28) our main estimate (3.32) yields

|ψ(σσσψ)|2 ≤ max{e( 2α49 −γ(α/8)+o(1))N , e− 1
12
αN} =: e−cαN/2. (3.33)

Due to the bound (3.30) on the number of eigenvalues, which allows us to pick η > 0 arbitrarily small
not to spoil any exponential decay of the eigenfunctions, the proof of the exponential bound (3.27)
in case of Step 1 is completed if we choose α ∈ (0, α0) such that γ(α/8) > 2α

49 . This is always
possible since γ has an infinite slope at zero.
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Step 2: We now turn to general case, in which the intersection W := Bα0N (σσσ) ∩ Lε is nonempty,
but finite of size at most K. For σσσ ∈W the spherical mean estimate (3.31) turns into

|ψ(σσσ)| ≤ CΓ(E, βc − δ)

N

∑

σ′σ′σ′∈S1(σσσ)

|ψ(σσσ′)|

as we still have U(σσσ) ≥ −(βc − δ)N . For a random walk (Zk)k∈N, which starts again at Z0 := σσσψ,
let MαN (W ) stand for the number of visits of sites in W . We way modify our prior estimate
by distinguishing between the random walks with a high visit number MαN (W ) > tN and low
visit number MαN (W ) ≤ tN . Indeed, abbreviating by pαN (σσσ,σσσψ|MαN (W ) < tN) the transition
probability of the random walk to reach σσσ after αN steps and spending only less than tN steps in
W , we have for any t > 0

|ψ(σσσψ)| ≤ CΓ(E, ε)
(α−t)NCΓ(E, βc − δ)tN

∑

σσσ∈BαN (σσσψ)

pαN (σσσ,σσσψ|MαN (W ) < tN) |ψ(σσσ)|

+ CΓ(E, βc − δ)αN
∑

σσσ∈BαN (σσσψ)

pαN (σσσ,σσσψ|MαN (W ) ≥ tN) |ψ(σσσ)|

≤ CΓ(E, βc − δ)tNe−cαN/2 + CΓ(E, βc − δ)αN Prob(MαN (W ) ≥ tN),

where cα > 0 is the constant in (3.33). According to (3.29) the probability in the right side decays
for any t > 0 faster than any exponential function. Thus, choosing t = cα/(4 lnCΓ(E, βc−δ)) yields
|ψ(σσσψ)|2 ≤ e−cαN/4 for N large enough and cα > 0 is a constant independent from δ and Γ. This
completes the proof.

4. Extreme localization regime

4.1. Deep-hole geometry

The proof of our main results in the spin-glass regime are based on the deep-hole geometry of the
REM. They rest on the fact that the large extremal sites Lβc−δ of the REM, which were defined
in (1.17), are well separated on QN at least if δ ∈ (0, βc) is not too large.

Definition 4.1. Let ε, δ > 0 and α ∈ (0, 12). Then U : QN → R is said to satisfy:

1. a local (ε, δ, α)-deep hole scenario on BαN (σσσ) with σσσ ∈ Lβc−δ if:

a) |U(σσσ′)| ≤ εN for all σσσ′ ∈ BαN (σσσ) with σσσ
′ ̸= σσσ,

b) u(σσσ) := 1
N2

∑
σσσ′∈S1(σσσ)

|U(σσσ′)| ≤ N−1/4.

2. a global (ε, δ, α)-deep hole scenario if:

a) U satisfies a local (ε, δ, α)-deep hole scenario on BαN (σσσ) for all σσσ ∈ Lβc−δ,
b) BαN (σσσ) ∩BαN (σσσ′) = ∅ for all pairs σσσ,σσσ′ ∈ Lβc−δ with σσσ ̸= σσσ′.

The probabilistic estimate for the occurrence of a global deep-hole scenario in the REM is the
subject of the following lemma.
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Lemma 4.2. Let ε, δ > 0 and α ∈ (0, 1/2) be such that

2γ(3α) + δ(2βc − δ) < ε2. (4.1)

The event ΩN (ε, δ, α) := {U satisfies a global (ε, δ, α)-deep hole scenario} occurs with probability
exponentially close to one, i.e., there is some c(ε, δ, α) > 0 such that for all N sufficiently large:

P (ΩN (ε, δ, α)) ≥ 1− e−c(ε,δ,α)N . (4.2)

Proof. We first bound the probability of the event

Ω̂N (ε, δ, α) :=
{
∃σσσ ∈ Lβc−δ, σσσ′ ∈ B3αN (σσσ)\{σσσ} s.t. |U(σσσ′)| > εN

}
.

On its complement, all σσσ ∈ Lβc−δ satisfy the first requirement in the local deep-hole definition on
BαN (σσσ) ⊂ B3αN (σσσ), and the balls of radius αN around the large deviation sites are disjoint., i.e.,
the second requirement in the global deep-hole definition is also checked. By a union bound and
independence, we conclude:

P
(
Ω̂N (ε, δ, α)

)
≤
∑

σσσ∈QN
P(U(σσσ) ≤ −(βc − δ)N)

∑

σσσ′∈B3αN (σσσ)\{σσσ}
P(|U(σσσ′)| ≥ εN)

≤ 2N+1 |B3αN | e−(βc−δ)2N/2e−ε
2N/2 ≤ e

(
γ(3α)+βcδ− δ2+ε2

2
+o(1)

)
N
.

The second line is a result of the usual Gaussian-tail estimates and the fact that the volume of
a Hamming ball of radius αN < N/2 is asymptotically given in terms of the binary entropy,
ln |BαN | = N(γ(α) + o(1)) as N → ∞. Using assumption (4.1), we see that the above probability
is exponentially small in N .
The proof is concluded by showing that the event

ΩuN :=

{
max
σσσ∈QN

u(σσσ) ≤ N−1/4

}
(4.3)

occurs with a probability, which is exponentially close to one, i.e.

P(∃σσσ ∈ QN s.t. u(σσσ) > N−1/4) ≤ 22Ne−N
3/2/2. (4.4)

For a proof of this bound, we rewrite the moment-generating function of u(σσσ) for any t > 0 in terms
of a standard normal variable g:

E[etu(σσσ)] = E[etN
−3/2|g|]N ≤ 2NE[etN

−3/2g]N = 2Net
2/(2N2).

By an exponential Chebychev-Markov estimate with t = N7/4, this then yields P(u(σσσ) > N−1/4) ≤
2Ne−N

3/2/2, and hence the claim by a union bound using |QN | = 2N .

4.2. Rank-one analysis

If U satisfies a local (ε, δ, α)-deep hole scenario on BαN (σσσ) at some fixed σσσ ∈ Lβc−δ, it is natural to
consider the Hamiltonian HαN (σσσ) = ΓTαN + U restricted to ℓ2(BαN (σσσ)), i.e.

⟨δτττ |HαN (σσσ)δτττ ′⟩ = ⟨δτττ |Hδτττ ′⟩ 1BαN (σσσ)(τττ)1BαN (σσσ)(τττ
′),
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A spectral analysis of these self-adjoint matrices is facilitated by rank-one perturbation theory. Since
δσσσ is a cyclic vector for HαN (σσσ), the spectrum can read from zeros of the meromorphic function
given by

⟨δσσσ| (HαN (σσσ)− z)−1 δσσσ⟩−1 = U(σσσ)− Σ(σσσ, z),

Σ(σσσ, z) := −⟨δσσσ|
(
H ′
αN (σσσ)− z

)−1
δσσσ⟩−1,

(4.5)

whereH ′
αN (σσσ) coincides with the matrixH ′

αN (σσσ) when setting U(σσσ) = 0. Moreover, an ℓ2-normalized
eigenvector φE corresponding to E ∈ specHαN (σσσ) is given in terms of the free resolvent, i.e.,

φE(τττ) = −U(σσσ)φE(σσσ)⟨δτττ |
(
H ′
αN (σσσ)− Eσσσ

)−1
δσσσ⟩, (4.6)

for any τττ ∈ BαN (σσσ), cf. [5, Theorem 5.3]. The deep-hole scenario then entails the following
information about the low-energy part of the spectrum.

Lemma 4.3. Suppose U satisfies a local (ε, δ, α)-deep hole scenario on BαN (σσσ) at some σσσ ∈ Lβc−δ
with

2Γ
√
α(1− α) + ε < βc − 2δ. (4.7)

Then for all sufficiently large N , the spectrum specEδ HαN (σσσ) := specHαN (σσσ) ∩ (−∞, Eδ) below
Eδ := −N(βc − δ) consists only of one simple eigenvalue Eσσσ which satisfies

Eσσσ = U(σσσ) +
Γ2N

Eσσσ
+

Γ2

E2
σσσ

∑

σσσ′∈S1(σσσ)

U(σσσ′) +OΓ,δ,ε

(
N−5/4

)

= U(σσσ) +
Γ2N

U(σσσ)
+OΓ,δ

(
N−1/4

)
. (4.8)

The ℓ2-normalized eigenfunction ψσσσ corresponding to Eσσσ satisfies:

1. for any K ∈ N and for all σσσ′ ∈ SK(σσσ)

|ψ(σσσ′)| = OΓ,δ,K(N
−K), and

∑

σσσ′ /∈BK(σσσ)

|ψ(σσσ′)|2 = OΓ,δ,K(N
−(K+1)). (4.9)

2. for any α′ ∈ (0, α] there are C = C(Γ, δ), c = c(α, α′) ∈ (0,∞), such that

∑

σσσ′ /∈Bα′N (σσσ)

|ψσσσ(σσσ′)|2 ≤ CN exp (−Nc) . (4.10)

Proof. The deep-hole scenario together with (2.3) and (4.7) implies that for all sufficiently large N :

H ′
αN (σσσ) ≥ ΓTαN − εN ≥ −(βc − 2δ)N > Eδ. (4.11)

By rank-one perturbation theory, there is exactly one zero of (4.5) and hence one simple eigenvalue
Eσσσ of HαN (σσσ) below inf specH ′

αN (σσσ). A Rayleigh-Ritz bound

Eσσσ ≤ ⟨δσσσ|HαN (σσσ)δσσσ⟩ = U(σσσ) ≤ Eδ (4.12)
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provides a first, crude estimate on this eigenvalue. According to (4.6) the corresponding ℓ2-normalized
eigenvector ψσσσ satisfies for all σσσ′ ∈ BαN (σσσ):

ψσσσ(σσσ
′) = −U(σσσ)ψσσσ(σσσ)⟨δσσσ′ |

(
H ′
αN (σσσ)− Eσσσ

)−1
δσσσ⟩

≤ −U(σσσ) ⟨δσσσ′ | (ΓTαN − (Eσσσ + εN))−1 δσσσ⟩
≤ −U(σσσ) Γ−1 ⟨δσσσ′ |

(
TαN − (U(σσσ) + εN)Γ−1

)−1
δσσσ⟩. (4.13)

As in (4.11), these inequalities are consequence of the deep-hole scenario, the crude bound (4.12)
combined with the positivity of the semigroup, cf. (3.22). The assertions (4.9) and (4.10) concerning
the decay rates of the eigenfunction are now a straightforward consequence of Proposition 2.4. For
its application, we note that the assumption (4.7) ensure that dist(Γ−1 specTαN , U(σσσ) + εN) ≥
Γ−1(Eδ − U(σσσ) + δ)N ≥ δ

ΓN . The first inequality in Proposition 2.4 then yields

|ψσσσ(σσσ′)| ≤
βc − δ

δ

(
N

d(σσσ0,σσσ)

)−1/2

2−min{d(σσσ,σσσ′), ρ0(α)N}, (4.14)

where we also used that the function U 7→ −U
x−U is monotone increasing in U on (−∞, x). Hence,

(4.10) follows after a summation over the spheres Sd(σσσ) with d ∈ (α′N,αN ]. The above binomial
decay factor is thereby exactly compensated by the volume |Sd(σσσ)| =

(
N
d

)
. The claimed bounds (4.9)

follow analogously from the respective bounds in Proposition 2.4.

For a proof of the asymptotics (4.8), we first consider the eigenvalue equation at any σσσ′ ∈ S1(σσσ):

Eσσσψσσσ(σσσ
′) = U(σσσ′)ψσσσ(σσσ′)− Γψσσσ(σσσ)− Γ

∑

σσσ′′∈S1(σσσ′)\{σσσ}
ψσσσ(σσσ

′′)

= U(σσσ′)ψσσσ(σσσ′)− Γψσσσ(σσσ) +OΓ,δ(N
−1). (4.15)

The uniform OΓ,δ(N
−1) estimate is a direct consequence of (4.9). This equation can be rewritten

as

ψσσσ(σσσ
′) = − Γ

Eσσσ − U(σσσ′)

(
ψσσσ(σσσ) +OΓ,δ(N

−1)
)
, (4.16)

which we insert into the eigenvalue equation at σσσ:

Eσσσψσσσ(σσσ) = U(σσσ)ψσσσ(σσσ)− Γ
∑

σσσ′∈S1(σσσ)

ψσσσ(σσσ
′)

= U(σσσ)ψσσσ(σσσ) +
Γ2

Eσσσ


 ∑

σσσ′∈S1(σσσ)

ψσσσ(σσσ) +OΓ,δ(N
−1)

1− U(σσσ′)/Eσσσ




= U(σσσ)ψσσσ(σσσ) +
Γ2

Eσσσ


 ∑

σσσ′∈S1(σσσ)

ψσσσ(σσσ)

1− U(σσσ′)/Eσσσ


+OΓ,δ,ε(N

−5/4)

=


U(σσσ) +

Γ2N

Eσσσ
+

Γ2

Eσσσ


 ∑

σσσ′∈S1(σσσ)

U(σσσ′)
Eσσσ




ψσσσ(σσσ) +OΓ,δ,ε(N

−5/4). (4.17)
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The third equality follow from a second-order Taylor expansion with an error estimate using
|U(σσσ′)|2 ≤ εN |U(σσσ′)| as well as the bound on u(σσσ) in the deep-hole assumption in Definition 4.1.
Since ψσσσ(σσσ) = 1+O(N−1), the first identity in (4.8) follows. For a proof of the second identity, we
again use the bound on u(σσσ) as well as our crude estimate (4.12) to estimate the last term in the
above square brackets by OΓ,δ(N

−1/4). This concludes the proof.

4.3. Spectral averaging

In order to control the probability of resonances between distinct extremal sites, we will use the
spectral averaging technique from the theory of random operators [5, Chapter 4.1].

Lemma 4.4. Let ε, δ > 0 and α ∈ (0, 1/2) be such that (4.1) and (4.7) holds. Then there is some
c = c(ε, δ, α) > 0 such that for all N sufficiently large and

1. for any real interval I:

P
(
∃σσσ ∈ Lβc−δ s.t. specEδ HαN (σσσ) ∩ I ̸= ∅

)
≤ 2|I| eβcδN−δ2N/2 + e−cN . (4.18)

2. for any r > 0:

P
(
∃σσσ,σσσ′ ∈ Lβc−δ,σσσ ̸= σσσ′ s.t. dist

(
specEδ HαN (σσσ), specEδ HαN (σσσ

′)
)
≤ r
)

≤ 4re(2βcδ−δ
2)N + e−cN . (4.19)

Proof. For a proof of the above estimates, we may thus restrict attention to events in ΩN (ε, δ, α),
cf. Lemma 4.2.

1. According to Lemma 4.3, under the deep-hole scenario specEδ HαN (σσσ) ∩ I ̸= ∅ if and only if
Eσσσ = inf specHαN (σσσ) ∈ I. Since ψσσσ(σσσ)

2 ≥ 1/2 by Lemma 4.3 for sufficiently large N and all
σσσ ∈ Lβc−δ, the latter implies ⟨δσσσ|PIδσσσ⟩ ≥ 1/2, where PI denotes the spectral projection of HαN (σσσ)
onto I. A union bound hence enables to estimate the probability of the event in the left side of (4.18)
and its intersection with ΩN (ε, δ, α) by

∑

σσσ∈QN
P (σσσ ∈ Lβc−δ and ⟨δσσσ|PIδσσσ⟩ ≥ 1/2) ≤ 2 E [1[σσσ ∈ Lβc−δ] ⟨δσσσ|PIδσσσ⟩] .

The inequality is a Chebychev-Markov estimate. Conditioning on all random variables aside from
U(σσσ), the integration of pI(U(σσσ)) := ⟨δσσσ|PIδσσσ⟩ with respect to the random variable U(σσσ) is bounded
with the help of the spectral averaging lemma (also referred to as Wegner estimate, cf. [5, Thm. 4.1]).
It yields ∫ −(βc−δ)N

−∞
pI(u) e

− u2

2N
du√
2πN

≤ e−(βc−δ)2N/2|I|.

This completes the proof of the first assertion.

2. On ΩN (ε, δ, α), we may assume that BαN (σσσ) ∩ BαN (σσσ
′) = ∅ for all pairs σσσ,σσσ′ ∈ Lβc−δ. This

ensures that the random variables Eσσσ′ = inf specHαN (σσσ
′) and U(σσσ′) are independent of all random
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variables in BαN (σσσ). Using the strategy as in 1., we thus bound the probability of the event in the
left side of (4.19) and its intersection with ΩN (ε, δ, α) by

∑

σσσ,σσσ′∈QN
E
[
1[σσσ′ ∈ Lβc−δ andBαN (σσσ) ∩BαN (σσσ′) = ∅]

× P
(
σσσ ∈ Lβc−δ and ⟨δσσσ|P(Eσσσ′−r,Eσσσ′+r)δσσσ⟩ ≥ 1/2 |BαN (σσσ)c

)]
≤ 22N+2e−(βc−δ)2Nr.

where P(·|BαN (σσσ)c) denotes the conditional expectation, conditioned on all random variables aside
from those in BαN (σσσ) and PI is still the spectral projection of HαN (σσσ) onto I. The last inequality
resulted from an application of the bound from 1. to the conditional expectation. This completes
the proof of the second assertion.

4.4. Proof of Theorem 1.5

The proof of Theorem 1.5 makes use of the deep-hole geometry of the REM. If U satisfies a global
(ε, δ, α)-deep hole scenario, we study the auxiliary Hamiltonian

H ′ :=


 ⊕

σσσ∈Lβc−δ
HαN (σσσ)


⊕Hr, (4.20)

with operators HαN (σσσ), whose action is restricted to the non-intersecting balls BαN (σσσ) around
extremal sites σσσ ∈ Lβc−δ. These operator have been introduced and studied in Subsection 4.2. The
remainder Hr is that part of H which purely belongs to the complement of the union of balls,

⟨δτττ |Hrδτττ ′⟩ = ⟨δτττ |Hδτττ ′⟩


1−

∑

σσσ∈Lβc−δ
1BαN (σσσ)(τττ)




1−

∑

σσσ∈Lβc−δ
1BαN (σσσ)(τττ

′)


 .

The difference between the Hamiltonian of interest H = ΓT + U and the auxiliary H ′ is

H −H ′ =: −ΓA =: −Γ
⊕

σσσ∈Lβc−δ
Aσσσ.

It describes the hopping between the balls and the complementary configuration space, i.e.,

⟨δτττ |Aσσσδτ ′τ ′τ ′⟩ = 1d(τττ ,τττ ′)=1(1d(τττ ,σσσ)=αN1d(τττ ′,σσσ)=αN+1 + 1d(τττ ,σσσ)=αN+11d(τττ ′,σσσ)=αN ).

The norm of A can be bounded as follows

∥A∥ = max
σσσ∈Lβc−δ

∥Aσσσ∥ ≤ ∥TαN+1∥ = 2N
√
α(α− 1) + oα(N), (4.21)

where the last equality is (2.2). It is easy to see that ∥A∥ is indeed of order N . However, for energies
below Eδ = −N(βc − δ), the perturbation is of a much smaller magnitude. This is the basic idea
in the proofs of our main results for the localization regime. As a preparation, we also need the
following result, which is implicitly contained in [53].
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Proposition 4.5 (cf. [53]). For all Γ, δ > 0 the truncated Hamiltonian H := ΓT + U1U≥−(βc−δ)N
acting on ℓ2(QN ) is lower bounded by

inf specH ≥ −N max{Γ, βc − δ}+ oΓ,δ(N)

except for an event of exponentially small probability.

Proof. The values of the truncated REM potential U1[U(σσσ) ≥ −(βc − δ)N ] are still independently
distributed and satisfy a large deviation principle. The peeling principle [53, Thm 2.3] then implies
that the negative free energy of H at β > 0 is a maximum of the truncated REM and the pure
paramagnet. The result on the ground-state energy thus follows in the limit β → ∞.

We remark that the methods in [53] can be used to replace the o(N) estimate by O(
√
N).

Proof of Theorem 1.5. We only study the joint event ΩN (Γ, δ, α) on which i) the bound in Proposition 4.5
applies, and ii) U satisfies a global (ε, δ, α)-deep hole scenario with parameters

ε =
βc
2

and δ ∈ (0,min{βc − Γ, βc/8}),

and α > 0 small enough such that (4.1) and 2Γ
√
α(1− α) < δ/8, and hence in particular (4.7) is

satisfied. Together with Lemma 4.2 this ensures that ΩN (Γ, δ, α) occurs with a probability of at
least 1− e−cN with at some c ≡ c(Γ, δ, α) > 0. Moreover:

1. From Lemma 4.3 we learn that for any σσσ ∈ Lβc−δ the spectrum specHαN (σσσ) below Eδ =
−N(βc− δ) consists of just one eigenvalue Eσσσ = inf specHαN (σσσ), which is given by (4.8) with
an error term OΓ,δ

(
N−1/4

)
uniformly for all σσσ ∈ Lβc−δ.

2. By the variational principle and the natural embedding of Hilbert spaces, the ground state
energy of Hr is bounded from below by that of ΓT + U1U≥−(βc−δ)N on ℓ2(QN ). The lower
bound in Proposition 4.5 then shows that

inf specHr ≥ −N (βc − δ + oΓ,δ(1)) .

Hence, Hr does not contribute to the low-energy spectrum of H ′ below Eδ/2 = −N(βc − δ/2) for
all N large enough. Moreover, the spectral projection Pδ := 1(−∞,Eδ/2)(H

′) can be written as

Pδ =
∑

σσσ∈Lβc−δ, Eσσσ<Eδ/2
|ψσσσ⟩⟨ψσσσ| (4.22)

in terms of rank-one projections of the ℓ2-normalized ground states ψσσσ of HαN (σσσ). We thus conclude
for some C = C(Γ, δ) <∞, and c = c(α) > 0

∥APδ∥ = max
σσσ∈Lβc−δ

∥Aσσσψσσσ∥ ≤ ∥A∥ max
σσσ∈Lβc−δ

( ∑

σσσ′∈SαN (σσσ)

∣∣ψσσσ
(
σσσ′
)∣∣2
)1/2

≤ C N2 e−cN , (4.23)

where the inequalities follow from (4.21) and (4.10) together with the fact that Aσσσ only acts on the
part of ψσσσ on SαN (σσσ).
We then rewrite H using the block decomposition of ℓ2(QN ) induced by Pδ and Qδ := 1−Pδ and

again employ the Schur complement method. Since H ′ is diagonal in this decomposition and its Qδ
projection has a spectrum above the threshold energy Eδ/2, it remains to investigate the blocks of
the perturbation ΓA:
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1. Since Pδ is supported entirely on the balls, the first diagonal term vanishes, i.e. PδAPδ = 0.
The operator norms of the off-diagonals ∥PδA(1 − Pδ)∥ ≤ ∥APδ∥ are exponentially small
by (4.23).

2. The operator QδAQδ is bounded from below by −∥A∥ which is estimated in (4.21). We thus
conclude that for all N large enough:

QδH
′ +QδAQδ ≥ Eδ/2 − ∥A∥ ≥ −N

(
βc − δ/2 + 2Γ

√
α(1− α) + oΓ,α(1)

)

≥ −N (βc − δ/4) .

Consequently, the Schur complement matrix

Sδ(E) :=
(
QδH

′ +QδAQδ − E
)−1

is well defined on Qδℓ
2(QN ) and bounded, ∥Sδ(E)∥ ≤ (Eδ/4 − E)−1 for any E < Eδ/4.

The spectrum of H below Eδ/4 = −N (βc − δ/4) is thus characterized using Schur’s method, which
yields:

1. E < Eδ/4 is an eigenvalue of H if and only if E ∈ spec (PδH
′ − PδASδ(E)APδ).

2. The ℓ2-normalized eigenvector ψ corresponding to E and H satisfies:

(PδH
′ − EPδ)ψ = PδASδ(E)APδψ

Qδψ = −Sδ(E)APδψ. (4.24)

We now proceed with the completion of the proof of the assertion on the spectrum and eigenvectors
separately.

Spectrum: The spectrum of H below Eδ/8 is determined through the above Schur complement
method. Since for all E ≤ Eδ/8 at at some C = C(Γ, δ) <∞ and c = c(α) > 0

∥PδASδ(E)APδ∥ ≤ ∥Sδ(E)∥ ∥APδ∥2 ≤ C N3 e−2cN , (4.25)

the eigenvalues below Eδ/8 thus coincide with the eigenvalues of PδH
′ below this energy up to an

error, which is exponentially small in N [13, Corollary 3.2.6]. Since the eigenvalues of PδH
′ are

given by (4.8), the assertion in Theorem 1.5 follows.

Eigenvectors: We concentrate our attention on energies below Es = −N(βc − s) with s ∈ (0, δ/8]
small enough such that 2βcs < c with the decay rate c > 0 from (4.25). This ensures that e−αcN <
e−2βcsN =: r(s) for all sufficiently large N . According to the spectral averaging Lemma 4.4, since
s ≤ δ/8 and the condition (4.7) is monotone in δ, the event

{
∀σσσ,σσσ′ ∈ Lβc−s,σσσ ̸= σσσ′ : dist

(
specEs HαN (σσσ), specEs HαN (σσσ

′)
)
> r(s)

}
(4.26)

has probability of at least 1−4e−s
2N−e−cN for some c > 0. We may therefore assume its occurrence.

Perturbation theory based on the above Schur complement analysis and (4.25) (combined with
the characterization of eigenvalues established in Theorem 1.5) then guarantees that the eigenvector
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ψ of H corresponding to the eigenvalue E = U(σσσ) + Γ2N/U(σσσ) + O(N−1/4), which is uniquely
characterized by σσσ ∈ Lβc−s, is norm-close to the ground-state eigenvector ψσσσ of HαN (σσσ), i.e.,

∥ψ − ψσσσ∥ ≤ ∥Pδψ − ψσσσ∥+ ∥Qδψ∥

≤ ∥PδASδ(E)APδ∥
r(s)

+ ∥Sδ(E)∥ ∥APδ∥ ≤ C e−cN . (4.27)

Here the inequalities combine (4.24)–(4.26). The rest of the claim on the ℓ2-estimates of the
eigenvectors then follows from the respective properties of ψσσσ established in Lemma 4.3. The
event Ωloc

N,Γ,δ is then defined by specifying a value for α0 = α0(Γ, δ) and intersecting ΩN (Γ, δ, α0)
with (4.26).

4.5. Proof of Theorem 1.7

All assertions concerning the ℓ2-properties of the ground-state can easily be collected from the proof
of Theorem 1.5.

Proof of Theorem 1.7 – ℓ2-properties. According to Theorem 1.5 for all events aside from one of
exponentially small probability, there is some σσσ0 ∈ QN such that the ground state eigenvector is
approximated by ∥ψ − δσσσ0∥2ℓ2 = OΓ

(
1
N

)
. The estimate OΓ

(
1
N

)
does not depend on δ anymore as

we may fix δ, if we only consider the ground state. This will be always assumed in the following.
Moreover, the ground-state energy is E = U(σσσ0) +

Γ2N
U(σσσ0)

+OΓ

(
N−1/4

)
, where U(σσσ0) is one of the

REM’s extremal energies for which we may assume that

|U(σσσ0) + βcN | ≤ O(
√
N), and hence |E + βcN | ≤ O(

√
N) (4.28)

at the expense of excluding another event of exponentially small probability stemming from deviations
to the known extremal statistics of the REM, cf. (1.7).
It thus remains to establish the assertion on the first order perturbation ξ ∈ ℓ2(QN ). That

⟨ξ|Hξ⟩ agrees with the ground state energy up to order oΓ(1) is a result of a simple calculation and
a comparison with the above formula for E. It remains to prove ∥ψ− ξ∥2 = OΓ(N

−2). To this end,
we revisit the proof of Theorem 1.5. From the validity of the global (βc/2, δ, α)-deep hole scenario
specified there and in view of (4.9), it suffices to show

∣∣∣∣∣ψ(σ0σ0σ0)−
√
1− Γ2

β2cN

∣∣∣∣∣

2

= OΓ(N
−2) and

∑

σσσ∈S1(σσσ0)

∣∣∣∣ψ(σσσ)−
Γ

βcN

∣∣∣∣
2

= OΓ(N
−2). (4.29)

For a proof of these assertions, we use the eigenvalue equation (4.16) on S1(σσσ0) together with
ψ(σσσ0) = 1 +OΓ(N

−1) . If we pick σσσ ∈ S1(σσσ0), this yields

ψ(σσσ)− Γ

βcN
= − Γ

E − U(σσσ)

(
1 +OΓ(N

−1)
)
− Γ

βcN

=
ΓU(σσσ)

βcN(E − U(σσσ))
+OΓ(N

−3/2).
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Here the last step also relied on the estimate |U(σσσ)| ≤ εN valid in the (ε, δ, α)-deep hole scenario,
as well as (4.28). With a suitable constant C = C(Γ) <∞, we then have

∑

σσσ∈S1(σσσ0)

∣∣∣∣ψ(σσσ)−
Γ

βcN

∣∣∣∣
2

≤ C

N4

∑

σσσ∈S1(σσσ0)

U(σσσ)2 +OΓ(N
−2)

An exponential Chebychev-Markov estimate leads to P(N−2
∑

σσσ∈S1(σσσ0)
(U(σσσ)2 − N)) ≥ 1) ≤ e−cN

for some c > 0. Thus, except for an event of exponentially small probability the second claim
in (4.29) holds. Since ψ is ℓ2-normalized, this leads to

ψ(σ0σ0σ0)
2 = 1−

∑

σσσ∈S1(σσσ0)

ψ(σσσ)2 +OΓ(N
−2) = 1− Γ2

β2cN
+OΓ(N

−2),

which readily implies the first claim in (4.29).

For a proof of the ℓ1-estimate on the ground state eigenfunction, we need to sharpen estimates on
the large-deviation geometry of the REM. To this end we define for ε, δ > 0 the following tripartition
of the Hamming cube:

A1(ε) := {σσσ ∈ QN | |U(σσσ)| ≤ εN}
A2(ε, δ) := {σσσ ∈ QN | εN < |U(σσσ)| ≤ (βc − δ)N}
A3(δ) := {σσσ ∈ QN | |U(σσσ)| > (βc − δ)N}.

A modification of ideas used in the proof of Lemma 4.2 and [52, Lemma 2] yields:

Lemma 4.6. For any ε > 0 there exist K = K(ε) ∈ N and a family of events Ωε,N such that for
N large enough

(i) For any σσσ ∈ A2(ε, δ) ∪A3(δ): |B4(σσσ) ∩ (A2(ε, δ) ∪A3(δ))| ≤ K on Ωε,N .

(ii) P(Ωε,N ) ≥ 1− 2−N .

Proof. Let Ωε,N,K be the event, where the assertion (i) holds true with constant K. It remains to
show that the complement satisfies P(Ωcε,N,K) ≤ 2−N for an appropriate choice for K and N large
enough. To this end we estimate

P(Ωcε,N,K) = P(∃ σσσ ∈ A2(ε, δ) ∪A3(δ) s.t. |B4(σσσ) ∩ (A2(ε, δ) ∪A3(δ))| ≥ K)

≤
∑

σσσ0∈QN
P(|U(σσσ0)| ≥ εN)P(∃K − 1 different σσσ1, . . .σσσK−1 ∈ B4(σσσ0)\{σσσ0} s.t.

|U(σσσj)| ≥ εN for j = 1, . . . ,K − 1)

≤
(

N4

K − 1

)
2N P(|U(σσσ0)| ≥ εN)K ≤ N4K2Ne−KNε

2/2,

.

Here the second line is a consequence of the union bound and the third line follows from the
independence and a simple counting argument. Choosing K > 4 ln 2/ε2, we see that P(Ωcε,N,K) <
2−N for N large enough.
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As a final preparation, we also need the following elementary observation on the size of large
deviation sites.

Lemma 4.7. For any δ ∈ (0, βc) and all N :

P
(
|A3(δ)| ≥ 2eβcδN

)
≤ e−Nδ

2/2.

Proof. The cardinality |A3(δ)| is a sum of 2N independent Bernoulli variables with success probability

p = P(|U(σσσ)| > (βc − δ)N) ≤ 2e−
1
2
(βc−δ)2N such that E[|A3((δ))|] = 2Np. The claim thus follows

from a standard Markov estimate.

We are finally ready to finish the proof of our main result in the localization regime.

Proof of Theorem 1.7 – ℓp-properties. We first observe that the claims on the ℓp-norms immediately
follow from the ℓ1-norm asymptotics (1.25). To see this, recall that ψ(σσσ0) = 1 + oΓ(1) for some
σσσ0 ∈ QN , and that ψ(σσσ) ≤ cN−1 for all σσσ ̸= σσσ0. Hence for any 1 < p <∞:

1 + oΓ(1) ≤ ∥ψ∥pℓp ≤ 1 +
cp−1

Np−1

∑

σσσ ̸=σσσ0

ψ(σσσ) ≤ 1 +
cp−1

Np−1
∥ψ∥ℓ1 = 1 + oΓ,p(1).

It therefore remains to establish (1.25).

Recalling that the ground state wavefunction ψ is positive, we can write ∥ψ∥ℓ1 =
∑

σσσ ψ(σσσ). The
eigenvalue equation for ψ leads to

E
∑

σσσ

ψ(σσσ) = +Γ
∑

σσσ

(Tψ)(σσσ) +
∑

σσσ

(Uψ)(σσσ) = −ΓN
∑

σσσ

ψ(σσσ)−
∑

σσσ

U(σσσ)ψ(σσσ)

= −ΓN
∑

σσσ

ψ(σσσ) + U(σσσ0)ψ(σσσ0) +
∑

σσσ ̸=σσσ0

U(σσσ)ψ(σσσ).
(4.30)

The second equality follows from the fact that each σσσ has N neighbors. The main idea is now to
show that the remainder term

∑
σσσ ̸=σσσ0

U(σσσ)ψ(σσσ) can be controlled by the other two terms on the
right side. Here, we use the tripartition A1(ε), A2(ε, δ), A3(δ) of the configuration space and bound
the contribution of each Ai separately.

In the following, we fix δ, α > 0 small enough, such that the REM satisfies a global (βc/2, δ, α)-deep
hole scenario with a probability which is exponentially close to one. Moreover, we pick ε > 0
arbitrary and fix K = K(ε) ∈ N the assertions of Lemma 4.6 hold on a joint event on which the
global (βc/2, δ0, α0)-deep hole scenario applies as well. This event still has a probability of at least
1− e−c(δ,α)N with some c(δ, α) > 0, which is independent of ε.

Contribution of A1(ε): In this case we use the trivial estimate,
∣∣∑

σσσ∈A1
U(σσσ)ψ(σσσ)

∣∣ ≤ εN∥ψ∥ℓ1 .

Contribution of A3(δ): We only consider δ ≤ δ0, such that configurations σσσ ∈ A3(δ) \ {σσσ0} lie
outside the ball Bα0N (σσσ0). In particular, there is some c > 0 such that for all N large enough
and all σσσ ∈ A3(δ) \ {σσσ0} the ground state is uniformly bounded, |ψ(σσσ)| ≤ e−cN . We now pick
δ := min{δ0, c/(4βc)} and shrink the considered event such that |A3(δ)| ≤ 2 eNc/4. According to
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Lemma 4.7 this event still has a probability greater than 1 − e−c(δ,α)N with some c(δ, α) > 0. On
this event, we conclude for all N large enough

∑

σσσ∈A3(δ)\{σσσ0}
|U(σσσ)|ψ(σσσ) ≤ e−Nc/2.

Contribution of A2(ε, δ): We first consider the configurations in A2(ε, δ) close to the center σσσ0,
which we estimate for N large by

∑

σσσ∈A2(ε,δ)∩B4(σσσ0)

|U(σσσ)|ψ(σσσ) ≤ |A2(ε, δ) ∩B4(σσσ0)| max
σσσ∈B4(σσσ0)\{σσσ0}

|U(σσσ)|ψ(σσσ) ≤ C K

with some C = C(Γ). We use |U(σσσ)| ≤ βcN/2 due to the validity of the global (βc/2, δ, α)-deep
hole scenario as well as the pointwise bound ψ(σσσ) ≤ CN−1 for all σσσ ∈ B4(σσσ0) with σσσ ̸= σσσ0.
It remains to consider σσσ ∈ A2(ε, δ) \B4(σσσ0). The eigenvalue equation reads

|E − U(σσσ)|ψ(σσσ) = Γ
∑

σσσ′∈S1(σσσ)

ψ(σσσ′).

Since E ≤ (βc − δ/2)N for N large enough, we obtain for σσσ ∈ A2(ε, δ) the bound

ψ(σσσ) ≤ 2Γ

δN

∑

σσσ′∈S1(σσσ)

ψ(σσσ′).

The essence of the following argument is that the value of any ψ(σσσ) is comparable to the mean on
the corresponding S1(σσσ) sphere and, thus, ψ cannot take especially large values on A2(ε, δ). To
make this intuition precise, we separate the A3(δ) configurations, which we possibly encounter in
the spherical mean and repeat the procedure for the remaining σσσ′ ∈ S1(σσσ). This leads to

ψ(σσσ) ≤ 2Γ

δN

∑

σσσ′∈S1(σσσ)∩A3(δ)

ψ(σσσ′) +
4Γ2

δ2N2

∑

σσσ′∈S1(σσσ)\A3(δ)

∑

σσσ′′∈S1(σσσ′)

ψ(σσσ′′)

≤ 2Γ

δN

∑

σσσ′∈S1(σσσ)∩A3(δ)

ψ(σσσ′) +
4Γ2

δ2N
ψ(σσσ) +

8Γ2

δ2N2

∑

σσσ′∈S2(σσσ)

ψ(σσσ′),

which for N large enough implies

ψ(σσσ) ≤ 4Γ

δN

∑

σσσ′∈S1(σσσ)∩A3(δ)

ψ(σσσ′) +
16Γ2

δ2N2

∑

σσσ′∈S2(σσσ)

ψ(σσσ′).

We now further shrink the considered event to ensure that ∥U∥∞ ≤ 2βcN holds true. This happens
for all but an event of exponentially probability, cf. (1.6). Thus, for N large enough

∣∣∣∣∣
∑

σσσ∈A2\B4(σσσ0)

U(σσσ)ψ(σσσ)

∣∣∣∣∣ ≤ 2βcN
∑

σσσ∈A2\B4(σσσ0)

ψ(σσσ)

≤
∑

σσσ∈A2\B4(σσσ0)

(8βcΓ
δ

∑

σσσ′∈S1(σσσ)∩A3(δ)

ψ(σσσ′) +
16βcΓ

2

δ2N

∑

σσσ′∈S2(σσσ)

ψ(σσσ′)
)

≤ 8βcKΓ

δ

∑

σσσ∈A3(δ)\{σσσ0}
ψ(σσσ) +

16βcΓ
2K

δ2N
∥ψ∥ℓ1 ≤ e−Nc/4 +

16βcΓ
2K

δ2N
∥ψ∥ℓ1 .
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In the third line we used the observation that each configuration σσσ ∈ QN appears in the summation
at most K times due to Lemma 4.6. The last step is a consequence of our exponential bound on
ψ(σσσ) on the A3(δ)-configurations.
Combining the partial results on each AJ , we arrive with some C = C(Γ) at the bound

|
∑

σσσ ̸=σσσ0

U(σσσ)ψ(σσσ)| ≤ (2ε+OK,Γ(N
−1))N∥ψ∥ℓ1 + 4CK

which is valid on with probability of at least 1− e−cN with some c > 0 which in independent of ε.
Since ε > 0 was arbitrary, the claimed convergence now follows from (4.30).

5. Free energy asympotics

For our proof of Theorem 1.10 we exploit that the partition function is determined by the eigenvalues
close to the thermal averages

⟨U⟩clβ :=
TrUe−βU

Tr e−βU
or ⟨T ⟩pmβ :=

TrTe−βT

Tr e−βT
, (5.1)

depending on the phase. To determine their behavior we consider the local region around σσσ ∈ Lε,
where ε > 0 has to be allowed to be arbitrarily small. In this case, we cannot guarantee anymore
that all balls BR(σσσ) are disjoint. However, we will show that this is still true for isolated extremal
sites σσσ ∈ Lε, which are in the majority. Then, we establish the order-one corrections of Theorem 1.5
for those isolated large deviations. Based on these results, we prove Theorem 1.10 via a suitable
approximation argument using auxiliary operators on cut domains of the configuration space.

5.1. Basic large deviations

We first record some standard facts in the statistical mechanics of the pure REM and pure paramagnet.

Proposition 5.1. 1. For any β ≥ 0 we have ⟨T ⟩pmβ = −N tanhβ. Moreover, for any β ≥ 0, δ >
0 there exists some c = c(β, δ) > 0 such that

Tr1[−N(tanhβ+δ),−N(tanhβ−δ)](T )e−βT

Tr e−βT
≥ 1− e−cN . (5.2)

2. For β < βc we have almost surely ⟨U⟩clβ = −(β + o(1))N . Moreover, for β < βc and δ > 0
there exists some c = c(β, δ) > 0 such that

Tr1[−N(β+δ),−N(β−δ)](U)e−βU

Tr e−βU
≥ 1− e−cN (5.3)

except for an exponentially small event.

3. For β > βc we have almost surely ⟨U⟩clβ = −(βc + o(1))N . Moreover, for β > βc and δ > 0
there exists some c = c(δ) > 0 such that

Tr1(−∞,−N(βc−δ)](U)e−βU

Tr e−βU
≥ 1− e−cN . (5.4)

The proof for the expressions of the thermal averages ⟨T ⟩pmβ , ⟨U⟩clβ is by differentiating the explicit
formulas for the pressure with respect to β. The results on the concentration of the Gibbs measure
are then of Cramér type and follow from the usual convexity estimates of the (explicit) free energy.

42



5.2. Spectral analysis on clusters

In the proofs of Theorem 1.5 and 1.7 we derived the order-one correction of the energy levels U(σσσ)
caused by extremal sites σσσ ∈ Lε with ε ≈ βc from a local analysis on non-overlapping balls BR(σσσ) of
some radius R. For the proof of Theorem 1.10 however, we need good control on all eigenvalues with
energy below −εN with ε > 0 arbitrary and, thus, the large deviation set Lε has to be considered
for any ε > 0. The balls BR(σσσ) then have a nonempty intersection and the aim of this subsection
is to deal with this modified situation. Let us introduce some definitions and notation.

Definition 5.2. Let ε > 0 and k ∈ N0. We denote σσσ
k∼ σσσ′ ⇐⇒ d(σσσ,σσσ′) ≤ 2k + 2. We call

a set G ⊂ Lε (k, ε)-connected (with respect to
k∼) if for any σσσ,σσσ′ ∈ G there exists a sequence

σσσ = σσσ(0),σσσ(1), · · · ,σσσ(m) = σσσ′ such that σσσ(i) ∈ G and σσσ(i)
k∼ σσσ(i+1) for all 0 ≤ i ≤ m− 1. If G ⊂ Lε

is (k, ε)-connected and for any (k, ε)-connected G′ with G ⊂ G′ ⊂ Lε it follows G = G′, we call G
a (k, ε)-component. We denote the family of (k, ε)-components of Lε by Gk,ε.
We call σσσ ∈ QN (k, ε)-isolated if G = {σσσ} ∈ Gk,ε and Ik,ε denotes the collection of (k, ε)-isolated

configurations.

The case k = 0 coincides with the notion of ’gap-connected’ used in [51, 52, 53].
The extremal set Lε naturally decomposes in its components, i.e., Lε = ∪G∈Gk,εG. We define for

each (k, ε)-component G the corresponding cluster

Ck(G) :=
⋃

σσσ∈G
Bk(σσσ).

By construction d(Ck(G), Ck(G
′)) ≥ 2 for different k-components G ̸= G′.

We start with a combinatorial lemma which shows that the size of (k, ε)-components remains
bounded and that most (k, ε)-components are isolated.

Lemma 5.3. Let ε > 0 and k ∈ N0 be fixed, but arbitrary.

1. There exists an M =M(k, ε) ∈ N such that

ΩN,M (ε, k) :=

{
max
G∈Gk,ε

|G| ≤M

}
. (5.5)

occurs with probability P(ΩN,M (k, ε)) ≥ 1− e−cN for some c > 0.

2. Let ε < a < b and b < βc. Then for all events, but one of exponentially small probability:

|La,b ∩ Ick,ε|
|La,b|

≤ e−ε
2N/4, (5.6)

where La,b := La ∩ Lcb and (·)c indicates the complement of that set.

3. Let a = βc− δ and suppose that δ(2βc− δ) < ε2. Then, besides of an exponentially small event

La ∩ Ick,ε = ∅. (5.7)

43



Proof. For a proof of the first assertion, we estimate for any M ∈ N using a union bound

P( max
G∈Gk,ε

|G| ≥M) ≤ P(∃σσσ ∈ QN s.t. |B(2k+2)M (σσσ) ∩ Lε| ≥M)

≤ 2N
(|B(2k+2)M |

M

)
e−

1
2
ε2MN .

The first inequality follows from the definition of k-connectedness: any k-connected set with size M
is contained in some ball B(2k+2)M (σσσ) and if maxG∈Gk,ε |G| ≥M there exists a k-connected set with
size M (e.g. as a subset of the component with maximal size). The second line follows from the
union bound, the independence of the random variables U and the standard Gaussian tail estimate.
As the binomial coefficient is a polynomial in N the claim follows for M > 2 ln 2/ε2.
For a proof of the second assertion, we rewrite |La,b| =

∑
σσσ Zσσσ, where Zσσσ are iid Bernoulli variables

with success probability

pN := P(σσσ ∈ La,b) ≥
√
N(b− a)√

2π
e−Nb

2/2. (5.8)

Since b < βc, the average size E[|La,b|] = 2NpN is exponentially large and, by a Markov estimate,
the same applies to all events aside from one of super-exponentially small probability, i.e., P(|La,b| ≤
2N−1pN ) ≤ e−e

CN
for some C > 0. Similarly, the conditional probability Pσσσ := P (·|{σσσ}c) of the

configuration to not be (ε, k)-isolated equals the probability to find on Bo
2k+2 := B2k+2(σσσ)\{σσσ}

another large deviation in Lε and hence Pσσσ(∃ σσσ′ ∈ Ick,ε ∩Bo
2k+2) ≤ |B2k+2|e−Nε

2/2 ≤ N2k+2e−Nε
2/2

by the union bound and the Gaussian-tail estimate. This allows us to estimate

E
[
|La,b ∩ Ick,ε|

]
=
∑

σσσ∈QN
E
[
1[σσσ ∈ La,b]Pσσσ(σσσ ∈ Ick,ε)

]
≤ 2NpN N

2k+2e−Nε
2/2 (5.9)

with pN from (5.8). Excluding the event on which |La,b| ≤ 2N−1pN , we thus arrive at

P
(
|La,b ∩ Ick,ε| ≥ e−ε

2N/4|La,b|
)
≤ P

(
|La,b ∩ Ick,ε| ≥ e−ε

2N/42N−1pN

)
+ e−e

CN

≤ eε
2N/4

2N−1pN
E
[
|La,b ∩ Ick,ε|

]
+ e−e

CN

by a Chebychev-Markov estimate. Inserting the bound (5.9) completes the proof.
For the last assertion, we note that by Lemma 4.2 the condition on δ implies that for α > 0 small

enough a global (ε, δ, α)-deep hole scenario occurs with probability exponentially close to one.

The next lemma establishes the spectral properties of the restriction HCk(G) of the QREM
Hamiltonian to the Hilbert space ℓ2(Ck(G)) of a cluster corresponding to G ∈ Gk,ε. For its
formulation, we define for δ > 0 the spectral projections

Pδ(G) := 1(−∞,−δN)(HCk(G)), Qδ(G) := 1− Pδ(G).

Recall the events ΩuN defined in (4.3) and ΩN,M (k, ε) defined in (5.5).

Lemma 5.4. Let ε > 0 and k ≥ 2. On the event ΩuN ∩ΩN,M (ε, k) the following assertions are valid
for all N large enough:

1. max
G∈Gk,ε

∥HCk(G) − UCk(G)∥ = OΓ,k,M (
√
N).
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2. If ψ is an ℓ2-normalized eigenfunction of HCk(G) with ⟨ψ, HCk(G)ψ⟩ ≤ −3
2εN , we have

|ψ(σσσ)| = OΓ,k,M,ε(N
− dist(G,σσσ)), (5.10)

and
∥|1Ck(G)\Gψ∥2 = OΓ,k,M,ε(N

−1), ∥1∂Ck(G)ψ∥2 = OΓ,k,M,ε(N
−k), (5.11)

where 1∂Ck(G) is the natural projection onto the boundary of Ck(G). In particular, all estimates
are independent of ψ and G.

3. sup
G∈Gk,ε

sup
σσσ∈L2ε∩G

⟨δσσσ|Q3ε/2(G)δσσσ⟩ = OΓ,k,M,ε(N
−1).

4. If G = {σ0σ0σ0} is (k, ε)-isolated and U(σσσ0) ≤ −2εN , then the ground state energy of HCk(G) is
given by

Eσ0σ0σ0 := inf specHCk(G) = U(σσσ0) +
Γ2N

U(σσσ0)
+OΓ,k,ε(N

−1/4). (5.12)

Proof. 1. We write HCk(G) = UCk(G) + ΓTCk(G) and recall that Ck(G) is a union of at most M
Hamming balls Bk(σσσ) with σσσ ∈ G. Thus, by the triangle inequality and Proposition 2.1 we obtain
∥TCk(G)∥ ≤Mck

√
N , and hence the claim.

2. We introduce the modified spheres Sr(G) for 0 ≤ r ≤ k,

Sr(G) := Cr(G) \ Cr−1(G) = {σσσ ∈ Ck(G) |dist(σσσ,G) = r}

and for the eigenvector ψ the maximal values on the spheres, sr := maxσσσ∈Sr(G) |ψ(σσσ)|. We use
the convention S0(G) = G and note that Sk(G) = ∂Ck(G). Moreover, we observe that for any
σσσ ∈ Sr(G) and 1 ≤ r ≤ k:

|S1(σσσ) ∩ Sr(G)| ≤M, r ≤ |S1(σσσ) ∩ Sr−1(G)| ≤ rM,

N − (r + 1)M ≤ |S1(σσσ) ∩ Sr+1(G)| ≤ N − r.

We now use the eigenvalue equation

−Eψ(σσσ) = Γ
∑

σσσ′∈S1(σσσ)

ψ(σσσ′)− U(σσσ)ψ(σσσ),

to derive the claimed decay estimate. Inserting the above geometric bounds into the eigenvalue
equation, we obtain for all 1 ≤ r ≤ k with the convention sk+1 = 0:

−Esr ≤ ΓrMsr−1 + Γ(N − r)sr+1 + (εN + ΓM)sr. (5.13)

We claim that for all 1 ≤ r ≤ k and N large enough

sr ≤
2MΓk

|E| − εN − ΓM
sr−1.

This is immediate from (5.13) in case r = k (even without the factor 2). In case 1 ≤ r < k, the
bound is proven recursively. If the inequality holds for r + 1, then (5.13) implies

|E|sr ≤ ΓrMsr−1 +

(
2NΓ2k

|E| − εN − ΓM
+ εN + ΓM

)
sr,
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and hence the claimed inequality for all N large enough. Since s0 ≤ 1, this establishes (5.10) by
iteration.

The first claim in (5.11) follows from (5.10) using |G| ≤M . Indeed, for some C = C(Γ, k,M, ε)

∑

σσσ ̸=σσσ0

|ψ(σσσ)|2 ≤ C
K∑

r=1

N−2r |{σσσ | dist(σσσ,G) = r}| ≤ CM
K∑

r=1

N−r =
CM

N − 1
.

Since |∂Ck(G)| ≤MNk the second inequality in (5.11) follows similarly.

3. We will repeatedly make use of a coupling principle which follows from 1., namely the fact that
the eigenvalues of HCk(G) and UCk(G) agree up to a uniform error of order OΓ,k,M (N1/2). Since
|Lε ∩G| ≤ |G| ≤M , this implies that dimP3ε/2(G) ≤M for any component G ∈ Gk,ε if N is chosen
large enough. By the pigeon-hole principle, for any component G we find some a = a(G) ∈ [3ε/2, 2ε]
such that

Pa−ε/(2M)(G)− Pa+ε/(2M)(G) = 1(−(a+ε/(2M))N,−(a−ε/(2M))N (HCk(G)) = 0. (5.14)

Since Q3ε/2(G) ≤ Qa(G), it is enough to prove the assertion with Q3ε/2(G) replaced by Qa(G).

To this end, we fix a component G ∈ Gk,ε and observe that the coupling principle and (5.14) yield

|La ∩G| = dimPa(G) =: ma (5.15)

with a natural numberma ≤M . We denote by ψ1, . . . ψma the normalized low energy eigenfunctions
of HCk(G) corresponding to Pa(G), which form an orthonormal basis for this subspace. The first
inequality in (5.11) bounds the contribution of each eigenfunction to Ck(G) \ G. Moreover, the
eigenvalue equation readily implies for σσσ ∈ G \ La:

|ψj(σσσ))| ≤
Γ

|Ej − U(σσσ)|
∑

σσσ′∈S1(σσσ)

|ψj(σσσ′))| ≤
2MΓ

εN

∑

σσσ′∈S1(σσσ)

|ψj(σσσ′))| ≤
2MΓ

ε
√
N
,

with Ej = ⟨ψj , HCk(G)ψj⟩ ≤ −aN the eigenvalue corresponding to ψj . The second inequality follows
from (5.14) and the last step is a consequence of the Cauchy-Schwarz inequality and ∥ψj∥ = 1. As
|G \ La| ≤M , we also conclude that

∑

σσσ∈Ck(G)\La
|ψj(σσσ)|2 ≤

C

N

with a uniform C = C(Γ, k,M, ε) < ∞. We thus learn that supj ∥1La∩G ψj − ψj∥2 ≤ C/N .
Lemma 5.5 below shows that (with P = 1La∩G and F = Pa(G))

sup
σσσ∈La∩G

⟨δσσσ|Qa(G)δσσσ⟩ ≤ ∥Qa(G)1La∩G∥ ≤ 4(
√
ma +ma)

2 C

N
≤ 16M2 C

N
.

Since a ≤ 2ε, this proves the claim.

4. By the Rayleigh-Ritz variational principle, we have Eσσσ0 ≤ −2εN , and hence the results of 2.
apply to the corresponding ground state wavefunction ψ ∈ ℓ2(Ck(G)). By (5.11) this ensures
ψ(σσσ0) = 1 + OΓ,k,ε(N

−1/2). Following the steps in analysis (4.15)–(4.17) of the eigenfunction
equation, in which we use (5.10) and the assumed bound on u, we thus conclude that (4.8) remains
valid. This concludes the proof of (5.12).
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In the proof of Lemma 5.4 we used the following result on finite-rank projections:

Lemma 5.5. Suppose H is a finite-dimensional Hilbert space, P an orthogonal projection of rank
m and f1, f2, . . . fm a sequence of m orthonormal vectors in H, which span the projection F . If for
some c <∞

max
j=1,...,m

∥Pfj − fj∥ ≤ c, (5.16)

then ∥P − F∥ ≤ (m+ 2
√
m)c.

Proof. We employ the triangle inequality ∥P −F∥ ≤ ∥PF −F∥+ ∥PF −PFP∥+ ∥P −PFP∥ and
bound the three terms on the right-hand side individually. For the first term we invoke that PF −F
vanishes on the orthogonal complement ImF⊥ and, thus, a Frobenius norm estimate yields

∥PF − F∥ ≤

√√√√
m∑

j=1

∥(P − F )fj∥2 =

√√√√
m∑

j=1

∥Pfj − fj∥2 ≤
√
mc.

Our bound on the second term, relies on the norm estimate for the first term, ∥PF − PFP∥ =
∥P (F−FP )∥ ≤ ∥F−FP∥ = ∥PF−F∥ ≤ √

mc, where we used that ∥P∥ = 1 for the first bound and
applied the elementary identity ∥A∥ = ∥A∗∥. For the last term, we employ the operator inequality
0 ≤ PFP ≤ P and the fact that the operator norm is bounded by the trace norm ∥ · ∥1:

∥P − PFP∥ ≤ ∥P − PFP∥1 = TrP − TrPFP =

m∑

j=1

⟨ψj , (1− P )ψj⟩ ≤ mc.

This completes the proof.

5.3. Proof of Theorem 1.10

Before we dive into the details of the proof, we fix some notation. For k ∈ N and ε > 0, we will use
the restricted Hamiltonian corresponding to the collection of all clusters Ck(G),

H(c) :=
⊕

G∈Gk,ε
HCk(G)

acting on the complete Hilbert space ℓ2(QN ). We further denote by

P (c)
ε := 1(−∞,−3Nε/2)(H

(c)) =
⊕

G∈Gk,ε
P3ε/2(G), Q(c)

ε := 1− P (c)
ε

the spectral projections of H(c). The factor 3/2 is motivated by the third assertion of Lemma 5.4.

The subspace corresponding to P
(c)
δ represents the ”localized” part of the QREM andQ

(c)
δ corresponds

to the ”delocalized” part. Corresponding to this block decomposition, we set the diagonal parts of
H as well as their partition functions:

H(1) := P (c)
ε HP (c)

ε , H(2) := Q(c)
ε HQ(c)

ε , (5.17)

Z
(j)
N (β,Γ) := 2−NTr je−βH

(j)
, j = 1, 2. (5.18)
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Here the traces Tr j(·) run over the natural subspaces P
(c)
ε ℓ2(QN ) in case j = 1, or Q

(c)
ε ℓ2(QN ) in

case j = 2, on which H(j) acts non-trivially.

The key observation is now that P
(c)
ε commutes with the restriction of H to the clusters H(c). If

we denote by A the adjacency matrix between the inner and outer boundaries of the clusters Ck(G),
we see

P (c)
ε HQ(c)

ε = ΓP (c)
ε AQ(c)

ε . (5.19)

We recall that d(Ck(G), Ck(G
′)) ≥ 2 for two different components G ̸= G′ ∈ Gk,ε, which implies that

the adjacency matrix A is a direct sum of operators ACk(G) corresponding to each cluster Ck(G).
This in turn yields

∥A∥ ≤Mck
√
N (5.20)

by Proposition 2.1on the event on which the assertions in Lemma 5.3 apply. We further observe
that A only acts nontrivially on the boundaries ∂Ck(G). Exploiting the decay estimate (5.11) from
Lemma 5.4, we arrive at

∥P (c)
ε HQ(c)

ε ∥ = OΓ,k,M,ε(N
−(k−1)/2).

We conclude that for any k ≥ 2:

ZN (β,Γ) = eoΓ,k,M,ε(1)(Z
(1)
N + Z

(2)
N ). (5.21)

The proof of Theorem 1.10 now reduces to an analysis of Z
(1)
N and Z

(2)
N .

Proof of Theorem 1.10. Since our claims in case β = 0 and Γ = 0 are trivial, we fix β,Γ > 0 away
from the phase transition, and pick

0 < ε <
1

8
min{β, βc,Γ tanhβΓ,min{1, β−1} ln coshβΓ}.

In the following, we will only work on the event ΩREM
N,βc

∩ ΩuN ∩ ΩN,M (ε, k), where the conditions
of Lemma 5.3 are valid at k ≥ 2 and some M . According to Lemma 5.4 and (4.4) as well as (1.7),
this event can be chosen to have a probability of at least 1− e−cN .

We now proceed in four steps. We first analyze the localized part Z
(1)
N . As a second and third

step we derive an upper and lower bound for Z
(2)
N . The last part then collects these estimates.

Step 1 – Analysis of Z
(1)
N : Let us first remark that H(1) = P

(c)
ε HP

(c)
ε = P

(c)
ε H(c)P

(c)
ε and hence

H(1)P
(c)
ε = H(c)P

(c)
ε . It thus remains to consider the low energy spectrum of H(c). We abbreviate

u := u(β) := lim
N→∞

⟨U⟩clβ /N =

{
−β, β ≤ βc,

−βc, β > βc,

by Proposition 5.1. Since 8ε < −u, the dominant energy levels of U are not effected by the

projection P
(c)
ε . We now split Z

(1)
N into the contribution arising from energy levels within Jδ :=

[(u− δ)N, (u+ δ)N ] with 0 < δ < min{−u/2− 3ε/4, ε2/(16β)} arbitrarily small, and a remainder:

Z
(1)
N (β,Γ) = 2−N

(
Tr e−βH

(1)
1Jδ(H

(1)) + Tr e−βH
(1)
1(−∞,−3εN/2)\Jδ(H

(1))
)
.
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The second term is estimated using Lemma 5.4 and subsequently Proposition 5.1, which yields some
c = c(β, δ) > 0 such that for all sufficiently large N :

Tr e−βH
(1)
1R\Jδ(H

(1)) ≤ eβOΓ,k,M (
√
N) Tr e−βU1R\Jδ/2(U) ≤ e−cN 2NZN (β, 0). (5.22)

The remaining term is decomposed further into the contribution of isolated and non-isolated clusters:

Tr e−βH
(1)
1Jδ(H

(1)) =
∑

G∈Ik,ε
Tr e−βHCk(G)1Jδ(HCk(G))

+
∑

G∈Gk,ε\Ick,ε

Tr e−βHCk(G)1Jδ(HCk(G)). (5.23)

Since supG∈Gk,ε ∥HCk(G)−UCk(G)∥ ≤ OΓ,k,M (
√
N) by Lemma 5.4, we bound the second term for all

sufficiently large N as follows:

∑

G∈Gk,ε\Ick,ε

Tr e−βHCk(G)1Jδ(HCk(G)) ≤ e−βN(u−δ) ∑

G∈Gk,ε\Ick,ε

Tr1J2δ(UCk(G))

≤ e−Nε
2/4e3βNδ

∑

G∈Gk,ε
Tr e−βUCk(G)1J2δ(UCk(G)) ≤ e−cN 2NZN (β, 0). (5.24)

At the expense of throwing out another event of exponentially small probability, we consult Lemma 5.3
and assume in case u > −βc the validity of (5.6) with a = −u − 2δ and b = −u + 2δ and in case
u = −βc the validity of (5.7) with a = −u − 2δ. This guarantees that non-isolated clusters are
exponentially rare. The last inequality is a consequence of the choice of δ and of the fact our
definition of the partition function ZN includes a normilisation by 2−N .
The first term on the right side of (5.23) can be expressed using the energy correction formula

(5.12) for isolated extremal sites. At the expense of excluding or including small subintervals at the
boundary of Jδ, which are negligible in comparison to the main term by Proposition 5.1, this first
term is of the form ∑

σσσ∈Ik,ε∩Lu−δ,u+δ
e
−β(U(σσσ)+ Γ2N

U(σσσ)
+o(1))

= S −R,

where, similarly to (5.24), the remainder is again bounded using (5.6):

R :=
∑

σσσ∈Ick,ε∩Lu−δ,u+δ
e
−β(U(σσσ)+ Γ2N

U(σσσ)
+o(1)) ≤ e−cN 2NZN (β, 0).

The main term is

S :=
∑

σσσ∈QN
e
−βU(σσσ)+ Γ2N

U(σσσ)
+o(1))

1[U(σσσ) ∈ Jδ].

By definition of Jδ and since the REM’s partition function concentrates around u by Proposition 5.1,
S equals 2NZ(β, 0) plus an error which is bounded by e−cN2NZ(β, 0).
In summary, in this first step we have shown that for any δ > 0 small and N large enough:

e−
βΓ2

u−δ+o(1)ZN (β, 0) ≤ Z
(1)
N (β,Γ) ≤ e−

βΓ2

u+δ
+o(1)ZN (β, 0). (5.25)
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Step 2 – Upper bound on Z
(2)
N : We write U<ε := U1U≥−2εN and U>ε := U1U>−2εN as well as

Uε := U1|U |≤2εN , and estimate using the Jensen-Peierls inequality [12]:

2NZ
(2)
N (β,Γ) = Tr 2e

−βQ(c)
ε [ΓT+U<ε +Q

(c)
ε U>ε Q

(c)
ε ]Q

(c)
ε

≤ TrQ(c)
ε e−β[ΓT+U

<
ε +Q

(c)
ε U>ε Q

(c)
ε ] ≤ Tr e−β[ΓT+Uε+Q

(c)
ε U>ε Q

(c)
ε ].

The last inequality follows from a trivial extension of the trace and the monotonicity of eigenvalues

in the potential, U<ε ≥ Uε. From Lemma 5.4 we learn that maxσσσ∈L2ε ∥Q
(c)
ε δσσσ∥2 ≤ CN−1. Moreover,

if σσσ ∈ Ck(G) for some component G, the projection Q
(c)
ε δσσσ has only support on Ck(G). As any

cluster Ck(G) has at mostM configurations σσσ ∈ L2ε, these observations result in the norm estimate

∥Q(c)
ε U>ε Q

(c)
ε ∥ ≤ CM∥U∥∞N−1.

Since on the event considered we also have ∥U∥∞ ≤ 2βc and the operator Q
(c)
ε U>ε Q

(c)
ε only acts non

trivially on the clusters Ck(G), we thus conclude that for some D ∈ (0,∞):

Q(c)
ε U>ε Q

(c)
ε ≥ V := −D1C = −D

∑

G∈Gk,ε
1Ck(G), C :=

⋃

G∈Gk,ε
Ck(G)

To summarize, we have thus shown that Z
(2)
N (β,Γ) ≤ 2−NTr e−β[ΓT+Uε+V ].

From here, there are at least two possible ways to continue the proof. One could show that the
potential Uε + V meets the requirements of Theorem 3.4. Then, one needs to control V, which is
a little bit technical. Instead, we will employ a convexity argument. To this end, we introduce for
λ ∈ R the family of pressures and corresponding Hamiltonians on ℓ2(QN ):

ΦN (β,Γ, λ) := ln 2−NTr e−βH(λ), H(λ) := ΓT + Uε + λV (5.26)

The pressure ΦN (β,Γ, λ) is convex [65] in λ, and λ = 1 is the case of interest.
Let us first discuss the case λ = 0 in which case Theorem 3.4 is applicable with W = Uε. Since

∥Uε∥∞ ≤ 2εN and E
[
Uε(σσσ)

2
]
≤ N(1 − e−2ε2N ) ≤ N , Theorem 3.4 guarantees that all eigenvalues

of ΓT +Uε below E < −4εN , counted with multiplicity, are shifted with respect to the eigenvalues
E of ΓT to E + N

E + o(1). Since ⟨ΓT ⟩pmβ = −NΓ tanhβΓ ≤ −8εN , Proposition 5.1 allows to

spectrally focus the partition function onto an interval around ⟨ΓT ⟩pmβ of arbitrarily small size
0 < δ < Γ tanhβΓ− 4ε. A similar argument as in Step 1, then yields for all sufficiently large N :

ΦN (β,Γ, 0) ≤ N ln coshβΓ +
β

Γ tanhβΓ− δ
+ o(1).

Next, we consider general parameters λ. Recall that 1C stands for the orthogonal projection onto
the subspace of the union of all clusters, and that 1Cc is the orthogonal complement. In terms
of the operator A introduced in (5.19), the norm estimate (5.20) yields: ∥H(λ) − 1CH(λ)1C −
1CcH(λ)1Cc∥ ≤ ∥A∥ ≤ C

√
N and hence

Tr e−βH(λ) ≤ eC
√
NTr e−β(1CH(λ)1C+1CcH(λ)1Cc )

= eC
√
N
[
Tr1Ce−β(1CH(λ)1C) +Tr1Cce−β(1CcH(λ)1Cc )

]
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at some C < ∞, which is independent of N and λ. Each of the traces in the right side is now
estimated separately:

2−NTr1Ce−β(1CH(λ)1C) ≤ eβ∥1CH(λ)1C∥ ≤ exp
(
β
(
CΓ

√
N + 2εN + λD

))

where we used the triangle inequality for the operator norm as well as (5.20) again. Since H(λ) and
H(0) agree on 1Cc ℓ2(QN ), we also have

2−NTr1Cce−β1CcH(λ)1Cc = 2−NTr1Cce−β1CcH(0)1Cc

≤ 2−NTr1Cce−βH(0) ≤ eΦN (β,Γ,0).

The first inequality relied on the Jensen-Peierls estimate, which allows to pull down the projections [12].
Since ΦN (β,Γ, 0) > 4βεN , the correction to the pressure at λ0 :=

εN
D , is still of order O(

√
N):

ΦN (β,Γ, λ0) ≤ ΦN (β,Γ, 0) + C
√
N.

We are now in the situation to exploit convexity:

ΦN (β,Γ, 1) ≤ (1− λ−1
0 ) ΦN (β,Γ, 0) + λ−1

0 ΦN (β,Γ, λ0)

≤ N ln coshβΓ +
β

Γ tanhβΓ− δ
+ o(1).

Step 3 – Paramagnetic lower bound: To show that the upper bound of Step 2 is also an asymptotic
lower bound, it is more convenient to work with the full partition function ZN , which by (5.21) is

a lower bound on Z
(2)
N up to a multiplicative error of eo(1).

For an estimate on ZN , we split the potential U = Uε + Vε, where Vε := U1[|U | > 2ε]. The
pressure ΦN (β,Γ, 0) of H(0) = ΓT +Uε, which is defined in (5.26), was already analyzed in Step 2.
Here, we now consider the following family of Hamiltonians H(λ) = ΓT + Uε + λVε, which differs
from the one in Step 2. By a slight abuse of notation, we nevertheless denote the corresponding
pressure again by ΦN (β,Γ, λ) := lnTr 2−NTr e−βH(λ). The convexity of the pressure in λ is again
the basis for our argument.
Since on the event considered, we may assume ∥U∥ ≤ 2βcN , the potentialW = Uε+λVε meets the

requirements of Theorem 3.4 with ∥W∥∞ ≤ N max{2ε, 2λβc} and E
[
W (σσσ)2

]
≤ N(1−e−2ε2N ) ≤ N .

Thus if λ < ε/βc the eigenvalues of H(λ) below E < −4εN , counted with multiplicity, are shifted
with respect to the eigenvalues E of ΓT to E+N

E +o(1) and we have ΦN (β,Γ, λ) = ΦN (β,Γ, 0)+o(1).
Fixing λ0 :=

ε
2βc

< 1, convexity implies:

ΦN (β,Γ, 1) ≥ ΦN (β,Γ, 0) +
1

λ0
(ΦN (β,Γ, λ0)− ΦN (β,Γ, 0))

= N ln cosh(βΓ) +
β

Γ tanhβΓ + δ
+ o(1).

The last step, which holds for all δ > 0 sufficiently small, is the desired lower bound, again relied
on an explicit estimate based on the concentration of the partition function of ΓT around energies
near −Γ tanhβΓ, cf. Proposition 5.1.
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Step 4 – Completing the proof. Away from the first-order phase transition at Γ = Γc(β) described
in Proposition 1.1 and on the event on which Step 1-3 are valid, the partition function (5.21) is

either dominated by the REM-term Z
(1)
N in case Γ < Γc(β), or by the paramagnetic term Z

(2)
N in

case Γ > Γc(β).
More precisely, in case Γ < Γc(β) and since the probability of the event, which is excluded in

Step 1–3, is exponentially small in N and hence summable, we conclude for any ε > 0:

∑

N≥1

P
(∣∣∣∣ΦN (β,Γ)− ΦN (β, 0) +

βΓ2

u(β)

∣∣∣∣ > ε

)
<∞. (5.27)

The claimed almost-sure convergence then follows by a Borel-Cantelli argument. The analogous
argument establishes the claim in case Γ > Γc(β).

A. Proof of Proposition 1.8 and 1.9

In this section, we sketch the modifications necessary for covering the critical case. For any ε > 0
we introduce the symmetrized large-deviation set

Sε := {σσσ ∈ QN | |U(σσσ)| ≥ εN}.

For parameters ε, α, δ > 0, we use the notion of a symmetrized global (ε, α, δ)-deep-hole scenario if
Lβc−δ is replaced by Sβc−δ in Definition 4.1. As is evident from the proof of Lemma 4.2, due to the
symmetry of the Gaussian distribution, if ε, α, δ > 0 satisfy (4.1) then the event

ΩsN (ε, α, δ) := {U satisfies a symmetrized global (ε, α, δ)-deep-hole scenario}

still has a probability bounded by 1 − e−c(ε,α,δ)N for all sufficiently large N . We will again pick
ε = βc/2 and the values of α, δ will be given (implicitly) as we go along the proof. Similarly as in
the proof of Theorem 1.5, under this scenario, we work with the auxiliary Hamiltonian

H ′ =


 ⊕

σσσ∈Sβc−δ
HαN (σσσ)


⊕Hr, (A.1)

which is well-defined, since the balls BαN (σσσ) are disjoint for two different configurations in Sβc−δ.
That we work with Sβc−δ instead of Lβc−δ is due to purely technical reasons: we want to ensure that
the restriction of U to the complement of the balls HαN (σσσ) is still a symmetric random variable so
that we can apply Theorem 3.4.
The first main step in the proof of Proposition 1.8 and 1.9 is to show that for Γ ≃ βc there are

c, r > 0 (which may still depend on α, δ) such that

∥(H −H ′)1(−∞,(Γ−r)N (H
′)∥ ≤ e−cN .

However, the paramagnetic part causes a challenge, since the less energy levels we cut out (i.e.
choosing a smaller parameter δ > 0), the low energy states of Hr become less delocalized. Indeed
our bound from Proposition 3.5 becomes trivial for Γ = βc and r ≤ δ. To overcome this problem,
we use the improved delocalization estimate from Proposition 3.6, which deals with Hδ = ΓT +
U1|U |≤(βc−δ)N on ℓ2(QN ). We first show that for δ > 0 small enough the low energy states of Hr and

52



Hδ agree up to an experientially small error. Here and in the following we always assume that the
parameter δ > 0 coincides in the definition of Hr and Hδ. Then, we show that the low eigenvalues
of H and H ′ again coincide besides an exponential error. From there, we establish Proposition 1.8
and 1.9.

Step 1: Comparison of the low energy spaces of Hr and Hδ: We abbreviate

B∪ :=
⋃

σσσ∈Sβc−δ
BαN (σσσ), B+

∪ :=
⋃

σσσ∈Sβc−δ
BαN+1(σσσ).

and recall that Hr is the restriction of H onto the complement of B∪. In the following, Ĥr

stands for its canonical extension to ℓ2(QN ). Then, the spectra of Hr and Ĥr agree outside zero.
Proposiotion 3.6 guarantees the existence of some η = η(δ) > 0 and some c > 0, which is independent
of δ, such that for all N large enough:

1. the spectral projection Pδ(η) := 1(−∞,−(Γ−η)N)(Hδ) is finite-dimensional, and the eigenvalue

below −(Γ− η)N are (2n−N)Γ + N
(2n−N)Γ +OΓ(N

−1/4) with 2n ≤ ηN/Γ.

2. maxσσσ∈QN ⟨δσσσ |Pδ(η) δσσσ⟩ ≤ e−2cN .

Since Ĥr and Hδ only differ on B+
∪ , the triangle inequality thus yields

∥(Hδ − Ĥr)Pδ(η)∥ ≤
∑

σσσ∈B+
∪

∥(Hδ − Ĥr)δσσσ∥ ∥Pδ(η)δσσσ∥

≤ (βc + Γ)N |B+
∪ | max

σσσ∈QN

√
⟨δσσσ |Pδ(η) δσσσ⟩

≤ |Sβc−δ| eNγ(α)+o(N)e−cN .

Consulting Lemma 4.7, since the set A3(δ) agrees with Sβc−δ, the cardinality is bounded |Sβc−δ| ≤
2eβcδN except for an exponentially small event. We now use that c is independent of δ. We thus
find some (possibly) smaller parameters α, δ > 0 such that βcδ + γ(α) < c/2. It then follows that
for some η = η(δ) > 0 and all N large enough:

∥(Hδ − Ĥr)Pδ(η)∥ ≤ e−cN .

In particular, the ’off-diagonal’ blocks Pδ(η)ĤrQδ(η) and Qδ(η)ĤrPδ(η) with Qδ(η) = 1 − Pδ(η)
are bounded in norm by e−cN . The spectrum of Ĥr hence agrees up to the error e−cN with those
of the block matrices Pδ(η)Hδ and Qδ(η)ĤrQδ(η). In order to see that the low-energy spectrum is
entirely determined by the first block, we need to derive a lower bound on ground state energy of
the second block. We will prove below that for sufficiently large N :

inf specQδ(η)ĤrQδ(η) ≥ −(Γ− η/2)N. (A.2)

Perturbation theory based on the Feshbach-Schur method and the fact that the spectrum of Hδ is
discrete with eigenvalue clusters which are separated from each other by gaps of at least 1, then
yields that ∥1(−∞,−(Γ−η0)N)(Ĥr) − Pδ(η0)∥ ≤ Ce−cN for some η0 = η0(δ) > 0 and all sufficiently
large N , and hence

max
σσσ∈(B∪)c

⟨δσσσ |1(−∞,−(Γ−η0)N)(Hr), δσσσ⟩ ≤ max
σσσ∈QN

⟨δσσσ |Pδ(η0) δσσσ⟩+ Ce−cN ≤ (1 + C) e−cN .
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It thus remains to proof (A.2). We will employ a counting argument based on the min-max principle.
It rests on the following observations. For any E < 0 the eigenvalues of Ĥr and Hr below E agree.
The same applies to Ĥr and the energy form q∞r : ℓ2(QN ) → R ∪∞:

q∞r (ψ) :=

{
⟨ψ, Hrψ⟩, if ψ ∈ ℓ2((B∪)c),

+∞ otherwise .

Denoting by Ĥ∞
r the corresponding operator, which results in driving the potential values on B∪)

to infinity (see e.g. [64]), we thus have Hδ ≤ Ĥ∞
r and hence Tr1(−∞,E)(Ĥr) = Tr1(−∞,E)(Ĥ

∞
r ) ≤

Tr1(−∞,E)(Hδ). However, since we have shown above that Ĥr is e−cN -norm close to Pδ(η)Hδ +

Qδ(η)ĤrQδ(η) and all eigenvalues of Pδ(η)Hδ below −(Γ − η)N are already accounted for at this
energy, we conclude the validity of (A.2) (even with η/2 replaced by η − e−cN ).

Step 2: Comparison of the low energy spectra of H and H ′: We want to show that the low energies
of H and H ′ coincide up to an exponentially small error. We abbreviate P ′

δ(η) := 1(−∞,−(Γ−η)N)(H
′)

and Q′
δ(η) = 1− P ′

δ(r). As in the first step, by the Feshbach-Schur method it suffices to show

∥(H ′ −H)P ′
δ(η)∥ ≤ e−cN , Q′

δ(η)HQ
′
δ(η) ≥ −(Γ− η/2)NQ′

δ(η)

for some η, c > 0. To this end, let η < η0 with η0 from the first step. Due to the direct-sum structure
of H ′ we have

∥(H ′ −H)P ′
δ(η)∥ ≤ ∥(H ′ −H)1(B∪)c1(−∞,−(Γ−η)N)(Hr)∥

+
∥∥∥(H ′ −H)1B∪1(−∞,−(Γ−η)N)

(( ⊕

σσσ∈Lβc−δ
HαN (σσσ)

))∥∥∥

Note that we have replaced Sβc−δ by Lβc−δ in the above direct sum, as only those balls contain low
energy states. That the first summand is exponentially small for t small enough follows from the
same argument we used to compare the low energy projections of Hr and Hδ in the first step. The
second summand is exponentially small, too. We simply recall the exponential decay estimate of
the localized wavefunctions from Theorem 1.5. Moreover, we have

Q′
δ(η)HQ

′
δ(η) ≥ −(Γ− t)NQ′

δ(η) +Q′
δ(η)(H −H ′)Q′

δ(η)

≥ −(Γ− η + 2
√
α(1− α) + o(N))Q′

δ(η),

where we used that H −H ′ is the direct sum of the hopping operators on the boundaries ∂BαN (σσσ)
and then used the norm estimate from Lemma 2.1. If we choose α small enough, we arrive at
Q′
δ(η)HQ

′
δ(η) ≥ −(Γ − t/2)NQ′

δ(η). We conclude that the energy levels E < −(Γ − η/4)N of H
and H ′ agree up to an at most exponentially small shift e−cN for t small enough.

Step 3: Proof of Proposition 1.8: To conclude the proof of Proposition 1.8, it remains to evaluate
for Γ = βc the probability P(Eσσσ0 < inf specHr), where Eσσσ0 denotes the minimal ball energy. As we
are only interested in the order of this probability, we simplify the calculations and write x ≃ y if
x/y = O(1). Then,

P(Eσσσ0 < inf specHr) ≃ P(minU < −βcN) ≃ P(minU < sN (ln(N)/2))

= 1− (1− 2−Ne− ln(N)/2)2
N ≃ 1− e−1/

√
N ≃ 1√

N
.
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For the first line we recall that Eσσσ0 = minU + O(1) and inf specHr = −ΓN + O(1). Moreover,
we recall the definition of sN from (1.8) and its connection to the extreme value process of U via
(1.7). The remaining expressions can derived by elementary calculus. This is enough to conclude
the assertions on the ground state energy.
It remains to show that aside from an exponentially small event, the ground state wave function

is localized if Eσσσ0 < inf specHr and otherwise delocalized. To this end, we observe case inf specHr

and Eσσσ0 are independent random variables. Thus, the spectral averaging method from Lemma 4.4
shows that for any c > 0 there exists some b(c) > 0 such that

|P(min
σσσ
Eσσσ − inf specHr)| ≤ e−cN ) ≤ e−b(c)N

for N large enough. The Feshbach-Schur formula then yields that except for an exponentially
small event the ground state function ψ of H satisfies ∥ψ − ψσσσ0∥ ≤ e−cN if Eσσσ0 < inf specHr, and
otherwise ∥ψ − ψr∥ ≤ e−cN with the ground state wave functions ψσσσ0 of HαN (σσσ0) and ψr of Hr.
From the previous steps, it follows that ψσσσ0 satisfies the assertions of Theorem 1.5 and that ψr is
exponentially delocalized and satisfies the first assertion of Theorem 1.5.

Step 4: Proof of Proposition 1.9. Since

min
σσσ∈Lβc−δ

Eσσσ(Γ = 0) < inf specHr(Γ = 0),

min
σσσ∈Lβc−δ

Eσσσ(Γ = 2βc) > inf specHr(Γ = 2βc),

by continuity of the eigenvalues of the involved matrices there exists some ΓN such that

min
σσσ∈Lβc−δ

Eσσσ(ΓN ) = inf specHr(ΓN ).

For this ΓN the functions minσσσ∈Lβc−δ Eσσσ(ΓN ) and inf specHr(ΓN ) in particular agree up to order
one, i.e., (1.27) holds. Since H and H ′ agree at these low energies up to an exponentially small shift,
we conclude that ∆N (ΓN ) is exponentially small. The minimum is attained at a possibly different
Γ⋆N . However, since still minσσσ∈Lβc−δ Eσσσ(Γ

⋆
N )− inf specHr(Γ

⋆
N ) = o(1), we have Γ⋆N − ΓN = o(N−1)

as claimed.
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[26] D.M. Cvetković, M. Doob. H. Sachs. Spectra of graphs: Theory and applications, 3rd ed.,
Johann Ambrosius Barth, Heidelberg, 1995.

[27] B. Derrida. Random energy model: limit of a family of disordered models, Phys. Rev. Lett. 45:

56



79-82 (1980).

[28] B. Derrida. Random energy model: an exactly solvable model of disordered systems, Phys.
Rev. B 24: 2613-2326 (1981).

[29] B. Derrida. A generalization of the random energy model that includes correlations between
the energies, J. Phys. Lett. 46: 401–407 (1985).

[30] B. Derrida, E. Gardner. Solution of the generalized random energy model, J. Phys. C 19:
2253–2274 (1986).

[31] L. Faoro, M. V. Feigelman and L. Ioffe. Non-ergodic extended phase of the quantum random
energy model, Annals of Physics 409: 167916 (2019).

[32] Y.V. Fedorov, E.F. Shender. Quantum spin glasses in the Ising model with a transverse field.
JETP Lett. 43: 681 (1986).

[33] J. Friedman, J. P. Tillich. Generalized Alon-Boppana theorems and error-correcting codes.
Siam J. Descrete Math. 19: 700–718 (2005).

[34] A. Galves, S. Martinez, P. Picco. Fluctuations in Derrida’s random energy and generalized
random energy models. J Stat Phys 54: 515–529 (1989).

[35] V. Gayrard. Aging in Metropolis dynamics of the REM: a proof. Probab. Theory Relat. Fields
174: 501-551 (2019).

[36] V. Gayrard, L. Hartung. Dynamic phase diagram of the REM. In: V. Gayrard, L.P. Arguin,
N. Kistler, I. Kourkova (eds) Statistical Mechanics of Classical and Disordered Systems.
StaMeClaDys 2018. Springer Proceedings in Mathematics & Statistics, vol 293. Springer, Cham
2019.

[37] L. N. Grenkova, S. A. Molchanov, Yu. N. Sudarev. Structure of spectrum edge for
multidimensional Anderson model. Theor. Math. Phys. 85: 1033–1039 (1990).

[38] Y. Y. Goldschmidt. Solvable model of the quantum spin glass in a transverse field. Phys. Rev.
B 41: 4858 (1990).

[39] J. Hermisson, O. Redner, H. Wagner. E. Baake. Mutation-selection balance: ancestry, load,
and maximum principle. Theor. Popul. Biol. 62: 9–46 (2002).

[40] O. Kallenberg. Foundations of modern probability, Springer-Verlag, New York 2002.

[41] J. F. C. Kingman. A simple model for the balance between selection and mutation. J. Appl.
Probab. 15: 1–12 (1978).

[42] V. E. Kravtsov, I. M. Khaymovich, E. Cuevas, M. Amini. A random matrix model with
localization and ergodic transitions. New J. Phys. 17:122002, 2015.

[43] W. König. The Parabolic Anderson Model. Birkhäuser, Switzerland, 2016.
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The quantum random energy model as a limit of p-spin interactions.

Chokri Manai and Simone Warzel

Derrida originally derived the random energy model by considering the 𝑝 → ∞ limit of 𝑝 − 𝑠𝑝𝑖𝑛 mod-
els, which formally leads to an uncorrelated Gaussian process, namely the REM. By classical Gaussian
interpolation one can prove that indeed if we consider the limiting specific 𝑝-spin pressure Φ𝑝, then Φ𝑝

converges indeed to the REM pressure as 𝑝 → ∞. To put it in other words, one can exchange the ther-
modynamic limit 𝑁 → ∞ and the 𝑝→ ∞-limit. Article V establishes a similar result for the QREM and
the quantum 𝑝-spin models.

Main Results

In this work, we consider a coupled limit of 𝑝 and 𝑁 , where 𝑝,𝑁 → ∞. We assume that 𝑝(𝑁) grows
superlogarithmic, that is, 𝑝(𝑁)∕ ln(𝑁) → ∞ as 𝑁 → ∞. In this situation, we prove that the specific 𝑝-
spin pressure Φ𝑝(𝑁),𝑁 converges to the QREM pressure ΦQREM. Our theorem is slightly weaker than the
classical version sketched above, as we do not show that the 𝑝→ ∞ and𝑁 → ∞ limit can be exchanged.
Nevertheless, our result justifies to regard the QREM as the 𝑝 → ∞ limit of the quantum 𝑝-spin models.
Our proof is based on the technique introduced in [128]. The main difficulty is to verify that the weak
correlations in the 𝑝(𝑁)-spin potential still do not cause percolation of the large deviations set. To do so,
we analyze the energy landscape via geometric and probabilistic methods.

Individual Contribution

I am the principal of the author of this article. Shortly after finishing our first publication on the QREM,
I noticed that our methods can be extended to weakly correlated potentials. In a discussion with Simone
Warzel we quickly realized that my observation can be used to prove that the QREM is the limit of
quantum 𝑝-spin models. We created together a first draft for our article and cooperated closely to finish this
work. I was mainly responsible for the proof section whereas Simone Warzel focused on the introduction.
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The Quantum Random Energy Model
as a Limit of p-Spin Interactions

Chokri Manai and Simone Warzel

Abstract
We consider the free energy of a mean-field quantum spin glass described by a p-spin interaction
and a transversal magnetic field. Recent rigorous results for the case p = ∞, i.e. the quantum
random energy model (QREM), are reviewed. We show that the free energy of the p-spin model
converges in a joint thermodynamic and p→∞ limit to the free energy of the QREM.

1 Introduction

A prominent class of classical mean-field spin glass models are p-spin interactions defined on N
Ising-type spins

σσσ = (σ1, . . . , σN ) ∈ {−1, 1}N =: QN . (1.1)

For fixed p ∈ [1,∞) the interaction energy of these spins is random and given by

Up(σσσσσσσσσ) =
1

N
p−1
2

N∑

j1,...,jp=1

gj1,...,jpσj1 · · ·σjp (1.2)

in terms of an array gjjj := gj1,...,jp of independent and identically distributed (i.i.d.), centered
Gaussian random variable with variance one. The process Up(σσσ), σσσ ∈ QN is then Gaussian as
well and uniquely characterized by its mean and covariance function,

E [Up(σσσ)] = 0, E
[
Up(σσσ)Up(σσσ

′)
]

= N


N−1

N∑

j=1

σjσ
′
j



p

=: N ξ(σσσ,σσσ′)p. (1.3)

The special case p = 2 corresponds to the Sherrington-Kirkpatrick model, and in the limit p→∞
we obtain Derrida’s random energy model (REM) [1]. In the latter case, the correlations vanish
and the variables U∞(σσσ) form an i.i.d. Gaussian process on the hypercube QN .

There is a wealth of results both in the physics as well as mathematics literature concerning
properties of the Gibbs measure of these classical mean-field spin glasses. Most celebrated is a
closed form expression for the free energy derived by Parisi [2] and later proven by Talagrand
and Panchenko [3, 4]. This formula reflects the fact that at low temperatures the Gibbs measure
fractures into many inequivalent pure states. A key quantity in this area is the distribution of
the overlap ξ(σσσ,σσσ′) of independent copies or replicas of spins σσσ,σσσ′. We refer the mathematically
interested reader to the monographs [5, 6, 7] and references therein.
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Despite its popularity in physics (cf. [8, 9] and refs. therein), much less is rigorously established
if one incorporates quantum effects in the form of a transversal magnetic field. In the quantum
case, one views the spins configurations (1.1) as the z-components of N spin-1/2 quantum spins
and the energy (1.2) is lifted to the corresponding Hilbert space ⊗Nj=1C2 ≡ `2(QN ) as a diagonal
matrix Up. The random Hamiltonian of the quantum p-spin model with transversal magnetic
field of strength Γ ≥ 0 is

Hp = Up + ΓT, (1.4)

where (Tψ) (σσσ) := −∑N
j=1 ψ(σ1, . . . ,−σj , . . . , σN ) coincides with the action of the negative sum

of x-components of the Pauli matrices in the z-basis. In this paper, we are concerned with the
corresponding quantum free energy or pressure at inverse temperature β ∈ [0,∞)

Φp
N (β,Γ) :=

1

N
lnZpN (β,Γ) (1.5)

which derives from the partition function ZpN (β,Γ) = 2−NTr e−βHp . The case p =∞ corresponds
to the pressure of the quantum random energy model (QREM), and we will write
ΦQREM(β,Γ) := Φ∞(β,Γ).

2 Rigorous results on the free energy

A basic property of the free energy of spin glasses is its self-averaging, i.e. the fact that in
the thermodynamic limit N → ∞ this quantity agrees almost surely with its average. For
p-spin interactions even more general than (1.2) self-averaging of the quantum free energy has
been established in [10]. Since we restrict ourselves to the Gaussian case, this property follows
immediately from the standard Gaussian concentration inequality. We therefore include the short
argument for pedagogical reasons.

Proposition 2.1 ([10]). There are some constants c, C ∈ (0,∞) such that for any p ∈ [1,∞] the
Gaussian concentration estimate

P
(∣∣Φp

N (β,Γ)− E
[
Φp
N (β,Γ)

]∣∣ > tβ√
N

)
≤ C exp

(
−ct2

)
(2.1)

holds for all t > 0 and all N ∈ N .

Proof. The pressure’s variations with respect to the i.i.d. standard Gaussian variables gjjj is

−∂Φp
N (β,Γ)

∂gjjj
=

β

N
p+1
2 2NZ(β,Γ)

∑

σσσ

σj1 · · ·σjp 〈σσσ|e−βH |σσσ〉.

Here and in the following we use Dirac’s bracket notation for matrix elements. Consequently, the
Lipschitz constant is bounded by

∑

jjj

(
∂Φp

N (β,Γ)

∂gjjj

)2

≤ β2

N
.

The claim thus follows from the Gaussian concentration inequality for Lipschitz functions.
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In the classical case Γ = 0, the free energy of any p-spin interaction is given in terms of Parisi’s
formula [4]. One of its main features is a transition at small enough temperatures to a spin glass
regime. At p =∞ this formula takes a simple form:

ΦREM(β) = lim
N→∞

Φ∞N (β, 0) =

{
1
2β

2 if β ≤ βc,
1
2β

2
c + (β − βc)βc if β > βc.

(2.2)

The non-differentiability at
βc :=

√
2 ln 2

reflects a first-order freezing transition into a low-temperature phase characterized by the vanishing
of the specific entropy.

Under the addition of a constant transversal field, this freezing transition vanishes for Γ large
enough. A first-order phase transition into a quantum paramagnetic phase, characterized by

ΦPAR(βΓ) := ln cosh (βΓ) ,

occurs at Γc(β) := β−1 arcosh
(
exp

(
ΦREM(β)

))
. At β = ∞ this connects to the known location

Γc(∞) = βc of the quantum phase transition of the ground state [11, 12].
The shape of the phase diagram of the QREM in Figure 1 including the precise location of the

first-order transition, was predicted by Goldschmidt [13] in the 1990s. His arguments are based
on the replica trick and the so-called static approximation in the path-integral representation of
E [ZpN (β,Γ)n]. In a recent paper [14], we confirmed this prediction.

Theorem 2.2 ([14]). For any Γ, β ≥ 0 almost surely:

ΦQREM(β,Γ) := lim
N→∞

ΦQREM
N (β,Γ) = max{ΦREM(β),ΦPAR(βΓ)}.

In broad terms, the main features of the phase diagram in Figure 1 such as a low-temperature
frozen phase which gives way to a paramagnetic phase at both high temperatures or strong
magnetic field are expected to stay for general p; cf. [8, 13, 15, 16]. The new features for general
p are the richer structure of the low-temperature phase due to higher-order replica symmetry
breaking and the conjectured endpoint of the first-order transition line in a critical point at a
finite temperature which scales with

√
p. No closed expression for the free energy is known in the

quantum case. Crawford [10] showed that the almost-sure limit

Φp(β,Γ) := lim
N→∞

Φp
N (β,Γ), (2.3)

exists for any p ∈ [1,∞]. All claims concerning the structure of the phase diagram for quantum
p-spin models are based on non-rigorous calculations using the replica trick and a 1/p expansion
[13, 15, 16]. In fact, it is widely believed that Φp(β,Γ) is continuous in 1/p and hence tends to
the explicit expression for the QREM,

lim
p→∞

Φp(β,Γ) = ΦQREM(β,Γ).

We do not quite proof this conjecture in this paper. However, as a main new result we have the
following continuity of the free energy.

3



Figure 1: Phase diagram of the QREM as a function of the transversal magnetic field Γ and
the temperature β−1. The first-order transition occurs at fixed β and Γc(β). The
freezing transition is found at temperature β−1

c = (2 ln 2)−1/2, which is unchanged in
the presence of a magnetic field of strength Γ < Γc(β).

Theorem 2.3. Let p(N) be a nonnegative sequence which satisfies a superlogarithmic growth
condition, i.e.

lim
N→∞

p(N)

ln(N)
=∞. (2.4)

For any β,Γ ≥ 0, we then have the almost sure convergence

lim
N→∞

Φ
p(N)
N (β,Γ) = ΦQREM(β,Γ). (2.5)

The proof of this statement heavily relies on the method of proof of Theorem 2.2 in [14]. It
will be presented in Section 3 below.

Let us conclude with some remarks:

1. In the classical case Γ = 0, the quenched pressure E
[
Φp
N (β, 0)

]
is monotonically increasing

in p and, in particular, we have E
[
Φp
N (β, 0)

]
≤ E

[
ΦREM
N (β)

]
for any N ∈ N. This follows

4



with the help of Gaussian comparison [5, Lemma 10.2.1] from the following facts: i) 2N 3
p 7→ E [Up(σσσ)Up(σσσ

′)] is monotonically decreasing, and ii)
∂2ΦpN (β,0)

∂Up(σσσ)∂Up(σσσ′) < 0 in case σσσ 6= σσσ′.
Unfortunately, a similar monotonicity is not known in the quantum case.

2. Another intensively studied family of mean-field spin-glasses are the so-called spherical
p-spin models, given by

Ûp(σσσσσσσσσ) =

√
p!

Np−1

∑

1≤j1<···<jp≤N
gj1,...,jpσj1 · · ·σjp . (2.6)

In the classical case the spherical p-spin models give rise to the same pressure in the
thermodynamic limit as the p-spin SK-models (1.2); however, the models have different
scales of fluctuations [17].
Theorem 2.3 remains true (with minor changes in the proof) if one works instead with the
spherical p-spin models. This follows from the observation that

E
[
Ûp(σσσ)Ûp(σσσ

′)
]

= N (ξ(σσσ,σσσ′)p − δpN (σσσ,σ′σ′σ′)), (2.7)

where δpN (σσσ,σ′σ′σ′) is uniformly bounded,

|δpN (σσσ,σ′σ′σ′)| ≤ 1

Np

∑

1≤j1≤···≤jp≤N
∃1≤k<l≤p: jk=jl

1 ≤
Np − p!

(
N
p

)

Np
≤ min

{
1,
p(p− 1)

2N

}
. (2.8)

3 Proof of Theorem 2.3

The proof is an adaptation of the strategy for the proof Theorem 2.2 in [14]. The lower bound in
[14] was based on the Gibbs variational principle and established there already for general p-spin
interactions. For convenience of the reader, we recall the corresponding lemma here.

Lemma 3.1 (=Lemma 2.1 in [14]). For any p ∈ [1,∞], N ∈ N and Γ, β ≥ 0:

Φp
N (β,Γ) ≥ max



Φp

N (β, 0), pPAR(βΓ)− β

N2N

∑

σσσ∈QN
Up(σσσ)



 . (3.1)

The main new challenge is to cope with the correlations in Up for p < ∞ in the upper bound
of [14]. Since these correlations vanish in the limit p→∞, the large deviation sets

Lpε := {σσσ|Up(σσσ) < −εN}, (3.2)

with ε > 0 are expected to consist of isolated small clusters. We write Lpε =
⋃
αC

α,p
ε as a disjoint

union of as its maximal edge-connected components Cα,pε , where we recall from [14]:

Definition 3.2. An edge-connected component Cε ⊂ Lε is a subset for which each pair
σ, σ′ ∈ Cε is connected through a connected edge-path of adjacent edges. An edge-connected
component Cε is maximal if there is no other vertex σ ∈ Lε\Cε such that Cε ∪ {σ} forms an
edge-connected component.
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In the situation of Theorem 2.3 we cannot expect that the size of the edge-connected components

C
α,p(N)
ε remains bounded as N → ∞. However, we show that it is highly likely that all

edge-connected components C
α,p(N)
ε are contained in balls whose radius grows only sublinearly

in N .

Proposition 3.3. There exist a subset Ωε,N of realisations and a constant K ∈ N, which is
independent of N , such that:

1. for some cε > 0, which is independent of N , and all N large enough:

P (Ωε,N ) ≥ 1− e−cεN ,

2. on Ωε,N any edge-connected component C
α,p(N)
ε of Lp(N)

ε is contained in a ball BKd N
p(N)

e(σσσ)

for some σσσ ∈ QN .

Before turning to the proof of Proposition 3.3, we demonstrate how this result and the basic
bounds in [14] imply the almost sure convergence (2.5) in Theorem 2.3.

Proof of Theorem 2.3. The lower bound in Lemma 3.1 yields

lim inf
N→∞

Φ
p(N)
N (β,Γ) ≥ max{lim inf

N→∞
Φ
p(N)
N (β, 0),ΦPAR(βΓ)}

= max{ ΦREM(β),ΦPAR(βΓ)} = ΦQREM(β,Γ),
(3.3)

Here the last equality follows from the continuity of the classical p-spin pressure, which is encoded
in Parisi’s formula [5, Thm. 11.3.7], and its monotonicity, stated as a remark after Theorem 2.3.

For the upper bound, we fix some ε > 0 and we use the decomposition of the Hamiltonian

Hp(N) =: ULp(N)
ε
⊕HLp(N),c

ε
− ΓALp(N)

ε
(3.4)

where ULp(N)
ε

is the multiplication operator by the REM values on `2(Lp(N)
ε ) and HLp(N),c

ε
is the

restriction of the Hamiltonian to the complementary subspace `2(Lp(N),c
ε ). The remainder term

ALp(N)
ε

consists of the matrix elements of −T reaching Lp(N)
ε , i.e.

〈σσσ|ALε |σσσ′〉 =

{
1 if σσσ ∈ Lε or σσσ′ ∈ Lε and d(σσσ,σσσ′) = 1,

0 else.
(3.5)

As in the proof of [14, Corollary 2.5] one obtains from the Golden-Thompson inequality the
upper bound

Φ
p(N)
N (β,Γ) ≤ max{Φp(N)

N (β, 0),ΦPAR(βΓ) + βε}+
1

N

(
βΓ‖ALp(N)

ε
‖+ ln 2

)
. (3.6)

The operator norm of the restriction of T to a Hamming ball Br of radius r is known [18] to
be bounded by ‖TBr‖ ≤ 2

√
r(N − r + 1). Since the matrix elements of −T are non-negative, the
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restrictions of T satisfy a monotonicity property, i.e. if A ⊂ B, then ‖TA‖ ≤ ‖TB‖. Consequently,
on the event Ωε,N from Proposition 3.3 we have

lim sup
N→∞

1

N
‖ALp(N)

ε
‖ = lim sup

N→∞
max
α

1

N
‖TCα,p(N)

ε
‖ ≤ lim sup

N→∞

2
√
K√
N

√
1 +N/p(N) = 0. (3.7)

A Borel-Cantelli argument implies the almost sure bound

lim sup
N→∞

Φ
p(N)
N (β,Γ) ≤ ΦQREM(β,Γ) + βε, (3.8)

for any ε > 0 and the assertion of Theorem 2.3 follows.

We prepare the proof of Proposition 3.3 with a bound on the probability that all components
of a centered Gaussian vector are smaller than a certain constant:

Lemma 3.4. Let ggg = (g1, . . . , gL), L ∈ N , a centered Gaussian random vector with

CL := max
i=1,...,L

L∑

j=1

E [gigj ] . (3.9)

Then for any δ > 0

P
(

max
j
gj < −δ,

)
≤ exp

(
− Lδ

2

2CL

)
. (3.10)

Proof. The random variable SL :=
∑L

i=1 gi is Gaussian, centered and with variance bounded by
E(S2

L) ≤ LCL. A standard estimate for Gaussian variables implies

P
(

max
j
gj < −δ

)
≤ P(SL < −Lδ) ≤ exp

(
− L2δ2

2E(S2
L)

)
≤ exp

(
− Lδ

2

2CL

)
. (3.11)

We are now ready to spell out the proof of Proposition 3.3, which is based on a combinatorial
argument.

Proof of Proposition 3.3. It turns out to be helpful for the purpose of this proof to introduce the
notion of an edge-connected ray. We say that σ1σ1σ1, . . . ,σLσLσL ∈ QN form an edge-connected ray of
length L if the following properties are satisfied:

• d(σiσiσi,σi+1σi+1σi+1) = 1 or d(σiσiσi,σi+1σi+1σi+1) = 2 for any i = 1, . . . , L− 1,

• d(σ1σ1σ1,σjσjσj) =

j−1∑

i=1

d(σiσiσi,σi+1σi+1σi+1) for any j = 2, . . . , L,
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where d(σσσ,σ′σ′σ′) := 1
2

∑N
i=1 |σi−σ′i| denotes the Hamming distance. Here, the first property ensures

that σ1σ1σ1, . . . ,σLσLσL form an edge-connected subset of QN and the second property forces the vertices
to form a straight ray starting at σ1σ1σ1.
We now proceed in three steps. In the first step we give a bound for the probability that a certain
edge-connected ray is a subset of Lpε . Then, we consider the probability that Lpε contains an
edge-connected ray of length L. Finally, we use the result from Step 2 to conclude the assertions
of Proposition 3.3.

Step 1: Let σ1σ1σ1, . . . ,σLσLσL be an edge-connected ray of length L. We are interested in the
probability that {σ1σ1σ1, . . . ,σLσLσL} ⊂ Lpε . In view of Lemma 3.4, we calculate

L∑

i=1

E[Up(σiσiσi)Up(σjσjσj)] = N

L∑

i=1

(
1− 2d(σiσiσi,σjσjσj)

N

)p
≤ 2N

L∑

k=0

(
1− 2k

N

)p

≤ 2N
L∑

k=0

e−2kp/N ≤ 2N

1− e−2p/N
. (3.12)

The first equality directly follows from (1.3) and the next inequality is based on the observation
that for any vertex σiσiσi of an edge-connected ray and any number 0 ≤ k ≤ L there are at most two
other vertices at distance k. Then, we have made use of the convexity of the exponential function
and the geometric series formula.

We note that the function h(x) := x
1−e−x is strictly positive and increasing on the interval (0, 1].

Therefore, we obtain the bound

L∑

i=1

E[Up(σiσiσi)Up(σjσjσj)] ≤ h(1)
N2

p

,

(3.13)

and Lemma 3.4 implies

P({σ1σ1σ1, . . . ,σLσLσL} ⊂ Lpε ) = P( max
i=1,...,L

Up(σiσiσi) < −εN) ≤ exp

(
− Lpε

2

2h(1)

)
. (3.14)

Step 2: We denote by D(L,N) the number of edge-connected rays of length L in QN . We
claim that

D(L,N) ≤ 2NN2L (3.15)

This can be seen as follows: we have 2N choices for the first vertex σσσ1 and at most N2 choices for
any subsequent vertex. The bounds (3.14) and (3.15) together with the union bound then yield

P({∃σ1σ1σ1, . . . ,σLσLσL ∈ Lpε forming an edge-connected ray}) ≤ 2NN2L exp

(
− Lpε

2

2h(1)

)
(3.16)

Step 3: We take some fixed K ∈ N and define ΩK
ε,N as the subset of realizations where the

second assertion holds true. It remains to show the bound P((ΩK
ε,N )c) ≤ e−cεN for a convenient
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choice of K. For any ω /∈ ΩK
ε,N , we find an edge-connected component C

p(N)
ε of Lp(N)

ε such that

C
p(N)
ε 6⊂ BKd N

p(N)
e(σσσ) for any σσσ ∈ QN . In particular, for such an ω this implies the existence of

an edge-connected ray σ1σ1σ1, . . . ,σLσLσL ∈ Lp(N)
ε of length L := dK2 d N

p(N)ee. Using (3.16), we arrive at

P((ΩK
ε,N )c) ≤ P({∃σ1σ1σ1, . . . ,σLσLσL ∈ Lpε forming an edge-connected ray})

≤ exp

(
N

(
2 +

K lnN

p(N)
− Kε2

4h(1)

)
+ (K + 1) lnN

)
,

(3.17)

since 2L ≤ K(N/p(N) + 1) + 1. The first assertion of Proposition 3.3 follows for a suitable choice
of K, since p(N) satisfies the growth condition (2.4).
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Existence of replica-symmetry breaking in quantum glasses

Hajo Leschke, Chokri Manai, Rainer Ruder and Simone Warzel

The Quantum Sherrington-Kirpatrick model (QSK) is probably among the most important quantum spin
glass models. However, most physical predictions rely on numerical methods and non-rigorous analytic
techniques such as the replica trick and the static approximation, which appears to be false in the QSK
[126]. It is therefore all the more important to establish rigorous statements in order clarify the physics
of the QSK. Article VI takes an important step in this direction since we prove the existence of a glass
phase for low temperatures and a weak external field.

Main Results

Our main theorem shows the existence of a glass phase for all inverse temperatures 𝛽 > 1 and magnetic
fields Γ < Γ𝑐(𝛽). Here Γ𝑐(𝛽) is a positive function, which does not vanish in the 𝛽 → ∞ limit and, thus,
we also find a glass phase at zero temperature. Together with the results in [126], where it has been shown
that there is no glass order for 𝛽 < 1, we in total have proven the existence of a glass transition. While the
critical value 𝛽 = 1 is sharp and agrees with the classical findings, the computed critical field strength
Γ𝑐(𝛽) is strictly smaller than the expected phase line [78,96,139,192,193]. Our proof is based on a well-
known approach to verify glass order in the classical SK model [6,42]. The main new challenge is to cope
with the Duhamel correlators appearing in the non commutative setting. Fortunately, the Duhamel scalar
product of interest is bounded from below, a fact which we prove by employing the Falk-Bruch inequality.
Another difficulty one has to face is that one needs to find a lower bound on the internal energy. the simple
bound using the ground state energy of the SK model is not sharp enough to prove the nonvanishing of the
order parameter for all 𝛽 > 1. We tackle this technical problem by invoking convexity estimates. These
two technique yield a non-optimal critical field strength Γ𝑐(𝛽). As it is further shown in the article, our
proof method easily generalizes to general 𝑝-spin models.

Individual Contribution

Hajo Leschke and Simone Warzel are the principal authors of this article. They realized how to extend
the classical Bray-Moore to the QSK by applying the Falk-Bruch inequality. I contributed to the general-
ization of this idea to general 𝑝-spin models, and I was significantly involved in the convexity argument
which guarantees the persistence of a glass phase for all inverse temperatures 𝛽 > 1 and not only for large
enough 𝛽 as we had stated our results in our first submission. The draft was created in a joint collaboration.
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By controlling quantum fluctuations via the Falk–Bruch inequality we give the first rigorous argument
for the existence of a spin-glass phase in the quantum Sherrington–Kirkpatrick model with a “transverse”
magnetic field if the temperature and the field are sufficiently low. The argument also applies to the
generalization of the model with multispin interactions, sometimes dubbed as the transverse p-spin model.

DOI: 10.1103/PhysRevLett.127.207204

Introduction.—Spin glasses constitute a particularly
multifaceted topic in the statistical mechanics of disordered
systems. Classical spin-glass models, such as the mean-
field one by Sherrington and Kirkpatrick (SK) [1], were
originally introduced to understand the unusual magnetic
properties observed in some metal alloys with irregu-
larly competing ferro- and antiferromagnetic interactions.
Beyond their ongoing significance in condensed-matter
physics [2], such models with their built-in frustration have
evolved meanwhile into paradigms in optimization, infor-
mation processing, and the theory of neural networks [3,4].
Their rich low-energy structure and complexity continues
to generate deep scientific discoveries. For example, among
the recent excitements in computation is a conditional proof
(based on the widely believed assumption of ∞-replica-
symmetry breaking) of the existence of a polynomial-time
classical algorithm for finding an approximate bit string
whose energy is with high probability ε close to the lowest
SK energy [5]. Such an algorithm is not believed to exist for
a search of the ground-state energy in p-spin generaliza-
tions of the SK model. Quantum mechanics promises to
offer help in the form of quantum adiabatic annealing or
quantum approximate optimization algorithms [6–12]. In
this context, but also purely motivated by the fact that spin
glasses are prototypes for the emergence of nonergodic
behavior in disordered quantum systems [13–17], it is
important to study quantum versions of classical spin-glass
models. This can be done by taking the quantum nature of
spins seriously and by adding a “transverse” magnetic
field to the classical energy landscape, which induces
quantum effects. Most prominent is the quantum

Sherrington–Kirkpatrick model (QSKM) with N ≥ 2
three-component vector spins of main quantum number
1=2 (or qubits). Their z components interact with each other
in a random fashion, while their x components interact
individually with a constant magnetic field of strength
b ≥ 0 externally applied along the positive x direction. Up
to a factor 1=2, the jth spin operator may be represented by
the triple

Sxj ¼
�
0 1

1 0

�
; Syj ¼

�
0 −i
i 0

�
; Szj ¼

�
1 0

0 −1
�

of Pauli matrices and is meant to act on the jth factor of the
tensor-product Hilbert space HN ≔⊗N

j¼1 C
2 and as the

identity on the other factors. The Hamiltonian (or energy
operator) of the QSKM is then defined on HN by the sum

HN ≔ JUN − b
XN
j¼1

Sxj ; J > 0; b ≥ 0; ð1Þ

with its (dimensionless) classical zero-field SK part

UN ≔ −
1ffiffiffiffi
N

p
X

1≤j<k≤N
gjkS

z
jS

z
k: ð2Þ

Here the spin coupling is (only) pairwise and given by
independent, identically distributed Gaussian random var-
iables ðgjkÞ with mean E½g12� ¼ 0 and variance E½g212� ¼ 1,
modeling frozen-in spatial disorder of the glass of
strength J > 0.
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As usual, the thermal average for reciprocal temperature
β ∈ �0;∞½ is given by the canonical Gibbs expectation
h·i ≔ Tr e−βHN ð·Þ=ZN with the partition function ZN ≔
Tr e−βHN as the normalization factor. For b ¼ 0 there is
no a priori “globally” preferred spin orientation and no
conventional magnetic order arises. Yet, one expects spin-
glass order even for b ≥ 0 in the sense that E½qN � ¼
E½hSz1Sz2i2� > 0 in the limit of a “macroscopically” large
number of spins (N → ∞), provided that the temperature
and the field are sufficiently low. Here we are using the
model’s spin-index symmetry under the (probabilistic) dis-
order expectation E½·� and the [0, 1]-valued random variable

qN ≔
2

NðN − 1Þ
X

1≤j<k≤N
hSzjSzki2 ð3Þ

as the corresponding order parameter. It may be rewritten as

qN ¼ N
N − 1

hR2
Ni⊗ −

1

N − 1

in terms of RN ≔ N−1PN
j¼1 S

z
j ⊗ Szj, the replica-overlap

operator for the “duplicated model” with Hilbert space
HN ⊗ HN , Hamiltonian HN ⊗ 1þ 1 ⊗ HN , and associ-
ated Gibbs expectation h·i⊗. Strict positivity of E½qN � ¼
E½hSz1Sz2i2� is therefore equivalent to replica-symmetry
breaking (as N → ∞).
Main result.—The main result of this Letter is a proof of

this replica-symmetry breaking at small enough temper-
ature and field strength. This is facilitated by extending a
key observation of Bray and Moore [18], generalized to
certain non-Gaussian probability distributions of g12 by
Aizenman, Lebowitz, and Ruelle [19], to the present
quantum case b > 0: the mean order parameter E½qN � is
related to the mean E½hUNi� of the zero-field part of the
Hamiltonian. Specifically, by the spin-index symmetry and
a standard Gaussian integration by parts it is straight-
forward to obtain

−
2

N − 1
E½hUNi� ¼

ffiffiffiffi
N

p
E½g12hSz1Sz2i�

¼
ffiffiffiffi
N

p
E½∂hSz1Sz2i=∂g12�

¼ βJ E½hSz1Sz2jSz1Sz2i − hSz1Sz2i2�
¼ βJ E½hAjAi − hAi2� ð4Þ

in terms of the observable A ≔ Sz1S
z
2 and its Duhamel–

Kubo–Bogolyubov scalar product [20,21] with itself:

hAjAi ≔
Z

1

0

dt hetβHNA�e−tβHNAi:

It satisfies the well-known a priori estimates 0 ≤
hAi2 ≤ hAjAi ≤ hA2i ¼ 1, where the inequalities hold for
general (self-adjoint) A ¼ A� and the equality is due to

A2 ¼ 1 for the present A. In the classical commutative case,
b ¼ 0, the third inequality is also an equality and (4) turns
into (4.3) of [18] and (4.1) of [19] (for Gaussian disorder).
For general b ≥ 0we need a lower bound on hAjAi better

than hAi2 in order to obtain a nontrivial lower bound on
E½hAi2� from (4). As our second main ingredient for the
proof, we control the quantum fluctuations by the Falk–
Bruch inequality [22] (see also [20,23]):

hAjAi ≥ hA2iΦ
�

1

4hA2i h½A; ½βHN; A��i
�
: ð5Þ

The function Φ∶½0;∞½ → �0; 1� from the positive half-line
to the left-open unit interval is defined implicitly by the
relation Φðr tanhðrÞÞ ≔ r−1 tanhðrÞ. It is monotone decre-
asing and convex with Φð0Þ ¼ 1. Moreover, it can be
estimated from below according to ΦðtÞ ≥ t−1ð1 − e−tÞ ≥
maxf0; 1 − t=2g, see [20]. We also note that the Gibbs
expectation of the double commutator in the argument ofΦ
in (5) equals the scalar product h½βHN; A�j½βHN; A�i and is
hence positive for a general self-adjoint A. Since in the
present case A ¼ Sz1S

z
2 commutes with UN , the double

commutator is independent of J and simply given by

½A; ½βHN; A�� ¼ 4βbðSx1 þ Sx2Þ: ð6Þ

Combining (4)–(6) and using Jensen’s inequality for the
convex Φ together with spin-index symmetry, yields the
basis for our main result:
Theorem 1.—The mean of the spin-glass order para-

meter (3) has a lower bound according to

E½qN � ≥ Φð2βbE½hSx1i�Þ þ
2

βJ
1

N − 1
E½hUNi�: ð7Þ

It is valid for any β > 0, J > 0, b ≥ 0, and all N ≥ 2.
For more explicit bounds we further estimate the right-

hand side (rhs) of (7) starting with its first term. Adding to
the Hamiltonian (1) the term ðb − b1ÞSx1 with b1 ≥ 0 and
estimating the associated “local” susceptibility results in
the differential inequality for the transverse magnetization

∂
∂b1 hS

x
1ib1 ¼ βðhSx1jSx1ib1 − hSx1i2b1Þ ≤ βð1 − hSx1i2b1Þ:

Integrating by separation of variables and observing
hSx1i0 ¼ 0, we hence obtain hSx1i ≤ tanhðβbÞ, which by
the monotonicity of Φ results in the estimates

Φð2βbE½hSx1i�Þ ≥ Φð2βb tanhðβbÞÞ ≥ Φð2βbÞ: ð8Þ
A simple bound on the second term in (7) results from the
(nonrandom) ground-state energy −κJ < 0 of JUN=N as
N → ∞ with the constant κ ≈ 0.763 according to [24,25].
Combined with (8) this leads to the more explicit lower
bound
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q̄ðβJ; βbÞ ≔ lim inf
N→∞

E½qN � ≥ Φð2βb tanhðβbÞÞ − 2κ

βJ
ð9Þ

on the lower limit of the sequence ðE½qN �ÞN≥2 in the unit
interval [0, 1]. For b ¼ 0 the rhs of (9) is strictly positive for
temperatures below J=ð2κÞ ≈ 0.655 J. This (not maximum)
temperature regime for the existence of a spin-glass phase
agrees with the one found in (4.14) of [19]. In this regime
the spin-glass phase is seen to survive when turning on the
transverse magnetic field, provided that b=J > 0 is so
small that the rhs of (9) remains strictly positive. This
condition is implied by the slightly stronger but simpler one
1 − e−2βb > 4κb=J, yielding in the zero-temperature limit
the same maximum field strength J=ð4κÞ ≈ 0.328 J as
from (9).
To establish the persistence of spin-glass order for

sufficiently small b=J also for temperatures up to the
zero-field critical (freezing) temperature J, we start from
the observation that (5) and hence (7) are equalities for
b ¼ 0 and remain rather sharp for small βb > 0.
Consequently, (7) should cover the whole regime
βb ≪ 1 ≤ βJ. To confirm this, we estimate the mean
ūðβJ; βbÞ ≔ lim infN→∞E½hUNi�=N of the zero-field SK
part (2) by the Fisher-type [26] inequality

ūðβJ; βbÞ þ a−1 lnðcoshðβbÞÞ ≥ ūðβJ þ a; 0Þ
¼ ½q̄ðβJ þ a; 0Þ − 1�ðβJ þ aÞ=2 ð10Þ

with an arbitrary a > 0. It results from the convexity of
lnðZNðβJ; βbÞÞ in βJ together with the Peierls–
Bogolyubov and Golden–Thompson bounds ZNðβJ; 0Þ ≤
ZNðβJ; βbÞ ≤ ZNðβJ; 0ÞðcoshðβbÞÞN on the partition func-
tion. The equality in (10) is due to (7) for b ¼ 0. Using (8)
and (10) with a ¼ ab ≔

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 lnðcoshðβbÞÞp

in (7) for N →
∞ leads to

q̄ðβJ; βbÞ ≥
�
1þ ab

βJ

�
q̄ðβJ þ ab; 0Þ

−
�
1 −Φð2βb tanhðβbÞÞ þ 2ab

βJ

�
≥ q̄ðβJ þ ab; 0Þ − 3βb: ð11Þ

The simplifying second inequality follows by observing
ab ∈ ½0; βb�, estimating ΦðtÞ as above, and assuming
βJ ≥ 1. Finally, we fix an arbitrary βJ > 1 which is
equivalent to q̄ðβJ; 0Þ > 0 characterizing the spin-glass
phase for b ¼ 0, see [27]. The continuity of ūðβJ þ a; 0Þ in
a (by [30,31]) and hence of q̄ðβJ þ a; 0Þ yields the
continuity of the rhs of (11) in βb. Its strict positivity
for b ¼ 0 therefore extends to sufficiently small
βb ∈ �0; 1=3½. In other words, the well-known spin-glass
phase without a field persists with a low enough transverse
field at any temperature below J.

Discussion.—Over the years various approximate and/or
numerical studies like [32–37] have suggested for the
QSKM a temperature-field phase diagram with a critical
line between the spin-glass and the paramagnetic phases as
sketched in Fig. 1, see also [38]. In particular, these studies
have predicted a quantum phase transition at zero temper-
ature and b=J ≈ 1.51 or 1.6. The (red) cross-shaded regime
in Fig. 1 illustrates where we prove the existence of spin-
glass order by the lower bounds (9) and (11). Here, the tiny
regime above the temperature J=ð2κÞ is produced by
inserting the asymptotic expansion of q̄ðβJ; 0Þ close to
βJ ¼ 1 from [39] into the rhs of (11). Apart from that we
have no prediction for the location of the true critical line.
In particular, our zero-temperature “critical” field J=ð4κÞ is
very likely too small, as is the whole cross-shaded regime.
The precise location and nature of the true quantum critical
point remains an important problem, in particular in the
context of adiabatic algorithms. Nevertheless, our rigorous
result supports the conjecture that the ground state typically
has localization properties with respect to the eigenbasis of
UN . It does not rule out, though, a weak form of restoration
of ergodicity through quantum tunneling for those param-
eters put forward in [15,16,34,40]. To clarify this question
it is necessary to consider the probabilistic distribution
function of the order parameter and not just its mean,
because the sequence ðqNÞN≥2 is not expected to be self-
averaging in the spin-glass phase.
In this context, we recall that for b ¼ 0 the mean

free energy, −limN→∞E½lnðZNðβJ; 0ÞÞ�=ðNβÞ, and hence

FIG. 1. In the temperature-field plane the (red) cross-shaded
regime indicates where we prove the existence of spin-glass order
in the QSKM by (9) and, respectively, by (11) combined with
[39] (see text). The (red) dashed line is a cartoon of the critical
line between the spin-glass and the paramagnetic phases as
obtained by approximate arguments and/or numerical methods
[32–37]. The (blue) line-shaded regime for βJ < 1 indicates
where the spin-glass order parameter is rigorously known to
vanish [29].
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also the rhs of (10), is exactly determined by Parisi’s
(zero-field) distribution function on [0, 1], which with
increasing βJ > 1 exhibits ∞-replica-symmetry breaking
[24,25,30,31,41,42]. In contrast, no closed-form expres-
sions are available for b > 0. Recently the QSKM free
energy, which previously has been proved to exist and to
be independent of the specific probability distribution of
the coupling coefficient g12 as long as E½g12� ¼ 0 and
E½jg12j3� < ∞ (see [43]), was shown to be given by a
variational formula in terms of a Parisi-like functional for
an infinite-component vector-spin model [44]. However, no
conclusion could so far be drawn about emerging phases
form this formula. In contrast, for the simpler case βJ < 1 it
is known [29] that the free energy coincides with its
annealed version and that there is no spin-glass phase
for any b ≥ 0, see the (blue) line-shaded regime in Fig. 1.
The combination of this result with the present one
rigorously proves the existence of a phase transition in
the QSKM related to replica-symmetry breaking. But Fig. 1
clearly calls for further rigorous work on this model.
For a family of quantum hierarchical models dubbed as

QGREM, which for b ¼ 0 were originally introduced by
Derrida [45] as approximations to the more difficult SK
model, explicit formulas for the free energy are avail-
able [46] also for b > 0. Unlike for their classical counter-
parts, the phase diagrams of these QGREMs seem to
capture the QSKM only on a qualitative level though,
since their critical lines reach up to βJ ¼ 0 separating a
quantum paramagnetic phase from a classical one at high
temperatures.
Extensions.—The above simple strategy for proving

replica-symmetry breaking has straightforward extensions.
From our proof it is evident that Theorem 1 remains true as
it stands if one adds to (1) any term commuting with UN
that is possibly random but independent of UN such as, for
example, a Zeeman term corresponding to a magnetic field
in z direction. Adapting the more-involved argument of
[19], our bounds can also be extended from Gaussian to
more general symmetric distributions of the coupling
coefficients.
This strategy can also be applied to quantum spin-glass

models with multispin interactions, for example to the
“transverse p-spin model.” This model generalizes the
zero-field SK part (2) of (1) for each natural p ≥ 2 to

UN ¼ −
ffiffiffiffiffiffiffiffiffiffiffiffiffi
p!

2Np−1

r X
1≤j1<…<jp≤N

gj1j2…jpS
z
j1
Szj2 � � � Szjp ;

where ðgj1j2…jpÞ are independent and identically distributed
standard Gaussian random variables. For p > 2 this
classical zero-field Hamiltonian exhibits at its freezing
temperature finite and not ∞-replica-symmetry breaking
[47]. Proceeding for the quantum model as in (4) and
introducing αpðNÞ ≔ N!=½ðN − pÞ!Np�, which tends to
one as N → ∞, the mean zero-field energy

E½hUNi� ¼ −αpðNÞE½g12…phSz1Sz2 � � � Szpi�
ffiffiffiffiffiffiffiffiffiffiffi
Npþ1

p!2

s

is now related to the mean of the pth power of the replica-
overlap operator

E½hRp
Ni⊗� ¼ αpðNÞE½hSz1Sz2 � � � Szpi2� þ opðNÞ;

where opðNÞ is a term which goes to zero as N → ∞. Since
the double commutator (6) for A ¼ Sz1S

z
2 � � � Szp equals

4βb
Pp

j¼1 S
x
j , we thus obtain the following generalization

of Theorem 1:
Theorem 2.—The mean of the pth power of the replica-

overlap operator is lower bounded according to

E½hRp
Ni⊗� ≥ αpðNÞΦðpβbE½hSx1i�Þ

þ 2

βJ
1

N
E½hUNi� þ opðNÞ ð12Þ

for any β > 0, J > 0, b ≥ 0, and all N ≥ p.
As before, we may further estimate the transverse

magnetization, hSx1i ≤ tanhðβbÞ, and bound the second
term in (12) by the ground-state energy of the zero-field
p-spin model, which itself is asymptotically (as N → ∞)
lower bounded by −J

ffiffiffiffiffiffiffiffiffiffi
lnð2Þp

, the known value for p → ∞,
using Slepian’s lemma (see [48]). This proves a spin-glass
phase in a regime where the temperature and the field are
low enough [49,50]. However, the larger we choose p, the
smaller the regime becomes. In the limit p → ∞ replica-
symmetry breaking cannot be concluded by the above
strategy.
This limit corresponds to the quantum random energy

model (QREM). Its zero-field part UN is given in its
(canonical) eigenbasis by the eigenvalues −gσ

ffiffiffiffiffiffiffiffiffi
N=2

p
with

standard Gaussian random variables ðgσÞ, which are inde-
pendent and identically distributed for distinct z configu-
rations σ ∈ f−1; 1gN . In this case the phase diagram is
known [51] for general β and b ≥ 0, even at the rigorous
level [52]. As Goldschmidt’s calculations [51] suggest, in
the spin-glass phase the whole distribution of the replica
overlap hRNi⊗ of the QREM turns out to agree with its
classical analog. In particular, for this phase one can prove
[53] that limN→∞E½hRNi⊗� ¼ 1–2

ffiffiffiffiffiffiffiffiffiffi
lnð2Þp

=ðβJÞ.
Conclusion.—We have presented a simple argument that

establishes replica-symmetry breaking in spin-glass models
with a transverse field. It relies on a susceptibility bound
from [22] combined with an extension of the classical
relation between the mean spin-glass order parameter q̄ and
the mean of the zero-field part of the energy to the quantum
case. For the prominent quantum SK model, we have
discussed in detail two resulting strictly positive but not
optimal lower bounds on q̄. Nevertheless, our method has
extensions beyond the quantum SK model.
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the random energy model

Juan P. Garrahan, Chokri Manai and Simone Warzel

Studying the free energy in the thermodynamic limit, unfolds the static equilibrium properties, in par-
ticular the phase transitions, of the considered model. However, the partition function does not encode
dynamical information on the fluctuations of trajectory observables, such as the model’s potential inte-
grated along random walks on the Hamming cube. Instead, one needs to study the moment generating
function of the trajectory observable or, equivalently, the corresponding large deviation functions [123].
The analysis of the trajectory dynamics reveals for example phase transitions in the dynamical activity
of spin glasses [90, 103, 174]. In Article VII, we deal with the trajectory dynamics of the REM under a
simple random walk on the complete graph.

Main Results

Our main results are twofold as we examine the statistics of the REM potential integrated along a trajectory
via rigorous analytical methods and numerical computations. On the analytic side, we determine the large
deviation function via a spectral analysis of the tilted generator of the Markov process. That enables us
to provide a complete phase diagram for all times and coupling parameters. We observe three phases: an
active phase dominated by the Markov generator and two inactive phases, one glassy phase governed by
the extreme values of the REM and a second one resembling the paramagnetic phase of the REM. The
tilted generator agrees up to a constant shift with a rank-one perturbation of the REM potential and has
been studied before in [7]. In fact, our proof is based on the precise characterization of the eigenfunctions
in [7]. The numerical computations make use of the Monte Carlo method which we use to realize typical
rare trajectories. On one hand, the numerical results reflect our rigorous statements for the thermodynamic
limit while. On the other hand, finite size corrections are present and have an impact on the observables
probability distribution.
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this article. Juan P. Garrahan was the initiator of this work and introduced Simone Warzel and me to the
topic of trajectories in disordered systems. He was mainly in charge of the numerical implementation.
The interpretation of the numerical findings is a result of several joint meeting. Simone Warzel and I have
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We study the fluctuations of time-additive random
observables in the stochastic dynamics of a system
of N non-interacting Ising spins. We mainly consider
the case of all-to-all dynamics where transitions are
possible between any two spin configurations with
uniform rates. We show that the cumulant generating
function of the time-integral of a normally distributed
quenched random function of configurations, i.e.
the energy function of the random energy model
(REM), has a phase transition in the large N
limit for trajectories of any time extent. We prove
this by determining the exact limit of the scaled
cumulant generating function. This is accomplished
by connecting the dynamical problem to a spectral
analysis of the all-to-all quantum REM. We also
discuss finite N corrections as observed in numerical
simulations.

This article is part of the theme issue ‘Quantum
annealing and computation: challenges and
perspectives’.

1. Introduction
In statistical mechanics, we are used to studying static
phase transitions from singularities in partition sums
[1]: the value of a control parameter at which the

2022 The Author(s) Published by the Royal Society. All rights reserved.
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free energy becomes non-analytic (in the infinite-size limit) indicates that the equilibrium
ensemble of configurations undergoes a phase change. The standard equilibrium ensemble
method can be generalized straightforwardly to stochastic dynamics by replacing configurations
with trajectories, static observables with (time-extensive) functions of trajectories and the partition
sum with the corresponding moment generating function of the trajectory observable [2,3].
The ‘thermodynamics of trajectories’ approach [4–6] allows to study dynamical or ‘trajectory’
phase transitions, that is, singular changes in the nature of dynamical fluctuations that often
are not reflected in (thermo)static properties or occur at different parameters of the model. The
singularities of the relevant large deviation (LD) functions [7] reveal phase transitions in, for
example, the dynamical activity of glassy systems [8–10], in time-integrated currents in exclusion
processes [11–13] and in (active) work in active matter [14].

An interesting question is what occurs in a system of many degrees of freedom whose
dynamics is non-interacting when one considers the fluctuations of a (quenched) random
trajectory-observable that couples them. Our main object of interest will be a system of N Ising
spins which all flip independently from each other. For the case of non-random local observables
and independent spins with single spin-flip dynamics recent results [15] show that in certain cases
there is a phase transition in the LD function. While, naively, one might expect nothing interesting
to occur due to the non-interacting nature of the dynamics, these results indicate that the optimal
way to generate large fluctuations is by means of effectively highly correlated dynamics which is
singularly different from the typical dynamics [16].

Here we start addressing the problem of random and long-ranged trajectory observables
by considering the time integral of a function of configurations whose values are normally
distributed with zero mean and variance N, that is, the energy function of the simplest mean-field
spin glass: the random energy model (REM) [17,18]. For simplicity, we will consider dynamics
which is all-to-all, that is, allowed configuration changes are those where any number of spins
can flip simultaneously and independently. We also comment on the case of single-spin flips,
which corresponds to the quantum random energy model (QREM).

The general problem we consider here has relevance in several areas. One is the minimization
via trajectory sampling of (quasi-) random cost functions [19], which arises for example when
training neural networks. A second one is in connection to measurement induced phase
transitions in quantum systems [20,21], where the calculation of Renyi entropies reduces to
computing the optimal dynamics of a random coupling function [22,23] in a system of classical
replicas which evolve independently.

2. Unbiased dynamics
Any continuous-time Markov process with trajectoriesωωω : [0, ∞) → QN on the configuration space
QN := {−1, 1}N of N Ising spins is uniquely characterized in terms of the transition rates wσσσ→τττ of
spin configurations σσσ = (σ1, . . . , σN) ∈ QN to any other configuration τττ , and the associated escape
rates rσσσ :=∑

τττ �=σσσ wσσσ→τττ . The latter governs the law, rσσσ e−rσσσ�t, of the sojourn time �t until the
next jump out of σσσ . In the following, we choose wσσσ→τττ := N2−N independent of the configuration.
Since the connectivity of this jump process is then described by the complete graph on 2N vertices
(i.e. spin configurations), this dynamics is called the completely connected or all-to-all stochastic
dynamics on Ising configurations. Using Dirac’s notation, in which {|σσσ 〉|σσσ ∈ QN} stands for the
canonical orthonormal basis in the Hilbert space �2(QN) ≡ ⊗N

j=1C2, the generator of this Markov
process is given by

W :=
∑

σσσ ,τττ∈QN
σσσ �=τττ

wσσσ→τττ |τττ 〉〈σσσ | −
∑
σσσ∈QN

rσσσ |σσσ 〉〈σσσ | = N (|−〉〈−| − 1)

in terms of the orthogonal projection |−〉〈−| onto the ‘flat state’ defined by 〈σσσ |−〉 = 2−N/2. In
its probabilistic interpretation, W is considered an operator on �1(QN) and acts on probability
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distributions |pt〉, i.e. pt(σσσ ) ≡ 〈σσσ |pt〉 ≥ 0 and
∑
σσσ∈QN

pt(σσσ ) = 1. The dynamics of any initial
distribution is governed by the master equation

∂t|pt〉 = W|pt〉.
The completely connected stochastic dynamics can be regarded as a further simplification
of the dynamics of independent spin flips at infinite temperature. The latter is generated
by Ŵ :=∑N

j=1(Xj − 1), in terms of the Pauli-X matrices, which flip the jth spin, i.e. Xj|σσσ 〉 =
|σ1, . . . , −σj, . . . , σN〉. Both Markov processes are irreducible and share the equidistribution
pss(σσσ ) := 2−N as its unique invariant measure. One difference is their spectral gap, which governs
the rate of approach to the equidistribution. While the spectral gap is N in the case of W, it is
2 in the case of Ŵ. In this paper, we focus on the completely connected dynamics W and only
comment on the single spin-flip dynamics Ŵ.

The dynamics generated by W (and Ŵ) is ‘infinite temperature’ in the sense that transitions are
completely independent of the initial and final states. The operator W is therefore bi-stochastic,
〈−|W = 0, W|−〉 = 0, with the first equality indicating conservation of probability, and the second
that the stationary state is also the flat state (the stationary probability vector being 2−N/2|−〉).
Since the dynamics of all spins is independent, all correlation functions are unconnected.

3. Trajectory observable and random energy model
We study the statistics under the above defined all-to-all independent dynamics of a trajectory
observable chosen to explore the energy landscape of the REM [17,18]. The REM, U : QN → R,
is a Gaussian random field (with randomness independent of the Markov process) in which the
values U(σσσ ) are distributed independently for all σσσ ∈ QN with identical normal law uniquely
characterized by zero mean and covariance N. The units are chosen so that the REM’s large
deviations occur on order N which agrees with the norm of W. In this context, we recall [17,24]
that the REM’s minimum (and similarly for its maximum) satisfies the extremal value statistics:

P(min U ≥ uN(x)) = (1 − 2−N e−x+o(1))2N
(3.1)

for any x with the scaling function uN(x) := −βcN + ((ln(N ln 2) − ln(4π ))/2βc) − (x/βc), where
βc = √

2 ln 2 and P denotes the joint law of the REM. In particular, the minimal energy of the
REM is roughly at −βcN.

The trajectory observable we consider is (up to a factor of t) the empirical average of the REM
energy along a trajectory ωωω of the Markov process

Ut[ωωω] :=
∫ t

0
U(ωωω(s)) ds, t> 0.

We will be interested in the probability distribution of this quantity under the law Pt on
trajectories associated with W up to time t with the initial spin configurations equally distributed.
The main result of this short note is a proof of a large deviation principle for this distribution in
the limit of large system size N (for trajectories of any time extent t). This large deviation principle
is described in terms of the moment generating function

Z(t, λ) :=
∫

e−λUt[ωωω]Pt(dωωω) =
∑

σσσ ,τττ∈QN

2−N〈σσσ |et(W−λU)|τττ 〉 = 〈−|et(W−λU)|−〉. (3.2)

Here the second equality is due to the Feynman–Kac formula for the Markov process under
consideration (cf. [25,26]). Crucially, this formula connects the question concerning the (a)typical
behaviour of Ut to properties of the tilted generator

Wλ := W − λU,

which is a random matrix on �2(QN). Note that by substituting W by Ŵ, this random matrix
coincides, up to a constant shift and change of sign, with the Hamiltonian of the QREM—one
of the simplest quantum spin glass models [27–30]. In our case, the operator Hλ = −Wλ + N1

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

05
 D

ec
em

be
r 

20
22

 



4

royalsocietypublishing.org/journal/rsta
Phil.Trans.R.Soc.A381:20210415

...............................................................

instead corresponds to the Hamiltonian with an all-to-all kinetic energy studied in [31]. Owing to
the symmetry of the REM’s distribution the parameter λ can be taken non-negative without loss
of generality, and the large deviation function also known as scaled cumulant generating function
(SCGF) is then given by

θ (t, λ) := lim
N→∞

1
Nt

ln Z(t, λ).

The SCGF plays the role of a free energy for trajectory ensembles.
It is important to emphasize that what we are considering here is very different from the study

of classical thermal dynamics of the REM under Glauber or Metropolis schemes, as in e.g. [32–35].
In those cases, the dynamical Markov generator is interacting (as transitions depend on changes in
U) and what is studied are the typical trajectories under that interacting dynamics. By contrast, we
study rare trajectories under the non-interacting dynamics generated by W with large fluctuations
of Ut.

4. Trajectory phase diagram
Our main result is the following:

Theorem 4.1. For any t> 0, λ≥ 0 and almost all realizations of the REM:

θ (t, λ) = max{0, t−1p0(tλ) − 1}, (4.1)

with

p0(β) := lim
N→∞

1
N

ln
1

2N

∑
σσσ

e−βU(σσσ ) =
{
β2

2 , β ≤ βc := √
2 ln 2

ββc − ln 2, β > βc.
(4.2)

Before spelling out the short proof of theorem 4.1 in §7, let us put this result in some context
and discuss some consequences. The quantity defined in (4.2) is the pressure corresponding to
the REM’s static (normalized) partition function at inverse temperature β. The critical value βc =√

2 ln 2 corresponds to the inverse of the REM’s freezing temperature into a spin glass phase with
one-step replica symmetry breaking (cf. [17]). The phase diagram resulting from theorem 4.1 is
thus composed of three regimes depicted in figure 1a:

(i) An Active dynamical phase in which the Markov generator W dominates over the tilting,
and which is characterized by θ (t, λ) = 0 and the specific activity being unity (see below).
It is separated from the remaining regimes by a first-order transition line. This regime
persists for all |λ|<βc(2t)−1 + β−1

c in case t−1 < 2β−2
c and |λ|<

√
2t−1 in case t−1 ≥ 2β−2

c .
(ii) A regime of vanishing activity which occurs for t−1 < 2|λ|β−1

c − 2β−2
c and which is

dominated by the REM’s extreme values where the system localizes. This regime is
related to the spin-glass phase of the REM. We call this the Inactive-1 dynamical phase.

(iii) The remaining parameter regime corresponds to a second inactive regime which we term
Inactive-2 dynamical phase. It occurs only if t−1 > 2/β2

c and is related to the classical
paramagnetic phase of the REM.

In particular, in the long-time limit, t → ∞, the value λ= β−1
c separates the Active and Inactive-1

phases, the latter dominating at large λ. Not surprisingly, this transition in the largest eigenvalue
of the tilted generator Wλ = W − λU reflects the known location of its quantum-phase transition.
As we will recall in §7, the eigenvector corresponding to the largest eigenvalue changes near
λ= β−1

c from a delocalized state resembling |−〉 (indicating that trajectories visit all states equally
giving rise to large activity) to a state localized at the REM’s maximizing spin configuration
(corresponding to trajectories that are inactive as they do not move away from this configuration).

The classification above of the trajectory phases in terms of their activity is obtained as follows.
The dynamical activity is the total number of configuration changes in a trajectory. It can be
calculated through the same tilting method used above for the time-integrated REM energy.
Specifically, if we define the doubly tilted partition sum Z(t, λ, s) := 〈−|etWλ,s |−〉 with Wλ,s =
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βc
–1
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–2

2βc
–2

λ

T

QPM SG

PM

(b)(c)

βc–βc 0

2

4

6

u

ϕ
t = 0.1

t = 1

λ

t–1

Inactive-1

Active
In-2

2βc
–1βc

–1

(a)

2βc
–2

Figure 1. (a) Dynamical phase diagram in the limit of N → ∞. The abscissa is the counting field λ conjugate to the time-
integrated REM energy and the ordinate the inverse of the trajectory length t. The full lines indicate the first-order transitions
betweenActive and Inactive-1 or Inactive-2 trajectory phases,while the double line indicates a one-step RSB transition between
the Inactive-1 and Inactive-2 phases. (b) Large deviation function ϕ(t, u) at two different values of t. For t−1 = 1< 2β−2

c
(blue lines) the rate function is one of coexistence between Active (which has u= 0) and Inactive-1 (which has u= ±βc , by
symmetry). The linear portion of the rate function is the Maxwell construction indicative of phase coexistence (in time). For
t−1 = 10> 2β−2

c , the rate function describes the coexistence between the three phases (black). The linear portion between
0 and

√
2t is now the first-order coexistence between Active and Inactive-2. In Inactive-2 |u| can take values with decreasing

probability between
√
2t and βc . The rate function is infinite for any |u| beyond βc (indicative of zero probability for such

trajectories). (c) Thermal phase diagram of the all-to-all QREM for comparison. (Online version in colour.)

N e−s|−〉〈−| − N(1 − 2−N(1 − e−s))1− λU (where the additional tilting by e−s of the off-diagonal
part of W allows to count jumps in trajectories), we get the activity from −∂s log Z(t, λ, s)|s=0. Using
the results above, it is easy to see that the average activity per unit space and time is unity in the
active phase and zero in the two inactive phases.

Via the Gärtner–Ellis theorem [36], the rate function of the large deviation principle obeyed by
Ut is given by the Legendre–Fenchel transformation

ϕ(t, u) := sup
λ

(uλ− θ (t, λ)) =

⎧⎪⎪⎨⎪⎪⎩
|u|
√

2
t , |u| ≤ min

{√
2t,βc

}
,

1 + u2

2t , else,

∞, |u|>βc.

Note that, although in theorem 4.1 initially defined only for λ≥ 0 , the function λ→ θ (t, λ) extends
to all real values by symmetry. The rate function u → ϕ(t, u) is then symmetric as well. For times
t>β2

c /2 = ln 2, the second case in the above equation is absent. As a corollary to theorem 4.1 and
[36, Thm 2.3.6], we thus obtain the promised large deviation principle

− inf
u∈I◦

tϕ(t, u) ≤ lim inf
N→∞

1
N

ln Pt((Nt)−1Ut ∈ I)

≤ lim sup
N→∞

1
N

ln Pt((Nt)−1Ut ∈ I) = − inf
u∈I

tϕ(t, u) (4.3)

which holds for any Borel set I ⊂ R and any t> 0. The rate function is shown in figure 1b for two
different times.

Clearly, under the a priori measure Pt, which favours rapid changes of spin configurations
at the rate N(1 − 2−N), the typical value of the REM’s empirical energy density N−1Ut[ωωω] along
any trajectory ωωω is close to zero. The fluctuations about this typical behaviour are described by
(4.3): close to u = 0, these fluctuations are linearly suppressed with a rate proportionally to N

√
2t.

Tilting the a priori measure, one encounters one or two phase transitions depending on whether
t> ln 2 or not. If t< ln 2, one enters a regime

√
2t< |u|<βc with Gaussian fluctuations. Beyond

this, i.e. at energy densities of the order of the REM’s maximum or minimum (3.1), the energy
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density effectively stops fluctuating. Trajectories freeze for long times in the REM’s extremal
values.

5. Thermal phase diagram and generalizations
The dynamical partition sum of the stochastic system we are considering is reminiscent of a
quantum (thermal and static) partition sum for the all-to-all version of the QREM. While the
calculation of both is analogous, there are some important differences, which we address next.
Specifically, if we consider the tilted generator Wλ as (minus) a Hamiltonian, the (specific) free
energy of the associated quantum problem at temperature T is

f (T, λ) := lim
N→∞

T
N

ln
1

2N Tr e(W−λU)/T . (5.1)

As we will explain in §7, using results in [31] this quantity can easily be determined for a rather
general Ising spin glass U in terms of its free energy.

Theorem 5.1. Let U : QN → R be such that P(U(σσσ ) ∈ N dv) = 
(v) dv for all σσσ ∈ QN with an N-
independent distribution 
 which has up to four finite moments with

∫
v
(v) dv= 0 and

∫
v2
(v) dv = 1.

If for almost all realizations the values U(σσσ )/N as N → ∞ fill a compact interval [umin , umax ] and the
pressure p0(β) = limN→∞(1/N) ln(1/2N)

∑
σσσ e−βU(σσσ ) exists, then the free energy at temperature T of the

tilted generator Wλ is given by

f (T, λ) = max
{
−T ln 2, Tp0

(
λ

T

)
− 1

}
. (5.2)

Restricting attention to the REM to which the theorem is applicable, we note that (5.2) and the
explicit expression for p0 in (4.2) implies that the all-to-all QREM exhibits three different phases
depending on coupling and temperature: a delocalized quantum paramagnetic phase (QPM), a
localized spin-glass phase (SG) and a classical paramagnetic phase (PM) (figure 1c). These three
static quantum phases are similar to the dynamical ones of the stochastic problem of theorem
4.1. But it is worth pointing out that at T> 0 the (thermo)static phase transitions described by
f (T, λ) do not coincide with the dynamic phase transitions described by θ (t, λ). These differences
arise because the boundary vectors in the dynamical partition sum involve information about
eigenvectors of Wλ also versus the trace in the static quantum one depends on the eigenvalues
only. For a comparison of the phase diagrams, see figure 1a,c.

In contrast to the all-to-all simplification studied in theorem 5.1, the free energy of transversal
field models with U’s having a correlation structure more complicated than the REM [27,29] or
its generalized relatives [28,30] is not explicitly known. The most prominent example, to which
theorem 5.1 also applies, is the all-to-all version of the Quantum Sherrington–Kirkpatrick (QSK)
model. In contrast to its all-to-all simplification (5.2), the free energy and phase diagram of the
QSK is predicted to consist of two phases only: a paramagnetic phase separated from a spin-glass
phase at low temperatures and small transversal field (cf. [37,38] for numerical and [26,39] for
recent analytical results). Clearly, the all-to-all version of the QSK will not exhibit an interesting
entanglement structure predicted recently in [40].

In view of the general class of U’s covered by theorem 5.1, one might wonder whether theorem
4.1 is generalizable to the class of U’s covered above. In fact, from the proof in §7 it is easy to see
that substituting in (4.1) the pressure of U, the right-hand side remains a lower bound on θ (t, λ),
cf. (7.4). This lower bound is sharp only in case the eigenvectors corresponding to the bulk of
eigenvalues remain localized (in the sense that limN→∞ N−1 ln〈−|1(E−δN ,E+δN)(Hλ)|−〉 = − ln 2 for
all sufficiently small δ > 0 and E/N ∈ [umin , umax ]). Motivated by results in [41], we conjecture this
to hold for the SK model U. However, this will not hold in case correlations of U cause its values
to cluster.
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Figure 2. (a) Dynamical order parameter −∂λθ (λ, t) for various times t, from exact diagonalization (ED) for one disorder
realization with system size N = 12. (b) The top panel shows a typical trajectory of time extent t = 10, corresponding to
unbiased dynamics,λ= 0 (generated fromW via standard continuous-timeMonte Carlo from a random initial configuration).
The bottompanel shows a characteristic trajectory of the inactive phase,λ= 2. This was obtained via transition path sampling
(TPS, see main text). The inset to the lower panel shows the convergence of the trajectory sampling (black): each iteration is
a different trajectory and their time-integrated energy converges to the ED result (red dashed) with enough TPS iterations. (c)
Transition pointλc(N) for t = ∞ as a function of system size, averaged over 20 disordered realizations. The dashed line is the
large N value ofλc . (Online version in colour.)

6. Numerical illustration of finite-size corrections
The exact results above are for the limit N → ∞. At finite N there are of course finite-size
corrections and sample-to-sample fluctuations between different realizations of the disorder U.
Using numerics, we now illustrate some of these finite-size effects. (A comprehensive numerical
study of both the all-to-all and single spin-flip problem will be presented in a future publication.)

When the system size is not too large the dynamical partition sum (3.2) can be computed
numerically using exact diagonalization (ED). We illustrate results for one disorder realization in
a system of size N = 12 of the dynamical order parameter:

u(λ, t) := 1
NtZ(t, λ)

∫
Ut[ωωω] e−λUt[ωωω]Pt(dωωω) = − ∂

∂λ
θN(t, λ) (6.1)

Figure 2a shows the following: (i) for finite size the phase transitions turn into crossovers, as
expected; (ii) for all t there is a crossover from u ≈ 0 at λ= 0 to a large negative u for large λ,
eventually reaching the minimum of the potential (which changes from sample to sample); (iii)
these crossovers are sharper the longer t, also expected due to the preference of the boundary
states in (3.2) for the delocalized state.

In figure 2b, we show representative trajectories for two values of λ for t = 10. We plot the
instantaneous energy as a function of time in the trajectory. The top panel shows a typical
trajectory of the dynamics corresponding to λ= 0, cf. the red square in figure 2a. This trajectory
generated by W is sampled using standard (continuous-time) Monte Carlo [42]. Since the
unbiased dynamics connects all configurations with equal rates the trajectory jumps between the
energy values: it corresponds to the phase which has high activity and is delocalized. The bottom
panel shows a characteristic trajectory for λ= 2, cf. the red circle in figure 2a. This is a rare event
(exponentially suppressed in N and t) of the dynamics, and as such cannot be easily sampled
from running Monte Carlo with W (since Wλ is not a stochastic operator). We obtain such rare
trajectories instead by performing importance sampling in trajectory space using transition path
sampling (TPS) [43], essentially a Monte Carlo method in trajectory space that aims to ‘equilibrate’
to a reweighted trajectory distribution Z(t, λ)−1 e−λUt[ωωω] (supplemented with bridge moves to
improve acceptance; we will provide details of this method in a future publication). The inset
to the lower panel shows the convergence of our TPS approach: it shows the evolution of the
sampled trajectories with TPS iterations by showing their Ut[ωωω] (per unit time). The Ut[ωωω] in the
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inset converges eventually to the value expected at λ= 2, showing that TPS converges to the tilted
trajectory ensemble. The trajectory shown in the lower panel is the last trajectory from TPS. It is
very different from the typical one in the upper panel: it has very low activity and is localized for
most of the time in the minimum energy configuration, corresponding to the Inactive-1 dynamical
phase. Note that while we only illustrate the numerics for the size N = 12, TPS can be used for
larger system sizes in contrast to ED.

Figure 2c shows the location of the critical λ for t = ∞, averaged over 20 realizations of the
disorder, for different systems sizes. The transition point is inferred from the maximum of the
dynamical susceptibility ∂2

λθN(λ), where θN(λ) is the largest eigenvalue of Wλ. This eigenvalue is
calculated using (7.1), which allows to compute it for larger sizes than those accessible to ED. The
figure suggests a convergence to the limiting value β−1

c for large N, as expected from the analytics
above.

7. Proof of the large deviation results
The Feynman–Kac formula (3.2) reduces the large deviation problem to a spectral analysis of the
random matrix Wλ = W − λU. Up to a constant shift and rescaling, the spectrum of Wλ for an REM
U has been analysed in [31] both on the macro and microscopic scale of the eigenvalue process.
The main technical tool for studying Wλ, which applies to U more generally than the REM, is
rank-one perturbation theory. For non-degenerate values of U, the energy E is an eigenvalue of
Wλ if and only if

1 = N〈−|(E + N + λU)−1|−〉 = 1
2N

∑
σσσ

N
E + N + λU(σσσ )

. (7.1)

The corresponding eigenvectors ψE satisfy for all σσσ ,τττ ∈ QN :

〈σσσ |ψE〉
〈τττ |ψE〉 = E + N + λU(τττ )

E + N + λU(σσσ )
. (7.2)

In the case of degeneracies of the values of U, the remaining eigenvalues remain unaffected by
the rank-one perturbation. An immediate implication of this fact and (7.1) is the fact that all
eigenvalues of Wλ aside from the largest one are interlaced with the energies of U and additionally
shifted by −N (cf. e.g. [44] and references therein for interlacing and finite-rank perturbation
theory). In the case of the REM, all eigenvalues are in fact almost surely simple.

As we argue next, the largest solution of (7.1) is independent of the realization of U up to
small fluctuations. More precisely, we study solutions with E/N ≥ λumax − 1 + ε for arbitrary ε >
0 and all N (with umax = βc for the REM, cf. (3.1)). A strong law of large numbers implies that the
right-hand side of (7.1) is then well approximated as N → ∞ by the integral

∫∞

−∞
N

E + N + λ
√

Nv

(v) dv = 1

1 + E/N

(
1 + λ2

N(1 + E/N)
+ O(N−2)

)
.

This explains the following results on the largest eigenvalue E0 := max σ (Wλ), which are
straightforward adaptations of results in [31]:

(i) In case λumax < 1, on an event with probability close to one, the largest eigenvalue is
at E0 := max σ (Wλ) = λ2 + O(N−1) and the corresponding eigenvector satisfies 〈σσσ |ψE0 〉 ∝
(E0 + N + λU(σσσ ))−1. Since 2−N ∑

σσσ (E0 + N + λU(σσσ ))−2 is of order one up to small
fluctuations by the law of large numbers, this vector is hence still delocalized (as in the
case λ= 0).

(ii) In case λumax > 1, the largest eigenvalue is at E0 = max σ (Wλ) = (λumax − 1)N + o(N). For
the REM, one even has the fine asymptotics

E0 = max σ (Wλ) = (λβc − 1)N − N2−N
(

1 − 1
λβc

)−1
+ o(N2−N) (7.3)
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and the corresponding eigenvector is mostly concentrated on the REM’s minimizing
configuration σσσ 0 : eqq arg min U. This is specified through the ratios (7.2). Note that the
error term in the above equation only holds with a probability up to 1 − O(1/N) (cf. [31,
App A]).

In particular, even in the case of degeneracies of U, the union of eigenvalues, σ (Wλ), when divided
by N, converges almost surely to the non-random set {0} ∪ [λumin − 1, λumax − 1]. Together with
the interlacing property, one then easily arrives at (5.2) for the free energy of Wλ.

The proof of theorem 4.1 requires slightly more detailed knowledge, since 〈−|etWλ |−〉 involves
properties of the eigenvectors, too. The rough picture established in [31] through a more detailed
analysis of the characteristic equation (7.1) is the following:

(i) Delocalization of one eigenstate near energy 0 is shown to persist up to λ<
√

2. From that
value on, λ>

√
2, this eigenstates ‘melts’ into a narrow band of semi-delocalized states

near energy 0.
(ii) The eigenvalue process, when rescaled to order one at some fixed energy outside −N

and 0, is given by a Poisson process. Correspondingly, outside those special energies the
normalized eigenvectors are localized.

We will need the following result, which is contained in [31, Proof of Thm. 6.3].

Proposition 7.1. For any δ > 0 and any N there is some a> 0 and an event ΩN whose complement
is summable,

∑
N P(Ωc

N)<∞, such that in the event ΩN any eigenvalue E of Wλ with |E|> δN and
|E + N|> δN has a normalized eigenvector ψE, which satisfies |〈−|ψE〉|2 ≤ Na 2−N. Moreover, for any
such E, there is some σσσE ∈ {−1, 1}N such that |E + N − λU(σσσE)| ≤ δN.

Proof of theorem 4.1. The proof proceeds by establishing asymptotically coinciding upper and
lower bounds. For the lower bound, we use Jensen’s inequality to conclude

ln〈−|etWλ |−〉 ≥ t〈−|Wλ|−〉 = tλ
2N

∑
σσσ

U(σσσ ).

By the law of large numbers, this term converges to zero for almost all realizations of the REM.
For another lower bound, which is sharper in case t< p0(tλ), we estimate

〈−|etWλ |−〉 = 1
2N

∑
σσσ ,τττ

〈τττ |etWλ |σσσ 〉 ≥ 1
2N

∑
σσσ

〈σσσ |etWλ |σσσ 〉

≥ 1
2N

∑
σσσ

exp
(

tN(|〈σσσ |−〉|2 − 1) − tλU(σσσ )
)

, (7.4)

where the last step is again by Jensen’s inequality. Using |〈σσσ |−〉|2 = 2−N and (4.2), the combination
of the above estimates yields (4.1) as a lower bound.

A complementing upper bound is based on proposition 7.1. Expanding in eigenfunctions and
splitting the sum over all eigenvalues in three parts corresponding to energies E with |E + N| ≤
δN, |E| ≤ δN and the rest, we write and estimate using proposition 7.1:

〈−|etWλ |−〉 =
∑

E

etE|〈−|ψE〉|2 ≤ etN(δ−1) + etNδ + Na

2N etN(δ−1)
∑
σσσ

e−tλU(σσσ ). (7.5)

In the event ΩN of proposition 7.1, we thus conclude

lim sup
N→∞

1
Nt

ln〈−|etWλ |−〉 ≤ max{0, t−1p0(tλ) − 1} + δ.

By a Borel–Cantelli argument, this establishes this almost-sure bound on the upper limit. Since
δ > 0 is arbitrary, this concludes the proof. �
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8. Outlook: QREM
Let us conclude this note with some conjectures, partial results and comparison in case W is
replaced by the spin-flip dynamics generated by Ŵ. In that case, the tilted generator Ĥλ := Ŵ − λU
is the QREM. Its low-energy spectrum as well as the phase transitions in the free energy are
well understood [29,45]. By the Feynman–Kac formula the dynamical phase transition is again
described in terms of the asymptotic behaviour of N−1 ln〈−|etĤλ |−〉.

The phase transition in the largest eigenvalue Ê0 := max σ (Ĥλ) occurs on order N at the same
location λ= β−1

c as for Hλ. However, the finite-volume corrections are different in the localization
regime, i.e. for all realizations of the REM aside from a set of exponentially small probability (see
[45] for details):

(i) if λ> β−1
c we have Ê0 = −λmin U + (λβc)−1 + O(N−1/4),

(ii) if λ< β−1
c we have Ê0 = λ2 + O(N−1/4).

Following the steps of the lower bound in the proof of theorem 4.1, it is easy to see that for almost
all realizations of the REM one still has:

lim inf
N→∞

1
Nt

ln〈−|etĤλ |−〉 ≥ max{0, t−1p0(tλ) − 1}. (8.1)

We conjecture that this bound is sharp. In fact, using the spectral decomposing as in (7.5) and
decomposing the sum into positive and negative energies we may again estimate

〈−|etĤλ |−〉 ≤
∑

Eσ (Ĥλ)
E>0

etE |〈−|ψE〉|2 + 1.

The first sum is estimated trivially by et̂E0 . In case λ< β−1
c this yields the upper bound

lim supN→∞(1/Nt) ln〈−|etĤλ |−〉 ≤ 0, which coincides with the lower bound. In case λ> β−1
c , we

know from [45] that eigenvalues with energies E> 0 are in one-to-one correspondence with
values U(σσσE) = E + O(1). We conjecture that the local density of states at these energies satisfies
limN→∞ N−1 ln〈−|1(E−δN ,E+δN)(Ĥλ)|−〉 = − ln 2 for all sufficiently small δ > 0. This would prove
that (8.1) is indeed sharp.
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