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Abstract

In the framework of this thesis the effects, induced by the underlying cu-
bic crystal structure and its resulting anisotropies, on the collective spin
excitations in the chiral magnet CusOSeO3 are investigated. The analy-
sis comprises results obtained from numerical calculations and microwave
spectroscopy experiments.

First, the resonance modes of the helical/conical, tilted conical, field
polarized, skyrmion lattice and elongated skyrmion lattice phases are calcu-
lated numerically in presence of the cubic magnetocrystalline anisotropy. In
this regard the field dependence of the resonance frequencies and the time
evolution of the spatial distribution of the dynamic magnetization are pre-
sented. These results reveal mode hybridizations with higher order modes
in the tilted conical and skyrmion lattice phase, respectively. The calculated
microwave spectra are finally compared to the experimental ones, provided
by collaborators from our group. A good agreement between these is evi-
dent.

In the second part, the mode interactions between the skyrmion lattice
resonances are studied in more detail. It could be shown that the cubic
magnetocrystalline anisotropy mediates a selection rule based on the sym-
metry and polarization of the interacting modes. In order to characterize
the hybridization strength, the minimum frequency gap between the inter-
acting resonance branches is extracted from the calculated microwave spec-
tra for two different sample shapes. The obtained gap size as a function
of cubic magnetocrystalline anisotropy strength K increases linearly and
does not depend on the sample shape. These results are finally compared
to experimental data, provided by collaborators from different groups. In
the experiments a linear dependence on the temperature is observed, the
gap size is, however, larger by a factor of around 2-3. In order to account
for this difference, the energy functional is complemented by the exchange
anisotropy. It was found that the gap size increases as a function of ex-
change anisotropy constant C' in the case of C' > 0 and decreases first and
subsequently increases again in the case of C' < 0.

The last part comprises angle and temperature resolved microwave spec-
troscopy experiments on a cuboid and a spherical sample. The quantities to
be measured are the resonances in the field polarized phase and the critical



transition field H.. The measurements reveal a dominant twofold and a
fourfold symmetry for the resonances and a fourfold symmetry for the sec-
ond quantity, Hca. While the fourfold symmetry originates mainly from the
cubic magnetocrystalline anisotropy, the twofold symmetry is attributed to
the dipolar interactions. These are taken into account by considering the
formation of standing spin waves, instead of a uniform excitation of the
magnetization dynamics. By fitting the analytically derived equations to
the experimental data, a continuous decrease of K as a function of tem-
perature is extracted. The comparison of the extracted K values obtained
on one hand from the resonances in the field polarized phase and on the
other hand from H. reveals a finite difference. This suggests that an addi-
tional fourfold symmetry contribution, such as the exchange anisotropy, is
missing in the energy functional. The exchange anisotropy constant, which
is obtained from subsequent analysis, agrees well with the one assumed in
the preceding numerical treatment in order to compensate the difference in
the hybridization gap size. It can be concluded that both the cubic magne-
tocrystalline and the exchange anisotropy are the main contributions to the
mode-mode interactions.
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Zusammenfassung

Im Rahmen dieser Arbeit werden die durch die zugrundeliegende kubische
Kristallstruktur und die daraus resultierenden Anisotropien induzierten Ef-
fekte auf die kollektiven Spinanregungen in dem chiralen Magneten
Cup0SeO3 untersucht. Die Analyse umfasst Ergebnisse aus numerischen
Berechnungen und Mikrowellen Spektroskopie Experimenten. Zunéchst wer-
den die Resonanzmoden der helikalen/konischen, gekippt konischen, feld-
polarisierten, Skyrmion-Gitter und elongierten Skyrmion-Gitter Phasen in
Gegenwart der kubischen magnetokristallinen Anisotropie numerisch berech-
net.

In diesem Zusammenhang werden die Feldabhangigkeit der Resonanzfre-
quenzen und die zeitliche Entwicklung der raumlichen Verteilung der dy-
namischen Magnetisierung dargestellt. Diese Ergebnisse offenbaren Mod-
enhybridisierungen mit Moden hoherer Ordnung in der gekippt konischen
und der Skyrmion-Gitter Phase. Die berechneten Mikrowellenspektren wer-
den schliefSlich mit den experimentellen Spektren verglichen, die von Mi-
tarbeitern unserer Gruppe bereitgestellt wurden. Es zeigt sich eine gute
Ubereinstimmung zwischen diesen.

Im zweiten Teil werden die Moden-Wechselwirkungen zwischen den Skyr-
mion-Gitterresonanzen genauer untersucht. Es konnte gezeigt werden, dass
die kubische magnetokristalline Anisotropie eine auf der Symmetrie und
Polarisation der wechselwirkenden Moden basierende Auswahlregel vermit-
telt. Zur Charakterisierung der Hybridisierungsstéirke wird die minimale
Frequenzliicke zwischen den wechselwirkenden Resonanzzweigen aus den
berechneten Mikrowellenspektren fiir zwei verschiedene Probenformen ent-
nommen. Die erhaltene Liickengrofie als Funktion der Starke der kubischen
magnetokristallinen Anisotropie K nimmt linear zu und ist unabhangig von
der Probenform. Diese Ergebnisse werden schliefllich mit experimentellen
Daten verglichen, die von Mitarbeitern verschiedener Gruppen zur Verfligung
gestellt wurden. In den Experimenten wird eine lineare Abhéngigkeit von
der Temperatur beobachtet, die Frequenzliicke ist jedoch um einen Faktor
von etwa 2-3 grofler. Um diesen Unterschied zu erkliaren, wird das Energie
Funktional durch die Austauschanisotropie ergénzt. Es wurde festgestellt,
dass die Liickengrofie als Funktion der Austauschanisotropiekonstante C' im
Fall von C > 0 zunimmt und im Fall von C' < 0 zunéchst abnimmt und
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dann wieder zunimmt.

Der letzte Teil umfasst winkel- und temperaturaufgeloste Mikrowellen
Spektroskopie Experimente an einer quaderféormigen und einer kugelférmigen
Probe. Die zu messenden Groflen sind die Resonanzen in der feldpolar-
isierten Phase und das kritische Ubergangsfeld Hco. Die Messungen zeigen
eine dominante zwei- und vierfache Symmetrie fiir die Resonanzen und eine
vierfache Symmetrie flir die zweite Grofle, Heo. Wahrend die vierfache
Symmetrie hauptsichlich auf die kubische magnetokristalline Anisotropie
zuriickzufithren ist, wird die zweifache Symmetrie auf die dipolaren Wech-
selwirkungen zuriickgefithrt. Diese werden beriicksichtigt, indem die Bil-
dung stehender Spinwellen anstelle einer gleichméfiigen Anregung der Mag-
netisierungsdynamik in Betracht gezogen wird. Durch Anpassung der an-
alytisch hergeleiteten Gleichungen an die experimentellen Daten wird eine
kontinuierliche Abnahme von K als Funktion der Temperatur extrahiert.
Der Vergleich der extrahierten K-Werte, die zum einen aus den Resonanzen
in der feldpolarisierten Phase und zum anderen aus Hc gewonnen wur-
den, zeigt einen endlichen Unterschied. Dies deutet darauf hin, dass ein
zusétzlicher vierfacher Symmetriebeitrag, wie die Austauschanisotropie, im
Energie Funktional fehlt. Die Austauschanisotropiekonstante, die sich aus
der nachfolgenden Analyse ergibt, stimmt gut mit derjenigen iiberein, die
in der vorangegangenen numerischen Behandlung angenommen wurde, um
den Unterschied in der Gréfle der Hybridisierungsliicke zu kompensieren.
Daraus lasst sich schlieflen, dass sowohl die kubische magnetokristalline als
auch die Austauschanisotropie die Hauptbeitrdge zu den Moden-Moden-
Wechselwirkungen darstellen.
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Introduction

The research field of magnonics, a neologism originating from the quantized
excitations of spin waves (magnons), addresses the collective spin excita-
tions in micro- and nanostructured logic and memory devices in form of spin
waves. The foundation on which this area of research builds on are the wave
like properties of magnetization dynamics. In analogy to light and sound
waves, diffraction [Bir09; Manl2; Gra20], refraction and reflection [Giel4;
Stil6; Hio20], interference [Cho06; Per08; Pirll; Ber20; Pap21] and Doppler
[V1a08; Chal4] effects are observed, just to name a few. Exploiting these
characteristics allows to manipulate and steer spin waves in a controlled
manner [Sch10; Dem11; Jam13; Giel3; Grul6; Korl7; Vogl8; Zhal9]. De-
spite many materials allow to study magnonic effects, the probably most
important one is the insulating ferrimagnet yttrium iron garnet YsFesOio
(YIG) [Ser10]. Due to its ultra low magnetic damping o = 2.7(5) x 107>
[K1i17], which is the up to that the day record value, long life time and
propagation distance of the magnons are observed. The insight gained into
the general wave properties can nevertheless ultimately be applied to dif-
ferent materials. The research in the field of magnonics is, besides the
interest in the fundamental physical procedures, mainly driven by the po-
tential implementation in data processing devices [Chul7; Mah20]. The
aim in this regard is to transfer, process and store information using spin
waves as respective carriers. Towards conventional electronics, the encoding
of information in angular momentum instead of electron charges enables to
circumvent Joule heating and lowers the energy costs in general [Chul4]. In
order to exploit the characteristics of spin waves for application in devices,
the respective wave lengths should be reduced to values smaller than 100 nm
[Chul5]. Since an efficient excitation of magnons by microwave antennae in
this wave length regime, however, requires their dimensions to be also on
the same length scales, the limits of feasibility are gradually reached. A
workaround to bypass these constraints is the creation of a periodic modu-
lation of the magnetization structure, for instance, by etching or depositing
nanodots in the material [Tac12; Yul6]. In analogy to photonic crystals,
these devices are referred to as magnonic crystals [Gul01]. Based on the
tremendous amount of publications in this field, a vast number of review
papers have been published in the last decade [Neu09; Krul0; Lenl1; Kral4;
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Introduction

Nik15; Chul7; Bar21].

An intrinsically periodic modulation of the magnetization properties in
form of spin spirals or skyrmion lattices is found in a multitude of materials.
Magnetic skyrmions are vortex-like spin swirls with particle-like character.
The nanometer sized magnetic textures [Heill] as well as the chiral magne-
tization configuration, in general, originate from the competition between
several energy contributions [Nag13]. The ones which are responsible for the
spin twisting in the material investigated in the framework of this thesis are
the isotropic and anisotropic exchange interactions, the latter is also referred
to as Dzyaloshinsky-Moriya interaction (DMI). An important property of
skyrmions is the topological nature, which is characterized by their topolog-
ical winding number. Since a continuous deformation from one magnetiza-
tion configuration into another is prohibited in the case the respective wind-
ing numbers do not accord, skyrmions are said to be topologically protected
[Nagl3]. They are therefore relatively stable and exhibit a long lifetime. The
findings of an, in general, chiral magnetic texture opened up a new, intrigu-
ing research field in physics. In the past years, different kind of skyrmions
[Bac20], nucleation and annihilation processes [Jialb; Biit17], interactions
with applied currents [Zhalba; Doh19; Yu20; Pen21] and generic magneti-
zation excitations [Garl7], in particular interactions with magnons [Moc14;
Iwal4; Linl4; Kovl4; Schl4; Zhal7], were subject to intensive studies, just
to name a few. Additionally, the investigations are not just limited to the
skyrmion host itself but are also extended to heterostructures [Ran21] and
also hybrid systems with topological insulators and superconductors [Soul6;
Vad18; Chel9b; Div22], which promise interesting phenomena. A compre-
hensive summary of the state of the art in this research area is provided in
[Bac20]. Besides fundamental research, skyrmions also attract interest in
regard of applications in practical devices. Against the background of their
size, stability and mobility [Sch12; Yul2], skyrmions are treated as poten-
tial candidates to be implemented in devices like a race track memory as
information carriers [Fer13; Sam13; Iwal3; Miill7; Chel9a; Wan19].

A specific class of these magnetic materials are the chiral magnets, which
exhibit a non-centrosymmetric cubic crystal structure with space group P23
[Sch15]. Its elements share the same rich phase diagram, which comprises
spin spirals with a perpendicular (helical) or canted alignment (conical)
of the individual spins with respect to the pitch vector, a collinear align-
ment of the magnetization (field-polarized phase) and a skyrmion lattice
[Miith09]. Regarding the electrical conductivity, all three groups, namely
metals, semiconductors and insulators are represented in this class [Sch15].
The skyrmion hosting material investigated in this thesis is the insulating
ferrimagnet copper-oxo-selenite CupOSeOs (CSO). The bulk material, which
is a member of the chiral magnet family, stands out for its very low magnetic
damping of approximately o = (9.9 +4.1) x 1075 at 5K [Stal7b], a value
very close to the one observed in yttrium iron garnet. In addition to that,



with the recent observation of the tilted conical phase [Fenl8] and more
importantly a second, independent skyrmion lattice phase at low tempera-
tures by Chacon et al. [Chal8] via small angle neutron scattering, further
peculiarities could be found. For this reasons, the up to that point already
extensively studied ferrimagnet attracted again a lot of attention. Compared
to its counterpart close to T¢, the low temperature skyrmion phase extends
over a wide field and temperature pocket, which leads to a lower sensitivity
against fluctuations in these parameters. Finally, the combination with the
low damping makes CSO an interesting candidate for studying the propa-
gation characteristics of spin waves in all phases [Sek16; Sek20; Oga21], the
interaction between magnons and skyrmions [Mocl4; Twal4; Linl4; Kovl4;
Sch14; Zhal7] and the coupling to photons [Abd19; Kha21].

The mechanism, stabilizing these additional phases at low temperatures,
is identified by numerical calculations to originate from the coupling to the
underlying cubic lattice [Chal8]. In particular, it could be shown that the
cubic magnetocrystalline anisotropy alone is sufficient to reduce the en-
ergy of the skyrmion lattice with respect to the other phases, making it
the ground state of the system. Additional anisotropy terms might also
play a non-negligible role in this regard, but their contributions can not be
uniquely determined without further input from the experimental side. In
this study only the effect on the magnetization configuration is investigated.
The induced changes in the magnetization dynamics, however, remain un-
resolved. To this end, this thesis focuses on the numerical and experimental
investigation of the collective spin excitations in the helimagnet CSO in
presence of a cubic magnetocrystalline anisotropy. The results comprise on
the one hand numerical calculations, which build on the previously estab-
lished model [Miih09; Sch15], and on the other hand broadband microwave
spectroscopy experiments, which already proved to be a novel technique to
resolve the microwave absorption spectra [Onol2; Sch15].

This thesis is divided into three parts. In the first part, Part I, funda-
mental aspects are presented. In Chap. 1 the framework of micromagnetism
is elaborated, which comprises the introduction of the relevant quantities,
namely magnetization, energy contributions and effective field. In the sec-
ond chapter Chap. 2, the equation of motion of magnetization dynamics is
covered. The experimental setup in order to excite and detect the magnetiza-
tion dynamics is introduced in Chap. 3. Here, two techniques of performing
microwave spectroscopy experiments are presented.

The second part of this thesis, Part II, addresses the main focus of this
work, namely the spin excitations in the insulating chiral magnet CuaOSeOs.
First, a general introduction of chiral magnets is given in Chap. 4. Subse-
quently, a more detailed description of the characteristics of one of its mem-
bers, CugOSeO3s, the material investigated in this study, will be presented
in Chap. 5. In order to account for the eigenstates and eigenvalues of the
magnetization dynamics of this particular group of magnets, the Ginzburg-
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Introduction

Landau model and the Landau-Lifshitz equation of motion are employed.
The framework of the numerical model is presented in the following chap-
ter, Chap. 6. Finally, in Chap. 7 the theoretical and experimental results
are discussed. This chapter is structured as follows: Based on the findings
reported in [Chal8], the resonance modes of the helical/conical, tilted con-
ical, field polarized and skyrmion lattice phases are calculated numerically
in presence of the cubic magnetocrystalline anisotropy. The results are pre-
sented in the first section. In these calculations mode hybridizations in the
tilted conical and skyrmion lattice phase are observed. In the second sec-
tion of this chapter, these interactions will be analyzed in more detail for
the skyrmion lattice phase. The last part comprises the measurements of
the angle and temperature resolved resonance conditions. The experimental
results are accompanied by analytical and numerical calculations. Finally,
this thesis concludes with a summary of the main results, which is presented
in Chap. 8. Additional information is given in the appendix, which is the
third part, Part I11.



Part 1

Preliminaries






Chapter 1

Introduction

In this chapter a short introduction of the quantity of interest, the magne-
tization, and the important interactions, it is subject to, will be presented.
This small summary is based on the detailed description found in several
textbooks [Blu01][Coel0][A HO9] which for the interested reader we are re-
ferring to. The energy landscape, the sum of the individual interaction
terms, which finally determines the physical properties of the magnetization,
strongly depends on the material investigated. It is therefore not discussed
here, but will be presented in regard of the Ginzburg-Landau model in the
corresponding chapter in great detail.

1.1 Magnetization and magnetic field

The magnetization M is defined as the magnetic moment density [A G96]

M(r,t) = AlV%;“’ (1.1)

given in the unit volume AV. Despite the discrete nature of the magnetic
moments g, which are connected to the spin of the electrons and the nu-
clei, the magnetization is assumed to be a continuous differentiable vector
field. This approximation is based on the strong exchange forces between
neighboring magnetic moments, leading to an almost parallel alignment in
a ferromagnet. Since the angle between the moments varies on length scales
significantly larger than the atomic lattice spacing, this assumption is justi-
fied and the magnetization can be treated in a classical approach.

For temperatures below the Curie temperature T¢, the absolute value of
the magnetization is assumed to be equal to the saturation magnetization,
|M (7, t)| = Ms(T) at every position in the sample. It is defined as the state
of fully aligned magnetic moments. The critical temperature 7 strongly
depends on the material investigated. While, for instance, in the case of
ferrimagnet YsFe;O12 (YIG) (7t > 550K [Ars18]) measurements can be
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Chapter 1. Introduction

conducted at room temperature, in the case of CupOSeO3 (CSO), the sample
has to be cooled down to at least T, = 58 K [Onol2].

In free space the relation between the two magnetic fields B and H is
given by the linear relation,

The prefactor ug entering the equation is the permeability constant of the
vacuum. In the presence of a magnetic sample, its magnetization has to be
included in the equation above, yielding

Since M and H are not necessarily correlated, the magnetic fields are no
longer parallel. Assuming, however, a linear dependence on the magnetic
field H, the magnetization can be written in the form

M =xH (1.4)

with the dimensionless quantity x, which is referred to as magnetic suscep-
tibility. Inserting this expression in Eq. 1.3, results in

B = po(1+x)H. (1.5)

It should be noted, that in the context of dipolar interactions, the fields
within and outside of the boundaries of the magnetized body, have to be
distinguished. Further information regarding the difference will be elabo-
rated in Sec. 1.2.2.

1.2 Energy contributions

1.2.1 Exchange interaction

A generic form of the interaction between two spins S; and S; on the re-
spective lattice sites i and j is given by [Udv03]

H=28:T:;8S;, (1.6)

with the 3 x 3 interaction matrix J; ;. This interaction matrix, in turn, can
be divided into an isotropic and anisotropic contribution, while the latter
consists of a symmetric and antisymmetric term.

Isotropic exchange interaction

The isotropic exchange interaction, which is mostly referred to as exchange
interaction only, in the literature, is the origin of the order of the magnetic
moments, as anticipated before. This strong but short ranging phenom-
ena is of quantum mechanical nature, originating from the interplay of the
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1.2. Energy contributions

Coulomb interaction and the Pauli principle. For simplicity, the interaction
is often limited to the next neighbor interaction and given in the established
form, denoted as Heisenberg Hamiltonian [Coel0],

H=-2) 1J;S:S;. (1.7)

1<j

Assuming the interaction to not depend on the lattice site, J; ;, the measure
of the interaction strength, is considered to be isotropic J; ; = J. Depending
on the sign of J, minimization of the Hamiltonian leads either to a paral-
lel (J > 0) or an anti parallel alignment (J < 0) of the magnetic moments
[BluO1] [A H09]. Based on the approximation, that the angle between neigh-
boring spins is small allows for the sum over all lattice sites to be converted
into a continuous model. The resulting energy density reads,

A

FolM = 35

((VMx)Z + (VM,)? + (VMZ)2> (1.8)
with exchange stiffness constant A. Deviations from a uniform alignment
are penalized by the gradient terms, leading to an increase of the energy in
the system.

Ansiotropic exchange interaction

The second exchange interaction to be considered is the antisymmetric
anisotropic exchange, which can be found in systems with a broken inversion
symmetry and strong spin orbit coupling. Due to their contributions, this
interaction is nowadays also referred to as Dzyaloshinsky-Moriya interaction
(DMI) [Dzy58; Mor60]. Its general form is given by,

H:ZDi,j'SiXSj- (1.9)
0.

In contrast to the isotropic exchange interaction, the DMI favors perpen-
dicular orientation of the neighboring spins, in order to minimize its energy
contribution. Depending on the symmetry of the system, the vector D; ; is
aligned either parallel or perpendicular to the distance vector, connecting
lattice site ¢ and j. The two cases distinguished are the bulk DMI, emerg-
ing in bulk crystals without inversion center, and the interface DMI, arising
due to a lack of symmetry at the interfaces and surfaces. Using the same
argument above, the discrete nature of the lattice can be ignored and the
Hamiltonian is expanded in a Taylor series, resulting in the continuous form,

Fpm[M] = DM(V x M), (1.10)

in the case of bulk DMI. The Dzyaloshinsky-Moriya interaction plays an
important role in the case of chiral magnets like CusOSeO3. Due to the
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Chapter 1. Introduction

competition between the isotropic and anisotropic exchange, the formation
of spin helices and skyrmions arises. The third term, anisotropic symmetric
exchange interaction, is symmetric under the exchange of both interacting
spins. Its strength depends on the spin orientation relative to the distance
vector between the lattice sites ¢ and j. Based on its small magnitude
compared to the isotropic exchange interaction, its contribution is often
neglected [Sko05] and therefore it is not taken into account in the theoretical
model, discussed in this thesis.

1.2.2 Dipolar interaction

The energy contribution, resulting from the magnetic dipole-dipole inter-
action between two magnetic dipoles pu and pe separated by the distance
vector r = r1 — 7o reads [Blu01],

3

57z 7). (1.11)

EDD:ﬂ(Hl‘HQ— 2

47r3
Compared to the previously introduced exchange energy, the dipolar in-
teraction is a rather long ranging but weak interaction. Due to the order
of magnitude of this contribution, it alone would be therefore not sufficient
enough to stabilize magnetic order in many magnetic materials [Blu01]. Seen
from a macroscopic view, the magnetic field arising from all the individual
microscopic dipoles is determined by the magnetic induction Eq. 1.3 and the
Maxwell equation VB = 0 and results in the representation,

VHp=-VM. (1.12)

This induced field is aligned anti parallel with respect to the magnetization
and is therefore referred to as demagnetizing field. The presence of Hp can
be visualized in terms of magnetic charges in the volume and at the surface
of the magnetic sample. While the charges in the volume cancel each other,
the ones at the surface remain uncompensated due to the reduced symmetry
at the boundaries, leading to the finite divergence of the magnetization. The
energy density contribution arising from this effect is given by [Blu01],

1
Fpp[M] = —5noHpM (1.13)

which is integrated over the samples volume. In general, for an arbitrarily
shaped sample, the calculation of the demagnetizing field is quite compli-
cated due to its complex dependence on the position. In the special case
of an ellipsoid, however, the magnetization and the resulting demagnetizing
field are homogeneous, which reduces their correlation to the linear equation

Hp=NM (1.14)
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1.2. Energy contributions

with the 3 x 3 demagnetization tensor IN. If the Cartesian coordinate sys-
tem (x,y, z) is aligned with respect to the principal axes of the ellipsoid, the
demagnetization tensor can even be simplified to a diagonalized representa-
tion. Note, the entries of IN, the demagnetization factors, are governed by
the constraint tr(IN) = 1. Since they depend on the dimension ratios of the
sample, this energy contribution is also referred to as shape anisotropy.

Due to the magnetization of the sample, the magnetic fields within and
outside the material have to be distinguished. In the presence of an external
field H eyt the actual field within the solid, the internal field Hiy, is given
by the sum of both external and demagnetization field, reading,

Hint :Hext+Hdem- (115)

With the linear relation given for the external field, Bext = poHext, the
internal magnetic induction Bjy is then written in the form,

Bint = pio(Hint + M) (1.16)
:,u,()(Hdem—i-M)—l-Bext. (1.17)

1.2.3 Zeeman energy

The interaction between the magnetization and an externally applied field
H .y is described by the Zeeman term, reading [A HO09]

Fz[M] = —,U()HeXtM. (118)

This energy term is minimized by a parallel alignment of the magnetization
with respect to the applied magnetic field.

1.2.4 Magnetic anisotropies

The last energy contribution to be considered, is the anisotropy governed
by the underlying crystallographic structure. Arising from the interaction
between the electron orbit and the crystal fields, the energetically favorable
directions are related to the principal axes of the crystal lattice. As a con-
sequence, the additional energy terms must therefore obey the symmetry of
the system investigated. It should be noted that the anisotropy parameters
are strongly temperature dependent. For experiments at low temperatures
higher order terms might no longer be negligible and have to be taken into
consideration.

Cubic magnetocrystalline anisotropy
In a cubic environment, the magnetocrystalline anisotropy to the lowest

11
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order is written in the form [A G96]

Fola] = K'(aja3 + a3a3 + a3a}) (1.19)
K/
= 7(1—a‘1*—o/2*—a§), (1.20)

with direction cosine vector o '. The latter is defined as the projection
of the magnetization on the crystallographic axes, denoted by the indices
i = {1,2,3}. Assuming the principal axes of the sample to conform with
the crystallographic axes, the representation of the anisotropy term chosen
in this thesis is given by,

Foo[M] M4 +M§+Mf§), (1.21)

_ K (
M
with K = —KTI. Since the constant term does not have an effect on the
equilibrium position and resonance condition of the magnetization, it will be
omitted in the calculations. Depending on the sign of K, the magnetization

tends to align either along the [100] (K < 0) or [111] (K > 0) direction.

Uniaxial anisotropy
In the case of ferromagnets with one preferred axis, the energy term, also
referred to as uniaxial anisotropy is written in the form,

U

Fy=—
U M52

(M - ny)? (1.22)
with the direction of the symmetry axis given by ny. This additional term,
exhibiting a twofold symmetry, results either in an easy axis (U > 0) or
easy plane (U < 0) anisotropy, depending on the sign of U. It should
be mentioned, that in thin magnetic films and multilayer systems, an in
plane but also out of plane uniaxial anisotropy is often added to the energy

functional, in order to take growth induced and interface effects into account
[Far98; Wol04; Liu06; Hof10; Dec18].

Exchange anisotropy
Another anisotropy term, which will be taken into consideration in the the-
oretical analysis of CSQO, is the exchange anisotropy,

Fa[M] = C((0:M)? + (9,M,)? + (9:M.)?). (1.23)

This additional energy contribution is also allowed by the symmetry of the
P23 space group and was already included in the model by Bak and Jensen

! The components of the direction cosine vector are defined as o; = M;/Ms. Here, index
i refers to the crystal axes.

12



1.3. Equilibrium position

[Bak80]. In contrast to the cubic crystalline anisotropy, this term fixes the
direction of the pitch vector, which reflects the orientation of the spin spi-
rals. While for C' < 0 the orientation along the [111] direction is energetically
more favorable, for C' > 0 the pitch aligns along the [100] direction. Fur-
ther anisotropy terms following the symmetry requirements are presented in
[Evel2], but will not be discussed in the course of this thesis.

1.3 Equilibrium position

Depending on the material investigated, the energy landscape consists of the
sum of several energy contributions as listed above. Minimizing the resulting
energy functional with respect to the magnetization allows to determine the
ground state [A GI6],

5M/ S Fav =o. (1.24)
Vi
The length of the magnetization is assumed to be constant in this approach,

leaving the direction cosines as free variables. The variation of the energy
functional leads to the so called Brown equation [Bro78; A G96; Aha01],

M x Hez =0, (1.25)

with the effective field defined as,

1 6F[M]

Huy = —
T po OM

(1.26)

Here, F[M] = ) F}, represents the sum over the respective energy contri-

butions. The eqlzlilibrium condition Eq. 1.25 is fulfilled, if the magnetization
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