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Zusammenfassung

Fehler aufgrund von Dekohärenz sind eine zentrale Hürde auf dem Weg zu zuverlässigen
Quantencomputern. Diese Dissertation befasst sich mit experimentell zugänglichen Fehler-
toleranzprotokollen in Quantensystemen mit kontinuierlichen Variablen (CV), welche in An-
wendungen omnipräsent sind. Wir konstruieren neue Pulssequenzen, die ungewollte System-
Umgebungs-Interaktionen unterdrücken, und untersuchen neue Codierungen von Quantenbits
in CV-Systemen mit verbesserter Fehlertoleranz.

Abstract

Errors caused by decoherence are a major obstacle on the road towards robust quantum
computation. This dissertation treats experimentally feasible fault-tolerance protocols in the
context of continuous variable (CV) quantum systems which are ubiquitous in applications.
We construct novel pulse sequences to suppress unwanted system-environment interactions
and investigate new encodings of quantum bits into CV systems with improved noise toler-
ance.
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1 Introduction

Quantum computing is a new paradigm for information-processing. It potentially provides
novel, vastly more efficient ways of solving certain computational problems compared to what
classical computers can achieve. Central to this paradigm are new information-processing
primitives that build on quantum-mechanical effects such as non-locality. These can be
observed if a quantum system can be manipulated reliably. In this sense, quantum computers
exploit physical properties which are fundamentally different from classical computers: they
build on the fact that the underlying physical system which carries the information is governed
by quantum mechanics. The motivation for considering this approach is two-fold: First, such
systems are by design more suitable to address computational problems associated with
quantum-mechanical systems such as studying the properties and dynamics of e.g., molecules
or new materials [63]. Second, there is evidence that certain computational problems of
algebraic and combinatorial nature, such as factoring integers or search problems, can be
solved more efficiently with quantum computers [48, 90, 72, 121]. In both cases, there is hope
that the computational reach of quantum computers extends beyond classical computers in
problems of practical relevance.

A crucial issue on the road towards building a quantum computer is the fact that manipu-
lating quantum information in a robust manner is difficult: Inevitable and unwanted inter-
actions with the environment typically lead to a rapid loss of quantum properties such as
coherence and entanglement. Furthermore, limited control capabilities may restrict the set of
operations that can be performed reliably, including state preparation, gate application and
measurement. For these reasons, it is crucial to develop suitable fault-tolerance protocols
and mechanisms to protect quantum systems against noise.

Quantum computing is often considered based on finite-dimensional systems, where the basic
building block is a quantum bit, a two-level quantum system that replaces the notion of a
classical bit and is therefore called a qubit. Similar to the way that continuous parameters
of a physical system (such as voltage or magnetisation) are discretised in digital classical
computers (e.g., to encode bit strings), the consideration of multi-qubit systems simplifies and
unifies the search for algorithms in a device-independent fashion. In practice, this amounts to
e.g., only using two energy levels of an atom or the two polarisation states of a photon. Error-
correction techniques for multi-qubit systems have a long history, and show that – in principle
– reliable and scalable quantum computers can be built based on imperfect components [2, 97,
92]. However, identifying the most resource-efficient procedures for achieving fault-tolerance
remains a key research topic at the intersection of theory and experiment.

For fault-tolerance with qubits, several distinct approaches are being pursued. On the one
hand, one attempts to engineer specific dynamics by e.g., applying pulse sequences, to sup-
press the effect of unwanted system-environment interactions. These techniques are well-
established both theoretically and experimentally, and successfully reduce effective error rates.
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10 Chapter 1: Introduction

On the other hand, the theory of quantum error-correcting codes aims to use redundant en-
codings to distribute relevant quantum information in many-body systems. Typically, corre-
sponding proposed schemes provide increasing reliability with growing system size, provided
that the initial physical noise level is below a certain threshold. For qubit systems, numerous
families of quantum codes with various parameters and associated features are known.

While the abstraction of qubits is useful for theoretical considerations, many quantum systems
used in practice are so-called continuous variable (CV) or bosonic quantum systems associated
with a (countably) infinite number of energy levels. Such systems are omnipresent in nature
since many physical quantities, such as the amplitudes of the electromagnetic field or position
and momentum, are continuous. Correspondingly, they are also of high practical relevance
since experimental techniques for their control are well developed in many systems. This
motivates the development of fault-tolerance mechanisms that take the CV nature of such
systems into account. In particular, this can result in more robust and thus resource-efficient
approaches to quantum computation, and provide recipes that are more in line with available
experimental capabilities. Unfortunately, however, the theory of quantum fault-tolerance
with CV systems is much less developed compared to the multi-qubit setting.

This thesis contributes towards closing this gap between the present understanding of CV
versus discrete quantum systems in the context of quantum fault-tolerance. Both approaches
mentioned above are pursued. The main advances can be summarised as follows:

Novel dynamical decoupling protocols for continuous variable (CV) systems (a):
We construct pulse sequences that combat dominant decoherence effects on CV quan-
tum systems. The pulse sequences achieve the following: First, they approximately
decouple the system from its environment, i.e., the effective evolution which is gener-
ated by rapidly applying pulses on the system at certain times and evolving under the
uncontrolled decoherence Hamiltonian in between (approximately) involves no interac-
tion between the system and the environment. Second, the system part of the effective
evolution is approximately homogenised, i.e., reduced to that of non-interacting har-
monic oscillators all rotating at the same averaged frequency. By ‘approximately’,
we mean that these goals can be achieved up to any desired order in the total time
of the pulse sequence. This homogenised evolution provides natural decoherence-free
subspaces to encode quantum information. A remarkable feature of our constructed
protocols is their simplicity and the fact that they are highly resource-efficient: They
use no a priori knowledge on the exact form of the decoherence Hamiltonian and no
feedback via measurements, i.e., the same pulse sequence works for all Hamiltonians
that are quadratic in the system and environment mode operators. They hence tar-
get a wide range of practically relevant noise models such as thermal noise or photon
loss. Furthermore, the involved pulses are very simple, i.e., products of single-mode
phase rotations and beam splitters, and their number only scales polynomially in the
suppression order. This scaling constitutes an exponential improvement over what can
be achieved by concatenating previously considered first-order pulse sequences. To our
knowledge, our pulse sequences are the first proposals for higher order bosonic decou-
pling or homogenisation.

A new approach to encoding qubits into CV systems (b): We propose a new proto-
col to robustly encode a logical qubit using several harmonic oscillator modes. The
construction is based on the combination of two well-explored quantum error correct-
ing codes, a qubit-into-CV encoding which is concatenated with a qubit-into-qubits
encoding. The novelty of our approach relies on an additional squeezing unitary in
the encoding procedure which has not been considered before. As the main advance of
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this approach, we find that the introduction of this additional squeezing leads to an in-
creased fault-tolerance threshold against random Gaussian phase space displacements.
The encoded qubit is reliably protected from such noise with shift-error standard de-
viation up to σ ≈ 0.581 in the limit of large code sizes compared to the state-of-the
art threshold of σ ≈ 0.540 which was achieved in similar constructions without the
squeezing [169, 68]. At the cost of an additional squeezing of 4.77 dB, one can achieve
this improvements in the noise tolerance.

To achieve these goals, we use the following methods.

For the first advance (a), we relate multi-qubit systems to multi-mode CV system where
the Hamiltonians are at most quadratic in the mode operators. More precisely, we establish
a connection between the corresponding Lie groups, i.e., the unitary and the symplectic
group, and similarly between the corresponding Lie algebras. This connection enables us to
formally prove the validity of our CV pulse sequences by generalising the universality proof
of the (nested) Uhrig dynamical decoupling scheme [86] to the CV setting. As a consequence,
we can lift the most efficient multi-qubit dynamical decoupling schemes [161] – most efficient
in the sense that they require a minimal number of pulses for a given suppression order – to
the CV setting: while keeping the pulse timings of the multi-qubit protocols we replace the
qubit operations by passive Gaussian unitaries. We note that our analysis is based on the
fact that we work within the framework of symplectic matrices on the CV phase space. This
is possible since – by assumption on the decoherence Hamiltonian – all considered unitaries
are Gaussian.

For the second advance (b), our encodings are constructed from the concatenation of two
well-explored codes: using the surface code [30, 67, 47, 92], a logical qubit is encoded into
many qubits each of which is again encoded into a CV mode using an asymmetric version
of the Gottesman-Kitaev-Preskill (GKP) code [71]. We investigate our novel qubit-into-CV
encodings employing analytical as well as numerical methods. For the latter, we simulate
the quantum error correction process on a classical computer for different noise strengths:
an efficient algorithm simulates an efficient surface code decoder [29] that uses a tensor
network approximation. A Monte Carlo study yields the above mentioned estimates for
noise thresholds. We emphasise that an asymmetric encoding of the GKP-qubits – using a
squeezing unitary – is essential to the improved noise tolerance of our encodings. The key
idea is that this squeezing renders the effective noise on the logical level of the GKP-qubits
biased. The concatenated code can hence benefit from the enhanced resilience of the surface
code against biased noise [158]. In this sense, our analysis conceptually illustrates that it can
be beneficial to actively engineer a noise bias and benefit from the resilience of the surface
code towards biased noise. We remark that throughout, we consider an idealised setup where
no errors occur during the syndrome measurements of the error correction process.

Both advances (a) and (b) showcase the usefulness of connecting quantum fault-tolerance
protocols in the qubit and the CV setting. In both cases, we only employ additional Gaussian
resources to enhance the noise tolerance of the considered protocols: passive Gaussian pulses
in the novel pulse sequences and an a Gaussian squeezing operation in the context of quantum
error correcting codes. We note that such Gaussian resources are considered more feasible,
e.g., realisable by passive or active linear optics, but also more limited in terms of their
usefulness for quantum information processing. However here we show that such resources can
be highly beneficial when combined with other concepts or resources. Similar constructions
may also be interesting and beneficial for other protocols. Our results serve as a proof of
principle; they exploits the enhanced noise tolerance of a given code by concatenation. This
circumvents well-known no-go results on Gaussian CV-into-CV encoding [69, 56, 123, 169].
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Outline of the thesis

The first two chapters of the main text are dedicated to the fundamentals: Chapter 2 presents
the basic properties of quantum mechanics, bosonic quantum systems and quantum comput-
ing which are relevant to the work at hand. In Chapter 3, we discuss fundamentals of quantum
fault-tolerance, i.e., quantum noise processes in the qubit as well as in the CV setting and
error correction. We also discuss error suppression techniques. The two central results of this
thesis on dynamical decoupling for CV systems and on qubit-into-CV encodings are presented
on Chapters 4 and 5, respectively. The first one introduces the novel DD protocols for bosonic
systems while the second one constructs an improvement on a specific DV-into-CV encoding.
We conclude in Chapter 6 with a summary of our results and an outlook.



2 Fundamentals of quantum comput-
ing

Whereas a classical computer uses the classical states 0 and 1 as its basic data bits, a quantum
computer uses quantum states. To consider the latter, it is therefore necessary to introduce
the basic mathematical formalism which describes quantum mechanics: this is done in Sec-
tion 2.1. The quantum systems considered in this thesis are so-called continuous variable
(CV) or bosonic quantum systems where the basic information carriers are not two-level
system, but bosonic quantum modes, i.e., systems with infinitely many levels. Section 2.2
presents the basic properties of such CV systems. In Section 2.3, we introduce the basics of
the circuit model of quantum computation which uses quantum bits.

2.1 Introduction to quantum mechanics

The mathematical description of quantum systems relies on expressing quantum states and
operations as elements of or operators on a Hilbert space. This section briefly recaps the
central concepts of this description which are relevant to the work at hand. In Section 2.1.1, we
set the stage by introducing Hilbert spaces and operators. The concepts of states, observables
and evolutions are described in Sections 2.1.2 and 2.1.5, respectively. In Section 2.1.3, we
illustrate the above concepts in terms of the simplest quantum system – the quantum bit
– which despite its simplicity is of great importance, e.g., for quantum computation. The
mathematical description of several composite quantum systems is given in Section 2.1.4
where we also elaborate on the related concept of entanglement.

2.1.1 Hilbert spaces and operators: basic definitions and notation

In quantum mechanics, one associates a complex separable Hilbert space H to every quan-
tum system. A complex Hilbert space H is a complex inner product space (H, 〈·, ·〉) which
additionally is a complete metric space with respect to the norm ‖x‖ :=

√
〈x, x〉 induced by

the inner product. Note that we use the convention that the inner product 〈·, ·〉 is antilinear
in the first and linear in the second argument. Separability means that H admits a countable
orthonormal basis. Let furthermore H∗ denote the set of continuous, linear functionals on H.
In the following, we restrict our attention to complex separable Hilbert spaces unless men-
tioned otherwise. Note that in the context of quantum field theory, an alternative formulation
using C* algebras of observables as a starting point is used [26]. However, for the concepts
discussed in this thesis, the Hilbert space formulation is sufficient.

13



14 Chapter 2: Fundamentals of quantum computing

Braket-Notation

The braket or Dirac notation is a useful tool and prominent in physics: An element ψ ∈ H
corresponds to the so-called ket-vector |ψ〉 whereas the bra-vector 〈ψ| ∈ H∗ symbolises the
corresponding dual element. Then the inner product 〈ψ,ϕ〉 between two vectors ψ,ϕ ∈ H can
be written in braket-notation as 〈ψ|ϕ〉. Furthermore, for ψ,ϕ ∈ H, the braket notation |ψ〉〈ϕ|
stands for the linear map which acts on an element ϑ ∈ H as ϑ 7→ |ψ〉 〈ϕ|ϑ〉 := 〈ϕ, ϑ〉ψ. Given
a linear map A : H → H one writes 〈ϕ|A|ψ〉 to denote 〈ϕ,Aψ〉.

Operators on Hilbert spaces

An operator1 A on a Hilbert space H is a linear map A : H → H. It is bounded if its operator
norm ‖A‖ := supψ∈H ‖Aψ‖/‖ψ‖ is finite. We denote the set of operators on H by L(H) and

those of bounded operators by B(H). The adjoint A† of an operator A ∈ B(H) is defined via

〈ψ,Aφ〉 = 〈A†ψ, φ〉 for all ψ, φ ∈ H . (2.1)

Certain subsets of B(H) are central to the description of quantum systems.

Definition 2.1 (Operators on Hilbert spaces). Let H,H1,H2 be Hilbert spaces.

An operator A ∈ B(H) is called self-adjoint if it satisfies A = A†. Let

Bsa(H) := {A ∈ B(H) | A = A†}

denote the set of all self-adjoint operators.

A map U ∈ B(H) is called a unitary if UU † = U †U = I where I is the identity map on H.
The set of unitary operators on H is denoted by U(H).

A linear map V : H1 → H2 is called an isometry if for all ϕ,ψ ∈ H1, 〈ϕ,ψ〉 = 〈V ϕVΨ〉.

A map U ∈ B(H) is called a partial isometry if its restriction onto the orthogonal comple-
ment of ker(U) is an isometry, i.e., for all ψ ∈ ker(U)⊥ we have ‖Uψ‖ = ‖ψ‖.

A map A ∈ B(H) is called positive if 〈ψ,Aψ〉 ≥ 0 for all ψ ∈ H.

A map P ∈ Bsa(H) is called a projection if P 2 = P . The set of projections on H is denoted
by P(H).

Note that the above definition directly implies that every projection is positive and that every
positive operator is self adjoint. We write A ≥ 0 to denote that A is a positive operator.

A complex number λ ∈ C belongs to the spectrum of a bounded operator A if A− λI is not
a bijection with a bounded inverse. The trace of a positive operator T ∈ B(H) is defined
by tr(T ) :=

∑∞
k=1 〈ek|Tek〉 where {|ek〉}k∈N is a countable orthonormal basis of H and one

sets tr(T ) = ∞ if
∑∞

k=1 〈ek|Tek〉 does not converge. By separability of H, such a countable
basis exists and the value of the trace is independent of the chosen basis (cf. e.g. [139, Theorem
VI.18] for a proof).

1More generally, the domain and the range may be distinct Hilbert spaces: An operator A is a linear
map A : H1 → H2 for two Hilbert spaces H1 and H2. We denote the set of all operators from H1 to H2

by L(H1,H2) and use L(H) as short hand notation for L(H,H).
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Furthermore, we denote the square root of a positive operator A ∈ B(H) by
√
A 2. Since

for every A ∈ B(H), A†A is positive by Eq. (2.1), the operator |A| :=
√
A†A is well-

defined.

Definition 2.2. The set of trace-class operators is defined as

T (H) := {A ∈ B(H) | tr(|T |) := tr(
√
T †T ) <∞} .

The sets we have introduced so far satisfy the following inclusion relations:

P(H) ⊂ Bsa(H) ⊂ B(H) ⊂ L(H) , T (H) ⊂ B(H) , U(H) ⊂ B(H) .

Let us add a few remarks on the differences between a finite-dimensional and an infinite-
dimensional Hilbert space: If H is finite-dimensional, then H ∼= Cn for some n ∈ N and the
linear operators on H can be represented by complex n×n-matrices, implying that all linear
operators on a finite-dimensional Hilbert space are bounded; this statement is no longer true
if H is infinite-dimensional: operators may be unbounded.

Adaptions for infinite-dimensional Hilbert spaces

In the case of an infinite-dimensional Hilbert space, some of the above definitions are im-
practical – the assumptions are too strict for many purposes – and it is useful to adapt and
relax certain of these. A mathematical precise description can be found in textbooks, e.g. by
Simon and Reed [139].

The first adaptions concern unbounded operators since many physically interesting observables
such as position and momentum of the quantum harmonic oscillator correspond to unbounded
operators. By the Hellinger-Toeplitz theorem, an operator A : H → H that satisfies 〈ϕ|Aψ〉 =
〈Aϕ|ψ〉 for all |ψ〉, |ϕ〉 ∈ H must necessarily be bounded (cf. e.g. [Chapter III.5 ][139]). Hence
one makes the following adaptions for self-adjoint operators.

Definition 2.3 (Adjoint and self-adjointness). A densely defined operator A is a linear map A :
D(A)→ H, where D(A) is a dense linear subspace of H called the domain of the operator.

The (Hilbert) adjoint A† of a densely defined operator A : D(A)→ H is defined by

〈ψ|Aϕ〉 = 〈A†ψ|ϕ〉 for all |ϕ〉 ∈ D(A) , |ψ〉 ∈ D(A†)

where the domain of A† is given by all |ψ〉 ∈ H such that the map |ϕ〉 7→ 〈ψ|Aϕ〉 is a
(densely defined) continuous linear functional.

A densely defined operator A : D(A)→ H is symmetric if 〈Aψ|ϕ〉 = 〈ψ|Aϕ〉 for all |ψ〉, |ϕ〉 ∈
D(A).

Furthermore A : D(A)→ H is self-adjoint if A is symmetric and D(A†) = D(A).

A densely defined operator is specified by the action on its domain by extending the action
from the dense subspace to the whole space using linearity. In slight abuse of notation, the
domain is often omitted in its definition.

2By the square root Lemma (cf. e.g. [81]) such an operator exists, is unique and satisfies (
√
A)2 = A.
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Note that a symmetric operator A with D(A) = H is self-adjoint and bounded. If D(A) 6= H,
then a self-adjoint operator does not need to be bounded any more. With this in mind, one
can formally replace Bsa(H) by

Lsa(H) = {A : D(A)→ H | A self-adjoint, D(A) = H} .

Note that it is more subtle to define sums or products of densely defined operators A and B
than for operators defined on the entire Hilbert space: for example, D(A+B) ⊂ D(A)∩D(B)
might only include the zero vector; hence the set Lsa(H) will no longer be closed under
addition. Of special interest in quantum mechanics is the spectrum of self-adjoint operators
which is defined as follows: A number λ ∈ C belongs to the spectrum of an unbounded self-
adjoint operator A : D(A) → H if A − λI is not a bijection of D(A) onto H with bounded
inverse. If an element λ of the spectrum satisfies A|ψ〉 = λ|ψ〉 for some |ψ〉 ∈ D(H), then it
is called an eigenvalue and |ψ〉 the corresponding eigenvector (cf. [139, Chapter VIII.1]). The
spectral theorem for unbounded self-adjoint operators.

The second adaption concerns the topology on operator spaces, e.g., on L(H) and subsets
thereof. The standard or norm topology is defined by the following notion of convergence:
A sequence of operators (An)n∈N ⊂ B(H) converges to A ∈ B(H) with respect to the norm
topology if and only if

lim
n→∞

‖An −A‖ := lim
n→∞

sup
‖ψ‖=1

‖Anψ −Aψ‖ = 0 .

However, the norm topology (determined by the operator norm) is too strong for many
applications, e.g., when considering closures of subsets of the unitary operators. The two
other topologies that are relevant for most applications in physics are the weak operator
topology and the strong operator topology.

A sequence of operators (An)n∈N ⊂ B(H) converges to A ∈ B(H) weakly (i.e., with respect
to the weak operator topology) if and only if

lim
n→∞

| 〈ϕ|Anψ〉 − 〈ϕ|Aψ〉 | = 0 for all ϕ,ψ ∈ H .

A sequence of operators (An)n∈N ⊂ B(H) converges to A ∈ B(H) with respect to the strong
operator topology if and only if

lim
n→∞

‖Anψ −Aψ‖ = 0 for all ψ ∈ H .

Note that (if H is infinite-dimensional) the weak operator topology is (strictly) weaker than
the strong operator topology which again is (strictly) weaker than the norm topology3.

2.1.2 Quantum states, observables and measurements

Density matrices and states

Pure states are rays in H, i.e., in one-to-one correspondence with equivalence classes of unit
vectors up to a global phase eiϑ ∈ C. In slight abuse of notation, we will usually neglect
this phase and simply say |ψ〉 ∈ H is a pure state if it has unit norm, and that |ψ〉 and |ϕ〉
describe the same state if |ψ〉 = eiϑ|ϕ〉 for some ϑ ∈ R.

There exists a useful generalisation of pure states: the density operators.

3Given two topologies T1, T2 on the same set, T1 is weaker than T2 if every sequence that converges with
respect to T2 also converges with respect to T1.
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Definition 2.4 (Density operator). A general state or density operator (or density matrix ) is
a positive unit trace operator ρ ∈ B(H). The set of density operators of a quantum system
with associated Hilbert space H is given by

D(H) := {ρ ∈ B(H) | ρ ∈ B(H), ρ ≥ 0, tr(ρ) = 1} .

Density matrices generalise the concept of pure states in the following sense: on the one
hand, every pure state |ψ〉 ∈ H corresponds to a density operator given by ρ = |ψ〉〈ψ|, i.e.,
a pure state’s density operator is the one-dimensional projection onto the subspace spanned
by the pure state. On the other hand, every density matrix is the convex combination of
one-dimensional projections: More precisely4, every ρ ∈ D(H) can be written as

ρ =
∑
i∈I

λi|ψi〉〈ψi| for 0 ≤ λi ≤ 1,
∑
i

λi = 1 , (2.2)

for some I ⊂ N. If I = N, i.e., if there is a countably infinite number of summands λi, then
the sum in (2.2) converges with respect to the trace norm ‖ρ‖tr := tr(|ρ|). As a consequence,
the set of density operators D(H) is convex and pure states correspond to extreme elements of
the convex set D(H). The other elements are statistical mixtures of pure states and therefore
called mixed states.

Note that there is also a different notion of quantum states:

Definition 2.5 (Quantum state). A quantum state is a linear functional ω : B(H) → C
that is normalised, i.e., ω(I) = 1, positive, i.e., ω(A) ≥ 0 for any positive operator A,
and normal, i.e., if a sequence (An)n∈N ⊂ B(H) of increasing converges strongly to A,
then limn→∞ ω(An) = ω(A).

This is equivalent to Definition 2.4 by the following theorem.

Theorem 2.6. [26] A positive linear functional is normal if and only if there exists a positive
unit-trace operator ρ such that ω(A) = tr(Aρ) for all A ∈ Bsa(H). �

A prominent property of quantum mechanics which has no analogue in classical physics is that
pure states of the system can occur in superposition. This concept is depicted mathematically
as follows: Let us fix an orthonormal basis of the Hilbert space and note that each basis
element corresponds to pure state. The sum (weighted with some complex number, and
suitably normalised) of two or more such basis elements forms a state. More precisely, it is
again a pure state, i.e., no statistical (or classical) ensemble of states and hence no mixed
state. This new, purely quantum form of pure state combination is called superposition.

Observables

Let us consider the setup of a statistical experiment. It is useful to think of it as a two
step process divided into two parts, the preparation and the measurement: So far, we have
discussed the preparation, a procedure in which one associates a state to the quantum sys-
tem. By another postulate of quantum mechanics, measurable quantities – observables –
correspond to self-adjoint operators on the system’s Hilbert space.

4This is a consequence of the spectral theorem for compact operators [139].
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Definition 2.7 (Observable). An observable is an element A ∈ Lsa(H).

Note that for a finite-dimensional Hilbert space, one may consider elements of Bsa(H), but
for dimH =∞, one allows for unbounded, densely defined operators.

Projective measurements on finite-dimensional Hilbert spaces

A measurement describes the procedure of extracting information about certain properties of
a state. Here, the properties are specified by an observable. In contrast to classical physics,
a quantum measurement is not simply a read-out of this information but it disturbs the
quantum system, altering its state. As a consequence, the measurement associates to an
observable-state pair a post-measurement state and measurement statistics of outcomes.

Let us start by considering a specific class of measurements, so-called projective measurements
on finite-dimensional Hilbert spaces. They are essential to quantum error correcting codes
for qubits (cf. Section 3.4).

Definition 2.8 (Projective measurements). Let H be finite-dimensional. A projective mea-
surement is described by a number of projections P1, . . . , Pk ∈ P(H) which are pair-
wise orthogonal, i.e., PiPj = δi,jPiPj for i, j = 1, . . . , k, and sum up to the identity,

i.e.,
∑k

i=1 Pi = I.

Each Pi projects onto the subspace PiH of H. Since the projections are pairwise orthogonal,
every pure state |ψ〉 ∈ H can be decomposed uniquely as |ψ〉 =

∑
i Pi|ψ〉, i.e., into a sum

of elements Pi|ψ〉 ∈ PiH of these subspaces. Generally, a projective measurement P1, . . . , Pk
is in one-to-one correspondence with an observable A ∈ Bsa(H) in the following way: For
the projective measurement P1, . . . , Pk with distinct and non-zero outcomes λ1, . . . , λk ∈ R,
consider the operator

A =
k∑
i=1

λiPi . (2.3)

By construction, it is a self-adjoint operator, the associated observable. For the other
direction, the spectral theorem for hermitian matrices (self-adjoint operators on a finite-
dimensional Hilbert space) implies that A ∈ Bsa(H) has a complete orthonormal set of
eigenvectors and hence admits the spectral decomposition of Eq. (2.3) where λi are the (real)
eigenvalues of A, and Pi are the projections onto the eigenspaces corresponding to eigenval-
ues λi.

Consider a (potentially mixed) state ρ ∈ D(H) to which the measurement from Definition 2.8
is applied. The measurement outcome λi = 1, . . . , k occurs with probability tr(Piρ) and ρ is
mapped to the post-measurement state

ρ 7→ PjρPj
tr(Pjρ)

.

A specific example of a projective measurement is the measurement in the orthonormal ba-
sis {|ei〉}ki=1 of the k-dimensional Hilbert space H = C⊗k; the one-dimensional projections
are given by P1 := |e1〉〈e1|, . . . , Pk := |ek〉〈ek|.
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Projection-valued measure

Let us now generalise the concept of projective measurements to the setting of infinite-
dimensional Hilbert spaces, where observables are given by (possibly unbounded) self-adjoint
operators. To construct their measurements, we need the spectral theorem for unbounded
self-adjoint operators; it guarantees a one-to-one correspondence between unbounded self-
adjoint operators and so-called (unbounded) PVMs, i.e., here projective measurements are
related to PVMs.

Definition 2.9 (Projection valued measure). Let (Ω,A) be a measure space where Ω is a set
and A a σ-algebra of subsets of Ω. A projection valued measure (PVM) is a map F : A →
Lsa(H) that satisfies:

(i) F (Ω) = I where I is the identity map on H and F (∅) = 0.

(ii) F (X) is an orthogonal projection for every X ⊂ Ω.

(iii) For every sequence (Xn)n∈N ⊂ A of pairwise disjoint sets, the equation

F

( ∞⋃
n=1

Xn

)
=

∞∑
n=1

F (Xn)

holds, where the sum converges with respect to the strong operator topology.

There is a one-to-one correspondence between PVM’s (for Ω ⊂ R) and self adjoint operators
(observables) by the following theorem.

Theorem 2.10 (Spectral theorem for unbounded self-adjoint operators). Let A ∈ Lsa(H) with
domainD(A). Then there exists an associated PVM F such that for every |ψ〉 ∈ D(A), |ϕ〉 ∈
H one has

〈ϕ|A|ψ〉 =

∫
R
λ d〈ϕ|F (λ)|ψ〉 (2.4)

and where

D(A) =

{
|ψ〉 ∈ H |

∫
R
λ2 d〈ψ|F (λ)|ψ〉 <∞

}
. (2.5)

Furthermore, the elements of the PVM are spectral projections in the sense that λ ∈ R is
in the spectrum of A if and only if F ((λ− ε, λ+ ε)) 6= 0 for all ε > 0.

Conversely, for a PVM F : A → Lsa(H), the operator A defined by the spectral decompo-
sition from Eq. (2.4) is self-adjoint on D(A) from Eq. (2.5). �

The proof of this result can be found for example in the book by Reed and Simon [139,
Theorem VIII.6]. Denote by FA the PVM associated with the observable a ∈ Lsa(H). Note
that one may integrate with respect to a PVM FA since for ρ ∈ D(H)

µFA : A⊗D(H)→ R , X 7→ µF (X) = tr(FA(X)ρ)

is a well-defined measure on A. Let us now state how a PVM describes the measurement of
an observable.
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Definition 2.11 (Projective quantum measurement). Let ρ ∈ D(H). A projective measure-
ment (or von Neumann measurement) is described by a PVM F : A → L(H) where A is
a σ-algebra of subsets of Ω ⊂ R. The outcome of the measurement F lies in E ⊂ Ω with
probability tr(F (E)ρ) and then the post-measurement state is given by F (E)ρ/ tr(F (E)ρ).

The measurable space Ω constitutes the possible values that the measurement outcomes of
the observable A can take. The associated PVM defines the measurement statistics, more
precisely the probabilities with which the outcomes are attained.

Note that projective measurements can be generalised even further to measurements which are
not necessarily projective; described by so-called positive operator valued measures (POVMs)
– cf. e.g. [121, Chapter 2.2.6] – where in contrast to Definition 2.9 (ii) not all elements have
to be projections but only positive adding up to the identity. In contrast to PVMs, repeating
a non-projective measurements may not produce the same outcome again. A POVM can be
understood as the reduced effect of a PVM on a subsystem of a larger physical system. But
since this concept is not needed in the work at hand, we will not further consider it.

The expectation value of the observable A ∈ Lsa(H) is given by tr(ρA). Note that although
a physically relevant quantity is described by an unbounded self-adjoint operator, the mea-
surement statistics only depend on its spectral projections (defined by the PVM) which are
bounded.

2.1.3 An example: the quantum bit

A very simple example of a quantum system which is ubiquitous in quantum computing is the
quantum bit or simply the qubit. The associated Hilbert space H = C2 is two-dimensional.
Let us fix the canonical basis

|0〉 :=

(
1
0

)
, |1〉 :=

(
0
1

)
(2.6)

of H which is called the computational basis. In quantum computing, these basis vectors
play analogous roles to their classical counterparts, the classical bit values 0 and 1. As
illustrated in the preceding paragraphs, they describe pure states with corresponding density
matrices |0〉〈0| and |1〉〈1|, respectively.

The bounded operators on C2 are 2×2-matrices with complex entries. To characterise the sets
of observables (i.e., self-adjoint operators) and density operators (i.e., trace class operators),
it is useful to introduce the Pauli matrices

σx :=

(
0 1
1 0

)
, σy :=

(
0 −i
i 0

)
, σz :=

(
1 0
0 −1

)
.

Note that the computational basis consists of eigenvectors of σz with eigenvalues ±1 and is
therefore also called the z-eigenbasis. The eigenvectors to σx are

|+〉 :=
1√
2

(
|0〉+ |1〉

)
=

1√
2

(
1
1

)
, |−〉 :=

1√
2

(
|0〉+ |1〉

)
=

1√
2

(
1
−1

)
,

forming the so-called polar or Hadamard basis, and the eigenvectors of σy are

|+ i〉 :=
1√
2

(
|0〉+ i|1〉

)
=

1√
2

(
1
i

)
, | − i〉 :=

1√
2

(
|0〉+ i|1〉

)
=

1√
2

(
1
−i

)
.
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ϕ

ϑ

|0〉 = |ψ(0,0)〉

|1〉 = |ψ(π,0)〉

|+〉 = |ψ(π/2,0)〉

y

|ψ(ϑ,ϕ)〉

x

z

|− i〉 = |ψ(π/2,−π/2)〉

Figure 2.1: Bloch sphere: A qubit’s pure state corresponds to a vector on the sphere. It
can be either expressed in terms of Cartesian coordinates ~a = (ax, ay, az) or spherical coordi-
nates (ϑ, ϕ) as |ψ(ϑ,ϕ)〉; examples are the σz-eigenstates |0〉 and |1〉 and the (+1)-eigenstate |+〉
of σx and the (−1)-eigenstate | − i〉 of σy.

The Pauli matrices are trace-less unitary and self-adjoint – or hermitian as self-adjoint op-
erators on a finite-dimensional Hilbert space are represented by Hermitian matrices. They
anticommute with each other, i.e., they satisfy {σi, σj} = 0 for all i, j ∈ {x, y, z} such
that i 6= j where {A,B} := AB+BA denotes the anticommutator of two operators A and B.
Together with the identity matrix they form a basis of Bsa(C2), where we regard Bsa(C2) as
a vector space over the real numbers: More precisely, every complex Hermitian 2× 2-matrix
can be written uniquely as a linear combination (with real coefficients) of the identity and
the three Pauli matrices: hence the set of self adjoint operators is given by

Bsa(C2) =
{
αI + βσx + γσy + δσz

∣∣ α, β, γ, δ ∈ R
}
. (2.7)

Additionally imposing the trace condition and positivity on the above hermitian operators
yields that every density matrix ρ ∈ D(C2) of a qubit can be written as

ρ =
1

2
(I + ~a · ~σ) =

1

2
(I + axσx + ayσy + azσz) ,

where ~σ = (σx, σy, σz) and ~a = (ax, ay, az) ∈ R3, i.e., the set of states is given by

D(C2) =
{1

2
(I + ~a · ~σ)

∣∣∣ ~a ∈ R3, ‖~a‖ ≤ 1
}
.

Hence, the density matrix of a qubit can be represented by a three-dimensional vector ~a which
is an element of a three-dimensional unit ball (since ‖~a‖ ≤ 1). The pure states correspond to
its boundary (i.e., ‖~a‖ = 1), which is called the Bloch sphere and is depicted in Fig. 2.1.

Let us also express the unitary 2 × 2-matrices in terms of the Pauli matrices as they will
be basic components of the circuit model of quantum computation in Section 2.3.1. To
this end, recall that the complex unitary 2 × 2-matrices form the Lie group generated by
the Lie algebra Bsa(C2) of self-adjoint matrices, i.e., eiA is unitary for all A ∈ Bsa(C2) and
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every unitary U ∈ U(C2) can be written as U = eiA for some A ∈ Bsa(C2). Recall the
decomposition from Eq. (2.7) and rewrite it in terms of the parameter ϑ ∈ R and a unit
vector ~n = (nx, ny, nz) ∈ R3, ‖~n‖ = 1 as

ei(αI+βσx+γσy+δσz) = eiαeiϑ~n·~σ = eiα
(

cos(ϑ)I + i sin(ϑ)~n · ~σ
)
,

i.e., any complex unitary 2× 2-matrix can be written – up to a global phase eiα – as

eiϑ~n·~σ = cos(ϑ)I + i sin(ϑ)~n · ~σ = cos(ϑ)I + i sin(ϑ)(nxσx + nyσy + nzσz)

for some ϑ ∈ R and ~n = (nx, ny, nz) ∈ R3 such that ‖~n‖ = 1. When we keep the picture of
the Bloch sphere in mind, such a unitary corresponds to a rotation of an angle ϑ around the
axis specified by the vector ~n.

Let us illustrate the concept of a measurement in the computational basis (2.6). This mea-
surement has practical relevance, for example in the quantum circuit model, cf. Section 2.3.1.
The two corresponding projections are P0 = |0〉〈0| and P1 = |1〉〈1|. If the qubit is in the
pure state |ψ〉 = α|0〉 + β|1〉 for α, β ∈ C such that |α|2 + |β|2 = 1 then with probabil-
ity p0 := tr(P0|ψ〉〈ψ|) = |α|2 one obtains the post measurement state |0〉 with associated
measurement outcome λ0 and similarly, with probability p1 := tr(P1|ψ〉〈ψ|) = |β|2 the post-
measurement state is |1〉 and the outcome is λ1. Setting the two distinct measurement out-
comes to λ0 = +1 and λ1 = −1, the observable corresponding to the measurement {P0, P1}
is given by the matrix A = λ0P0 + λ1P1 = σz.

2.1.4 Composite systems and entanglement

In many physical settings, one wants to describe the composition of several quantum systems:
For example, for a quantum computation one wants to describe several qubits on which one
may act jointly with multi-qubit operations. More generally, a quantum system may not be
isolated perfectly from its environment and one has to take interactions between the quantum
system and its environment into account.

Tensor product of Hilbert spaces

The mathematical description of composite quantum systems exploits the concept of tensor
products of Hilbert spaces. The tensor product H1 ⊗H2 of two Hilbert spaces H1 and H2 is
defined as follows. Elements of H1 ⊗H2 are of the form

n∑
i=1

|φi〉 ⊗ |ψi〉 for |φi〉 ∈ H1, |ψi〉 ∈ H2, (2.8)

where the tensor product ⊗ is linear in both arguments and n is finite if both Hilbert spaces
are finite-dimensional (more precisely, dim(H1⊗H2) = dim(H1)×dim(H2)) whereas n→∞
if one of the Hilbert spaces is infinite-dimensional; here, taking the completion of elements
of the form (2.8) is necessary to ensure the completeness of H1 ⊗H2). We write |ψ ⊗ φ〉 =
|ψ〉 ⊗ |φ〉. The inner product on H1 ⊗ H2 is defined as 〈φ1 ⊗ ψ1|φ2 ⊗ ψ2〉 = 〈φ1|φ2〉 〈ψ1|ψ2〉
for |φ1〉, |φ2〉 ∈ H1, |ψ1〉, |ψ2〉 ∈ H2 and extends to H1 ⊗H2 by linearity. The tensor product
of two bases {|ei〉}i of H1 and {fj}j of H2 forms a basis of H1 ⊗H2.
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Definition 2.12 (Composite system). Let two quantum systems with associated Hilbert
spaces H1 and H2 be given. Then the Hilbert space of the joint system is the tensor
product H1 ⊗H2.

Tensor products of operators are defined similarly: IfA ∈ L(H1) andB ∈ L(H2), thenA⊗B ∈
L(H1⊗H2) is given by its action (A⊗B)(|ψ〉⊗|φ〉) = A|ψ〉⊗B|φ〉 for |ψ〉 ∈ H1, |φ〉 ∈ H2 and
again extended to all of H1 ⊗H2 by linearity. For n ∈ N, the expression H⊗n denotes the n-
fold tensor product of H, e.g., one writes (C2)⊗n to denote the Hilbert space of an n-qubit
quantum system which has dimension 2n: Similarly, (σx)⊗n denotes the operator acting as a
Pauli-X on all n qubits. In slight abuse of notation, operators that only acts non-trivially on
one of the subsystems are labelled by an index of the respective subsystem, implying tensoring
identities on the other systems: for example (σx)2 is short hand notation for I⊗σx⊗I⊗(n−2).

Subsystems and entanglement

If we are given a system-environment state, one may ask how the ‘substate’ on the system
part which is accessible by the experimentalist looks like. If the state is in tensor product
form, e.g., ρ = ρ1 ⊗ ρ2 ∈ D(H1 ⊗ H2) for ρ1 ∈ D(H1) and ρ2 ∈ D(H2), then the answer is
straightforward: Up to normalisation, ρ1 and ρ2 are the reduced states of ρ on the subsys-
tems 1 and 2, respectively. For general state ρ ∈ D(H1 ⊗ H2) this can answered using the
concept of the partial trace.

Definition 2.13 (Partial trace). Let H1 and H2 be Hilbert spaces. The partial trace over
system 1 is the map tr1 : T (H1 ⊗H2)→ T (H2) that satisfies

tr
(

tr1(A)T
)

= tr
(
A(I ⊗ T )

)
for all A ∈ B(H1 ⊗H2), T ∈ B(H2) .

If ρ ∈ D(H1⊗H2) is a state on H1⊗H2, then the reduced state of ρ on subsystem 1, denoted
by ρ1, is given by tr2(ρ). A state ρ ∈ D(H1 ⊗H2) is called separable if it can be written as
a probability distribution over product states, i.e., for some index set K as

∑
k∈K pkρk ⊗ σk

for a probability distribution pk : K → [0, 1] and ρk ∈ D(H1) and σk ∈ D(H2) for all k ∈ K.
An entangled state is defined as a state which is not separable.

2.1.5 Quantum operations and dynamics

Let us now describe transformations of one quantum state to another. One relevant example
might be the evolution of a system over time but also the so-called quantum gates which are
operations associated with a quantum computation.

Recall the division of the statistical experiment into preparation and measurement. The
transformation can be either regarded as part of the preparation, i.e., acting on the state, or
as part of the measurement, i.e., acting on the observable. This gives rise to two different
pictures: we call the former the Schrödinger picture and the latter the Heisenberg picture.
Both pictures should model the same physics. Hence, they give rise to the same measurement
statistics. More precisely, if a state ρ ∈ D(H) transforms as ρ 7→ Φ(ρ) under a map Φ in the
Schrödinger picture and an observable A ∈ Lsa(H) transforms as A 7→ Ψ(A) under a map Ψ
in the Heisenberg picture, then

tr(Φ(ρ)A) = tr(ρΨ(A)) (2.9)



24 Chapter 2: Fundamentals of quantum computing

has to hold. We will make this assumption more precise later.

Quantum channel

Let us describe the most general transformation on a quantum system and start in the
Schrödinger picture, i.e., with a map from quantum states to quantum states. More pre-
cisely, since states have unit trace, the map Φ : B(H) → B(H) must be trace preserving,
i.e., tr(Φ(ρ)) = tr(ρ) for all ρ ∈ D(H), and it must be positive, i.e., Φ(ρ) ≥ 0 for all ρ ≥ 0. We
will ask for a little more: a map Φ : B(H)→ B(H) is completely positive if it is positive and the
map Φ⊗In is positive for all n ∈ N, where In is the identity operator on B(Cn).

Definition 2.14 (Quantum channel). A quantum channel or quantum operation is a com-
pletely positive and trace preserving (CPTP) map Φ : B(H)→ B(H).

The expression ‘quantum channel’ originates from quantum information theory where a
CPTP map is viewed as a communication channel that can transmit quantum information.

Note that there are maps which are positive but not completely positive, e.g., the transposi-
tion map on B(Ck) for k ∈ N, implying that complete positivity is a restriction of positivity.
The restriction to complete positivity (instead of only positivity) has an insightful physical in-
terpretation: Let ρ ∈ D(HS) be q state on a quantum system HS and regard it as the reduced
state of a state σ ∈ D(HS ⊗H2) on a larger Hilbert space HS ⊗H2. Then (Φ ⊗ IB(H2))(σ)
should again be a state on the larger Hilbert space, implying that the map Φ⊗ IB(H2) must
be positive. Since this should hold for any (finite-dimensional) auxiliary Hilbert space H2,
the map Φ must be completely positive.

We note that every quantum channel Φ, in the Schrödinger picture, induces a transforma-
tion Φ∗ in the Heisenberg picture which is defined by the relation tr(Φ(ρ)A) = tr(ρΦ∗(A))
for ρ ∈ D(H) and A ∈ Bsa(H). As a consequence, the quantum channel in the Heisenberg
picture Φ∗ is completely positive and unital, i.e., Φ∗(IH) = IH.

In the finite-dimensional setting, i.e., if H ∼= Cn for some n ∈ N, a quantum channel can be
characterised by a finite set of operators, the Kraus operators.

Theorem 2.15 (Kraus representation [101, 100]). A linear map Φ : B(Cn) → B(Cn) is a
CPTP map if and only if it admits the following representation

Φ(A) =
k∑
i=1

KiAK
†
i ,

where the Kraus operators {Ki}ki=1 satisfy
∑k

i=1K
†
iKi = In. The Kraus rank r, which

is defined as the minimal value of k ∈ N, is upper bounded by n2. There is a set of r
Kraus operators such that K†iKj = δij . Two sets of Kraus operators {Ki}ki=1 and {K̃i}li=1

represent the same CPTP map Φ if and only if they are unitarily equivalent. �

Quantum instrument

Recall the quantum measurement (cf. Section 2.1.2) of an observable. It does not only reveal
the outcome, but also alters the quantum state (cf. Definition 2.11) on which the measurement
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is performed. Hence its full mathematical description includes the transformation of the
quantum state. The concept of a quantum instrument captures both the quantum – the
post-measurement state – as well as the classical output – the measurement outcome – of
this process.

Definition 2.16 (Quantum instrument). A quantum instrument is a map

I : B(H)→ B(H)⊗ B(C|X|) , ρ 7→
∑
x∈X

Φx(ρ)⊗ |x〉〈x| ,

where X is a finite set of measurement outcomes and {Φx}x∈X is a collection of quantum
channels.

A quantum instrument is connected to a measurement in the following sense: the set X
constitutes the possible measurement outcomes and Φx(ρ) the possible post-measurement
states. Assume that the system is initially in the state ρ ∈ D(H) and the measurement
outcome x ∈ X occurs with probability tr(Φx(ρ)). If the outcome is x ∈ X then the post-
measurement quantum state is given by the normalised image under the associated CPTP
map Φx, i.e., by Φx(ρ)/ tr(Φx(ρ)).

Reversible evolutions

Physically, a closed quantum system involves no interaction with its environment, it is isolated
and no information can leak from the system to its environment and vice versa. In contrast,
a quantum system which is not fully isolated from its environment is called open. Closed
quantum systems undergo reversible evolutions.

Definition 2.17 (Unitary evolution). The reversible evolution of a closed quantum system is
characterised by a unitary operator U ∈ U(H). In the Schrödinger picture, the quantum
states are transformed as

Φ : D(H)→ D(H) , ρ 7→ Φ(ρ) = UρU † , (2.10)

and in the Heisenberg picture, the observables are transformed as

Ψ : Bsa(H)→ Bsa(H) , A 7→ Ψ(A) = U †AU . (2.11)

Note that these evolutions (2.10) and (2.11) are compatible with Eq. (2.9). The two maps Ψ
and Φ are mutually dual maps, i.e., Φ = Ψ∗ and one says that the Schrödinger picture and
the Heisenberg pictures are dual to each other.

A unitary U ∈ U(H) obviously defines a quantum channel ΨU by the relation

ΨU : D(H)→ D(H) , ΨU (ρ) = UρU † ,

i.e., reversible evolutions (in the Schrödinger as well as the Heisenberg picture) can be de-
scribed by quantum channels. The converse is generally not true; there are quantum channels
which are not reversible. But due to the following theorem, every quantum channel is related
to the reversible evolution of a larger system.
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Theorem 2.18 (Stinespring dilation [153]). Let H be a Hilbert space. The linear map Φ :
D(H) → D(H) is completely positive if and only if there exists a Hilbert space HE and a
bounded operator V : B(H)→ B(H⊗HE) such that

Φ(ρ) = trE(V ρV †) .

Furthermore, the map V is an isometry if and only if Ψ is trace preserving. �

In this sense, the case of a reversible quantum channel is still generic. Every (irreversible)
evolution of a quantum state corresponds to the reduced state of a reversible evolution on a
larger system and an open system can be regarded as a subsystem of a closed larger quantum
system.

Continuous time evolution and Schrödinger equation

Time is a special physical quantity: in contrast to many others it is not an observable
(an neither the outcome of one) but described by a real parameter. The continuous-time
evolution of a closed quantum system is mathematically modelled by a one-parameter group
of unitaries.

Definition 2.19 (One-parameter group). A strongly continuous one-parameter unitary group
is a family (U(t))t∈R of unitary operators U(t) ∈ U(H) for all t ∈ R such that the following
holds:

(i) the family forms a group, i.e., U(0) = IH, U(t)U(s) = U(t + s) for all s, t ∈ R,
and U(−t)U(t) = IH for all t ∈ R.

(ii) The map t 7→ U(t) is strongly continuous, i.e., (U(t) − U(0))|ψ〉 → 0 as t → 0 for
all |ψ〉 ∈ H.

The time evolution is related to a self-adjoint operator by the following theorem.

Theorem 2.20 (Stone’s theorem). Let (U(t))t∈R be strongly continuous one-para-meter
group of unitary operators on a Hilbert space H. Then there exists a unique self-adjoint
densely defined operator A : D(A)→ H which satisfies

U(t) = e−itA . (2.12)

Conversely, let A : D(A) → H be a self-adjoint densely defined operator. Then the uni-
taries U(t) defined by Eq. (2.12) form a strongly continuous one-parameter group of unitary
operators (U(t))t∈R. �

For a proof of this Theorem, we refer to the standard literature [139, Section VIII.4]. The
operator A is called an infinitesimal generator of (U(t))t∈R. Note that A is bounded if and
only if t 7→ U(t) is norm-continuous. If A is bounded then (2.12) is defined by the power
series expansion but if A is unbounded then (2.12) can be made sense of by functional calculus
(using the spectral theorem for unbounded operators).

In quantum mechanics, one calls the generator of the time evolution the Hamiltonian and
uses the letter H. Its eigenstates describe the energy levels or states of a system and the
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eigenvalues are the associated energies. A pure quantum state |ψ〉 ∈ H evolves according to
the Schrödinger equation

~
d

dt
|ψ(t)〉 = −iH|ψ(t)〉 , where |ψ(t0)〉 = |ψ(0)〉 , (2.13)

for a Hamiltonian H ∈ Lsa(H) and where ~ ≈ 1.054571817×10−34Js is the Planck constant.
Note that for convenience, we work within natural units throughout the remainder of this
thesis, i.e., setting ~ = 1. As a consequence of the Schrödinger equation (2.13), a general
state ρ ∈ D(H) evolves as described by the equation

d

dt
ρ(t) = −i[H, ρ(t)] .

The propagator or the time evolution operator U(t, t0) from time t0 to time t is defined by
the relation

|ψ(t)〉 := U(t, t0)|ψ0〉 , for all |ψ0〉 ∈ H , (2.14)

where |ψ(t)〉 denotes the state at time t and |ψ0〉 = |ψ(t0)〉 the initial state at time t0. If a
Hamiltonian H is given that is not time-dependent then by the Schrödinger equation (2.13)
one has U(t, t0) = U(t− t0) = e−i(t−t0)H as in Eq. (2.12). The term propagator refers to the
observation that an initial state |ψ〉 evolves from time t0 to time t as given by Eq. (2.14).
We says that U(t, t0) is generated by H and that the quantum system evolves under the
Hamiltonian. In slight abuse of notation we sometimes neglect the second variable of the
propagator and write U(t) to denote U(t) = U(t, 0).

Note that if the Hamiltonian is time-dependent, i.e., if H : R → Lsa(H), t 7→ H(t) then the
propagator U(t, t0) from Eq. (2.14) is not simply given by the exponential of the Hamiltonian.
By inserting the propagator (2.14) into the Schrödinger equation (2.13), one finds that it is
defined by initial value problem

d

dt
U(t, t0) = −iH(t)U(t, t0) , U(t0, t0) = I . (2.15)

Let us briefly describe the strategy to compute the solution to (2.15) numerically. One splits
the time interval into N equal parts δt = (t − t0)/N . Integrating the Schrödinger equation
over t up to first order in δt one finds that

|ψ(δt)〉 = |ψ(t0)〉+ δt
d

dt
|ψ(t)〉|t=t0 +O

(
(δt)2

)
= (1− iδtH(t))|ψ(t)〉+O

(
(δt)2

)
.

Note that in the finite-dimensional case (dim(H) <∞) and if H(t) commutes with H(t′) for
all t, t′ ≥ t0, then the limit N →∞ yields

|ψ(t)〉 = lim
N→∞

N−1∏
k=0

(1− iδtH(kδt))|ψ(t0)〉 = e
−i
∫ t
t0
H(τ)dτ |ψ(t0)〉 .

In general, this is not true since the Hamiltonian H(t) may not commute with H(t′) at a
different time t′. Formally, we write the solution to (2.15) as

U(t, t0) = T+

[
e
−i
∫ t
t0
H(τ)dτ

]
,

where T+ is called the time ordering operator and it satisfies

T+ [H(τ1)H(τ2) · · ·H(τn)] = H(τ1)H(τ2) · · ·H(τn) for all τ1 ≤ τ2 ≤ · · · ≤ τn .



28 Chapter 2: Fundamentals of quantum computing

2.2 Bosonic quantum systems

Throughout this thesis, the focus is on continuous variable (CV) quantum systems. The term
‘continuous variable’ refers to the fact that such systems have certain associated observables
with a continuous spectrum. Their Hilbert space is always infinite-dimensional.

The most prominent example of such a continuous variable quantum system is the quantum
harmonic oscillator of a single bosonic mode where the continuous variables correspond to
the eigenvalues of the position and momentum operators. More generally, this thesis treats
systems of n ∈ N bosonic modes. Such a system may be used to describe n modes of
the (quantised) electromagnetic field. But the same mathematics also model other quantum
systems in certain parameter regimes such as atomic ensembles, Josephson junctions, trapped
ions or nuclear spins of quantum dots.

To set the stage, we define the operators with continuous spectra giving the CV systems
their name – the position and momentum operators – and the quantum harmonic oscillator
in Section 2.2.1. In Section 2.2.2, we discuss the phase space description of an n-mode bosonic
system, where instead of the unbounded operators with continuous spectrum, one considers
so-called Weyl displacement operators in the 2n-dimensional phase space. Of special interest
are certain quantum states on such an n-mode system which are ubiquitous in quantum optics
– the Gaussian states – as well as the quantum channels which preserve the Gaussianity of
states – the Gaussian channels, both presented in Section 2.2.3. In Section 2.2.4, we present
a representation of Gaussian reversible channels in terms in terms of (2n×2n)-matrices (real
symplectic matrices) on the phase space, which is mathematically advantageous compared to
the Schrödinger picture description with unbounded operators. We also give several examples
of such channels in which we use in Chapters 4 and 5.

2.2.1 Schrödinger representation: Position and momentum oper-
ators

The description in this section is based on the one in the textbook by Reed and Simon [139].
The Hilbert space associated with a single bosonic mode H := L2(R) consists of square
integrable complex-valued functions. More precisely, its elements are equivalence classes of
such functions up to differences on sets with Lebesgue measure zero. In slight abuse of
notation we will consider functions as elements of H, but they should always be understood
as a representative of the corresponding equivalence class. Elements ψ ∈ L2(R) with norm 1
are associated with the pure states of the single-mode quantum system.

Position and momentum operators

Let us start with a single bosonic mode with Hilbert space H = L2(R) and define two
operators on H which play a major role throughout this thesis: the so-called quadratures of
position and momentum operators.

Note that as they are unbounded operators on an infinite-dimensional Hilbert space, one has
to pay attention at their domains.
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Definition 2.21 (Position and momentum). The position operator on H is defined by Q :
D(Q)→ H where (Qf)(x) = xf(x) for all x ∈ R and where the domain of Q is given by

D(Q) :=
{
f ∈ H

∣∣∣ Qf ∈ H} =
{
f ∈ H

∣∣∣ ∫
R
x2|f(x)|2dµ(x) <∞

}
.

The momentum operator on H is defined as P : D(P )→ H where (Pf)(x) = −i ddxf(x) for
all x ∈ R with domain

D(P ) :=
{
f ∈ H | Pf ∈ H

}
=
{
f ∈ H

∣∣∣ f ∈ C1(R),

∫
R
|f ′(x)|2dµ(x) <∞

}
.

Note that although for every f ∈ H the image x 7→ (Qf)(x) is a well-defined function, there
are f ∈ H such that Qf /∈ H. Hence the restriction to the domain is necessary.

In order to define sums and products of Q and P , one has to construct a joint dense domain
for both of the above operators. This is the Schwartz space

S(R) :=
{
f ∈ C∞(R)

∣∣∣ for all α, β ∈ N0 : sup
x∈R
|xαDβf(x)| <∞

}
of functions with derivatives that decrease faster than any polynomial at infinity. Its topo-
logical dual is the space of tempered distributions

S ′(R) := {f : S(R)→ C | f linear, continuous} .

These sets satisfy S(R) ⊂ L2(R) ⊂ S ′(R) where the inclusion L2(R) ⊂ S ′(R) should be
understood as follows: let f ∈ L2(R) be a square integrable function, then the integration
against the measure fdµ gives a tempered distribution g 7→

∫
R f(x)g(x)dµ(x). Since the

Schwartz space S(R) is a subset of both D(Q) and D(P ) and it is dense in L2(R), the
operators Q and P can be redefined on the Schwartz space as their domain – on which they
are essentially self-adjoint5. We will denote (in slight abuse of notation) their self-adjoint
extensions by the same symbol.

The tempered distributions S ′(R) can be used to give the eigenvectors of Q and P meaning.
One can formally write down the eigenvalue equations for Q and P as Q|q〉 = q and P |p〉 = p,
respectively. Here, q ∈ R and p ∈ R are the continuous eigenvalues and |q〉 and |p〉 the
eigenvectors. Although the latter are not square integrable (not even Schwartz functions),
they can be given meaning as distributions, i.e., as elements of S ′(R). This motivates a
generalisation of the notion of states.

Definition 2.22 (States). Pure states are tempered distributions S ′(R). Pure states that
satisfy |ψ〉 ∈ L2(R) are called normalisable pure states whereas |ψ〉 ∈ S ′(R) which are not
in L2(R) are called non-normalisable pure states.

The families {|q〉}q∈R and {|p〉}p∈R are two bases of S ′(R) and related to each other via
Fourier transform

|q〉 =
1√
2

∫
R
e−ipq|p〉dp , |p〉 =

1√
2

∫
R
e−ipq|q〉dq .

5The Schwartz space is a joint domain of analytic vectors; the definition of analytic vectors and a proof of
this property can be found in Chapter X.6 of [140].
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We call {|q〉}q∈R the position basis and {|p〉}p∈R the momentum basis of S ′(R). The Fourier
transform is defined on S(R) and its inverse on S ′(R). It extends to a unitary isomorphism
on L2(R) which diagonalises both operators Q and P . One can write a pure state |ψ〉 ∈ S ′(R)
in the position and momentum basis as ψ(q) := 〈q|ψ〉 and ψ(p) = 1/(

√
2π)

∫
R ψ(q)eiqpdq,

respectively.

Commutation relations

The operators Q and P do not commute6: They satisfy

[Q,P ] := QP − PQ = iI , (2.16)

where I is the identity on S(R). Eq. (2.16) is called the canonical commutation relation.
In contrast to the unbounded operators Q an P , the generated one-parameter groups of
unitaries {U(t) = eitQ}t∈R and {V (s) = eisP }s∈R (cf. Definition 2.19) contain only bounded
operators and are therefore easier to study. These unitaries satisfy the commutation relations

U(t)V (s) = e−itsV (s)U(t) for all s, t ∈ R (2.17)

as a consequence of the commutation relation (2.16). For many purposes, it is sufficient to
study a system described by the quadrature operators Q and P at the level of their generated
unitary groups U(t) and V (s) due to the following result:

For every pair of strongly continuous one-parameter groups of unitaries U(t), V (s) that satisfy
Eq. (2.17), there are two unbounded self adjoint operators which are generators of U(t)
and V (s), respectively, and satisfy the canonical commutation relation (2.16). Note that the
converse inclusion does not hold in general and hence both ‘commutation relations’ are not
equivalent: there are operators which satisfy (2.16) but their generated unitary groups do
not obey (2.17). A proof of both of these results can be found e.g. in Chapter VIII.5 of [139].

Number states, creation and annihilation operators

A useful countable basis of H := L2(R) is given by the so called Hermite functions. In more
detail, for k ∈ N0 := N ∪ {0} let

hk : R→ R , hk(x) := (−1)kex
2 dk

dxk
e−x

2
for all x ∈ R ,

be the kth Hermite polynomial. Then, the kth Hermite function is defined as

fk(x) := (2kk!
√
π)−1/2e−x

2/2hk(x) for all x ∈ R . (2.18)

The Hermite functions {fk}k∈N are Schwartz functions. They are orthonormal, i.e.,∫
R
fk(x)fj(x)dx = δk,j for all k, j ∈ N0 ,

6Computing the commutator of two unbounded self-adjoint operators is in fact non-trivial because of
domain issues. In contrast to popular belief, it is not sufficient for two operators to commute that the two
operators commute on a joint dense domain, cf. Chapter VIII.5 of [139]. Instead, two operators commute if
and only if all their spectral projections commute. Here, the domain S(R) is a sufficiently well-behaved joint
domain (consisting of so called analytic vectors of Q and P ) such that the commutator of the operators can
be computed as [Q,P ]ψ for ψ ∈ S(R).
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and satisfy a completeness relation in the sense of tempered distributions, i.e.,

∞∑
k=0

fk(x)fk(y) = δ(x− y) for all x, y ∈ R ,

where δ ∈ S ′(R) is the Dirac-Delta distribution. The Hermite functions form a countable
basis of L2(R).

Definition 2.23 (Number states). The number state basis or Fock basis of the infinite-
dimensional Hilbert space L2(R) is defined as

{|n〉}n∈N0
= {|0〉, |1〉, |2〉, . . .} ,

where |n〉 = fn is the nth Hermite function from Eq. (2.18).

Let us furthermore introduce the bosonic field operators a and a†. On the Schwartz functions
they are defined via their relation to the position and momentum operators

a† :=
1√
2

(Q− iP ) , a :=
1√
2

(Q+ iP ) .

These operators are adjoint, justifying the notation a†. As a consequence of the canon-
ical commutation relations (2.16) between Q and P , they satisfy the commutation rela-
tions [a, a†] = I where I is the identity operator on H. The operator a†a is diagonal in
the number basis. Its eigenvalues k ∈ N0 are given by the relation a†a|k〉 = k|k〉. There-
fore, the operator a†a is called the number operator and its eigenvalues k ∈ N the (par-
ticle/photon/excitation) number. Using the commutation relations, one can show that the
bosonic field operators act as

a|0〉 = 0 , a|k〉 =
√
k|k − 1〉 for k ≥ 1 , a†|k〉 =

√
k + 1|k + 1〉 for k ≥ 0 ,

on the number basis states (i.e., on the Hermite functions): The operator a decreases the
number basis state by one, the operator a† increases it, i.e., a is said to destroy a photon or
bosonic excitation and a† to create one. They are therefore called the bosonic annihilation
and creation operators, respectively, or ladder operators.

Let us motivate the name quadrature for the operators Q and P . Up to a factor of 1√
2
, the

position and momentum operator correspond to the real and imaginary part of the bosonic
field amplitude, respectively. That is why in analogy to the quadratures of the classical
electromagnetic field, the operators Q and P are also called quadrature operators.

The quantum harmonic oscillator

The Hamiltonian of the quantum harmonic oscillator on a single mode is given by

H :=
P̃ 2

2m
+
mω2

2
Q̃2 .

Here m denotes the quantum particle’s mass, ω the oscillation frequency and the operators Q̃
and P̃ are related to the dimensionless operators Q and P from Definition 2.21 as follows:
Q =

√
mω/~ Q̃ and P = 1/

√
mω~ P̃ , such that

H =
ω

2
(Q2 + P 2) , D(H) := S(R) .
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In analogy to the classical harmonic oscillator, where the total energy is given by

p2/(2m) + q2mω2/2

for the classical position q and momentum p, it is called the quantum harmonic oscillator.
One difference is that the quantum operators for position and momentum are unbounded
operators that do not commute. The quantum harmonic oscillator is the prototype of an
infinite-dimensional quantum system. One can show that the Hamiltonian H is essentially
self-adjoint on its domain and that Hfk = ω (k + 1/2) fk for all k ∈ N0, implying that H
is unbounded and that the Hermite functions are the eigenfunctions of H. Hence H is
diagonal in the number state basis from Definition 2.23 and the quantum harmonic oscilla-
tor has energy eigenstates {|k〉}k∈N0

with corresponding equidistant energy levels (eigenval-
ues) {ω(k + 1/2)}k∈N .

Multiple bosonic modes

For n ∈ N bosonic modes, the Hilbert space is given by the n-fold tensor product of the
single-mode Hilbert space, i.e., it is

H :=
n⊗
k=1

Hk ∼=
(
L2(Rn)

)
where Hk = L2(R) .

The index k = 1, . . . , n labels the modes. In slight abuse of notation, we will write Qk to
denote the operator I⊗(k−1) ⊗Q⊗ I⊗(n−k). One defines ak, a

†
k, and Pk analogously.

2.2.2 Phase space representation

To overcome domain issues when dealing with the unbounded quadrature operators, there
is an alternative description of bosonic modes: the phase space representation. The key
observation is that instead of the unbounded quadrature operators Q and P , exponentials of
these (self-adjoint) operators are bounded.

Definition 2.24 (Phase space representation). The phase space of n ∈ N bosonic modes is R2n

equipped with the symplectic form

R2n × R2n → R , (x, y) 7→ 〈x, Jy〉 := xTJy ,

where J is a non-singular, antisymmetric matrix. Here,

J :=

(
0 In
−In 0

)
, (2.19)

where In is the n × n-identity matrix and we order the quadratures or mode operators in
the vector

RT = (Q1, . . . , Q2n, P1, . . . , P2n) . (2.20)

The symplectic matrix J from Eq. (2.19) realises the canonical commutation relations

[Rj , Rk] = iJj,k for j, k = 1, . . . , 2n . (2.21)
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There exist different conventions. Alternatively, the ordering Q1, P1, . . . , Qn, Pn of mode
operators requires the symplectic matrix

J̃ :=

n⊕
k=1

(
0 1
−1 0

)

(instead of J) to realise the symplectic form R2n × R2n :→ R, (x, y) 7→ 〈x, J̃y〉 := xT J̃y on
the phase space. We will choose J as in Eq. (2.19) if not mentioned otherwise.

Displacement operators and Weyl relations

Definition 2.25 (Weyl displacement). Let ξ ∈ R2n be a phase space element and R the
quadrature vector from Eq. (2.20). The (Weyl) displacement operator is defined as

D(ξ) := eiR
T Jξ . (2.22)

On a single mode, Eq. (2.22) simply becomes D(ξ) = ei(ξ2Q−ξ1P ). As a consequence of the
canonical commutation relations (2.21), the displacement operators satisfy the Weyl relations

D(ξ)D(η) = e
i
2
ξT JηD(ξ + η) for all ξ, η ∈ R2n ,

D(ξ)D(η) = eiξ
T JηD(η)D(ξ) for all ξ, η ∈ R2n .

(2.23)

The terminology ‘displacement’ for D(ξ) becomes clear when considering its action on the
quadratures Rj : Using the Baker-Campbell-Hausdorff formula7 and the commutation rela-
tions between the quadratures, this action can be determined as

D(ξ)†RjD(ξ) = Rj + ξjI for all ξ ∈ R2n, j = 1, . . . , 2n .

i.e., the displacement D(ξ) shifts the quadratures by an amount of ξ ∈ R2n.

What we have seen in the previous section for a single bosonic mode can be generalised to
the n-mode system: Every family of unitaries {Uξ}ξ∈R2n that satisfies the Weyl relations (2.23)
(for Uξ = D(ξ)) and is strongly continuous can be expressed in the form of Eq. (2.22) for
unbounded self-adjoint operators R that satisfy the canonical commutation relations (on a
suitably chosen domain of essential self-adjointness). Such a family is called a Weyl system.
Hence, one can take the Weyl system as a starting point and deduce the corresponding
position and momentum operators from it. Furthermore, the Weyl relations (2.23) imply
that the displacement operators yield a representation (ξ, α) 7→ e−iαD(ξ) of the Heisenberg-
Weyl Hn group (cf. Definition 3.10) on S ′(Rn). This representation restricts to a unitary
irreducible representation on L2(Rn).

Wigner functions

The idea of the Wigner function [178] is to find (quasi-)probability distributions in phase space
which are in one-to-one correspondence with quantum states in the sense that expectation
values of quantum observables should be describable in terms of this distribution.

7The Baker-Campbell-Hausdorff (BCH) formula states that if two operators X,Y satisfy [[X,Y ], X] = 0 =
[[X,Y ], Y ], one has eXeY = eY eXe[X,Y ] and eX+Y = eXeY e−[X,Y ]/2 .
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To every density operator ρ ∈ D
(⊗n

k=1 L
2(R)

)
, let us associate its characteristic function

defined as

χρ(ξ) := tr (ρD(ξ)) = tr
(
ρ eiR

T Jξ
)

for ξ ∈ R2n .

Note that the characteristic function is well-defined for trace-class operators and that the
corresponding state can be recovered from χρ(ξ) via

ρ =
1

(2π)n

∫
R2n

χρ(ξ)D(ξ)† d2nξ .

The characteristic function itself is the symplectic Fourier transform of the Wigner func-
tion Wρ, i.e., they satisfy

χρ(ξ) =

∫
R2n

eiξ
T JηWρ(η) d2nη , and Wρ(ξ) :=

1

(2π)2n

∫
R2n

e−iξ
T Jηχρ(η) d2nη

for ξ ∈ R2n. This function shares certain properties with classical probability distributions:
The condition tr(ρ) = 1 implies χρ(0) = 1 and hence that Wρ(ξ) is normalisable.

A useful property of the Wigner function is that it produces the correct marginal distributions
of the state ρ. But the Wigner function does only define a quasi-probability distribution
on the phase space (not a probability distribution) since it may take negative values. Many
quantities of the bosonic quantum system are obtained in this way from the Wigner functions.
For a detailed overview of this so-called Weyl calculus, the reader is referred to the literature,
e.g. de Gosson’s book on symplectic geometry and quantum mechanics [44].

The properties of the Wigner function Wρ(ξ) – and thereby of the respective quantum state ρ
– are characterised by its moments, i.e., the derivatives of its characteristic function. The
most important will be the first moment and second moments.

Definition 2.26 (First and second moments). Let H = L2(Rn) for some n ∈ N and ρ ∈ D(H)
be a quantum state. The first moment R(ρ) ∈ R2n is called the displacement vector and
given by

Rj(ρ) := 〈Rj〉ρ = tr(ρRj) , for j = 1, . . . , 2n .

The second moment is a matrix V (ρ) ∈ R2n×2n defined as

Vjk(ρ) := 〈{Rj −Rj(ρ), Rk −Rk(ρ)}〉ρ = tr
(
ρ{Rj −Rj(ρ), Rk −Rk(ρ)}

)
(2.24)

for j, k = 1, . . . , 2n. Here {·, ·} denotes the anticommutator {X,Y } := XY + Y X. The
matrix V (ρ) is called the covariance matrix of state ρ.

The covariant matrix V is a symmetric 2n× 2n matrix and its diagonal elements correspond
to the variance of the quadrature operators

Vkk(ρ) = 〈R2
k〉ρ − 〈Rk〉2ρ := Var(Rj) .

It is conversely true [145] that a symmetric matrix V ∈ R2n×2n is the covariance matrix
of a quantum state if and only if it satisfies the operator inequality V (ρ) + iJ ≥ 0. This
inequality implies that for all k = 1, . . . , n, we it satisfies Vkk(ρ)Vk+N,k+N (ρ) ≥ 1, i.e.,
that Var(Qk)Var(Pk) ≥ 1 which corresponds to the usual Heisenberg uncertainty relation
between position and momentum.
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2.2.3 Gaussian states and channels

Let us describe the most prominent Gaussian states and channels in this section. Section 2.2.4
focuses on the special case of Gaussian unitary channels and establishes the connection to
symplectic operations. We give a few relevant examples of Gaussian unitary channels and
dilations thereof in Section 2.2.5. For a more detailed overview on the topic and applica-
tions for quantum information processing tasks, we refer the interested reader to the review
articles [176, 62, 57].

Gaussian states

Definition 2.27 (Gaussian states). A quantum state ρ ∈ D(L2(Rn)) is Gaussian if its Wigner
characteristic function is of the form

χρ(ξ) := e−
1
4
ξT (JV JT )ξ−iξT JR for ξ ∈ R2n , (2.25)

i.e., it is a Gaussian function.

By definition, a Gaussian state is fully characterised by its first and second moments R(ρ)
and V (ρ), respectively. One writes ρ(R, V ) to denote the Gaussian state with displacement
vector R and covariance matrix V . Let us discuss a few examples of Gaussian states on a
single mode.

Coherent states and vacuum state

For a single bosonic mode (i.e., n = 1), the coherent state |α〉 ∈ L2(R) is defined via the
equation a|α〉 = α|α〉, i.e., as the eigenstate of the annihilation operator a with eigenvalue α ∈
C. In the number basis {|k〉}k∈N it can therefore be written as

|α〉 := e−|α|
2/2

∞∑
k=0

αk√
k!
|k〉 .

By the Baker-Campbell Hausdorff formula8 for the displacement operators, its characteristic
function is Gaussian (cf. Eq. (2.25)) with covariance matrix V (|α〉〈α|) = I2 and displacement
vector R(|α〉〈α|) = (

√
2Re(α),

√
2Im(α)).

The vacuum state is given by the pure state |0〉 in the number basis. It is easy to see
that this is a coherent state (for α = 0) with displacement vector R(|0〉〈0|) = (0 0)T and
covariance matrix V (|0〉〈0|) = I2, respectively. It is easy to see that a coherent state for
general α ∈ C is created from the vacuum state by a displacement in phase space. More
precisely, |α〉 = D

(
ξ
)
|0〉 where ξT =

(√
2Re(α) ,

√
2Im(α)

)
.

8The Baker-Campbell-Hausdorff (BCH) formula states that for two operators X,Y satisfy [[X,Y ], X] =
0 = [[X,Y ], Y ] then the relations eXeY = eY eXe[X,Y ] and eX+Y = eXeY e−[X,Y ]/2 hold.
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Thermal state

On a finite-dimensional system with Hilbert space dimension d ∈ N, one may define a maxi-
mally mixed state as

ρmix :=
1

d

d∑
k=1

|k〉〈k| .

One cannot simply consider d→∞ since this ‘state’ would have infinite energy expectation
value (which would be equal to d/2 plus its number operator expectation value) and hence be
unphysical. To generalise this state to the infinite-dimensional Hilbert space L2(R), one fixes
its mean photon number n := tr(ρa†a) (also called the state’s average energy). The thermal
state

ρth,n :=
1

1 + n

∞∑
k=1

(
n

1 + n

)k
|k〉〈k| , (2.26)

is a well-defined state in the sense that its mean photon number n is finite. One can write ρth,n

as a Gaussian mixture of coherent states or in terms of the inverse temperature β as

ρth,n :=
1

πn

∫
|α〉〈α|e−

|α|2
n d2α = Z−1

∞∑
k=1

e−βk|k〉〈k|

for a suitable normalisation constant Z. Its characteristic function is given by

χρth
(ξ1, ξ2) = tr

[
1

πn

∫
|α〉〈α|e−

|α|2
n D(ξ)d2α

]
= e−

1
4

(ξ2
1+ξ2

2)(1+2n) .

Gaussian channels: general formalism

On a system of n ∈ N bosonic modes let us the notions of a general quantum channel and a
Gaussian quantum channel.

By Definition 2.14 a quantum channel on n bosonic modes is a CPTP map. Using the
Stinespring dilation theorem (Definition 2.18 and [153]), it can be expressed in terms of
a unitary evolution U of an input state ρ ∈ D(L2(Rn)) and a pure state |ψ〉〈ψ|E on nE
additional modes as

Φ : D(L2(Rn))→ D(L2(Rn)) , Φ(ρ) = trE

[
U (ρ⊗ |ψ〉〈ψ|E)U †

]
. (2.27)

We note that this representation is unique up to partial isometries [128]. Since Gaussian
states are ubiquitous in quantum optics we are primarily interested in channels which map
Gaussian states to Gaussian states.

Definition 2.28 (Gaussian channels). Let H = L2(Rn) be the Hilbert space of n ∈ N bosonic
modes. A Gaussian channel is a quantum channel Φ : D(H) → D(H), such that Φ(ρ) is
Gaussian for every Gaussian state ρ.

A Gaussian channel can be fully characterised by its action on Gaussian states. It acts
as Φ(ρ(R, V )) = ρ(R

′
, V ′) where the covariance matrix V and the displacement vector R of

the Gaussian state are transformed as [83]

R
′
= XR+ v , (2.28)

V ′ = XVXT + Y . (2.29)
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Here, X,Y ∈ R2n×2n are two real matrices, Y is symmetric, and v ∈ R2n is a vector. The
map Φ is completely positive if and only if the matrices X,Y are related to each other via

Y + i(J −XTJX) ≥ 0 . (2.30)

Conversely, every tuple (X,Y, v) which satisfies Y = Y T and (2.30) defines a Gaussian quan-
tum channel, cf. [57].

2.2.4 Gaussian unitary channels and symplectic operations

Of special interest are those Gaussian channels which are reversible. They describe linear
optics, are hence ubiquitous in quantum optics, and such operations will be used later in this
thesis as resources for our pulse sequences and in the encoding of a qubit into a harmonic
oscillator. Furthermore, they admit a simplified representation on the phase space associated
with the bosonic quantum system.

Consider a Gaussian unitary channels ΦU which can be described by a unitary operator U ∈
U(L2(R2n)) such that ΦU (ρ) = UρU †. Since the unitary is generated by some Hamiltonian,
it can be written as U = e−iH for some H ∈ Lsa(L2(R2n)). In order to preserve the Gaussian
nature of states, the Hamiltonian H must be a second order polynomial in the bosonic field
operators a := (a1, . . . , an) and a† := (a†1, . . . , a

†
n), i.e., its most general form is

H = αa+ (a†)TFa+ (a†)TGa† + cI + h.c. (2.31)

for α ∈ C, and F,G ∈ Cn×n symmetric and where h.c. denotes the complex conjugate of
the previous terms. Then, U (or more precisely the dual channel of ΦU ) transforms the
annihilation operators as U †aU = Aa + Ba† + α where A,B ∈ Cn×n are matrices which
satisfy ABT = BAT and AA† − BB† = I as a consequence of the commutation relations
between creation and annihilation operators. The action of the dual channel ΦU on the
quadrature operators R from Eq. (2.20) can be computed to be (cf. e.g. [62, 176])

U †RjU =
2n∑
k=1

SjkRk + dj (2.32)

where S ∈ R2n×2n, and d ∈ R2n. If the unitarily transformed quadratures (2.32) satisfy the
commutation relations (2.16), the matrix S in Eq. (2.32) is an element of the symplectic
group Sp(2n,R).

Definition 2.29 (Symplectic group and Lie algebra). The symplectic group

Sp(2n,R) :=
{
S ∈ R2n×2n | SJST = J

}
consists of all real 2n× 2n matrices that preserve the symplectic form. The symplectic Lie
algebra is given by

sp(2n,R) :=
{
X ∈ R2n×2n | XTJ + JX = 0

}
.

By Eq. (2.32), a Gaussian unitary U ∈ U(L2(Rn)) can be described by an affine symplectic
map (d, S) where d ∈ R2n and S ∈ Sp(2n,R). We write U(d,S) to denote a Gaussian unitary
corresponding to the affine symplectic map (d, S) and simply US if the affine symplectic map
is of the form (0, S). Note that the correspondence S 7→ US is not unique because Eq. (2.32)
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(for d = 0) leaves freedom for a S-dependent phase factor. There is actually only a one-
to-one correspondence S 7→ ±US , yielding a two-valued unitary representation of Sp(2n,R).
But note that this sign ambiguity in US is irrelevant when considering a unitary conjugation
e.g. for the evolution of states ρ 7→ UρU † or operators A 7→ U †AU and at the level of the
unitary Weyl displacements 2.25.

Theorem 2.30 (Metaplectic representation and further properties). There is a faithful unitary
representation of the metaplectic group Mp(2n,R) – a two-fold covering of Sp(2n,R) – called
the metaplectic representation.

Furthermore, the exponential map sp(2n,R) → Sp(2n,R) is not surjective, but every S ∈
Sp(2n,R) can be written as the product of two exponentials of sp(2n,R).

The group of symplectic orthogonal matrices satisfies

Sp(2n,R) ∩O(2n,R) ∼= U(n) (2.33)

where O(2n,R) := {O ∈ R2n×2n | OTO = OOT = I2n} is the group of orthogonal (2n×2n)-
matrices and U(n) is the Lie group of unitary (n× n)-matrices.

A symplectic matrix S ∈ Sp(2n,R) can be decomposed as

S = O1ZO2 where O1, O2 ∈ Sp(2n,R) ∩O(2n,R), Z = D ⊕D−1 ,

where D is positive-definite and diagonal. �

For the proof as well as an overview of further properties of the symplectic group, we refer
to a review by Arvind, Dutta, Mukanda, and Simon [53]. In slight abuse of notation the
map S 7→ US by Eq. (2.32) (for d = 0) is called the metaplectic representation of Sp(2n,R).

Let us discuss a few properties of Gaussian unitaries. The Gaussian unitary U(d,S) transforms
the displacement operator D(ξ) from Eq. (2.22) as

U †(d,S)D(ξ)U(d,S) = ei(SR+d)T Jξ = D(S−1ξ)eid
T Jξ ,

U(d,S)D(ξ)U †(d,S) = eiR
T (S−1)T Jξ−idT (S−1)T Jξ = D(Sξ)e−id

T JSξ.
(2.34)

To compute this we used that STJ = JS−1 and (S−1)TJ = JS which follows from the
property that S is symplectic. Similarly, we can ask how the Wigner function and the
characteristic function of the evolved state U(d,S)ρU

†
(d,S) look like. Direct computation shows

that for ξ ∈ R2n

χ
U(d,S)ρU

†
(d,S)

(ξ) = tr
[
D(ξ)U(d,S)ρU

†
(d,S)

]
= tr

[
D(S−1ξ)eid

T Jξρ
]

= χρ(S
−1ξ)eid

T Jξ

and similarly that

W
U(d,S)ρU

†
(d,S)

(ξ) =
1

(2π)2n

∫
R2n

e−iξ
T Jη eid

T Jη χρ(S
−1η) d2nη = Wρ(S

−1(ξ − d)) .

If an initial state ρ(R, V ) is Gaussian that undergoes a Gaussian unitary channel characterised
by the affine symplectic map (d, S) then the transformed state

ρ(R
′
, V ′) = U(d,S)ρ(R, V )U †(d,S)
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has the following first and second moments:

R
′
j := tr

(
U(d,S)ρ(R, V )U †(d,S)Rj

)
=
∑
k

SjkRk + dj ,

V ′jk := tr
(
U(d,S)ρ(R, V )U †(d,S){Rj −R

′
j , RkR

′
k}
)

=
∑
l,m

SjlVlmSkm ,

for j, k = 1, . . . 2n, i.e., one finds

R
′
= SR+ d , V ′ = SV ST . (2.35)

Comparing Eq. (2.28) and (2.29) to Eqs. (2.35) shows that a unitary Gaussian channel cor-
responds to a Gaussian channel for the parameters Y = 0, X = S symplectic and the
vector v = d.

A variant of the formula (2.32), which is commonly used throughout this thesis, can be
derived in the special case of quadratic Hamiltonians, i.e., where H from Eq. (2.31) depends
at most quadratically on the quadrature operators R.

Lemma 2.31. Assume that the Hamiltonian is quadratic in the mode operators, i.e.,

H =
1

2
RTAR =

1

2

2n∑
j,k=1

AjkRjRk . (2.36)

Then the unitary U = e−iH transforms the quadrature operators as

U †RjU =
2n∑
k=1

(
eJA

)
jk
Rk for j = 1, . . . , 2n . (2.37)

�

Proof. For the Hamiltonian (2.36), the associated unitary is U := e−iH = e−i
1
2
RTAR. In order

to compute U †RjU , we apply an important lemma to the Baker-Campbell-Hausdorff formula
(called the Hadamard lemma or Lie expansion formula, cf. e.g. [75, Proposition 3.3.5]) which
states that for linear operators B,C

eBCe−B = C + [B,C] +
1

2!
[B, [B,C]] + · · · =

∞∑
m=0

[B,C]m
m!

(2.38)

where [B,C]m = [B, [B,C]m−1] and [B,C]0 = C. Here, one sets B = i
2R

TAR and C = Rl.
By direct computation and induction one obtains that

[B,C] =
i

2

∑
jk

Ajk[RjRk, Rl] = −
∑
jk

AjkRjJkl = (−RTAJ)l ,

[B,C]m = (RT (−AJ)m)l ,

(2.39)

which implies, together with Eq. (2.38), that

U †SRlUS := ei
1
2
RTARRle

−i 1
2
RTAR =

∞∑
n=0

(
RT (−AJ)n

)
l

n!
=
(
RT e−AJ

)
l
.
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This is equal to U †SRlUS =
∑

j SljRj if and only if ST = e−AJ , i.e., if S = eJA as claimed. Let
us remark that if the Hamiltonian contains an additional linear term in the mode operators,
i.e., if H = 1

2R
TAR+ bTR for b ∈ R2n, then the same calculation gives

U †SRlUS =
∑
j

SljRj + dj where dj =

∞∑
m=0

(
bTJ(−AJ)m

)
j

(m+ 1)!

and S = eJA as before. �

We note that Eq. (2.37) corresponds to Eq. (2.32) for the special case of d = 0 and S = eJA

for A symmetric. Lemma 2.31 shows that if d = 0, then the symplectic matrix S in Eq. (2.32)
can be written as the exponential of JA ∈ sp(2n,R) which is related to the unitary US
via US = e−

i
2
RTAR. Note that not all symplectic matrices can be written in the form eJA

but that all eJA for A = AT are symplectic.

One furthermore distinguishes two classes of Gaussian unitaries.

Definition 2.32 (Passive and active Gaussians). A Hamiltonian H of the form of Eq. (2.36)
is called passive if and only if it commutes with the ‘free’ Hamiltonian

H0 :=
1

2
RTR =

1

2

n∑
j=1

(Q2
j + P 2

j ) . (2.40)

The generated unitary U = e−iH is called a passive Gaussian unitary. All other Gaussian
unitaries are called active.

Since a passive Hamiltonian commutes with H0, it preserves the photon number/energy. The
symplectic matrix S associated with a passive Gaussian unitary is orthogonal, i.e., it belongs
to Sp(2n,R)∩O(2n,R) from (2.33). As a consequence, it preserves the trace of the covariance
matrix tr(SV ST ) = tr(V ). Passive Gaussian unitaries can be constructed from beam splitters
and phase rotations only [138], two examples of Gaussian channels that will be presented in
the next section.

2.2.5 Examples of Gaussian unitary channels

In this section, we give a few examples of pairs of Gaussian unitaries US and associated
symplectic matrices S = eJA that are related to each other as described in Lemma 2.31, i.e.,
via Eq. (2.37). To compute the symplectic matrices S, we follow the same steps as in the
above mentioned Lemma 2.31, i.e., we use Eqs. (2.38) and (2.39) to compute U †RjU . The
presented examples are prominent Gaussian unitaries ubiquitous in quantum optics and they
are used in Chapters 4 and 5 of this thesis. More precisely, the pulses in our novel CV pulse
sequences as well as the additional GKP encoding are constructed from these unitaries.

Single-mode phase space rotations

The first example is a phase space rotation unitary Urot(ζ) about the angle ζ. Here the
associated Hamiltonian Hrot(ζ) is proportional to the free Hamiltonian H0 from Eq. (2.40)
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for n = 1, i.e., Hrot(ζ) = ζ/2(Q2 + P 2) for ζ ∈ R and

Urot(ζ) = e−i
ζ
2

(Q2+P 2) . (2.41)

Direct computation using Eqs. (2.38) and (2.39) shows that the symplectic matrix associated
with (2.41) is given by

Srot(ζ) =

(
cos(ζ) sin(ζ)
− sin(ζ) cos(ζ)

)
. (2.42)

This is a rotation by the angle ζ in the phase space. Two specific examples are the sign flip
– the π-rotation – with associated symplectic matrix and unitary

Srot(π) =

(
−1 0
0 −1

)
and Urot(π) = e−i

π
2

(Q2+P 2) , (2.43)

respectively and the (ζ = π/2)-rotation for which one has

Srot(π/2) =

(
0 1
−1 0

)
and Urot(π/2) = e−i

π
4

(Q2+P 2)

We note that all such Urot(ζ) are passive single-mode Gaussian unitaries.

Single-mode active gates

For ϕ ∈ R, consider the unitary Uact,Q(ϕ) = e−i
ϕ
2
Q2

. By the Baker-Campbell-Hausdorff
formula (Eqs. (2.38) and (2.39)) one finds that the corresponding symplectic matrix

Sact,Q(ϕ) =

(
1 0
−ϕ 1

)
. (2.44)

Similarly, one obtains for Uact,P(ϕ) := e−iϕ/2P
2

that

Sact,P(ϕ) =

(
1 ϕ
0 1

)
.

The unitaries Uact,P(ϕ) and Uact,P(ϕ) are active for ϕ 6= 0 since [Q2, Q2 + P 2] 6= 0.

Single-mode squeezing

Another relevant example of a single-mode Gaussian unitary is the so-called squeezing. Con-
sider the Hamiltonian

Hsq(ϑ) =
ϑ

2
(QP + PQ)

for ϑ ∈ R which generates the unitary

Usq(ϑ) = e−iHsq(ϑ) = e−i
ϑ
2

(QP+PQ) . (2.45)

Again, by the Baker-Campbell-Hausdorff formula (Eqs. (2.38) and (2.39)) one finds that the
associated symplectic matrices is given by

Ssq(ϑ) =

(
eϑ 0
0 e−ϑ

)
.
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Such matrices Ssq(ϑ) and unitaries Usq(ϑ) are usually called (pure) squeezing matrices or
squeezing unitaries, respectively, since they extend a phase space region along one axis and
shrink it along the other axis while keeping the volume constant. The squeezing is in terms
of the squeezing parameter r = eϑ, i.e., as

Ssq

(
ln(r)

)
=

(
r 0
0 1

r

)
. (2.46)

This is also a single-mode active unitary.

Two mode beam splitter

Let us consider two examples of two-mode Gaussian unitaries. The beam splitter unitary

Ubs(β) = e−iβ(Q1P2−Q2P1) (2.47)

for β ∈ R is generated by the beam splitter Hamiltonian Hbs(β) = β (Q1P2 −Q2P1). The
matrix Abs(β) such that Hbs(β) = 1

2R
TAbs(β)R is given by

Abs(β) = β


0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0

 .

Direct calculation (using Eqs. (2.38) and (2.39)) shows that the mode operators transform as

Ubs(β)†Q1Ubs(β) = cos(β)Q1 − sin(β)Q2 ,

Ubs(β)†Q2Ubs(β) = cos(β)Q2 + sin(β)Q1 ,

Ubs(β)†P1Ubs(β) = cos(β)P1 − sin(β)P2 ,

Ubs(β)†P2Ubs(β) = cos(β)P2 + sin(β)P1 .

One often quantifies the beam splitter by its transmittivity η which is related to the param-
eter β ∈ R by cos(β) =

√
η and sin(β) =

√
1− η. In terms of the transmittivity, the beam

splitter matrix Sbs(β) associated with the unitary (2.47) is

Sbs

(
arccos(

√
η)
)

=


√
η −

√
1− η 0 0√

1− η √
η 0 0

0 0
√
η −

√
1− η

0 0
√

1− η √
η

 . (2.48)

Dilations of Gaussian channels

Recall from Section 2.2.3 that a general n-mode Gaussian channel

N : D
(
L2(Rn)

)
→ D

(
L2(Rn)

)
is fully characterised by the triple (X,Y, v). Written as a Stinespring dilation of the form of
Eq. (2.27), one can easily see that this channel is Gaussian if U is Gaussian and the envi-
ronment state is Gaussian as well. This is actually sufficient: an arbitrary n-mode Gaussian
channel can be represented by a dilation Eq. (2.27) where U is a Gaussian unitary, |ψ〉E is
pure Gaussian and furthermore nE ≤ 2n, cf. [35, 36].
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Let us restrict to a single bosonic mode and present a few relevant examples of Gaussian
unitary dilations (for a full characterisation of single-mode Gaussian channels we refer to the
survey [176]): Define the channel

N (ρ) = trE

(
US(ρ⊗ σ)U †S

)
, for all ρ ∈ D(L2(Rn)) .

for a Gaussian unitary US associated with the symplectic matrix S ∈ Sp(2nS + 2nE ,R) and
a thermal state (cf. Eq. (2.26)) σ ∈ D(L2(RnE )) of mean photon number n.

If US is the beam splitter unitary (with associated symplectic matrix Sbs(arccos(
√
η)) for 0 <

η < 1 from Eq. (2.48)), then this channel Nη,n is called the thermal attenuation channel and
fully characterised by

X =
√
ηI , Y = (1− η)(2n+ 1)I .

2.3 Quantum computing with qubits

The idea of quantum computing has been pioneered in the 1980es with proposals of a quantum
Turing machine by Benioff [18] and a quantum simulator by Feynman [63]. Since then, the
field has attracted immense theoretical and experimental interest as it bears the potential of
substantially outperforming classical computers for different relevant tasks. Currently, major
obstacles such as errors caused by decoherence processes have hindered the realisation of
a physical quantum computer with a sufficiently large number of reliable and controllable
qubits on which useful computations can be performed. We are hence said to be in the noisy
intermediate-scale era of quantum computing where first approaches of small devices with a
limited amount of control are realistic in the near future. Recent advances include the famous
claim of quantum advantage by Google [13] from 2019.

A quantum computer is a device which uses the properties of quantum mechanics to perform
computations. Information is encoded in a quantum state on which one may run a quantum
algorithm which is a sequence of instructions performed in order to find the solution to a
particular computational problem. Such algorithms promise speed-ups compared to known
algorithms that can be run on a classical computer. How they are incorporated in the phys-
ical processes, i.e., in the state preparation, in the transformations or in the measurement,
depends on the model of computation. The most prominent model in which quantum compu-
tation is considered is the quantum circuit model. Here we focus on this model, although there
exist other proposals: The quantum Turing machine proposed by Benioff [18] as mentioned
above generalises the mathematical description of a (classical) Turing machine. As its name
suggests, in measurement-based quantum computation [136], an algorithm is incorporated in
the measurement: one prepares the system in a highly entangled quantum state, a so-called
cluster state (note that one picks the same cluster state for all possible algorithms) and a
sequence of measurements, which is performed on this cluster state, defines the specific algo-
rithm. In contrast, adiabatic quantum computation [61] uses a potentially very complicated
target Hamiltonian to describe the desired algorithm or computation: here, one starts with
a (usually easy to prepare) ground state of an initial Hamiltonian and adiabatically drives
the system from this state to the ground state of the target Hamiltonian, which is possible
under certain conditions due to the adiabatic theorem. For a more detailed presentation of
these approaches to quantum computation we refer to the literature such as [121].

Quantum computation is closely related to quantum information theory – a field where one
studies how to quantify quantum information and describe its transformation when the un-
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derlying carrier – a quantum state – is transformed. But this thesis does not go into details
of quantum information and the interested reader is referred to the standard literature such
as the textbook by Nielsen and Chuang [121].

2.3.1 Quantum circuit model

Let us return to the circuit model of quantum computation which we describe in more detail.
One usually picks the qubit as a basic building block of quantum computation, i.e., one
considers the circuit model on n ∈ N qubits.

One initially prepares the system in an n-qubit state. We think of the quantum computer as a
closed quantum system where all quantum channels that are used for the computation act on
the system only and are reversible, i.e., the computation is modelled by a unitary operation
– a quantum gate – acting on the n qubits. The read-out of the computation result consists
of measuring every single qubit in the computational basis. The computation, the n-qubit
gate, can equivalently be written as the product of many gates, each of which may act on
less than n qubits. In many realisations, the hardware cannot implement any n-qubit gate
but only a specific subset thereof. This gate set is typically small and may only include gates
which act non-trivially on a small number of qubits. Then, the computation is modelled by
a sequence of such quantum gates.

One starts by initialising a pure n-qubit state |ψ〉 = |0〉⊗n ∈ (C2)⊗n. which encodes the
quantum information. We call this initial state the n-qubit register. Then, a sequence of
gates {Ui}ki=1 ⊂ Ugate set

(
(C2)⊗n

)
is applied to the initial state, i.e.,

|ψ〉 7→ UkUk−1 · · ·U1|ψ〉 .

These gates are taken from the set Ugate set

(
(C2)⊗n

)
⊂ U

(
(C2)⊗n

)
of possibly implementable

gates with the considered hardware. At every step of the computation, the quantum state is
pure. The output of the computation is given by the measurement outcome of a projective
measurement in the computational basis on the state UkUk−1 · · ·U1|ψ〉 at the end of the
circuit.

Quantum gates and universality

As mentioned before, a central part of the toolkit of the quantum circuit model consists
of quantum gates. We are especially interested in sets of quantum gates whose products
approximately generate the entire unitary group on n qubits.

Definition 2.33 (Gates and universality). Consider a quantum system with associated Hilbert
space HS . A quantum gate is a unitary operator U ∈ U(HS).

A family of quantum gates {Ui}i∈I is universal if every unitary U ∈ U(HS) can be approxi-
mated using a finite number of these gates with arbitrary precision, i.e., if for all U ∈ U(HS)
and for all ε > 0, there exists a family of indices i1, i2, . . . , ik ∈ I such that

‖U − Ui1Ui2 · · ·Uik‖ < ε . (2.49)
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U |ψ〉U|ψ〉 V |ϕ〉|ϕ〉 V Φ(|ϕ〉〈ϕ|)|ϕ〉〈ϕ| Φ

Figure 2.2: Quantum circuits of a single-qubit gate U , a multi-qubit gate V and a quantum
channel Φ (from left to right): the single-qubit unitary U ∈ U(C2) transforms the pure
state |ψ〉 ∈ C2 as U |ψ〉; the multi-qubit unitary V ∈ U

(
(C2)⊗n

)
transforms the state |ϕ〉 ∈

(C2)⊗n to the pure state V |ϕ〉 ∈ (C2)⊗n. Pure input states – depicted as horizontal lines –
are transformed by gates into pure output states. The output of a multi-qubit gate needs not
to be in a tensor product form even if the input was. In slight abuse of notation, one may
include general quantum channels Φ in the circuit model as on the right, even though they
are not realised by gates and the output may no longer be in a pure state.

The expression on the left hand side of (2.49) is given by the operator norm of the difference
of U and Ui1Ui2 · · ·Uik , i.e., as

‖U − Ui1Ui2 · · ·Uik‖ := max
|ψ〉∈H,‖ψ‖=1

‖(U − Ui1Ui2 · · ·Uik)|ψ〉‖ . (2.50)

The approximate implementation of the desired unitary has the following operational in-
terpretation. Assume that instead of a (desired) unitary U , we have implemented the uni-
tary V . We can interpret the norm difference ‖U − V ‖ with the norm from Eq. (2.50) as
a computation error measure in the sense that if ‖U − V ‖ is small, then the measurement
statistics on the states U |ψ〉 and V |ψ〉 are similar. More precisely, let M be an element of
an arbitrary PVM with associated outcome m and pU and pV denote the probabilities of
obtaining the outcome m of the PVM measured in the state U |ψ〉 and V |ψ〉, respectively.
Then |pU − pV | ≤ 2‖U − V ‖.

Let us consider universal gate sets on an n-qubit system. They can be constructed from
single-qubit and two-qubit gates. The term single-qubit gate stands for a unitary which acts
non-trivially only on a single qubit and as identities on the others. Similarly, unitaries which
act non-trivially on two qubits are called two-qubit gates. Within the quantum circuit model,
we depict gates as shown in Fig. 2.2.

Single-qubit gates

Let us consider single-qubit gates. They correspond to unitary 2×2 matrices such as the Pauli
matrices σx, σy and σz from Section 2.1.3. These are prominent single-qubit gates which we
also call X, Y , and Z, respectively. Another relevant single qubit gate is the Hadamard gate

H :=
1√
2

(X + Z) =
1√
2

(
1 1
1 −1

)
. (2.51)

One can easily see it is unitary and hermitian. It transforms the Z-eigenvectors into the X-
eigenvectors and vice-versa. Computation shows that

HXH† = Z , HY H† = −Y , HZH† = X . (2.52)

Phase rotations by an angle ϑ ∈ [0, 2π) are given by

Mϑ := eiϑ
(
e−iϑ 0

0 eiϑ

)
=

(
1 0
0 ei2ϑ

)
(2.53)
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(up to a complex phase eiϑ). The phase rotation Mϑ for ϑ = π/4

S := Mπ/4 :=

(
1 0

0 eiπ/2

)
(2.54)

transforms X, Y and Z as

SXS† = Y = iXZ , SY S† = iY , SZS† = Z , (2.55)

and is called the phase gate. The (π/8)−gate is given by

T := Mπ/8 :=

(
1 0

0 eiπ/4

)
. (2.56)

Multi-qubit gates

Generally, an n-qubit gate is given by a unitary U ∈ U
(
(C2)⊗n

)
on n qubits. One example

are so-called controlled operations. Such gates come into play whenever one wants to apply
a gate on a qubit conditioned on the state of another qubit. Their classical counterparts are
logical operations of the form “if one bit takes the value 1 (i.e., the bit value is true), then do
a certain operation to another bit”. For U ∈ U(C2), the controlled-U gate – abbreviated CU
– has one control qubit and one target qubit. Its matrix representation in the computational
basis is given by CU := |0〉〈0| ⊗ I2×2 + |1〉〈1| ⊗ U = I2×2 ⊕ U , i.e., it acts as the identity
(or U) on the target if the control qubit is in state |0〉 (or |1〉, respectively). The first qubit
corresponds to the control qubit and the second one to the target qubit (and we write UC
if the roles of control and target qubit are reversed). One of the most prominent controlled
gates is the controlled-NOT or simply the CNOT gate

CNOT := |0〉〈0| ⊗ I2×2 + |1〉〈1| ⊗ σx =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 ,

i.e., it corresponds to the controlled-X gate. The state of the target qubit is inverted if the
control qubit is in the |1〉-state. This gate transforms the Pauli matrices X and Z as

CNOTX1CNOT
† = X1X2 , CNOTZ1CNOT

† = Z1

CNOTX2CNOT
† = X2 , CNOTZ2CNOT

† = Z1Z2 ,
(2.57)

where 1 and 2 label the control and target qubit, respectively. It is also possible to condition
on more than one qubit state. The controlled-controlled-X (CCX or CCNOT) gate – also
called the Toffoli gate – has two control qubits and one target qubit. It inverts the state
of the third qubit if and only if both control qubits are in the |1〉-state. The SWAP gate
interchanges the states of two qubits, i.e., its matrix representation in the computational
basis is

SWAP :=


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 . (2.58)

Fig. 2.3b shows the circuits implementing several multi-qubit gates.
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Pauli X gateX Pauli Y gateY Pauli Z gateZ

Hadamard gateH Phase gate S = M
π/4S

π

8
-gate T = M

π/8T

(a) Single-qubit gates

U X

=

controlled

U -gate
SWAP gateCNOT gate CCNOT gate

=

(b) Multiqubit gates

Figure 2.3: Circuit representation for the most relevant single- and multi-qubit gates.

Universal gate sets

Let us now consider families of gates which are universal according to Definition 2.33.

Theorem 2.34 (Universal gate set [25]). Consider the circuit model of quantum computation
on an n-qubit quantum system HS =

(
C2)⊗n. The family of gates consisting of

(i) CNOT gates between pairs of qubits,

(ii) Hadamard gates on every qubit,

(iii) phase gates S from Eq. (2.54) on every qubit,

(iv) (π/8)-gates on every qubit,

is universal. �

The gates (i), (ii) and (iii) of the above gates (CNOT, Hadamard and phase gates) form the
so-called Clifford group. For a proof of this theorem, we refer to standard textbooks [121,
Chapter 5.4.3].

Measurements

To read out the result of the computation, one performs a measurement at the end of the
circuit. If not mentioned otherwise, we consider projective measurements of single qubits
in the computational basis. The corresponding circuit is depicted in Fig. 2.4. The outcome
of such each qubit measurement can take one of two values ±1, i.e., it contains one bit of
classical information.

In the case of quantum error correction, measurements may be also applied in the middle of
a circuit, i.e., in between quantum gates. Usually, the post-measurement state is not used
in later parts of the circuit since such a measurement generally describes a non-reversible
quantum channel, i.e., not a gate. In contrast, the measurement outcome may be used as a
control input of a gate applied in the circuit later, the corresponding circuit representation
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m

(a) Projective
measurement of
a qubit in the
computational basis

U U

=

m m

(b) Gate application conditioned on measuer-
ment outcome: the gate U is applied to the
second qubit if m = −1.

Figure 2.4: Quantum circuit representation of projective measurements in the computational
basis. The measurement outcome m = −1, 1 associated with the (−1) or (+1)-eigenstate
of σz, respectively, is depicted by a double line (bits carrying classical are depicted by double
lines in order to distinguish them from qubits carrying quantum information). (b) This circuit
is equivalent to the right hand-side where a controlled-U gate is followed by a projective
measurement of the control qubit.

is shown in Fig. 2.4. Note that without loss of generality one can assume to perform mea-
surements only at the end of the circuit: a quantum circuit C with a measurement in the
middle of the computation is equivalent to a circuit C ′ where the measurement is shifted to
the circuit’s end. This is possible even if the measurement outcome is used as the classical
input of a certain gate later in the computation, cf. e.g. [121].

2.3.2 Physical implementations

One may also distinguish different physical systems on which such a model is practically
realised. Following a proposal by DiVincenzo [50] and a similar list of requirements from
the textbook [121], a physical system has to fulfil the following in order to be used for the
implementation of a quantum computer in the circuit model.

(i) Robustly encode quantum information,

(ii) Represent a scalable system of quantum bits,

(iii) Perform a universal family of unitary transformations,

(iv) Prepare an initial state,

(v) Measure the output result.

There exists a plethora of different candidates for such physical realisations of a quantum
computer. The pursued proposals – which build on qubits – include for example supercon-
ducting circuits, trapped ions, quantum dots of semiconductors, nitrogen-vacancies (so-called
NV centres in crystals) and the nuclear spin of molecules (NMR). A different approach is
pursued in continuous variable quantum computation where the underlying physical system
is described by continuous variables (CV), as usually considered in a quantum optical setup.
Examples for this approach include a CV analogue of the circuit model for qubits [109] as well
as a measurement-based quantum computation model [113], for which CV cluster states have
been experimentally demonstrated in 2013 [185]. Both of these approaches model a universal
quantum computer. Furthermore, a non-universal computing scheme is boson sampling [1]
which is based on a finite number of indistinguishable CV modes. Another direction to use



2.3 Quantum computing with qubits 49

CV systems for quantum computation relies on embedding or encoding a finite-dimensional
system into a CV system, an approach which we discuss in more detail in Section 3.5. We
remark that this list of physical realisations is non-exhaustive and that the interested reader
is referred to the literature. In order to meet the first requirement (i), all these different im-
plementations have to incorporate some fault-tolerance mechanisms to combat decoherence
processes and to reliably operate, the mathematical description of which is discussed in the
next chapter.
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3 Quantum fault-tolerance

Coherence in quantum systems is fragile and usually decays quickly, a process referred to
as decoherence. But for many quantum information processing tasks, coherence is needed,
e.g., to reliably store quantum information in a quantum state. The goal of quantum fault-
tolerance is to combat these decoherence processes and to protect quantum systems from
errors.

One possible strategy would be to avoid errors by physically isolating the system from pos-
sible error sources. Unfortunately, this counteracts the ability to interact with the system
in order to perform quantum operations, e.g., in quantum computing, so simply perfectly
isolating the quantum system from its environment is impractical. In contrast, practically
relevant error avoiding strategies make use of certain a priori knowledge of the decoherence
processes to identify parts of the quantum system which are not affected by decoherence.
To protect a quantum state from errors, one stores or encodes it cleverly in this naturally
protected part of the system. In contrast, active fault tolerance protocols protect the encoded
quantum information by actively counteracting the effect of errors while allowing them to
(rarely) happen. Here, one may interact with the noisy system, e.g., by pulse application
in dynamical decoupling. The pulse sequence is chosen using only a priori information on
the noise but without involving feedback, i.e., without any extraction of error information
during the protocol. Even more evolved fault tolerance protocols are the famous quantum
error correction codes. They prevent the encoded quantum information from decaying by
detecting the errors and then undoing their effects. In contrast to classical physics, one has
to tackle two main issues here. First, creating redundancy works differently: Simply copying
the quantum state several times is fundamentally prohibited due to the no-cloning theorem1.
One has to think of more clever ways of introducing redundancy in the encoding of informa-
tion. Second, detecting possible errors is different to classical physics, as well: Since every
quantum measurement affects the quantum state, the detection of errors has to be done in a
way that leaves the encoded information unchanged.

Organisation of this chapter

This chapter presents the fundamentals of quantum fault-tolerance. We start with an intro-
duction of noise, errors and decoherence models in Section 3.1, including examples of noise
channels in the qubit as well as in the CV setting. Section 3.2 briefly recaps the framework of
quantum control theory which distinguishes open-loop and closed-loop control protocols, the
second allowing for feedback such as measurements in the fault-tolerance protocol whereas
the first does not. The remainder of this chapter is organised with respect to this distinction.

1The famous no-cloning theorem found by Wootters and Zurek [181] and by Dieks [49] states that there
exists no quantum channel such that |ψ〉 7→ |ψ〉 ⊗ |ψ〉 for all |ψ〉 ∈ H.

51
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First, Section 3.3 presents the control techniques of decoherence-free subspaces and dynamical
decoupling both for multi-qubit systems. Second, the technique of quantum error correcting
codes (for finite-dimensional systems) is discussed in Section 3.4. Finally, Section 3.5 extends
the discussion to continuous-variable systems: it summarises the fundamentals of quantum
error correcting codes in the bosonic setting. This lays foundation for the novel CV fault-
tolerance protocols presented in the remainder of this thesis: the CV dynamical decoupling
protocols developed in Chapter 4 and the asymmetric qubit-into-CV encodings analysed in
Chapter 5.

3.1 Quantum noise and error models

Let us start with the question of how to mathematically model decoherence, noise and errors
on a quantum system. This section presents different models for these noise processes on
qubit as well as bosonic systems. Their mathematical description is an important basis
for formulating strategies to combat such errors and for analysing and quantifying their
performance.

3.1.1 CPTP maps and the Hamiltonian formulation

We will consider two different ways of modelling quantum noise processes, with the first using
CPTP noise channelss which map an original state to a corrupted state while the second
uses decoherence Hamiltonians between the system and its environment. In the former case,
errors occur in discrete steps of time, where every step corresponds to an application of the
noise quantum channel. In the latter case, errors occur over continuous time by the unitary
evolution under the decoherence Hamiltonian between the system under consideration and
its environment. The term decoherence refers to the process of losing coherence, i.e., an
originally well-prepared system state may become entangled to its environment such that
the superposition properties of the system’s state (cf. Section 2.1.2 for the introduction of
superposition) are lost.

For the CPTP map formulation, recall that the most general transformation of quantum
states is given by a quantum channel, cf. Definition 2.14 in Section 2.1.5. It is therefore
straightforward to model noise on a quantum system HS by a quantum channel

N : D(HS)→ D(HS) , ρ 7→ N (ρ) , (3.1)

which one also calls noise channel and is typically denoted by N . In the specific case
where N (ρ) = EρE†, one calls E an error or error operator. More generally, one may refer to

the Kraus operators Ei : HS → HS (cf. Theorem 2.15) of a noise channel N (ρ) =
∑

iEiρE
†
i

as error operators.

It is sometimes useful to consider the case of stochastic noise in the CPTP map formulation.
Let E denote a set of possible errors on the system – here we assume that E ⊂ U(HS) – and
let π : E→ [0, 1] be a probability distribution on E. The noise channel

N : D(HS)→ D(HS) , ρ 7→ N (ρ) =
∑
E∈E

π(E)EρE† ,

models stochastic noise, where an error E ∈ E occurs with probability π(E).



3.1 Quantum noise and error models 53

The Stinespring dilation Theorem 2.18 implies that a noise channel (3.1) arises from a unitary
channel on the system and some environment, i.e., for every N from Eq. (3.1) there are an
environment Hilbert space HE , a state σ ∈ D(HE) and U ∈ U(HS ⊗HE) such that

N (ρ) = trE

(
U(ρ⊗ σ)U †

)
.

This has the following interpretation: noise is introduced to the system by the interaction with
the environment HE . This connects the CPTP formulation to the Hamiltonian formulation.

In the Hamiltonian formulation, the system’s state undergoes noise via interaction with its
environment over continuous time t ∈ R. Let an environment HE and a Hamiltonian Horig ∈
Lsa(HS ⊗ HE) be given which may include system-environment interactions. The system’s
state ρ ∈ D(HS) evolves as

ρ(t) = trE

(
U(t)(ρ⊗ σ)U(t)†

)
,

where the respective one-parameter group of unitaries {U(t)}t∈R is generated by Horig. Let
us refer to Horig is the original noise or decoherence Hamiltonian. By convention, one often
splits this noise Hamiltonian into different terms and writes it as the sum of a pure-system
part, a pure-environment part and an interaction part:

Horig = HS ⊗ IE + IS ⊗HE +HSE ∈ Lsa(HS ⊗HE) . (3.2)

Here HS⊗IE and IS⊗HE act non-trivially on the system and environment only, respectively,
and HSE ∈ Lsa(HS ⊗HE) involves system-environment interactions. These interactions en-
tangle system and environment and hence lead to the decoherence of system states (which
are initially not entangled with the environment). More generally, the decoherence Hamilto-
nian (3.2) might be time-dependent, i.e., t 7→ Horig(t) where

Horig(t) = HS(t)⊗ IE + IS ⊗HE(t) +HSE(t) . (3.3)

3.1.2 Noise channels for multi-qubit systems

Consider a system of n ∈ N qubits with associated Hilbert space HS := (C2)⊗n. Recall from
Section 2.1.3 that the Pauli-matrices {I, σx, σy, σz} form a basis of the real vector space of
complex Hermitian 2×2 matrices as well as the complex vector space of complex 2×2 matrices.
To describe n-qubit errors, it is useful to consider a group of 2n×2n matrices which can be seen
as a generalisation of the group generated by the single-qubit Pauli matrices.

Definition 3.1 (Pauli group). The n-qubit Pauli group Pn is defined as the group of operators
which are tensor products of single-qubit Pauli matrices up to an overall phase ±1 or ±i,
i.e., elements E ∈ Pn are given by

E = αE1 ⊗ E2 ⊗ · · · ⊗ En ,

where α ∈ {±1,±i} and Ek ∈ {I, σx, σy, σz} for k = 1, 2, . . . , n.

We will usually neglect the complex phase α of operators E ∈ Pn with rare exceptions
(e.g. in the stabiliser group where the sign makes a difference). A prominent way to model
multi-qubit noise is stochastic Pauli noise.
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Definition 3.2 (Stochastic Pauli noise). Stochastic Pauli noise on n ∈ N qubits is described
by a probability distribution π : Pn → [0, 1]. The n-qubit Pauli noise channel is given by

Nπ : D
(
(C2)⊗n

)
→ D

(
(C2)⊗n

)
, ρ 7→

∑
E∈{I,σx,σy ,σz}⊗n

π(E)EρE† . (3.4)

Note that we use E ∈ {I, σx, σy, σz}⊗n instead of E ∈ Pn in Eq. (3.4) since we neglect complex
phases of E. Here, a single Pauli error E ∈ Pn occurs with probability π(E). For n = 1,
Definition 3.2 defines a single-qubit stochastic Pauli noise channel : there is a probability
distribution π := (pI , pX , pY , pZ) : P1 → [0, 1] such that the noise channel Nπ is of the form

N(pI ,pX ,pY ,pZ) : D(C2)→ D(C2) ,

ρ 7→ pIρ+ pXσxρσ
†
x + pY σyρσ

†
y + pZσzρσ

†
z .

(3.5)

A special case of n-qubit stochastic Pauli noise is the independent channel

Nπ =

n⊗
i=1

Nπi ,

where for every qubit i = 1, 2, . . . , n, the probability distribution πi : P1 → [0, 1] is defined on
the single-qubit Pauli group P1, i.e., every Nπi : D(C2)→ D(C2) is a single-qubit stochastic
Pauli noise channel. Single-qubit Pauli errors occur independently on the qubits.

It is sometimes reasonable to assume that all πi are the same. In these cases, we speak of
independent and identically distributed (i.i.d.) Pauli noise and the n-qubit noise channel is of
the form

Nπ = N⊗n(pI ,pX ,pY ,pZ) (3.6)

where N(pI ,pX ,pY ,pZ) is a single-qubit Pauli channel from Eq. (3.5). Here, the probability of a
single-qubit Pauli error is the same on every qubit.

Examples of single-qubit noise channels

Recall from Section 2.1.3 the single qubit and the Pauli operators σx, σy and σz from Eq. (3.5).
In the context of Pauli noise (3.5), one calls σx and σz bit flip and phase flip errors, respec-
tively, since they act on the basis vectors |0〉 and |1〉 as

σx :
|0〉 7→ |1〉
|1〉 7→ |0〉 , σz :

|0〉 7→ |0〉
|1〉 7→ −|1〉 .

Due to the relation σy = iσxσz, one analogously calls σy bit-and-phase-flip. These three
Pauli errors are also labelled X, Y and Z. Let us give a few relevant examples of stochastic
single-qubit noise channels from Eq. (3.5).

The dephasing noise channel corresponds to pure σz-noise, i.e., to the Pauli noise from
Eq. (3.5) for p = pZ ∈ [0, 1] and pI = 1− p, pX = pY = 0 and pZ = p such that

Ndephasing(ρ) = (1− p)ρ+ pσzρσ
†
z .

A phase flip occurs with probability p and no error happens with probability 1 − p. Under
dephasing noise, the Bloch sphere (cf. Fig. 2.1) shrinks asymmetrically, where it stays un-
changed along the σz axes but it is shrunk along the other two axis. Similarly, bit flip noise
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corresponds a Pauli channel (3.5) of pure σx-noise, i.e.,

Nflip(ρ) = (1− p)ρ+ pσxρσ
†
x . (3.7)

The depolarising noise channel

Ndepolarizing(ρ) = (1− p)ρ+
p

3
σxρσ

†
x +

p

3
σyρσ

†
y +

p

3
σzρσ

†
z , for p ∈ [0, 1] (3.8)

is a Pauli channel for pI = 1− p, and pX = pY = pZ = p/3. Each non-trivial Pauli error X,
Y and Z occurs with equal probability p/3.

The noise channel for independent X and Z-noise is given by a single qubit Pauli channel (3.5)
where the probabilities are given by

pI = (1− qX) · (1− qZ)
pX = qX · (1− qZ)
pY = qX · qZ
pZ = (1− qX) · qZ

(3.9)

for qX , qZ ∈ [0, 1]. One assumes that bit flips and phase flips happen independently and σY -
errors if both bit and phase flips occur. One may define independent X and Y or indepen-
dent Y and Z-noise analogously.

3.1.3 Noise channels and error models for bosonic systems

Let us consider noise on a quantum system of n ∈ N bosonic modes with associated Hilbert
space H := L2(Rn). Since general (non-Gaussian) bosonic channels are mathematically dif-
ficult to study, we list several, practically relevant examples which are Gaussian (cf. Sec-
tion 2.2.3).

Classical noise channel

Recall that the Pauli group can be used as a basis of error operators for qubit systems. In
the context of bosonic systems, the Heisenberg-Weyl group

Hn :=
{
eiαD(ξ) | α ∈ [0, 2π), ξ ∈ R2n

}
(3.10)

plays a similar role. When analysing GKP codes (cf. Section 5.1.1), we are especially inter-
ested in noise channels which can be expressed in terms of these group elements:

Definition 3.3 (Displacement noise). The displacement noise channel or classical noise chan-
nel is given by a CPTP map

Nf : D
(
L2
(
Rn
))
→ D

(
L2
(
Rn
))

, ρ 7→
∫
R2n

f(ξ)D(ξ)ρD(ξ)†d2nξ , (3.11)

where f : R2n → R is a probability density function on the phase space R2n.

This channel is the bosonic analogy of the (stochastic) Pauli noise channel (3.4). The op-
erators in which one expands this channel (3.11), i.e., the displacement operators D(ξ), are
called (displacement) errors. We speak of independent displacement noise on the n bosonic
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modes if there are single-mode probability distributions gk : R2 → R for k = 1, . . . , n such
that

f(ξ) =
n∏
k=1

gk(ξk, ξn+k) for all ξ = (ξ1, ξ2, . . . , ξ2n)T ∈ R2n .

The bosonic analogue of i.i.d. Pauli noise is the i.i.d. displacement noise where all gk are
identical, i.e.,

Nf = N⊗ng , where Ng(ρ) =

∫
R2

g(ξ)D(ξ)ρD(ξ)†d2ξ ,

for a probability distribution g : R2 → R on the single-mode phase space.

Note that the classical noise channel from Definition 3.3 is Gaussian if and only if f is a Gaus-
sian function. Recall the characterisation of Gaussian channels in terms of the triple (X,Y, v)
from Section 2.2.3 (cf. Eqs. (2.28) and (2.29)). In the case of f being a Gaussian function
of variance σ2 in all 2n phase space dimensions, the classical noise channel corresponds
to X = I2n, Y = σ2I2n, and d = 0.

Thermal noise and pure loss channels

Moreover, one may consider dilations of Gaussian channels, especially those which can be
written as dilations of Gaussian unitary channels with a Gaussian environment. Such chan-
nels can be written as

N :D
(
L2
(
Rn
))
→ D

(
L2
(
Rn
))

, ρ 7→ N (ρ) = trE

[
U(ρ⊗ σ)U †

]
,

for a Gaussian unitary U ∈ U(L2(Rn+nE )) on n system and nE environment modes and a
Gaussian environment state σ ∈ D(L2(RnE )).

The thermal noise channel or thermal attenuator is given by

Nη,ν(ρ) = trE

[
Uλ(ρ⊗ ρth,ν)U †λ

]
where the environment state ρth,ν ∈ D(L2(Rn)) is a thermal state (cf. Eq. (2.26) from Sec-
tion 2.2.3) of mean photon number ν and the unitary Uλ ∈ U(L2(Rn+n)) is that of a beam
splitter (cf. Eq. (2.47) in Section 2.2.4) between pairs of modes of the system and the envi-
ronment HE = L2(Rn) such that

Uλ := Ubs(arccos(λ))⊗n := earccos(λ)
∑n
j=1(a†j+naj−a

†
jaj+n) .

Then, the two matrices (X,Y ) characterising the Gaussian channel Nη,ν are X =
√
ηI

and Y = (1 − η)(2n + 1)I. If ρth,0 is the vacuum state, we call Nη,0 the pure loss chan-
nel (other names for this channel are amplitude damping channel or attenuation channel).
For a single bosonic mode n = 1, this channel can be written as [37]

Nχ : D(L2(R))→ D(L2(R)) , where Nχ := eχD

in terms of the super operator D(ρ) = aρa† − 1
2

{
a†a, ρ

}
(also called Liouvillian) and the

dimensionless damping parameter χ, or sometimes more conveniently in terms of the loss
rate γ := 1− e−χ that quantifies the amount of loss.
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3.2 Quantum Control Theory

In the previous section we introduced how to describe noise and errors. Naturally, we now
want to model fault-tolerance protocols that combat these error processes, e.g, by detection
and correction. One of such frameworks is quantum control theory. Here, we briefly introduce
how quantum error correcting codes and pulse sequences may fall into this framework. For
further information, the reader is referred to reviews on surveys on quantum control theory
such as [51].

One usually considers a quantum system with Hilbert space HS and noise introduced to this
system by a so-called drift or original Hamiltonian Horig(t). This Hamiltonian can be either
acting on the system only, i.e., Horig(t) ∈ Lsa(HS) if one considers a closed system or it is of
the form of Eq. (3.3), i.e., acting on the system and its environment HE if one considers an
open system. Control on the system is exerted by a so-called control scheme.

Definition 3.4 (Control scheme). A control scheme on a quantum system HS is given by a
time T > 0 and a control Hamiltonian

Hcontrol(t) =
L∑
j=1

uj(t)Hj for t ∈ [0, T ] (3.12)

where H1, . . . ,HL ∈ Lsa(HS) are a collection of Hamiltonians and u1, . . . , uL : R → C
are control functions such that the propagator U control(T ) from time 0 to T generated
by Hcontrol(t) satisfies U control(T ) = IS .

The effective dynamics are generated by the resulting Hamiltonian Hres(t) = Horig(t) +
Hcontrol(t) which is is the sum of the drift/original or decoherence Hamiltonian Horig(t)
and the control Hamiltonian (3.12). The latter is split into several control Hamiltoni-
ans H1, H2, . . . ,HL which can be time-dependently modified – e.g. turned on or off – via
the control amplitudes or control functions u1, u2, . . . , uL. The requirement U control(T ) = IS
in Definition 3.4 ensures that after time T > 0, no additional decoherence is introduced to
the system via the controls.

Bilinear control system and controllability of a closed system

Let us consider a closed quantum system, i.e., where both the original and the control Hamil-
tonian act on the system only. A bilinear quantum control system is given by the Schrödinger
equation for the resulting Hamiltonian Hres(t) = Horig(t) +Hcontrol(t), where Hcontrol defines
the control Hamiltonian of a control system from Definition 3.4, i.e., by

d

dt
|ψ(t)〉 = −i

(
Horig +

L∑
j=1

uj(t)Hj

)
|ψ(t)〉 ,

d

dt
U res(t) = −i

(
Horig +

L∑
j=1

uj(t)Hj

)
U res(t) , U res(0) = IS ,

(3.13)

for pure quantum states and unitaries, respectively. A typical task is to find a time T > 0
and admissible controls {uj}Lj=1 which drive the system (3.13) from a given initial state |ψ0〉
into a predefined final state |ψfin〉 = |ψ(T )〉. Using this strategy, one may be able to avoid
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errors that are introduced over time by Horig(t), i.e., for the task of state-preservation where
the final state |ψ(T )〉 = |ψ0〉 is equal to the initial state. Slightly more generally, one might
be interested in engineering a predefined evolution: for a given unitary U , a drift Horig and
a set of potential control terms {Hj}Lj=1, one searches for a finite time T > 0 and a set of

admissible control functions {uj}Lj=1 such that U res(T ) = U .

Let us consider the standard theoretic notion of controllability. A bilinear system (3.13) is
pure-state controllable if for every pair of states |ψ0〉 and |ψfin〉 there exist control functions
that drive the system from |ψ0〉 to |ψfin〉. Similarly, the system is operator controllable if
for every unitary U there exist control functions such that U = U res(T ). Although most
controllability proofs are not constructive, this notion is of practical relevance. For example,
operator controllability is connected to universality in the context of quantum computing
(cf. Section 2.3) where one wants to model every unitary on the system using a restricted
set of controls. More precisely, one may be interested which unitaries U ∈ U(HS) can be
engineered by a given control scheme 3.4.

For finite-dimensional systems, there exist well-established criteria on the controllability of
a quantum system in terms of the Lie algebras generated by the control Hamiltonians [5].
This is more intricate in the infinite-dimensional case. Huang et al. [85] laid foundations
on their controllability and we refer the interested reader to the review article by Dong and
Peterson [51].

Control scheme in open systems

Quantum control theory can be extended to open quantum system. There are different
approaches to do this, e.g. using so-called Markovian master equations (the ‘open’ analogy
of the Schrödinger equation) or stochastic master equations (cf. e.g. [107, Chapter 1] for
these noise models and [51] for control theory in this context). In this thesis, we focus
on another direction: We assume that noise is introduced to the system by a decoherence
Hamiltonian Horig(t) from Eq. (3.3) (as described in Section 3.1.1) which acts on the system
and its environmentHE . Note that in a control scheme, the control Hamiltonian still acts non-
trivially on the system only, reflecting the practical restriction that one may only influence
the system part. As a consequence, Hcontrol(t) =

∑
j uj(t)Hj ⊗ IE in Definition 3.4.

The total or resulting Hamiltonian on the system and its environment is given by

Hres(t) = Horig(t) +Hcontrol(t) for t ∈ [0, T ] . (3.14)

One cannot influence its original part Horig(t) : R → Lsa(HS ⊗ HE) – which may include
noise or decoherence (sometimes called drift) – but only the part Hcontrol(t) from Eq. (3.12).
After time T , the resulting evolution U res(T ) of system and environment is defined as the
propagator generated by the resulting Hamiltonian (3.14) from time t to T , i.e., it is given
by the relation

U res(T ) := T+

[
e−i

∫ T
0 (Horig+Hcontrol(t))dt

]
. (3.15)

We will focus on open systems for the remainder of this section.

Bang-bang control and pulse sequences

Sometimes, one imposes certain restrictions on the control functions for practical or theoreti-
cal reasons, e.g. one restricts to stepwise constant or continuous functions. In Hcontrol(t) from
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Eq. (3.12), the pulse shapes are characterised by the form of the functions {t 7→ uj(t)}Lj=1.
One example is to consider finite (constant) pulse width and strength which corresponds to
piecewise constant control functions uj(t).

A so-called bang-bang control is exerted by the application of instantaneous and infinitely
strong control pulses. More precisely, one assumes that the control Hamiltonian is of the
form

Hcontrol =

L∑
j=1

δ(t− tj)Hj ⊗ IE , (3.16)

where t1, . . . , tL are called the control times and U1 := eiH1 , . . . , UL := eiHL are called the
control pulses.

Definition 3.5 (Pulse sequence). A (bang-bang control) scheme or simply a pulse sequence
is given by of a pair of finite families {tj}Lj=1 ⊂ [0, T ] and {Uj}Lj=1 ⊂ U(HS) for L ∈ N such

that
∏L
j=1 Uj = IS .

This is consistent with Definition 3.4 of a control system since a control Hamiltonian (3.16)
can be fully characterised by a pulse sequence. If not stated otherwise, we consider control
Hamiltonians in the sense of Definition 3.5 throughout this thesis. We note that this is an
idealised setup, but mathematically, it can be treated reasonably well and realistic pulse
shapes with finite strength and width can be seen as an approximation of these idealised
delta peaks. We remark that there exist many other pulse shapes which have been studied
in the literature [89].

Open-loop and closed-loop control

One distinguishes open-loop and closed-loop control problems: In the former case, one has to
choose the control functions and Hamiltonians a-priori, i.e., without any feedback obtained
during the evolution. Dynamical decoupling (DD) – cf. Section 3.3.2 – is such a control
technique where a pulse sequence of the form of Definition 3.5 is applied to the system in
order to approximately average out the effect of decoherence Horig. In the latter case, in
closed-loop control, the control functions might be adapted during the control process and
they depend on feedback obtained from measurements. Typically, such measurements (which
are called syndrome measurements) do not alter the system’s state, but their outcomes (which
are called syndromes) reveal information about potential errors and are performed using an
additional system which is destructively measured. In this case, the control functions at time t
depend on the outcomes of syndrome measurements performed before time t. In this sense
quantum error correcting codes (QECC) – cf. Section 3.4 – can be viewed as a closed-loop
control technique.

In principle the two techniques of DD and QECC can combined in order to use the advan-
tages of both approaches: In a QECC, an additional DD protocol reduces the necessary
overhead and resource-costs of the employed QECC. Using DD protocols to first reduce the
effective error rate can allow QECC protocols with thresholds to be applied. For multi-qubit
systems, there exist studies for the combination, e.g., designing DD-protected gates [120] and
identifying optimal DD pulses for subsystem codes [129].
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3.3 Decoherence-free subspaces and dynamical decou-
pling of qubit systems

Let us now consider open-loop quantum control protocols, starting with the passive error
protection using decoherence-free subspaces in Section 3.3.1 and then with the active protocol
of dynamical decoupling in Section 3.3.2. Throughout this chapter we only consider finite-
dimensional quantum systems.

3.3.1 Decoherence-free subspaces and series expansions

Decoherence-free subspaces

In contrast to the active error correcting strategies of QECC, the concept of decoherence free
subspaces offers a passive error preservation scheme. The term passive stands for the fact
that no interaction with the system, i.e., no measurement, no feedback and no control pulse,
is involved in these protocols. The main strategy is to cleverly encode information into a
subspace of the physical system space which is not affected by decoherence.

Definition 3.6 (Decoherence-free subspaces). Consider a quantum system Hilbert space HS
and a linear subspace HD ⊂ HS where PD denotes the projection onto HD. Let Φ :
D(HS) → D(HS) be a quantum channel and let Horig ∈ Bsa(HS ⊗HE) be a Hamiltonian
between the system and an environment HE .

(i) The subspace HD ⊂ HS is a decoherence-free subspace (DFS) in the quantum channel
formulation if for any ρ ∈ D(HS) which satisfies ρ = PDρPD, one has Φ(ρ) = UρU †

for some unitary U ∈ U(HS).

(ii) The subspace HD ⊂ HS is a decoherence-free subspace (DFS) in the Hamiltonian
formulation if for any ρ ∈ D(HS) which satisfies ρ = PDρPD one has

trE

(
e−itH

orig
(ρ⊗ σ)eitH

orig
)

= UρU †

for some unitary U ∈ U(HS) and σ ∈ D(HE).

If HD is a DFS then the initial and the final state are unitarily related. There is no leakage
of information out of HD by the decoherence map, i.e., any initially ‘decoupled state’ which
lies in HD behaves under the decoherence evolution as if it was part of a closed quantum
system under a reversible (unitary) evolution. Note that Definition 3.6 captures both cases,
when decoherence is introduced by noise channels and when by the dilation of a unitary time-
dependent evolution in the Hamiltonian formulation. The main task in using decoherence-free
subspaces for error reduction is to identify suitable subspaces for a given, specific decoherence
channel Φ or Hamiltonian Horig. The advantage of DFS is that this strategy is highly resource
efficient. In contrast to QECC, no syndrome measurement and no correction operation is
necessary.

Decoherence-free subspaces can be interpreted as completely degenerate quantum error cor-
recting codes, i.e, if all errors act as the identity on the codespace, then no active error
correction is necessary. The existence of states which do not decohere was first discovered
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for specific models such as the spin-boson model. Lidar, Chuang and Whaley introduced the
terminology of decoherence-free subspaces in 1998 [108], where they derived the existence of
decoherence free states in the context of Markovian master equations, a result independently
found in the same year by Zanardi [186]. We refer to the literature for a detailed analysis of
DFS, e.g. [107, Chapter 3] by Lidar and Brun.

Dyson expansion and Magnus expansion

Let us now consider the case when the decoherence Hamiltonian is time dependent, i.e., t 7→
H(t) ∈ Lsa(H) from Eq. (3.2). As discussed in Section 2.1.5, the unitary propagator from
time t0 to t is given by U(t, t0) from (2.15). Let us investigate two different approaches to
expand U(t) := U(t, t0 = 0) in a series, the Dyson series [54] and the Magnus series [111].

Definition 3.7 (Dyson and Magnus series). Let n ∈ N. For t > 0, let H(t) ∈ Cn×n be a
time-dependent Hamiltonian and consider the initial value problem (2.15) defined by H(t).

(i) The Dyson expansion or Dyson series of U(t) is defined as

UDy(t) :=I +

∞∑
k=1

Ak(t) , where

Ak(t) :=(−i)k
∫ t

0

∫ τ1

0
· · ·
∫ τk−1

0
H(τ1)H(τ2) · · ·H(τk)dτk · · · dτ2dτ1.

(3.17)

(ii) The Magnus expansion of the unitary U(t) is given by

UMag(t) := eΩ(t) , where
d

dt
Ω = −i adΩ

exp(adΩ)− 1
H . (3.18)

The assumption H(t) ∈ Cn×n implies the boundedness of H(t) for every t. Let us briefly
show that this is sufficient to guarantee that the Dyson series (3.17) is well-defined: If H(t)
is bounded in a unitarily invariant norm2 ‖ · ‖, i.e., if

λ := max
s∈[0,t]

‖H(s)‖ <∞ (3.19)

then every term in the Dyson series is bounded by

‖Ak(t)‖ ≤
∫ t

0

∫ τ1

0
· · ·
∫ τk−1

0
‖H(τ1)‖‖H(τ2)‖ · · · ‖H(τk)‖dτk · · · dτ2dτ1 ≤

(λt)k

k!
.

As a consequence, the infinite sum over these terms can be bounded by the Taylor series
of an exponential function ‖UDy(t)‖ ≤ ‖I‖ + eλt and the Dyson series converges absolutely.
Note that one recovers the expression U(t) = e−itH from the Dyson series if H is not time-
dependent. A disadvantage of the Dyson expansion is that the partial sums I +

∑l
k=1Ak(t)

for finite l <∞ are not necessarily unitary.

For the Magnus series, the Hamiltonian

Ω(t) :=
∞∑
k=0

Ωk(t)

2Unitary invariance of a norm ‖ · ‖ is defined as ‖V A‖ = ‖A‖ for all V ∈ U(H) and A ∈ B(H).
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in the exponent is expanded as a series. The terms Ωk(t) are recursively defined by Eq. (3.18).
The first three terms, cf. e.g. [22], are

Ω0(t) = −i
∫ t

0
H(τ1)dτ1 ,

Ω1(t) = −1

2

∫ t

0

∫ τ1

0
[H(τ1), H(τ2)]dτ2dτ1 ,

Ω2(t) =
i

6

∫ t

0

∫ τ1

0

∫ τ2

0
([H(τ1), [H(τ2), H(τ3)] + [H(τ3), [H(τ2), H(τ1)]) dτ3dτ2dτ1.

In general, every Ωk(t) is the integral over k − 1 nested commutators of H(t) at different
times, i.e., it depends on H(t) in nth order.

We note again that the Magnus expansion does not converge in general. This may not even
be the case if the Hamiltonian is bounded. But if∫ t

0
‖H(τ)‖dτ < π

in a specific norm ‖ · ‖, then ‖Ω(t)‖ < ∞ and the Magnus expansion converges. In contrast
to the Dyson expansion, the considered time plays a role, too, i.e., the larger the norm of
the Hamiltonian, the smaller we must choose the time t such that the Magnus expansion
converges. An advantage of the Magnus series is that the partial sums

∑l
k=0 Ωk(t) are all

self-adjoint for every l ∈ N, i.e., all orders of the Magnus expansion are unitary.

The Dyson and the Magnus series are useful tools for dynamical decoupling schemes discussed
in the next section.

3.3.2 Dynamical decoupling

Dynamical decoupling (DD) is a control technique where unitary control pulses are applied
to the system. Their choice is fixed a priori and the protocol does not involve any kind of
feedback such as measurements. In this sense it might be considered as an example of an
open-loop control technique and it is similar to DFS, cf. Section 3.3.1. But in contrast to
DFS they do involve active control operations. Such protocols aim to reduce the effective
error rates at the physical level.

Dynamical decoupling is among the most successful strategies for error reduction. It was
originally developed in the context of nuclear magnetic resonance (NMR) as coherent av-
eraging of interactions. In pioneering work, Haeberlen and Waugh [175, 73] designed pulse
sequences that enhance the resolution of NMR spectroscopy by rapid periodic application
of pulses which render the NMR spins to behave under the evolution of a time-dependent
average Hamiltonian. They were inspired by previous paradigmatic protocols: the Hahn spin
echo [74], a technique to refocus a decaying spin in a so-called spin echo and the Carr-Purcell-
Meiboom-Gill (CPMG) sequences [34, 112], a popular method to measure the NMR spin-spin
relaxation time T2 using spin echoes.

Viola, Lloyd and Knill [167, 166, 165] generalised the above proposals and laid the theoret-
ical foundation for the framework of dynamical decoupling. Practically, DD protocols are
well-established and have been successfully applied to a plethora of different physical sys-
tems; besides NMR for which there exists an extensive amount of applications and relevant
experiments (see [41] for a survey on NMR quantum information processing), this includes
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electron spins in solids [52, 173], defect centres [45, 182], quantum dots [17], ion traps [20, 21],
superconducting qubits [31, 132] and photon polarisation qubits [42]. Besides the obvious
application of suppressing decoherence, there is a second interesting one: When the decoher-
ence processes are complex and partly unknown, very simple DD schemes can be used as a
diagnostic tool to analyse the decoherence Hamiltonian, cf. e.g. [155, 31].

In both applications, the basic idea of DD is to interleave the free and uncontrolled system-
environment evolution responsible for decoherence by rapidly applied and suitably chosen
control pulses. When one aims at reducing decoherence, the goal is to approximately average
out its effect on the system such that after the application of the pulse sequence, the system
and the environment are decoupled and the resulting evolution acts trivially on the system.

Definition of Dynamical Decoupling (DD)

Since achieving dynamical decoupling can be viewed as an open-loop control problem over
a finite (and sufficiently small) time scale T , recall the setup of quantum control theory
from Section 3.2. More precisely, consider a control scheme as discussed in Definition 3.4
where Hcontrol(t) determines a control Hamiltonian acting non-trivially on the system HS
only. Let furthermore HE be the environment and let decoherence be given by an original
Hamiltonian Horig ∈ Lsa(HS ⊗HE) of the form of Eq. (3.2) that acts on the system and the
environment. As a consequence, the resulting Hamiltonian acting on system and environment
is given by the sum of the uncontrollable original Hamiltonian and the control Hamiltonian,
i.e.,

Hres(t) = Horig +Hcontrol(t) .

This Hamiltonian generates the resulting unitary U res(t).

Let us fix a (typically small) time T > 0 which is sometimes referred to as decoupling time
or cycle time.

Definition 3.8 (Dynamical decoupling). A control scheme in the form of Definition 3.4 is
said to achieve universal dynamical decoupling after time T > 0 if and only if for all Horig ∈
Bsa(HS ⊗HE), the effective evolution U res(T ) from Eq. (3.15)

(i) involves no interaction between system and environment i.e., for all Horig ∈ Bsa(HS ⊗
HE) there exist US ∈ U(HS) and UE ∈ U(HE) such that U res(T ) = US ⊗ UE , and

(ii) acts trivially on the system, i.e., US = IS .

The distinction between the two conditions (i) and (ii) will become clearer in Chapter 4.6
since in the bosonic case, the second one (ii) is no longer achievable. We note that the first
condition (i) of Definition 3.8 resembles DFSs (cf. Definition 3.6): the system Hilbert space
is actively turned into a DFS which evolves (after time T ) independent of the environment.
Hence, we refer to pulse sequences which (only) achieve property (ii) as decoherence suppres-
sion schemes. Sometimes, it might be even desirable to not make the evolution U res(T ) act
trivially on the system, but to actively engineer a specific non-trivial system Hamiltonian H
such that U res(T ) = e−iTH .

One may also formulate dynamical decoupling in terms of the evolved system state

ρres
S (T ) = trE

[
U res(t) (ρS(0)⊗ ρE(0))U res(t)†

]
.
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If a control scheme achieves DD, then – assuming that initially, system and environment are
decoupled such that ρSE(0) = ρS(0)⊗ ρE(0) – the resulting system state should be the same
as the initial state, i.e., ρS(T ) = ρS(0).

Achieving dynamical decoupling can be viewed as an open-loop control problem over the
finite (and sufficiently small) control time scale T . The task of decoherence suppression
amounts to suitably choosing control functions such that U res(T ) from Eq. (3.24) acts triv-
ially on the system. One aims at achieving DD for a large class of decoherence possible
Hamiltonians. In this context, one distinguishes between universal and non-universal dy-
namical decoupling schemes. In the former case, an effective evolution of the form (3.22) is
guaranteed irrespective of the Hamiltonian, i.e., for all Horig ∈ Bsa(HS ⊗ HE) as stated in
Definition 3.8. In contrast, non-universal schemes achieve dynamical decoupling only for a
subset of Hamiltonians H ⊂ Lsa(HS ⊗HE), where Eq. (3.22) is satisfied for every Horig ∈ H.
Such non-universal schemes can still be highly beneficial for quantum information processing
tasks if the dominant decoherence terms originate from a restricted set of Hamiltonians.

Typically, property (i) and (ii) from Definition 3.8 are achieved approximately.

Definition 3.9 (N th order DD). A control scheme in the form of Definition 3.4 achieves
universal N th order dynamical decoupling (in a suitably chosen unitarily invariant norm ‖·‖
on B(HS ⊗HE)) if and only if for all Horig ∈ Bsa(HS ⊗HE), the effective evolution U res(T )
from Eq. (3.15)

(i) involves no interaction between system and environment up to order N in T , i.e., there
exist US ∈ U(HS) and UE ∈ U(HE) such that

‖U res(T )− US ⊗ UE‖ = O(TN+1) , (3.20)

(ii) and acts trivially on the system up to order N in T , i.e.,

‖US − IS‖ = O(TN+1) . (3.21)

The above definition involves a suitably chosen unitarily invariant norm, e.g., the Frobenius
norm.

To investigate Nth order DD, one may expand the resulting unitary U res(T ) in either a Dyson
or a Magnus series , cf. Definition 3.7. Eqs. (3.20) and (3.21) are satisfied if the first N terms
in the Dyson series – that act non-trivially on the system – vanish in a suitably chosen norm,
i.e.,

U res(T ) = IS ⊗ UE +O(TN+1) .

Similarly, if one considers the Magnus series of U res(T ), then Nth order DD is satisfied if

U res(T ) = eiTH
eff

where Heff = IS ⊗HE +O(TN+1) . (3.22)

Here, N is called the order of the DD scheme.

In Definition 3.9, the constants C and c usually depend on the norms of the original Hamil-
tonian ‖Horig‖ as well as the control Hamiltonian ‖Hcontrol(t)‖. If the environment Hilbert
space is infinite-dimensional, one has to pay attention to the (un)boundedness of Horig. We
will neglect this issue here since in the newly introduced bosonic DD sequences in Chap-
ter 4, we consider the series expansion of (finite) symplectic matrices and instead refer the
interested reader to the literature (e.g. [11]).
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Figure 3.1: Circuit representation of a DD sequence. The upper and the lower horizontal
lines represent the system HS and the environment HE , respectively, and may both consist
of more than one qubit. (a) The resulting evolution U res(T ) from Eq. (3.24) corresponds to
the uncontrolled system-environment evolution Uorig(τ, s) interleaved with a pulse sequence
of the form of Definition 3.5. (b) (Approximate) dynamical decoupling (DD) is achieved
if U res(T ) = IS ⊗ UE (approximately) for some UE ∈ U(HE).

When considering DD sequences, one usually assumes that the control is exerted by applying
unitary pulses. Recall the Definition 3.5 of a pulse sequence (or equivalently bang-bang
control); throughout this thesis, we always assume this bang-bang control. The resulting
evolution after time T under the Hamiltonian (3.14) and application of a pulse sequence from
Definition is given by

U res(T ) = e−i(T−tL)Horig
(UL ⊗ IE) · · · e−i(t2−t1)Horig

(U1 ⊗ IE)e−it1H
orig

. (3.23)

The free evolution of system and environment under the decoherence or original Hamilto-
nian Horig is interleaved with the control pulses Uj instantaneously applied at time tj for
every j = 1, . . . , L.

If the original Hamiltonian Horig is time-dependent, every term of the form e−i(t−s)H
orig

in
Eq. (3.23) should be replaced by the propagator Uorig(t, s) generated by the original Hamil-
tonian Horig(t) from time s to time t. Then the resulting evolution is

U res(T ) = Uorig(T, tL)(UL ⊗ IE) · · ·Uorig(t2, t1)(U1 ⊗ IE)Uorig(t1, 0) . (3.24)

Fig. 3.1 shows the circuit representation of such a pulse sequence.

Analysis of DD schemes

Let HS be a finite-dimensional system coupled to the environment HE by the original Hamil-
tonian Horig. Consider a pulse sequence from Definition 3.5 and let system and environment
evolve under U res(t) from Eq. (3.23).

The DD properties of a pulse sequence are usually investigated as follows. Since we are
interested in pulse sequences which approximately average out the effect of the decoherence
Hamiltonian on the system, it is convenient to consider a transformation that explicitly
removes the action of the control evolution, the so-called toggling frame. The evolution in
the toggling frame is given by

U tf(t) := (U control(t))†U res(t) .

It is generated by the toggling frame Hamiltonian

Htf(t) := (U control(t))
†
Horig U control(t) .

The toggling frame corresponds to the interaction picture described by Hcontrol(t). One
usually aims to compute the effective Hamiltonian Heff that satisfies

U tf(T ) = eiTH
eff
, (3.25)
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for a given decoupling time T and an original Hamiltonian. Here, Heff plays the role of a an
error action operator, in the sense that the ‘error’ after applying the pulse sequence, i.e., the
distance between the actual evolution (3.25) and the desired evolution, can be expressed in
terms of the norm of this operator.

If we consider a pulse sequence in the sense of Definition 3.5, then the control evolution is
given by the product of pulses Uj applied up to the considered time t

U control(t) = (Uk · · ·U2U1)⊗ IE =

Kt∏
j=1

Uj ⊗ IE , for t ∈ [tk, tk+1) ,

where Kt = max{j ∈ {1, . . . , L} | t ≤ tj}. Therefore the toggling frame Hamiltonian takes
the form

Htf(t) =

( Kt∏
j=1

Uj ⊗ IE
)†
Horig

( Kt∏
j=1

Uj ⊗ IE
)
, for t ∈ [tk, tk+1) . (3.26)

By definition of the pulse sequence 3.5, the toggling frame evolution satisfies U tf(T ) =
U res(T ). Let us expand the toggling frame evolution after time T in a Magnus series (cf. Def-
inition 3.7)

(U tf)
Mag

(T ) = e
∑∞
k=0 Ωk(T ) .

The first two terms in the exponent are

Ω0(T ) := −i
∫ T

0
Htf(t)dt = −i

∫ T

0

( Kt∏
j=1

Uj ⊗ IE
)†
Horig

( Kt∏
j=1

Uj ⊗ IE
)
dτ ,

Ω1(T ) := −1

2

∫ T

0

∫ τ1

0

[
Htf(τ1), Htf(τ2)

]
dτ2dτ1 .

The higher order terms Ωk(T ) involve nested commutators of Htf(t) each with k + 1 factors
of Horig such that ‖Ωk(T )‖ = O(T k‖Horig‖k). The DD scheme achieves first order DD
if Ω1(T ) ∝ IS ⊗BE for some BE ∈ B(HE). More generally, Nth order dynamical decoupling
is achieved if for all k < N there are BE ∈ B(HE) such that Ωk(T ) ∝ IS ⊗BE .

Alternatively, U tf(T ) can be expanded in a Dyson series (cf. Definition 3.7). Using Eq. (3.26),
one obtains that

(U tf)Dy(T ) = IS ⊗ IE +
∞∑
k=1

Ak(T ) ,

where for k ∈ N, the terms Ak are defined in Eq. (3.17) for the toggling frame Hamilto-
nian Htf(t). The pulse sequence achieves Nth order DD if for all k < N there are BE ∈ B(HE)
such that Ak ∝ IS ⊗BE .

To further compute the Dyson or Magnus series of Htf one may impose some additional
assumptions on the system-environment interactions HSE in Horig = HS⊗IE+HSE+IS⊗HE :
more precisely, let

HSE =
∑
α

Sα ⊗Bα ∈ Lsa(HS ⊗HE) , (3.27)

where Sα ∈ B(HS) and Bα ∈ B(HE). If the system Hilbert space is that of multiple qubits,
the operators Sα can be chosen as the (generalised) Pauli matrices.

Let us summarise the strategy to analyse whether a given pulse sequence achieves Nth or-
der dynamical decoupling: consider the toggling frame evolution, expand it into either a
Magnus series or a Dyson series 3.7 and compute the series expansions using some available
assumptions on the decoherence Hamiltonian and the pulse sequence.
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A simple example

Consider a single qubit with Hilbert space HS = C2 that undergoes pure dephasing noise,
i.e., the decoherence Hamiltonian

Horig = IS ⊗B0 + σz ⊗B1 , (3.28)

couples the qubit to a (not further specified) environment E with the two operators B0, B1 ∈
Lsa(HE). Consider furthermore the pulse sequence (Definition 3.5) where

L = 2 and U1 = U2 = σx, t1 = T/2 and t2 = T . (3.29)

To analyse the DD properties of this pulse sequence, compute the toggling frame Hamiltonian

Htf(t) := U control(t)Horig (U control(t))† =

{
IS ⊗B0 + σz ⊗B1 if 0 ≤ t < T/2 ,

IS ⊗B0 − σz ⊗B1 if T/2 ≤ t ≤ T .

The first term in the Dyson as well as in the Magnus series of the toggling frame evolution
involves ∫ T

0
Htf(t)dt = TIS ⊗B0 +

T

2
(σz ⊗B1 − σz ⊗B1) = TIS ⊗B0 .

Hence, the first order terms act trivially on the system. Thereby, we find

U res(T ) = U tf(T ) = IS ⊗ IE +

∫ T

0
Htf(t)dt+O(T 2) = IS ⊗B0 +O(T 2) .

As a consequence, the pulse sequence (3.29) achieves first order dynamical decoupling for
pure dephasing noise as described by a Hamiltonian of the form (3.28). This simple example
illustrates how one usually analyses dynamical decoupling orders of pulse sequences.

3.3.3 Periodic dynamical decoupling

In order to achieve an effective error suppression by dynamical decoupling, the time scale T
should be sufficiently small such that the Magnus or Dyson series converges. In other words,
the decoupling pulses must be applied fast enough.

If one aims at achieving decoupling after a given total time TPDD ∈ [0,∞), one may use
periodic dynamical decoupling (PDD) sequences. More precisely, one picks a natural num-
ber m ∈ N and periodically applies m times a DD sequence with DD time T , i.e., one sets

T =
TPDD

m

such that the cyclicity assumption

U control(t+ kT ) = U control(t) for all t ∈ [0, TPDD), k = 1, . . . ,m ,

on the control propagator is satisfied. This also gives meaning to the name cycle time for T .
By choosing m large enough, one can make the cycle time T sufficiently small such that there
is justified hope that the analysed Dyson or Magnus series converges.

Let a system interact with an environment via a decoherence Hamiltonian Horig and consider
a pulse sequence of times {tj}Lj=1 ⊂ [0, T ] and pulses {Uj}Lj=1 . Then after m applications
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of this decoupling cycle, one can use the theory of averaged Hamiltonians to compute the
resulting evolution

U res(TPDD) = U res(mT ) =
(
e−iH

effT
)m

.

Here, Heff is the averaged Hamiltonian over a single cycle. Expanded in a Magnus se-
ries Heff = 1

T

∑∞
k=0 Ωk (cf. Definition 3.7), its lowest order contribution is given by

1

T
Ω0 :=

1

T

∫ T

0
U control(t)†HorigU control(t)dt , (3.30)

i.e., by the cycle average of the toggling frame Hamiltonian. The Magnus series converges if
the kth order terms are of order O(T k) = O(1/m2) . In the limit m→∞, while keeping the
total time t = mT fixed, the lower order term Ω0 dominates the higher order ones.

If a pulse sequence satisfies

lim
m→∞

U res(T )m = IS ⊗B for some B ∈ B(HE) ,

then it is said to achieve DD in the limit of infinitely fast pulse application. Note that a first
order DD sequence achieves this for sufficiently small time T .

Let us consider the special case of a pulse sequence {jT/L}Lj=1, {Uj}Lj=1 of equidistant pulses.
The toggling frame evolution after time T is

U res(T ) = (UL ⊗ IE)e−i
T
L
Horig · · · (U1 ⊗ IE)e−i

T
L
Horig

= (ŨLŨ
†
L−1 ⊗ IE)e−i

T
L
Horig · · · (Ũ1Ũ0 ⊗ IE)e−i

T
L
Horig

= (ŨL ⊗ IE)
L−1∏
j=0

(Ũ †j ⊗ IE)e−i
T
L
Horig

(Ũj ⊗ IE)

=

L−1∏
j=0

e−i
T
L

(Ũ†j⊗IE)Horig(Ũj⊗IE)

(3.31)

where we recursively define Ũk via Ũ0 := IS and Ũk := UkŨk−1 for k = 1, . . . , L. Note that
this implies that

Ũk ⊗ IE = UkUk−1 · · ·U1 ⊗ IE = U control(TPDD) for t ∈ [kT/L, (k + 1)T/L)

and the relation U control(T ) = IS implies ŨL = IS .

Definition 3.10 (DD set). A DD set is a family of unitaries {Vj}Lj=0 ⊂ U(HS) such that V0 =

IS = VL and which satisfies that for every Horig ∈ Bsa(HS ⊗HE) there is a B ∈ Bsa(HE)
such that

1

L

L−1∑
j=0

(V †j ⊗ IE)Horig(Vj ⊗ IE) ∝ IS ⊗B . (3.32)

Consider U res(T ) from Eq. (3.31). Then after m periodic applications of the above pulse
cycle, the effective evolution [U res(T = TPDD/m)]m converges by the generalised Trotter
formula [154] in the limit of infinitely fast pulse application to

lim
m→∞

[U res(TPDD/m)]m = e−iTPDD
1
L

∑L−1
j=0 (Ũ†j⊗IE)Horig(Ũj⊗IE) . (3.33)
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Note that by the above considerations, a pulse sequence achieves DD in the limit of infinitely
fast pulse application if the lowest order Ω0/T of the Magnus series – which is given by the
exponent in Eq. (3.33) – acts trivially on the system. Such a pulse sequence forms a first
order DD scheme. As a consequence, we have just proven the following result.

Lemma 3.11. Let {Vj}Lj=0 be a DD set in the sense of Definition 3.10. Then the pulse
sequence

tj := jT/L and Uj := VjV
†
j−1 for j = 1, . . . , L

achieves universal first order dynamical decoupling. �

We have just proven that a DD set satisfies first order DD. PDD develops its full potential
when combining it with a group-theoretical averaging procedure as described in the next
paragraph.

DD with unitary 1-designs and groups

In the above Definition 3.10 of DD sets, one searches for a finite subset of unitary operators
that satisfy Eq. (3.32), more precisely that simulate the Haar measure of the unitary group on
the quantum system. Unitary designs are finite collections of unitary matrices that reproduce
expectation values or averages over the unitary group. Consequently it is useful to identify
subsets of the unitary group that can adequately simulate the Haar measure for a given class
of operational tasks.

Definition 3.12 (Unitary design [43]). Let n ∈ N and U(n) be the unitary group. A unitary t-

design of U(n) is a finite set X = {xk}
|X|
k=1 ⊂ U(n) of unitary operators on Cn such that

for every polynomial P(t,t)(U) of degree at most t in the matrix elements of the unitaries U
and at most t in the complex conjugate of those matrix elements satisfies

1

|X|

|X|∑
k=1

P(t,t)(xk) =

∫
U(n)

P(t,t)(x)dx

where on the right hand side one integrates with respect to the uniform Haar measure
on U(n).

The theory of unitary t-designs was developed in 2006 by Dankert et al. [43] in the framework
of randomised benchmarking [58], a technique to estimate the error rates on a system by
application of sequences of random unitaries. In this context one only considers unitary 2-
designs, but this concept was later extended to arbitrary t ∈ R. An alternative definition
of t-designs using concepts of representation theory is given in the work of Dankert et al. [43]
as well.

Here, we are interested in 1-designs. Following Definition 3.12 for t = 1, a unitary 1-design
is a finite subset X = {x1, . . . , x|X|} ⊂ U(n) such that

1

|X|

|X|∑
k=1

x†kHxk =
tr(H)

n
(3.34)

holds for all H ∈ Cn×n.
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Lemma 3.13 (First order DD scheme). Let X = {x1, . . . , xL} be a unitary 1-design of U(n)
such that IS ∈ X. Then the pulse sequence (cf. Definition 3.5)

tj := jT/L and Uj := xjx
†
j−1 for j = 1, . . . , L (3.35)

where one sets x0 = IS = xL achieves first order dynamical decoupling. �

This can be shown using the property of unitary 1-designs and works similarly to the proof
of Lemma 3.11.

Proof. Assume that Horig =
∑

α Sα ⊗Bα as in Eq. (3.27). By the property (3.34) of unitary
1-designs, one finds that for Horig

1

L

L∑
j=1

(x†j ⊗ IE)Horig(xj ⊗ IE) =
∑
α

tr(Sα)

n
IS ⊗Bα = IS ⊗B

where B =
∑

α tr(Sα)/nBα. By Lemma 3.11 this implies that the pulse sequence (3.35)
achieves first order DD – or equivalently DD in the limit of infinitely fast pulse application. �

PDD has been considered before the introduction of unitary t-designs using a similar group-
theoretical averaging procedure [166]. Consider a finite group G = {g1, . . . , g|G|} that acts
on HS with a faithful unitary representation {Ug1 , . . . , Ug|G|} ⊂ U(HS) such that Ug|G| = IS
and define Ug0 = IS . Such a group is called a DD group if ΠG(A) = λAIS for all A ∈ B(HS)
where λA depends on A and where the average over G is defined as

ΠG(A) :=
1

|G|

|G|∑
j=1

U †gjAUgj for A ∈ B(H) .

Formally, ΠG(A) ∈ Z(G) for all A ∈ B(HS) where Z(G) defines the centraliser of G (i.e., the
commutant of the group algebra). The sequence of pulses

Uk := UgkU
†
gk−1

applied at times tk := kT/|G|

for k = 1, . . . , |G| satisfies the following: The first order term in the Magnus expansion
of U res(T ) which is a time average of the toggling frame Hamiltonian (cf. the calculation (3.31)
in the previous paragraph) from Eq. (3.30) becomes the average over G

(ΠG ⊗ IE)(Horig) :=
1

|G|

|G|∑
j=1

(
U †gj ⊗ IE

)
Horig

(
Ugj ⊗ IE

)
.

By Schurs Lemma for the case that G acts irreducibly on HS the centraliser Z(G) is trivial
and hence

ΠG,irred(A) =
tr(A)

dim(HS)
IS for all A ∈ B(HS) .

Applied to the case where the decoherence term HSE in the original Hamiltonian is of the
form of Eq. (3.27), we find that if Sα are traceless, then ΠG,irred(Sα) = 0. As a consequence,
a DD group achieves first order DD.

More generally, this analysis implies that for dim(HS) <∞, one can always achieve universal
first order DD: one chooses as a DD group a unitary error basis of HS (such as the Pauli
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group in the multi-qubit case), cf. e.g. [107, Chapter 4.4.2]. The only disadvantage of this
result is that the size of such a DD group is exponentially large in the number of qubits,
scaling like 4n for HS = (C2)⊗n. As a consequence, such a DD sequence requires a large
overhead since the number or necessary pulses grows exponentially with the system size even
for first order DD or a single decoupling cycle. Note that the condition ΠG(A) = λAIS for DD
groups is similar to Eq. (3.34) for 1-designs. Comparing both, the latter definition may be
more convenient, since a 1-design is smaller than a group. Hence a DD sequence originating
from a 1-design requires less pulses and is in this sense more resource efficient than a DD
group.

Another simple example

Unitary 1-designs onHS = (C2)⊗n are called unitary operator bases of the unitary group U(2n),
cf. [93]; such sets are of size L = (2n)2, i.e., one needs L = 22n pulses in order to achieve first
order DD. For a single-qubit, i.e., for n = 1, such a unitary 1-design is given by

{Vj}4−1
j=0 = {IS , σx, σy, σz}

which corresponds up to complex phases to the one-qubit Pauli group P1. To compute the
corresponding pulse sequence according to Lemma 3.13, we use that σzσy = −iσx and σyσx =
−iσz. Hence

tj = jT/L for j = 1, . . . , 4, and U1 = U3 = σx , U2 = U4 = σz , (3.36)

achieves first order DD – or equivalently DD in the limit of infinitely fast pulse application.
This pulse sequence is called the universal decoupling pulse sequence for a single qubit [166].
To shorten notation, it is commonly abbreviated as fXfZfXfZ = IfIXfXY fY ZfZ (order
of pulse application from left to right) where f denotes the free (decoherence) evolution in
between the pulses.

Random dynamical decoupling

Besides the deterministic DD sequences represented so far, there are also random DD schemes.
This concept builds on DD groups. As introduced in 2005 by Viola and Knill [165] a specific
realisation of a random DD scheme is given by a randomly chosen path of pulses over the
DD group. The DD properties are independent of the realisation since Eq. (3.32) holds
irrespective of the order of unitaries in the DD pulse sequence.

3.4 Quantum error correcting codes of qubit systems

Let us now consider a closed-loop control technique. Quantum error correcting codes were
developed as a theoretical tool to protect quantum systems against noise. The core idea to
protect information is to create redundancy and spread the information among many degrees
of freedom. Given a system with many degrees of freedom, a quantum error correcting
code is defined as a subspace (with fewer degrees of freedom) of this larger system. A
crucial assumption for the procedure’s success, i.e., it being able to protect the subspace from
errors, is that errors usually happen only on a small number of these degrees of freedom. If
the fraction of corrupted degrees of freedom is small enough, there is justified hope that a
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measurement – called a syndrome measurement since it provides an error syndrome but no
information on the actual encoded state – can reveal whether the encoded information has
been corrupted and which correction operation should be applied in order to correct for the
error. If the correction undoes the error, we say that the error has been successfully corrected,
cf. Fig. 3.2 for a graphical representation of this idea.

3.4.1 Definition of quantum error correcting codes

Definition 3.14 (Quantum code). LetHS be a quantum system. A quantum code or quantum
error correction code (QECC) is defined as a subspace C ⊂ HS .

We call a Hilbert space HL which is isomorphic to the code space C the logical Hilbert space,
i.e., if for example C ∼= Cd, we say that the code C encodes a qudit into the physical Hilbert
space HS . A partial isometry which satisfies

V : HL → HS such that C = VHS := Image(V )

is called an encoding isometry of the code, but note that an encoding isometry is not unique.
The subset C is called the code space an its (normalised) elements are the code words or
encoded states. The code space C ⊂ HS is the subspace of the quantum system’s Hilbert
space HS which ‘encodes’ a logical system into the (generally larger) physical system HS . To
investigate the error correction property of a quantum code, let us specify the concept of re-
covery. A recovery may be able to correct some errors but fails to correct others.

Definition 3.15 (Recovery of a QECC). Let C ⊂ HS be a QECC with encoding isometry V :
HL → HS . Let furthermore E : HS → HS be a unitary error. A quantum channel R :
D(HS)→ D(HS) is called a

(i) valid recovery for the error E if and only if for every |ψ〉 ∈ HL

supp
(
R
(
EV |ψ〉〈ψ|V †E†

))
⊆ C ; (3.37)

(ii) successful recovery for the error E if and only if for all pure states |ψ〉 ∈ HL there is
a complex number c(E, |ψ〉) such that

R
(
EV |ψ〉〈ψ|V †E†

)
= c
(
E, |ψ〉

)
V |ψ〉〈ψ|V † . (3.38)

We say that the quantum code C is an error correcting code for the error set E ⊂ U(HS) if
there is a (single) successful recovery R for all E ∈ E.

If there exists a successful recovery for an error set E, we also say that the quantum code
(successfully) corrects the errors E ∈ E. Property (i) – validity of a recovery – ensures that
every corrupted state is mapped back to a state inside the code space. Then a typical question
is on which errors the valid recovery it is actually successful. Although the property of error
correction only makes sense in the presence of errors and with respect to a recovery map, it is
common to use the term quantum error correcting code and quantum code, interchangeably.
One sometimes assumes that the recovery must be included in the definition of an error
correcting code.
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Figure 3.2: Schematic representation of a quantum error correcting code: A logical multi-
qubit state is encoded into a state in the codespace – a subspace of a larger physical space.
Ideally, the code is designed such that different errors map the codespace to different subspaces
of the physical space which can be distinguished by a measurement. One may then identify
which error has occurred (depicted in orange here) and then undo its effect by applying the
inverse error as a correction. Generally, if the recovery maps the corrupted state back to the
original logical state, then the error correction was successful.

Note that in Definition 3.15, validity and success of a recovery are formulated at the level of
logical pure states |ψ〉 ∈ C. This is sufficient for most applications of QECC (such as those
discussed within this chapter), but the generalisation to density matrices instead of pure
states is straightforward: An encoding isometry V : HL → HS defines an encoding channel

E :D(HL)→ D(HS) , E(ρ) := V ρV † .

A single unitary error E defines the corresponding noise channel NE(ρ) = EρE† and an
error set E ⊂ U(HS) is related to a stochastic noise channel via the relations

N : D(HS)→ D(HS) , N (ρ) :=
∑
E∈E

π(E)EρE† ,

where π : E → [0, 1] is a probability distribution (cf. Section 3.1.1 for the definition of
probabilistic noise channels). One calls a state ρ ∈ D(HS) which is supported on the code
space C – it satisfies PCρPC = ρ where PC := V V † is the projection onto C – an encoded state
and N (ρ) a corrupted state. The recovery channel is defined as in Definition 3.15. It is valid
for the noise channelN if and only if (R◦N )(ρ) is supported on C for all ρ ∈ D(HS) supported
on C. Then the map E† ◦ R ◦ N ◦ E is well-defined on D(HL) – using that E† is defined on
states ρ supported on the code space C as E†(ρ) = V †ρV so that EE† = IC . One calls E†
the inverse encoding channel and E† ◦R the decoder. The recovery is successful for the noise
channel N if and only if (R◦N )(ρ) ∝ ρ for all ρ ∈ D(HS) supported on C. A (valid) recovery
usually incorporates two steps: error detection and error correction. The former step is also
called syndrome extraction and corresponds to measurement of the corrupted state N (ρ).
But note that the encoded state must not be destroyed (in fact, not even altered) by such
a measurement. The outcome of such a measurement – the syndrome – should only reveal
information about the error that has happened and not about the actual encoded state. The
second step – error correction – corresponds to an operation that depends on the syndrome
which is applied to the corrupted state. The recovery is successful if it can correctly identify
which type of error has happened and applies a correction which undoes the error, e.g. the
inverse error.

A state on the logical Hilbert space undergoes the logical noise channel

N : D(HS)→ D(HS) , N := E† ◦ R ◦ N ◦ E , (3.39)
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which is the concatenation of the encoding channel E : D(HL) → D(HS) – associated with
the quantum error correcting code C – followed by the physical noise channel N , the recovery
channel R and the inverse encoding.

Remark on the terminology

We note that the terminology of QECC is used differently within the literature. What we call
the inverse encoding map E† is sometimes referred to as the decoder and the combination E†◦R
of the recovery and the inverse encoding channel as the recovery channel (cf. e.g. [107]). Some
authors define a quantum error correcting code directly as a pair (C,R) of a code space and
a valid recovery or as a pair (C,E) of the code space and a correctable error set (an error set
for which one can find a successful recovery).

3.4.2 Quantum error correcting condition

Let HS = (C2)⊗n for n ∈ N, i.e., the quantum codes are defined on an n-qubit system. We
consider (2n,m)-codes, i.e., codes which encode an m-dimensional subspace C ⊂ HS into
the 2n-dimensional Hilbert space of n qubits. Usually m = 2k, i.e., k logical qubits are
encoded into n physical qubits.

A central question of quantum error correcting codes (QECC) is to identify the correctable
error sets for a QECC C, i.e., to find a necessary and sufficient condition on an error set E
such that there exists a successful recovery R for every error E ∈ E.

Theorem 3.16 (Knill-Laflamme quantum error correction condition). Let C ⊂ HS be a quan-
tum code with encoding isometry V : HL → HS and PC := V V † : HS → HS the projection
onto the code space C. Let furthermore E be a linear space of errors with basis {Ek}k.

A necessary and sufficient condition for the existence of a successful recovery (cf. Defini-
tion 3.15) for all E ∈ E is that for all k, l

PCE
†
kElPC = AklPC (3.40)

where A := (Akl) is a complex Hermitian matrix. �

For the proof of this famous result [19, 96], we refer to the literature. Eq. (3.40) is called the
Knill-Laflamme error correction condition. If the matrix A in Eq. (3.40) has full rank, then
the respective code is called non-degenerate, otherwise it is degenerate.

In practice, one is usually given a probabilistic noise channel

N : D(HS)→ D(HS) , N (ρ) =
∑
E∈E

pEEρE
†

for a probability distribution pE : E → [0, 1]. For a given valid recovery R, the error set E
has a decomposition with respect to error operators some of which satisfy Eq. (3.40) (i.e.,
they are correctable) and some of which are uncorrectable. The task is construct a recovery
which maximises the probability that a randomly drawn error is successfully corrected.

For n ∈ N physical qubits, the Pauli group Pn from Definition 3.1 forms a set on which the
error correction condition can be tested. One way to organise the errors is according to their
weights.
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Definition 3.17 (Weight and distance). The weight wt(E) of an element E ∈ Pn is the
number of qubits on which E acts non-trivially. The distance of a quantum code C is the
minimal weight of an error E ∈ Pn with the property that there are states |ψ1〉, |ψ2〉 ∈ C
such that 〈ψ1|E|ψ2〉 6= c(E) 〈ψ1|ψ2〉 where c(E) is a constant that may depend on E.

The distance quantifies the amount of noise a QECC can tolerate in the following sense:
Assume that a quantum code C can correct (in the sense of Theorem 3.16) all errors with
weight smaller or equal than t but that this is no longer true for errors with weight t + 1.
Then 2t + 1 is the smallest weight of an operator E := E†kEl such that the error correction
condition PCEPC = AklPC is violated. Such a code has distance d = 2t + 1. It takes 2t + 1
single-qubit operations (weight-1-Pauli operators) to transform one codeword into the other.
A quantum code C that encodes k logical qubits into n physical qubits (i.e., HL = (C2)⊗k

and HS = (C2)⊗n) and has distance d is called an [[n, k, d]]− code. As discussed above, d =
2t+ 1 implies that the code can successfully correct any errors with weights up to t.

Example: the three qubit bit flip code

One of the simplest examples of a quantum error-correcting code is the three-qubit bit-flip
code or simply called bit flip code [130].

It encodes one logical qubit HL = C2 into three physical qubits HS = (C2)⊗3 in a way that
is robust to bit-flip errors. More precisely, its code space

C := {α|000〉+ β|111〉 | α, β ∈ C} .

is two dimensional and spanned by the two logical states |0〉 := |000〉 and |1〉 := |111〉. The
canonical encoding isometry V : HL → HS acts as α|0〉+β|1〉 7→ α|000〉+β|111〉 for α, β ∈ C
such that |α|2 + |β|2 = 1. Let us consider the i.i.d. noise channel of bit flips (cf. Eq. (3.7) for
the definition of Nflip)

N = N⊗3
flip . (3.41)

On every single qubit a bit flip σx-error occurs with probability p ∈ [0, 1].

Table 3.1 shows the possible errors in the first line, their respective probability according to
the noise channel (3.41) in the second line and the corrupted states in the next two lines.
The corrupted states of no or a single bit flip error (rows 2-5) are all orthogonal to each
other. Hence they uniquely determine the tuple (E, |ψ〉), i.e., knowing the corrupted state,
one knows from which original state it was produced by which error.

Let us define the recovery map of this code. It will be designed to successfully correct errors
that are bit flips on one of the three qubits. This corresponds to the errors in the first
to fourth column (none or one bit flip) in Table 3.1. The recovery procedure consists of
two parts, the syndrome measurement and the correction. The former corresponds to the
measurement defined by the four projectors P0, P1, P3, P4 where P0 projects on the subspace
of uncorrupted states and Pi on the subspace of HS which differs from the encoded states by
a single bit flip on qubit i = 1, 2, 3. This projective measurement corresponds to measuring
the two observables

S1 := Z1Z2 , S2 := Z2Z3

with outcomes s1 and s2, respectively. As both operators S1 and S2 have eigenvalues ±1,
the measurement produces one of four possible outcomes (s1, s2) ∈ {−1, 1}2 (just as mea-
suring P0, . . . , P3 before). Measuring S1 corresponds to comparing the σz-eigenvalues of the
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error E I X1 X2 X3 X1X2 X1X3 X2X3 X1X2X3

prob. π(E) (1− p)3 p(1− p)2 p2(1− p) p3

corrupted |000〉 |100〉 |010〉 |001〉 |110〉 |101〉 |011〉 |111〉
state |111〉 |011〉 |101〉 |110〉 |001〉 |010〉 |100〉 |000〉

syndrome s 1,1 -1,-1 -1,1 1,-1 1,-1 -1,1 -1,-1 1,1

C(s) I X1 X2 X3 X3 X2 X1 I

corrected |000〉 |000〉 |000〉 |000〉 |111〉 |111〉 |111〉 |111〉
state |111〉 |111〉 |111〉 |111〉 |000〉 |000〉 |000〉 |000〉

Table 3.1: Error detection and projection process of the three-qubit bit-flip code under the
noise channel N from Eq. (3.41) of single or multi-qubit bit-flip errors: Error operators E
(first line) and the probabilities π(E) with which they occur (second line). The next two lines
show the corrupted basis states E|000〉 and E|111〉 , respectively. The syndrome s = (s1, s2)
associated with measurement of the two observables Z1Z2 and Z2Z3 (line 5) is equal for both
encoded states |000〉 and |111〉, i.e., it does not reveal any information about the encoded
state. The correction operation is given by C(s). The last two lines show the post-correction
basis states. The recovery is successful if it coincides with the entry in the second row, i.e.,
the three-qubit bit-flip code can successfully correct single qubit bit flips (row 3-5) but two-
or three-qubit bit-flips result in a logical σx-error.

first and second physical qubit, returning outcome +1 if they are equal and −1 if they dif-
fer. Similarly, S2 measures whether the bit values of qubits one and three coincide. Hence
measuring S1 and S2 reveals which single qubit is in minority. Fig. 3.3(b) shows a circuit
implementing this syndrome measurement: for each of the two measurements of S1 and S2,
an additional auxiliary qubit is initialised in the state |0〉, the ‘error’ is transferred to this
auxiliary qubit and it is successively measured in the computational basis.

Depending on the syndrome s = (s1, s2), one applies a correction operation C(s) as specified
in Table 3.1. Since all errors E are tensor products of Pauli matrices, they are self-inverse,
i.e., the error itself applied a second time gives a successful correction. Part of the correction
is a majority vote of the σz eigenvalues of all three qubits. Successive application of the
syndrome measurement and the correction defines the recovery map R. This recovery is
valid – satisfying (i) of Definition 3.15 for all errors E ∈ E (cf. the last two lines of Table 3.1
which only contain elements of C for all errors). If at most one qubit is bit flipped, then this
recovery is successful, satisfying (ii) of Definition 3.15 (cf. the last two lines of Table 3.1) and
if two or more bit flips occur then the channel R ◦N acts as a bit flip on the logical qubit.

Let us now quantify the performance of the single-qubit bit-flip code under the noise channel
from Eq. (3.41). The success probability of the code Psuccess is given by the sum of successfully
correctable errors. In terms of the probability p of a bit-flip on a single qubit, successfully
correctable and uncorrectable errors occur with probability (1 − p)3 + 3p(1 − p)2 and 3(1 −
p)p2 + p3 = 3p2 − 2p3, respectively, and hence Psuccess = (1 − p)3 + 3p(1 − p)2. We will
compare this success probability with the success probability 1−p when no encoding is used.
If p < 1/2 then (1−p)3 +3p(1−p)2 > 1−p. Hence the probability of a failure reduces from p
(no error protection) to 3p2 − 2p3 ≤ 3p2 (using the three-qubit bit-flip code).

More advanced quantum error correcting codes

Bit flip errors are not the only kind of errors: There exists a simple variant of the three-
qubit bit-flip code which protect against single-qubit phase flips (cf. dephasing errors from
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|0〉

|ψ〉 = α|0〉 + β|1〉

|0〉

(a) Encoding of the logical state |ψ〉 =
α|0〉+ β|1〉 into α|000〉+ β|111〉 ∈ HS .

Z1Z2 Z1Z3

|0〉

|0〉

|φ〉

(b) Stabiliser measurement of S1 = Z1Z2

(blue) and S2 = Z1Z3 (orange).

Figure 3.3: Quantum circuits realising the three qubit bit flip encoding map (a) and the syn-
drome measurement (b). For the latter, the upper three qubits in state |φ〉 ∈ HS represent the
physical qubits and the lower two are auxiliary qubits used for the syndrome measurements.

Eq. (3.28)) instead of bit flips, the three-qubit phase-flip code. The concatenation (cf. Sec-
tion 3.4.4) of both codes – bit flip code and phase flip code – defines the nine qubit Shor
code [143] which was one of the first quantum error correcting codes. It corrects one single
qubit Pauli error, may it be bit flip, phase flip or both.

Other fundamental QECC include the Steane code [147] as well as subsystem codes [102, 133]
(also called operator quantum error correction) where information is encoded in subsystems
instead of single states, incorporating passive techniques such as decoherence free subspaces
with active QECC. Directly relevant for this thesis are the topological codes and qubit-into-
CV encodings (more precisely, the GKP code) which we discuss in more detail in Sections 3.4.5
and 3.5, respectively.

3.4.3 Stabiliser formalism

A natural next question is how to construct quantum error correcting codes, i.e., how to
identify ‘good’ encoding and recovery maps for a given error set. In this context, the stabiliser
formalism [70] offers a useful framework which allows to formulate and analyse quantum
error correcting codes in an elegant way. Many codes, such as the three qubit bit flip code
from Section 3.4.2, can be formulated within this framework. Stabiliser codes are a class of
quantum error correcting codes that were originally developed as qubit error correcting codes
and later extended to more general systems.

Definition 3.18 (Stabiliser group and code). Let Hn = (C2)⊗n be the Hilbert space of n ∈ N
physical qubits and consider the Pauli group Pn from Definition 3.1.

• A subgroup S ⊂ Pn is a stabiliser group if and only if it is abelian and it does not
contain the operator −I⊗n. Its elements are called stabilisers and the elements of a
generating set are called stabiliser generators. A set CS ⊂ Hn is said to be stabilised
by S if and only if it consists of elements of Hn which are invariant under action of
elements of S.

• A stabiliser code on n qubits is the quantum error correcting code CS ⊂ Hn being
stabilised by the stabiliser group S.
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A group G is said to be generated by g1, . . . , gm ∈ G if every element g ∈ G can be written
as g =

∏
j∈J gj . A generating set {g1, . . . , gm} is called minimal if removing one of the gi would

make the generated group smaller. One writes G := 〈g1, . . . , gm〉 and calls g1, . . . , gm ∈ G the
generators. Note that a set of generators determines the group but that the set of generators
of a group is usually not unique.

If S := 〈g1, . . . , gn−k〉 ⊂ Pn is a stabiliser group, then the stabiliser code space CS is defined
as the joint +1 eigenspace of the stabiliser generators g1, . . . gn−k. If the set of generators
is chosen to be minimal then dim CS = 2k. The code space is isomorphic to HL := (C2)⊗k

and the stabiliser code encodes k logical qubits into n physical qubits. In the following, we
assume that the generators g1, . . . gn−k are tensor products of single-qubit Pauli operators
omitting the pre-factors −1,±i. Since different Pauli matrices anti-commute, elements of Pn
(and hence all stabiliser elements) either commute or anti-commute.

The logical operators are those Pauli operators that leave the codespace CS invariant, i.e.,
such operators L ∈ Pn should satisfy

L|ψ〉 ∈ CS for all |ψ〉 ∈ CS .

They are elements of the centraliser of S inside the Pauli group Pn

Z(S) := {A ∈ Pn | AS = SA for all S ∈ S} . (3.42)

Since stabilisers act trivially on the codespace, non-trivial logical action comes from oper-
ators in Z(S) \ S. These are the kind of errors which the stabiliser code cannot detect.
However, note that there is still redundancy in this definition of logical operators since ele-
ments of Z(S) \ S can be written as a product of a stabiliser and an element which is not a
stabiliser. Since S is abelian, the centraliser of S is equal to the normaliser of S

N(S) := {A ∈ Pn | AS = SA}

and it can be shown that the quotient group Z(S)/S contains 4k logical operators L ∈ Z(S)/S
up to phases (cf. e.g. [6, Section 1.3.2]). Let us call these 4k elements L1, . . . , L4k . Given a
Pauli operator E ∈ Pn, the set ES = {ES|S ∈ S} is called a coset of S. For an analysis of
the logical effect of an error E ∈ Pn on the code space, it is useful to consider the cosets

EZ(S) = {EA | A ∈ Pn such that AS = SA for all S ∈ S} =

4k⋃
i=1

E LiS (3.43)

which are the disjoint union (right hand side) of cosets E LiS of S for Li ∈ Z(S)/S.

Recall from Definition 3.17 that the distance of a stabiliser code is defined as the number of
single-qubit changes it takes to get from one code word to the other, i.e., in a stabiliser code
it is the minimal weight of non-trivial logical operators

min
L∈Z(S)/S

wt(L) .

We consider the standard stabiliser code error correction procedure: An encoded state ρ
undergoes noise, i.e., it is mapped by an n-qubit noise channel N : D((C2)⊗n)→ D((C2)⊗n)
to a corrupted state N (ρ). The recovery procedure in the stabiliser framework is divided into
two steps: syndrome measurement and correction operation. The syndrome measurement
comprises measurements of a set of stabiliser generators g1, . . . , gn−k. We call the outcome of
such measurements the error syndrome s = (s1, . . . , sn−k). Since all stabilisers are elements
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of the Pauli group Pn, they have eigenvalues +1 or −1. We associate s = 0 with the
eigenvalue +1 and s = 1 with the eigenvalue −1 so that we have si ∈ {0, 1} for all i =
1, . . . , n− k. In more detail, for an encoded state ψ ∈ C and an error E ∈ Pn, the corrupted
state Eψ is an eigenstate of gi with eigenvalue (−1)si . More generally,

si =

{
0 if [E, gi] = 0

1 if {E, gi} = 0

for i = 1, . . . , n − k where [·, ·] is the commutator and {·, ·} is the anti-commutator. A
syndrome s ∈ {0, 1}n−k occurs with probability

p(s) := tr (Π(s)N (ρ)) where Π(s) :=

n−k∏
i=1

1

2
(I + (−1)sigi) ,

for the encoded state ρ supported on CS . In this case, the post-measurement state is given
by p(s)−1Π(s)N (ρ)Π(s). Note that since the code space is the +1-eigenspace of the stabilisers,
a measurement of their eigenvalues reveals whether a corrupted state is still inside the code
space; however, it cannot reveal which encoded state it is exactly.

Finally, a unitary correction operation C(s) ∈ Pn which depends on the syndrome s is
applied to the post-measurement state. The recovery channel R of a stabiliser code CS ⊂ Hn
is uniquely determined by the choice of a correction map

C : {0, 1}n−k → Pn , s 7→ C(s) ,

i.e., to every syndrome s one associates a Pauli correction C(s) ∈ Pn. More precisely, the
recovery map R incorporates both syndrome measurement and correction such that with
probability p(s) a corrupted state ρ ∈ D(Hn) is transformed as

ρ 7→ p(s)−1C(s)Π(s)ρΠ(s)C(s)†

for the syndrome outcome s. The recovery map hence is

R(ρ) =
∑

s∈{0,1}n−k
C(s)Π(s)ρΠ(s)C(s)† (3.44)

for ρ ∈ D(Hn). Since the error syndrome s is known after the recovery, one may write the
post-recovery state (3.44) as

∑
sC(s)Π(s)ρΠ(s)C(s)† ⊗ |s〉〈s| where the orthogonal projec-

tion |s〉〈s| ∈ B(C2) incorporates the classical information (in contrast to quantum informa-
tion) about the measurement outcome.

For each syndrome s ∈ {0, 1}n−k, one may choose a representative error Es ∈ Pn which
causes this syndrome. Let us partition the coset EsZ(S) into

EsZ(S) =

4k⋃
i=1

EsLiS (3.45)

using Eq. (3.43).

Lemma 3.19. Let CS ⊂ Hn be a stabiliser code for a stabiliser group S ⊂ Pn with a min-
imal set of generators {g1, . . . , gn−k} ⊂ S. Then, the recovery map R determined by these
generators and the correction map s 7→ C(s) is

(i) valid for an error E ∈ Pn, i.e., Eq. (3.37) is satisfied, if and only if C(s)Z(S) = EZ(S)
where s is the syndrome caused by the error E;
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(ii) successful for an error E ∈ Pn, i.e., Eq. (3.38) is satisfied, if and only if E and C(s)
belong to the same coset on the right hand side of Eq. (3.45) where s is the syndrome
of the error E and Es a representative error for s.

�

Proof. A recovery is defined as valid for an error E if it maps back a corrupted state to the
code space. This is the case if C(s) causes the same syndrome as E. But this is exactly the
condition (i).

The recovery is successful if furthermore the recovered state is proportional to the encoded
state. This is the case if the actual error E and the correction operation C(s) have the same
logical effect on the code space (such that the correction undoes the effect of the error): E
and C(s) belong to the same coset on the right hand side of Eq. (3.45). �

In slight abuse of terminology, we use the expression decoding strategy or decoder in the
context of a stabiliser codes, both for the recovery channel R and the correction function s 7→
C(s).

Different decoding strategies

Assume that n − k stabiliser generators g1, . . . , gn−k are fixed. Let s 7→ C(s) be a valid
decoding strategy for a stabiliser code CS (as mentioned before, the choice C(s) is suffi-
cient to define a decoder). Recall the partition of the coset EsZ(S) from Eq. (3.45) into a
disjoint union of subsets EsLiS. For every syndrome s define the quantity Cdec(s) as the
subset Cdec(s) ∈ {EsS ∪ EsL1S ∪ · · · ∪ EsL4k−1S} from Eq. (3.45) such that C(s) ∈ Cdec(s).
It actually does not matter which of the elements C(s) of a coset Cdec(s) one chooses since
they all have equivalent logical action on the code space.

If we consider the performance of a decoder with correction C(s) ∈ Cdec(s) under a proba-
bilistic error model

Nπ(ρ) =
∑
E∈Pn

π(E)EρE†

with error distribution π : Pn → [0, 1], then the average success probability is a measure of its
error tolerance. The average success probability is defined as the probability that a Pauli error
– randomly chosen with respect to the probability distribution π – is successfully corrected
by the decoder. Using the decomposition of cosets from Eq. (3.45) and Lemma 3.19, it is
given by the sum of the probability that E ∈ Cdec(s) over all E, i.e.,

Psuccess =
∑
E

Prob[E ∈ Cdec(s)] =
∑

E∈Cdec(s)

π(E) =
∑

s∈{0,1}m
π(Cdec(s)) . (3.46)

One calls Perr = 1− Psuccess the logical failure probability.

The map s 7→ CML(s) ∈ Cdec(s) which maximises Psuccess is called the maximum likelihood
decoder. Here, for every syndrome s one chooses the coset from the right hand side of
Eq. (3.45) which is most probable given a syndrome s, i.e.,

CML(s) := argmaxA∈{EsS,EsL1S,...,EsL4k−1
S} π(A) .
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Figure 3.4: Circuit presentation of the concatenation of code CA on the outer (top) level and
code CB on the inner (base) level. The recovery of errors from the noise channel N⊗nB is
successful if |ψ〉in = |ψ〉out.

3.4.4 Code concatenation

One possibility to further enhance the noise tolerance is to concatenate several layers of
quantum error correcting codes. One may concatenate one code with itself to improve its
noise tolerance against the one error model it is designed for (cf. Section 3.4.6) or one may
combine different codes on different layers to protect the encoded system against different
noise models. Indeed, the first threshold theorems for quantum fault-tolerance were based
on concatenated codes [95, 2, 97, 99, 91]. A difficulty with this approach is the increasing
complexity of corresponding decoders.

Let us briefly define the concatenation of two codes CA ⊂ HAS and CB ⊂ HBS .

Definition 3.20 (Concatenated code). The concatenated code CAB of an inner code CB ⊂ HBS
and an outer code that satisfies CA ⊂ HAS ∼=

(
HBL
)⊗n

for some n ∈ N is defined by the
combined encoding map

EAB := E⊗nB ◦ EA : D
(
HAL
) EA−→ D (HAS ) E⊗nB−→ D( (HBS )⊗n )

where EB : D(HBL )→ D(HBS ) and EA : D(HAL)→ D(HAS ) are the two encoding maps of CA
and CB, respectively.

If for example CA is the three-qubit bit-flip code and CB is the three-qubit phase-flip code,
then the concatenation with encoding E⊗nB ◦EA encodes one logical qubit into nine qubits and
is designed to protect from both bit flips and phase flips.

Let us describe one example of a recovery of the above defined concatenated code CAB in
more detail, assuming that the two constituent codes have recoveries RA and RB. Fig. 3.4
shows the circuit associated with this error correction procedure of a concatenated code.

It is usually reasonable to assume that the concatenated code CAB undergoes the physical
noise channel

NAB := N⊗nB : D
( (
HBS
)⊗n )→ D( (HBS )⊗n )

which corresponds to the n-fold tensor product of a physical noise channel NB of the inner
code CB. We will start by considering the n-fold tensor product of the inner code CB. IfRB is a
valid recovery for the noise NB, then

(
E†B
)⊗n◦R⊗nB is well-defined on corrupted states N⊗nB (ρ)
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for ρ supported on C⊗nB . Hence, the RB-recovered states are supported on C⊗nB and one can

apply the n-fold inverse encoding map
(
E†B
)⊗n

to them. Define a decoder of the concatenated
code CAB as

E†AB ◦ RAB := E†A ◦ RA ◦
(
E†B
)⊗n ◦ R⊗nB : D

(
HAL
)
→ D

( (
HBS
)⊗n )

.

To investigate under which conditions this defines a valid recovery (in the sense of Defini-
tion 3.15), the recovered state must be supported on CA. This is the case if the recovery RA
is valid for noise channel

NA = (E†B)⊗n ◦ R⊗nB ◦ N
⊗n
B ◦ E⊗nB

which is the n-fold tensor product of the logical noise channel NB := E†B ◦ RB ◦ NB ◦ EB
(cf. Eq. (3.39)) of the inner code CB. Therefore the recovery channel RAB of the concatenated
code is defined as

RAB := E⊗nB ◦ RA ◦
(
E†B
)⊗n
◦ R⊗nB : D

((
HBS
)⊗n)→ D ((HBS )⊗n) .

By definition, it is successful if RAB ◦ NAB(ρ) ∝ ρ for all states ρ supported on CAB.

3.4.5 Topological codes

Let us consider an example for a family of stabiliser codes which is of wide interest, so called
topological codes [30, 92]. They encode k ∈ N logical qubits into n ∈ N physical qubits where
the latter are arranged on a lattice on some N -dimensional surface. The stabiliser generators
are chosen such that different logical operations correspond to topologically distinct closed
loops of lattice edges (more precisely, different non-trivial so-called homology cycles) and
hence the topology of this surface determines the quantum error correction properties of the
associated code. Probably the most famous topological code, the toric code, was introduced
in 1997 by Kitaev [91]. Here, the physical qubits are arranged on a torus (i.e., a two-
dimensional lattice with periodic boundary conditions) constituting a non-trivial topology
in two dimensions. The generalisation to planar lattices with different boundary conditions
gives rise to a new family of quantum error correcting codes, the surface codes [30, 67, 47, 92].

Surface codes are among the most promising architectures for a realistic quantum computer;
see [16, 40, 87, 156] for experiments in this direction.

The square surface code

In the following, we exemplarily discuss a specific variant of surface codes, namely the square
surface code with so-called ‘rough’ left/right boundary conditions and ‘smooth’ top/bottom
boundary conditions. We choose this example of a surface code since we use this code as part
of the surface-GKP code in Chapter 5.

For its construction, consider a square lattice in two dimensions of d×d vertices for some d ∈
N. Then identify the left and right boundaries of the lattice, i.e., fold the lattice on a cylinder.
Cutting open the cylinder vertically (such that the cut intersects horizontal edges but does
not touch vertical edges or vertices) and unfolding results in a lattice that has d2 horizontal
edges and (d − 1)2 vertical edges. One associates a physical qubit with every edge of this
lattice, resulting in d2 + (d− 1)2 physical qubits. Let us denote by v ∈ V the vertices of the
lattice, by e ∈ E its edges and by p ∈ P its regions, which we call plaquettes. Sometimes,
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(b) Examples of single-qubit errors

Figure 3.5: Distance d = 4 square surface code with 25 physical qubits (each represented by
a circle) on the edges of a lattice. This lattice has horizontal edges both at the top/bottom
boundaries as well as at the left/right boundaries. (a) Examples of stabiliser generators which
are either vertex stabilisers Av (in green) or plaquette stabilisers Bp (blue). Logical Z (X)
operators are defined as horizontal (vertical) strings at the top (right) boundary along the
(dual) lattice. (b) A single-qubit Z-error (blue circle) is detected by the two adjacent vertex
stabiliser generators as they give syndrome 1 whereas all other stabiliser generators give
syndrome 0. Similarly, a single-qubit X-error (green circle) causes syndromes 1 on the two
neighbouring plaquette stabilisers.

it might be useful to distinguish the horizontal edges (denoting them as h-edges) and the
vertical edges (denoted as v-edges). Furthermore, let δv and δp denote the set of edges
adjacent to a given vertex v and a plaquette p, respectively.

Generally, the term rough or plaquette-type boundary is used when the left/right boundary
edges are horizontal, and the top/bottom edges are vertical, whereas we speak of smooth or
vertex-type boundaries for vertical edges at the left/right boundary and horizontal edges on
the top/bottom boundary.

The so-called vertex and plaquette operators are defined as

Av :=
∏
e∈δv

Xe , and Bp :=
∏
e∈δp

Ze , (3.47)

for v ∈ V, p ∈ P, cf. Fig. 3.5. One can easily check that they all commute. Hence,

S := 〈Av, Bp | v ∈ V, p ∈ P〉 (3.48)

forms a stabiliser group. The surface code is defined as the stabiliser code CS of (3.48).
With |V| + |P| independent stabiliser generators, the number of encoded logical qubits is
computed to be n− |V| − |P| = d2 + (d− 1)2 − d(d− 1)− d(d− 1) = 1.

The logical operations are elements of the centraliser Z(S) of S inside the Pauli group,
cf. (3.42). More precisely, the quotient group Z(S)/S is equal to the Pauli group P1 of the
logical encoded qubit. One defines the logical X-operator, denoted by X, and the logical Z-
operator as the tensor products of X (Z) operators along the right line (top line) of horizontal
edges of the square lattice, respectively. We note that they anticommute and that they
commute with the stabiliser generators (3.47). The logical Y is defined as Y := iX · Z. The
weight of both X and Z is d. As these are minimal-weight logical operators, the code distance
is d.



84 Chapter 3: Quantum fault-tolerance

Let us compute the computational code space basis |0〉, |1〉. Its two elements are in the
joint +1 eigenspace of the stabilisers Av and Bp, the logical 0-state is furthermore also
invariant under Z. It can be computed by first preparing all physical qubits in the 0-state
and then subsequently applying all stabilisers, i.e., it is

|0〉surface =
1√

2d(d−1)

∏
v∈V

(
I⊗(d2+(d−1)2) +Av

)
|0〉⊗(d2+(d−1)2) .

The logical one |1〉surface is defined similarly.

The syndrome measurement

We consider the standard stabiliser code error correction procedure: The encoded ideal
state ρ ∈ D(Hn) supported on the code space C undergoes a noise channel N : D(Hn) →
D(Hn). Subsequently, the stabiliser generators (3.47) are measured. The measurement out-
come is a syndrome

s = ({sv}v∈V, {sp}p∈P) ∈ {0, 1}|V| × {0, 1}|P|

occurring with probability p(s) := tr(Π(s)N (ρ)) where

Π(s) :=
∏
p∈P

1

2
(I + (−1)spBp)

∏
v∈V

1

2
(I + (−1)svAv) .

The syndromes detect errors in the following sense. In the tuple s one associates a binary
value {0, 1} with every stabiliser generator, where for an X-type stabiliser Av (or a Z-type
stabiliser Bp) the value 1 symbolises that a Y - or Z-type error (or an X- or Y -type error,
respectively) has corrupted one of its neighbouring (physical) qubits. Two examples of this
error detection are given in Fig. 3.5(b).

Surface code decoders

As for all stabiliser codes, a decoding strategy amounts to the choice of a function s 7→ C(s) ∈
Pn that associates a correction operation with every syndrome. The choice of the optimal
decoder (i.e., the one giving the highest success probability) depends on the noise model.

The noise we consider is stochastic Pauli noise on the n physical qubits (cf. Definition 3.2).
Recall the decomposition of the coset

EsZ(S) := EsS ∪ EsXS ∪ EsY S ∪ EsZS (3.49)

from Eq. (3.43) where for every syndrome s we fixed a representative error Es causing s.
Let Cdec(s) be the subset of the right hand side of (3.49) to which C(s) belongs. The average
success probability of a decoder s 7→ C(s) is given by Eq. (3.46), i.e., it is

Psuccess =
∑
E

Prob[E ∈ Cdec(s)] =
∑

E∈Cdec(s)

π(E) ,

where for a syndrome s, Cdec(s) is the subset of the right hand side of (3.49) to which C(s)
belongs and π : Pn → [0, 1] is the probability distribution of the errors (cf. Definition 3.2).



3.4 Quantum error correcting codes of qubit systems 85

For the maximum likelihood (ML) decoder s 7→ CML(s), the correction is chosen as

CML(s) = arg max
A∈{EsS,EsXS,EsY S,EsZS}

π(A) , (3.50)

where ties are broken in an arbitrary manner. This decoder maximises the average success
probability over all decoders. In practice, it is usually very costly to compute the coset
probabilities

π(EsS) , π(EsXS) , π(EsY S) , π(EsZS) (3.51)

from Eq. (3.50). More precisely, the computation of the above coset probabilities usually
involves sums over sets of exponential size. One may search for a decoder which is an efficiently
computable approximation of the ML decoder (cf. Section 5.3.3 on the BSV decoder).

We note that there are also other prominent decoders such as the minimum weight perfect
matching decoder, cf. e.g. the review by Fowler et al. [66] for a detailed description of the
use of a minimum weight perfect matching [55] algorithm for surface code error correction.
Moreover, there are also decoders which are tailored towards specific physically realistic types
of noise.

Error threshold in topological codes

A remarkable feature of toric and surface codes is that by increasing their distance d – i.e.,
the size of the surface/toric code lattice and consequently the number of physical qubits –
the success probability of the error correction procedure grows (up to one) as long as the
physical error rate lies beyond a threshold value.

Let us illustrate this threshold behaviour: To parametrise the noise model by a single pa-
rameter – the physical error rate p – one makes additional assumptions on the noise model,
e.g. one restricts to i.i.d. depolarising noise on all physical qubits, i.e., noise is of the form of
Eqs. (3.6) and (3.8). For now, one assumes that noise is only introduced as memory errors
(characterised by the error rate p in the i.i.d. depolarsing noise) and that the error-correction
process itself is noiseless (in contrast to the considerations given in the next section). Then
the threshold theorem implies that limd→∞ Psuccess(p) → 1 if p < pcrit. As long as p < pcrit,
increasing the code size improves its noise tolerance such that in the limit of an infinite code
the resulting success probability of the code is equal to one. There exist different strategies
to prove this result and to compute the actual threshold value pcrit for different versions of
the toric or the surface code.

For the toric code, simple combinatorial considerations imply an upper bound on the logical
failure probability of the code and thereby one obtains a lower bound for the error thresh-
old of approximately pcrit ≥ 0.027 (cf. Preskill’s lecture notes [134, handwritten notes on
“Toric code recovery, fault-tolerant recovery, fault-tolerant gates”]) or pcrit ≥ 0.037 [47]. This
method uses the fact that every stabiliser generator of the surface code is a product of ei-
ther X or Z operators (on up to four qubits) and therefore the code belongs to the class
of so-called Calderbank-Shor-Steane (CSS) codes [147, 32, 148]. We note that this method
involves rough estimates and thereby only gives a lower bound on the actual error thresh-
old. More precisely, numerical simulations indicate that the error threshold is in fact much
higher. By simulating the toric code error correction procedure, Wang et al. [171] numer-
ically estimated pcrit ≈ 0.155 ± 0.05 for depolarising noise, cf. Eq. (3.8) which corresponds
to the error threshold 2

30.155 = 0.103 for pure X-errors. Similarly for the surface code,
Bravyi, Suchara and Vargo [29] numerically found 0.17 ≤ pcrit ≤ 0.185 for depolarising noise
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and 0.109 ≤ pcrit ≤ 0.11 for pure X- or pure Z-noise. The next section explains that this
behaviour extends to the case when the syndrome measurements are noisy as well.

Note that these above threshold results assume memory-only noise. For error thresholds of
circuit-based noise, we refer to the next paragraph.

3.4.6 Fault tolerance and threshold theorem

The QECC protocols discussed so far in this chapter only consider the corruption of the
encoded states. But in a realistic quantum computer, every part of the computation might
be noisy: errors may also effect the state preparation, the gates used for encoding or decoding
as well as the auxiliary qubits and gates used for the syndrome measurements, the gates of
the computation itself and the measurements to read out the result of the computation: in
summary, all gates and all qubits can be noisy. Of course, this poses additional obstacles on
QECC. To reliably use a quantum computer, such errors must be prevented from propagating
uncontrollably. Protocols that take such errors into account and are able to combat them (in
some asymptotic way) are called fault-tolerant.

In principle, it is possible that the error correction might not be successful when errors
accumulate, the gates and auxiliary qubits are noisy as well, i.e., quantum computers with
imperfect gates and qubits might necessarily fail after a constant number of gate operations
due to noise. But the quantum threshold theorem tells us that – under certain additional, but
reasonable assumptions on the underlying hardware and noise – the opposite is the case. If
the physical error rate per gate and per time step is low enough – i.e., it lies below a constant
threshold value – reliable quantum computation is possible in the following approximate
sense: the actual noisy computation becomes arbitrarily close to the desired (perfect) one
with overhead which is polylogarithmic in the length of the computation. To do this, one has
to encode the whole computation: logical qubits are replaced by encoded qubits, logical gates
by encoded gates and logical measurements by encoded measurements. Historically, Shor
pioneered the study of a recursive re-encoding for fault-tolerant quantum computation [144].
Subsequently, the threshold theorem was shown to hold for a series of different quantum
codes and noise models, independently proven by several authors [2, 3, 97, 99, 98, 91, 8].

There are basically two approaches to construct families of codes that achieve a fault tolerance
error threshold. First one can use concatenations (cf. Section 3.4.4) of QECC, where the
underlying idea is as follows: the underlying idea is the following: If the encoded computation
is less noisy than the unprotected one, then recursively re-encoding the encoded circuit into
itself yields the desired error threshold [8, 38]; see also the review article by Terhal [157]. The
value of the error threshold depends highly on the assumptions, e.g. Knill [94] argued that
the threshold lies above pcrit ≈ 0.03 compared to the estimate of ≈ 10−5 by Stephens and
Evans [151].

The second approach uses topological quantum codes [47, 170, 137]. More precisely, the
threshold behaviour for storage errors and with perfect syndrome measurements (as described
in the above Section 3.4.5) extends to the case of imperfect syndromes. The key insight to
prove this result is to establish a connection between the surface code and the random bond
Ising model [47]. The latter statistical physics model is parametrised by two parameters
in thermal equilibrium: the inverse temperature β and the probability p of individual spins
being antiferromagnetic. In the (β, p)-plane, this model admits a phase transition between an
ordered phase for low temperatures and low p and a disordered phase at high temperatures
and high p. Furthermore, the order can also be destroyed – even at zero temperature – by
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increasing p above a critical value pcrit. This critical values lies where the line separating
the ordered from the disordered phase in the (β, p)-plane (the phase boundary) crosses the
so-called Nishimori line [124] e−2β = p(1− p)−1. By suitably mapping the Ising model to the
lattice of a toric code [47] one finds that the accuracy threshold is determined by the critical
value of p on the Nishimori line. For example for perfect syndrome measurements, the error
threshold corresponds to the zero temperature crossing point – the latter value has been
numerically computed to be pcrit ≈ 0.1094±0.0002 by Honecker et al. [84]. This principle (as
well we as the proof) extends to the case when one allows the syndrome measurement to be
noisy as well. For noisy syndromes, this fault-tolerance threshold value has been estimated to
vary between ≈ 0.0078 [171] and ≈ 0.0075 [137] under different assumptions on the decoder
for pure dephasing noise. Such results are obtained numerically by simulating the error
correction process of larger and larger (in terms of distance) surface codes on a classical
computer; a review article computes the value pcrit ≈ 0.0057 [66]. In both the noisy as well as
the non-noisy syndrome case, there exists a threshold value for the single-qubit errors in the
following sense: As long as p < pcrit increasing the code size improves the success probability,
and if p > pcrit, increasing the code size decreases the success probability of error correction.
As a consequence, information processing in such codes can be implemented fault-tolerantly.

3.5 Continuous variable quantum error correcting codes

Let us consider quantum codes in the bosonic setting. Here, the physical system is infinite-
dimensional, more precisely HS = L2(Rn) for n ∈ N. Generalising Definition 3.14 of a QECC
to the CV setting, a quantum code C is defined by a subspace of this n-mode Hilbert spaceHS .
One can then distinguish two fundamentally distinct cases:

(i) The code space C is infinite-dimensional, i.e., we encode an infinite-dimensional system.
This is called a CV-into-CV encoding.

(ii) The code space C is finite-dimensional, i.e., we encode a finite-dimensional or discrete
variable (DV) system into the bosonic system. Such codes are called DV-into-CV en-
codings.

In both cases, the physical Hilbert space HS is infinite-dimensional. Whereas in the finite-
dimensional multi-qubit case, the Pauli group Pn forms a finite basis of the error set on (C2)⊗n,
this is no longer true in the CV setting. Recall for example that in the CV setup, the
Heisenberg-Weyl group Hn from Eq. (3.10) which forms an analogous error basis contains
uncountably many displacement operators (characterised by continuous variables).

In the first case, one harmonic oscillator mode is encoded into many harmonic oscillator
modes. Such a code is potentially well-suited for CV quantum information processing tasks
since the encoded system is itself a CV system associated with an infinite-dimensional Hilbert
space. Proposals for such CV-into-CV encodings include bosonic analogues of the three, five
and nine qubit codes [27, 110, 28] as well as more advanced schemes [10, 80, 79, 60, 179, 125].
The difficulty of such schemes is that there are fundamental reasons which prohibit their
success when using only Gaussian encodings: even Gaussian errors cannot be corrected by
Gaussian resources only. Different formulations of these no-go results include [169, 123, 69,
56].

The second approach may be practically more advantageous since it is generally easier to
protect a finite number of degrees of freedom than an infinite one. Although the encoded



88 Chapter 3: Quantum fault-tolerance

DV system is not suited for CV quantum information processing tasks – after all, it is finite-
dimensional – this approach might be more powerful than a standard DV-into-DV encoding
and be applied to physical systems which are inherently continuous. Usually, such DV-
into-CV encodings are designed to protect the encoded information against a typical noise
model. Let us mention the most prominent examples of DV-into-CV encodings that are
promising candidates fo experimental realisations. Gottesman, Kitaev and Preskill designed
a family of CV stabiliser codes [71], which are named GKP codes after their inventors.
These codes protect encoded qubit or qudit states – which are superpositions of position and
momentum eigenstates and hence involve an infinite amount of squeezing – against small Weyl
displacement errors, i.e., against Gaussian noise of the form of Eq. (3.11). A different proposal
considers so-called cat code states [39, 105, 115] which are superpositions of coherent states,
more precisely, the equally weighted superpositions of peaked distributions at equidistant
points on a circle in phase space. Depending on a parameter, they protect against small loss
errors and backaction errors. Binomial codes [114] by Michael et al. were designed to protect
against the error set E = {a, a2, . . . , aL, a†, . . . , (a†)G, (a†a), . . . , (a†a)N} for L,G,N ∈ N, i.e.,
against photon gain and losses up to a fixed number. Here, a basis of the code space is
given by superpositions of Fock states with binomial coefficients. A numerical comparison
between these three proposals – where a single-qubit is encoded into a CV system – is given
in [4], showing that under most scenarios the GKP code performs best. Experimentally,
GKP states are difficult to prepare: a preparation proposal [164] uses an atomic ensemble
in a spin-coherent state that is coupled to a squeezed state of light, a more recent one is
build on circuit QED [142]. Approximate GKP states have recently been realised using
superconducting qubits (circuit QED) [33] with a squeezing of 9.5dB and ion traps [65, 46].
In contrast, cat code error correction has already been performed [126] using superconducting
qubits.



4 Higher order dynamical decoupling
of continuous variable systems

This chapter includes results which have been published in the article “Universal Uhrig
dynamical decoupling for bosonic systems” [82] by the author of this thesis and Robert König.

More precisely, this concerns the results in Sections 4.5, 4.6, 4.7, 4.9 and parts of 4.8. The
(proof) ideas of this work were developed in joint discussions between the two authors (Robert
König and Margret Heinze). Margret Heinze mainly conducted the computations and proofs,
i.e., those for Sections 4.5, 4.6.3 4.7, 4.8 and 4.9.1. The two proofs of higher order de-
coherence suppression in 4.6.2 and for the linear terms 4.9.2 were developed and computed
jointly between the two co-authors. We remark that Sections 4.2, 4.8.1 and 4.8.3 contain new
concepts, examples, and results that have not been published.

The idea

Although dynamical decoupling (DD) schemes in finite-dimensional systems are established
tools to noise reduction and have been theoretically extensively studied, there is only little
literature on DD for infinite-dimensional systems. A first publication in this direction anal-
ysed a specific system-environment model [168]. Inspired by this work, Arenz, Burgarth and
Hillier pioneered in 2017 the systematic study of DD of infinite-dimensional systems [12].
They show that in the CV setting, universal dynamical decoupling is not possible in the
same strong sense as in the finite-dimensional case. The reason for this is essentially the
non-compactness of the associated unitary groups in the infinite-dimensional case. More
precisely, no pulse sequence of Gaussian unitary pulses can render the resulting evolution –
i.e., the evolution generated by the decoherence Hamiltonian between the system and the
environment interleaved with the control pulses – act trivially on the system for an arbitrary
decoherence Hamiltonian. However, one may be able to achieve a slightly more modest goal:
for all such quadratic decoherence Hamiltonians it is possible to approximately render the
resulting evolution to be in a tensor product form between system and environment, a pro-
cess referred to as decoherence suppression. And moreover, the system part of this effective
evolution – although not trivial – may be approximately reduced to that of free harmonic
oscillators rotating at the same frequency, a process called homogenisation.

In this sense, there is a crucial difference between DD in the finite-dimensional case and DD
of continuous variable systems. However, in this chapter, we show that both settings also
share several useful properties. More precisely, we investigate and exploit these similarities
to construct novel and highly efficient pulse sequences in the bosonic setting from multi-qubit
DD schemes. We note that the decoherence suppression and homogenisation pulse sequences
constructed in [12] use equidistant pulse timings and homogenise the system evolution at the
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level of symplectic matrices up to first order in the total sequence time. Our schemes use non-
equidistant pulses and are able to achieve any desired suppression order. As the main result
of this chapter, we show that the most efficient higher order finite-dimensional DD schemes,
based on the so-called Uhrig DD [161] scheme, can be translated to the CV setting. The
constructed CV Uhrig decoherence suppression scheme, discussed in Section 4.6, and the CV
nested Uhrig homogenisation scheme, cf. Section 4.8, are remarkably simple, involving only
passive Gaussian unitaries as pulses. Yet, they are highly efficient, using only a polynomial
number (in the suppression order) of passive Gaussian unitary pulses.

Organisation of this chapter

• Section 4.1 recaps previous work on DD for CV systems by Arenz, Burgarth and
Hillier [12]: their impossibility result on universal first order DD in the CV setting
and the concepts of first order decoherence suppression and homogenisation.

• In Section 4.2, we show how to construct first order CV homogenisation schemes from
unitary 1-designs, similarly to the construction of 1-design-DD sequences in Lemma 3.13
for the finite-dimensional setting.

• Section 4.3 introduces the definitions necessary to prove the two main results of this
chapter: we present the noise model and define higher order decoherence suppression
and homogenisation sequences. Here, we extend the definitions of Arenz, Burgarth and
Hillier to capture more general pulse timings and higher suppression orders.

• Section 4.4 is an excursion to the finite-dimensional case. We summarise prior results on
higher order DD on multi-qubit systems, especially the two schemes which are directly
relevant to our constructions: the Uhrig DD and nested Uhrig DD schemes. These are
the most efficient (multi-)qubit DD schemes up to date and hence serve as a starting
point for the novel CV schemes introduced in this thesis.

• Section 4.5 presents a unifying framework for DD which captures both multi-qubit
DD as well as bosonic homogenisation. This idea builds on previous results by Jiang
and Imambekov [86] on the qubit case and extends these results to the CV setting by
analysing the DD properties at the levels of the associated Lie groups and algebra.

• Section 4.6 presents the first central result of this chapter: We introduce an efficient
higher order bosonic decoherence suppression scheme which is deduced from UDD for a
single qubit. We furthermore analyse optimality of the pulse timings in the CV setting,
establishing similar optimality results of the Uhrig DD times as in the qubit setting.

• Section 4.7 relates the Lie algebra and Lie group of m + 1-qubit systems to those
associated with 2m bosonic modes. This construction is not limited to bosonic DD but
it is the key ingredient of the bosonic homogenisation schemes proposed subsequently.

• Section 4.8 presents the second central result of this chapter: the CV nested Uhrig
homogenisation schemes. More precisely, we first introduce a translation of multi-qubit
DD schemes into bosonic homogenisation schemes and then apply this to the multi-
qubit NUDD scheme.

• Section 4.9 discusses two further aspects of the CV decoherence suppression and ho-
mogenisation. We characterise sufficiently low decoupling rates and analyse the per-
formance of the proposed schemes in the presence of decoherence Hamiltonians with
terms that are linear in the mode operators.
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4.1 Prior work on bosonic DD by Arenz, Burgarth and
Hillier

Since we later work on the basis of their definitions and extend their findings, let us summarise
the prior work by Arenz, Burgarth and Hillier [12] on CV DD in this section.

4.1.1 Impossibility of universal DD in infinite dimensions

The authors of [12] establish a no-go result for DD in the infinite-dimensional setting. Using a
simple rank argument they show that for an infinite-dimensional Hilbert space dimHS =∞,
there is no DD set (or DD group) in the sense of Definition 3.10, i.e., there is no finite

group G = {gj}|G|j=1 of unitaries on HS such that

1

|G|

|G|∑
j=1

U †gjMUgj = λMIS for all M ∈ B(HS), (4.1)

where λM ∈ C depends on M .

Let me add two remarks on this result: First, condition (4.1) is a statement on bounded
operators on the system M ∈ B(HS). Many Hamiltonians on CV systems contain unbounded
operators such as the mode operators Q and P . Therefore, the no-go-result implies that even
in the restricted setting of (decoupling of) bounded operators, DD is not possible in the same
(strong) sense as for finite-dimensional systems. Second, this result does not imply that a
group of unitaries may not average out a specific decoherence Hamiltonian. It is still be
possible that there exist subsets H ⊂ B(HS) such that Eq. (4.1) is satisfied for every M ∈ H.
The no-go result only implies that there is no universal DD set for infinite-dimensional
systems. Note that in later work by the same authors together with Facchi [11] this result is
made mathematically more precise by analysing the domain of the (unbounded) Hamiltonian.

This is why the remainder of the article [12] makes two relaxations for defining DD in the
infinite-dimensional setting: First, the right hand side of Eq. (4.1) is relaxed to a weaker
condition referred to as homogenisation (cf. Definition 4.3). Second, the set of considered
decoherence Hamiltonians is restricted to those which are quadratic in the quadrature oper-
ators.

To make the second assumption precise, let decoherence on a system of nS ∈ N modes,
i.e., HS = L2(RnS ), be introduced by a Hamiltonian of the form

Horig =
1

2

2nS+2nE∑
j,k=1

AjkRjRk . (4.2)

Here, E denotes an environment of nE modes, i.e.,HE = L2(RnE ), R the vector of quadrature
operators and A ∈ R(2nS+2nE)×(2nS+2nE) is a symmetric matrix. It is furthermore assumed
that the DD pulses are Gaussian unitaries. In this restricted setup1 – decoherence and pulses
are Gaussian unitaries – the whole analysis can be conducted at the level of symplectic matri-
ces S ∈ Sp(2nS+2nE ,R) on phase space R2nS+2nE . This simplifies the mathematics massively

1Recall from Section 2.2.4 that a Gaussian unitary of the form U = e−
i
2
RTAR is in one-to-one correspon-

dence with the symplectic matrix S = eJA via the relation U†RjU =
∑
k SjkRk.
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since one deals with (symplectic) matrices instead of potentially unbounded operators. As a
consequence,

• instead of the original Hamiltonian (4.2), one considers the matrix JA ∈ sp(2nS +
2nE ,R),

• instead of the (Gaussian) unitary control pulses U1, U2, . . . , U|G| ∈ U(HS) applied at
equidistant times T/|G|, 2T/|G|, . . . , T one considers the associated (according to the
metaplectic representation, cf. Section 2.2.4) symplectic control pulses S1, . . . , S|G| ∈
Sp(2nS ,R) applied at the same times,

• instead of the resulting unitary evolution U res(T ) one analyses the resulting symplectic
evolution

Sres(T ) =
(
S|G| ⊕ I2nE

)
e
T
|G|JA · · · (S2 ⊕ I2nE ) e

T
|G|JA (S1 ⊕ I2nE ) e

T
|G|JA .

Note that we write

B ⊕ C =

(
B 0
0 C

)
for two matrices B ∈ R2nS⊗2nS and C ∈ R2nE⊗2nE . Furthermore, in the right basis when
ordering the quadratures as

RT = (Q1 . . . QnS P1 . . . PnS QnS+1 . . . QnS+nE PnS+1 . . . PnS+nE ) , (4.3)

a tensor product of unitary operators corresponds on the symplectic level to a direct sum of
associated symplectic matrices, e.g. Uk ⊗ IE corresponds to Sk ⊕ I2nE .

The considered framework is similar to that of DD sets (cf. Definition 3.10 from Section 3.3.3

in the finite-dimensional case): For a finite set G = {gj}|G|−1
j=0 ⊂ Sp(2nS ,R) of symplectic

matrices one analyses – in the limit of infinitely fast pulse application – the resulting evo-
lution after application of the pulses Sj = gjg

−1
j−1 to the system at equidistant times jT/|G|

for j = 1, . . . , |G|. The authors show that under these assumptions it is possible to suppress
decoherence and to homogenise the system evolution, two processes that we describe in the
following.

4.1.2 Decoherence suppression

Definition 4.1 (Decoherence suppression). A bosonic pulse sequence achieves decoherence
suppression of system-environment interactions after time t in the limit of infinitely fast
pulse application if there are two symplectic matrices SS ∈ Sp(2nS ,R) and SE ∈ Sp(2nE ,R)
such that

lim
m→∞

(Sres(t/m))m = SS ⊕ SE . (4.4)

When ordering the quadratures in the vectorR as in Eq. (4.3), a resulting symplectic evolution
of the form Sres(t) = SS ⊕ SE for some SS ∈ Sp(2nS ,R), SE ∈ Sp(2nE ,R) corresponds
to a unitary evolution in tensor product form U res(t) = US ⊗ UE for US ∈ U(L2(RnS ))
and UE ∈ U(L2(RnE )). The above definition, Eq. (4.4) does not imply that SS acts trivially
on the system (or respectively US = IS). In this sense it is weaker condition than DD and
corresponds to property (i) for finite-dimensional systems.
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The authors derive a condition on a pulse sequence such that Eq. (4.4) holds. Let G =

{gj}|G|−1
j=0 ⊂ Sp(2nS ,R) be a finite subgroup and consider the pulse sequence of pulses

(gj ⊕ I2nE )(gj−1 ⊕ I2nE )−1 at times Tj/|G| for j = 1, . . . , |G| . (4.5)

At time t after m ∈ N applications of the cycle one finds

(Sres(t/m))m =

( |G|∏
k=1

e
T

m|G| (gk⊕I2nE )−1JA(gk⊕I2nE )
)m

,

In the limit of infinite fast decoupling, this converges to

lim
m→∞

(Sres(t/m))m = et
∑
g∈G(g⊕I2nE )−1JA(g⊕I2nE ) .

We use the relation (g ⊕ I2nE )−1J = J(g ⊕ I2nE )T which holds for all g ∈ Sp(2nS ,R) to
conclude that

lim
m→∞

(Sres(t/m))m = etJ
∑
g∈G(g⊕I2nE )TA(g⊕I2nE ) . (4.6)

The matrix A – when using the ordering of R from (4.3) – can be written in block form as

A =

(
ASS ASE
AES AEE

)
where ASS ∈ R2nS×2nS and AEE ∈ R2nE×2nE are symmetric and ASE ∈ R2nS×2nE , AES ∈
R2nE×2nS are such that ATSE = AES . The exponential in Eq. (4.6) becomes

∑
g∈G

(g ⊕ I2nE )TA(g ⊕ I2nE ) =

(∑
g∈G g

TASS g
∑

g∈G g
TASE∑

g∈G ASE g AEE

)
. (4.7)

Since J = JnS ⊕ JnE is block-diagonal, Eq. (3.20) holds if the off-diagonal terms in Eq. (4.7)

1

|G|
∑
g∈G

AES g

vanish. This results in the following definition of a group achieving decoherence suppression
in the limit.

Definition 4.2 (First order decoherence suppression for bosonic systems). A decoherence sup-
pression group for nS ∈ N system modes and nE ∈ N environment modes is a finite sub-
group G ⊂ Sp(2nS ,R) such that ∑

g∈G
g = 02nS . (4.8)

We have just shown that if G is a decoherence suppression group in the sense of Definition 4.2,
then the deduced pulse sequence from Eq. (4.5) achieves decoherence suppression in the DD
in the limit of infinitely fast pulse application, i.e., it satisfies Eq. (4.4): This is a simple
consequence of inserting Eq. (4.8) into Eq. (4.7).

It is easy to see that the two-element group G = {I2nS ⊕ I2nE ,−I2nS ⊕ I2nE} = {±I2nS+2nE}
satisfies condition (4.8) and hence achieves decoherence suppression such that in the limit of
infinitely fast pulse application

lim
m→∞

(Sres(t/m))m = eJ
∑
g∈G(gTASSg)⊕AEE = eJnSASS ⊕ eJnEAEE .
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4.1.3 Homogenisation

The authors show that there is actually no group of symplectic matrices which achieves SS =
IS in Eq. (4.4) for all quadratic Hamiltonians. However, a weaker but nevertheless useful
condition may hold: homogenisation. They assume that system and environment are origi-
nally decoupled, i.e., A = ASS ⊕AEE where ASS ∈ R2nS×2nS in the original evolution. Since
all considered matrices act non-trivial on the system only, it is convenient to consider the
system only and drop the environment, i.e, Sres(T ) ∈ R2nS×2nS .

Definition 4.3 (Homogenisation). A bosonic pulse sequence achieves homogenisation of the
system with nS ∈ N modes after time t in the limit infinitely fast pulse application if – under
the assumption that system and environment are originally decoupled, i.e., A ∈ R2nS×2nS

– there are two constants c1, c2 ∈ R such that

lim
m→∞

(Sres(t/m))m = c1I2nS + c2J . (4.9)

Here, again, the authors derive a condition on the group of pulses such that Eq. (4.9) holds.

Consider a finite group G ⊂ Sp(2nS ,R). Then the resulting symplectic evolution after a single
cycle of application of the pulses gjg

−1
j−1 at times Tj

|G| for j = 1, . . . , |G| is given by

Sres(T ) =

|G|∏
j=1

g−1
j e

T
|G|JAgj =

|G|∏
j=1

e
T
|G|g

−1
j JAgj .

At time t after m ∈ N applications of this cycle it is

(Sres(t/m))m =

 |G|∏
j=1

e
T

m|G|g
−1
j JAgj

m

,

which converges in the limit m→∞ to

lim
m→∞

(Sres(t/m))m = etJ
∑
g∈G g

TAg , (4.10)

where we used again that g−1J = JgT .

Definition 4.4 (Homogenisation group). A homogenisation group for nS ∈ N system modes
is a finite subgroup G ⊂ Sp(2nS ,R) such that

1

|G|
∑
g∈G

gTAg = cAI2nS , (4.11)

for some cA ∈ R depending on A.

Let G be a homogenisation group. Then by insertion of Eq. (4.11) into Eq. (4.10)

lim
m→∞

(Sres(t/m))m = etcAJ = cos(tcA)I2nS + sin(tcA)JnS ,

one achieves homogenisation in the limit of infinitely fast pulse application.

They show in Theorem 3 of their article that the group G = 〈I2 ⊗ O(nS ,Z), J〉 forms a
homogenisation group for nS ∈ N modes.
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In the remainder of their work [12], Arenz, Burgarth and Hillier construct random bosonic
pulse sequences – where elements of the decoherence suppression/homogenisation group are
chosen at random with respect to the Haar measure – and numerically analyse their perfor-
mance.

4.2 First order homogenisation from unitary 1-designs

In this section, we construct novel first order bosonic homogenisation schemes in the sense
of Definition 4.4. More precisely, they are build from unitary 1-designs (cf. Definition 3.12)
similarly to the construction of DD pulse sequences in the finite-dimensional setting from
unitary 1-designs (cf. Lemma 3.13). In order to do so, the isomorphism

η : U(n)→ Sp(2n,R) ∩O(2n,R) , η(U) :=

(
Re(U) −Im(U)
Im(U) Re(U)

)
(4.12)

between the unitary group and the orthogonal symplectic group proves to be a useful tool
since it maps unitaries on Cn to symplectic orthogonal matrices on R2n. It may therefore
be used to assign homogenisation pulses on 2n bosonic modes to unitary operators on Cn:
we apply the map (4.12) to elements of a unitary 1-design on log2(n) qubits. To this end,
consider a unitary 1-design X = {x1, . . . , xL} for U(n) which satisfies that xL = I. Recall
from Section 3.3.3 that on the finite-dimensional system Cn it defines a pulse sequence via

{jT/L}Lj=1 , {xjx†j−1}
L
j=1 ,

where one sets x0 := xL. By Lemma 3.13, this pulse sequence achieves first order dynamical
decoupling which is guaranteed by the property

1

L

∑
x∈X

x†Hx =
tr(H)

n
In for every H ∈ Cn×n (4.13)

of elements of the unitary 1-design X. Here, we show that a similar argument can be made
in the CV setting to deduce a homogenisation group on the phase space R2n from a unitary
1-design.

Theorem 4.5 (Homogenisation from 1-designs). Let X = {x1, . . . , xL} be a unitary 1-design
for U(n) and let η be the isomorphism from Eq. (4.12). Then the set

G := {η(x) | x ∈ X} ∪ {Jη(x) | x ∈ X}

satisfies
1

|G|
∑
g∈G

gTAg =
tr(A)

2n
for all A = AT ∈ R2n×2n , (4.14)

i.e., it is a homogenisation group in the sense of Definition 4.4. �

Proof. Let us check the homogenisation condition (4.14). Insertion of the set G into the left
hand side of (4.14) gives

1

|G|
∑
g∈G

gTAg =
1

2|X|
∑
x∈X

(
η(x)TAη(x) + η(x)TJTAJη(x)

)
(4.15)
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where |G| = 2|X|. To further compute this quantity, let us write the matrix A as

A =

(
A11 A12

A21 A22

)
where A11, A22 ∈ Rn×n are symmetric and AT12 = A21 ∈ Rn×n. To shorten notation, we
introduce the two quantities Rx := Re(x) and Ix := Im(x) for the real and imaginary part
of the unitary 1-design element x ∈ X, respectively. The summands in Eq. (4.15) can be
directly computed: one has

η(x)TAη(x) =

(
RTx ITx
−ITx RTx

)(
A11 A12

A21 A22

)(
Rx −Ix
Ix Rx

)
=

((
η(x)TAη(x)

)
11

(
η(x)TAη(x)

)
12(

η(x)TAη(x)
)

21

(
η(x)TAη(x)

)
22

)
,

where
(
η(x)TAη(x)

)
21

=
(
η(x)TAη(x)

)T
12

due to the symmetry of A and the remaining three
submatrices are(

η(x)TAη(x)
)

11
= RTxA11Rx + RTxA12Ix + ITxA21Rx + ITxA22Ix ,(

η(x)TAη(x)
)

12
= −RTxA11Ix + RTxA12Rx − ITxA21Ix + ITxA22Rx ,(

η(x)TAη(x)
)

22
= ITxA11Ix − ITxA12Rx − RTxA21Ix + RTxA22Rx ,

(4.16)

and similarly

η(x)TJTAJη(x) =

(
ITx −RTx
RTx ITx

)(
A11 A12

A21 A22

)(
Ix Rx
−Rx Ix

)
=

((
η(x)TJTAJη(x)

)
11

(
η(x)TJTAJη(x)

)
12(

η(x)TJTAJη(x)
)

21

(
η(x)TJTAJη(x)

)
22

)
,

where again
(
η(x)TJTAJη(x)

)T
12

=
(
η(x)TJTAJη(x)

)
21

and where(
η(x)TJTAJη(x)

)
11

= ITxA11Ix − ITxA12Rx − RTxA21Ix + RTxA22Rx ,(
η(x)TJTAJη(x)

)
12

= ITxA11Rx + ITxA12Ix − RTxA21Rx − RTxA22Ix ,(
η(x)TJTAJη(x)

)
22

= RTxA11Rx + RTxA12Ix + ITxA21Rx + ITxA22Ix .

(4.17)

To further compute the quantity (4.15), one may use the 1-design property (4.13) of X. It
particularly implies that the design average

∑
x x
†Hx over real matrices H ∈ Rn×n must be

proportional to the identity with a real number constant (the trace of a real matrix is real).
Hence, together with the decomposition

x†Bx = (RTx − iITx )B(Rx + iIx) = RTxBRx − iITxBRx + iRTxBIx + ITxBIx

one finds that for every real matrix B ∈ Rn×n

1

|X|
∑
x∈X

(
RTxBIx − ITxBRx

)
= Im

(∑
x∈X

x†Bx

)
= 0 ,

1

|X|
∑
x∈X

(
RTxBRx + ITxBIx

)
= Re

(∑
x∈X

x†Bx

)
=

tr(B)

n
In .

(4.18)
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The first line holds since the considered matrices B are real valued and hence have a real
trace. In summary, inserting the entries from Eqs. (4.16) to (4.17) and Eqs. (4.18) into
Eq. (4.15) becomes

1

|G|
∑
g∈G

gTAg =
1

2|X|

(∑
x(x†A11x+ x†A22x) 0

0
∑

x(x†A11x+ x†A22x)

)
=

1

2|X|
tr(A)I2n .

�

With this result one may construct first order bosonic homogenisation schemes: any first
order DD scheme on a qunit with L pulses (forming a unitary 1-design X ⊂ U(n)) is trans-
formed into a first order homogenisation scheme with 2L Gaussian unitary pulses for n
bosonic modes. Note that these bosonic pulses are passive since their associated symplectic
matrices {η(x)}x∈X are orthogonal. For example, in the case of k qubits, i.e., if n = 2k, a
unitary 1-design consists of n2 = 22k = 4k unitary pulses and can be associated to a first
order homogenisation scheme on n = 2k modes where the latter uses 2n2 = 2 · 4k passive
Gaussian pulses.

4.3 Higher order decoherence suppression and homo-
genisation of CV systems

In this section, we define the decoherence model and the concepts of higher order decoherence
suppression and homogenisation schemes.

4.3.1 Noise and pulse sequences on the symplectic level

Quadratic Hamiltonians and Gaussian unitary pulse sequences

We consider a bosonic system consisting of nS ∈ N modes which interacts with an environment
of nE ∈ N modes with joint Hilbert space

H = HS ⊗HE where HS = L2(R2nS ), HE = L2(R2nE ) .

More precisely, assume that this interaction is quadratic in the mode operators, i.e., described
by the Hamiltonian

Horig(t) =
1

2

2n∑
j,k=1

Ajk(t)RjRk (4.19)

where for every time t ∈ [0, T ], the matrix A(t) ∈ R2n×2n is symmetric, n := nS + nE
denotes the total number of bosonic modes and R is a vector of length 2n containing the
mode operators Qi and Pi in a suitable order. Let us mention that we will analyse the slightly
more general case of at most quadratic terms, i.e., quadratic and linear terms, in Section 4.9.2.

The class of quadratic Hamiltonians (4.19) is ubiquitous in quantum optics. It is common
to characterise CV Hamiltonians according to their powers of the field operators a and a†,
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where those which are at most quadratic in the field operators describe linear optics. Such
Hamiltonians generate unitaries which include single-mode phase rotations, beam splitters
and squeezing operations (Gaussian unitaries, cf. Section 2.2.4). Since the terms with lower
orders in the field operators a and a† usually dominate the error sources, it is reasonable and
practically relevant to focus on decoherence caused by Hamiltonians of the form of (4.19).
A Hamiltonian of the form (4.19) generates dilations of Gaussian unitary channels on the
system (cf. Section 2.2.5), i.e., such that a system state ρS ∈ D(L2(RnS )) evolves as

ρS(t) = trE

[
Uorig(0, t)(ρS ⊗ ρE)Uorig(0, t)†

]
for t ∈ [0, T ]

for a (typically Gaussian) environment state ρE . Here, Uorig(s, t) denotes the evolution gener-
ated by the original Hamiltonian (4.19) from time s to time t. Dilations of Gaussian unitaries
include specifically the following noise channels on the system: the thermal noise channel,
the attenuation channel and the amplification channel. Besides quantum optics, there are
also other systems for which quadratic Hamiltonians (4.19) provide good approximations of
typical decoherence processes in suitable parameter regimes. These systems include atomic
ensembles [119], ion traps [106] and opto- and nanomechanical resonators [131, 180].

Let a pulse sequence on this system be given by the pair of times {tj}Lj=1 such that 0 ≤ t1 <
· · · < tL ≤ T and Gaussian unitary pulses {Uj}Lj=1 ⊂ U(L2(RnS )) acting on the system. The
goal is to analyse the resulting evolution

U res(T ) := Uorig(tL, T )(UL ⊗ IE) · · ·Uorig(t1, t2)(U1 ⊗ IE)Uorig(0, t1)

after time T , where the evolution under the uncontrolled original Hamiltonian is interleaved
with the Gaussian unitary pulses. We ask whether U res(T ) approximately achieves decoher-
ence suppression, i.e., U res(T ) ≈ US ⊗ UE for some US ∈ U(L2(RnS )) and UE ∈ U(L2(RnE )),
or homogenisation, i.e., US ≈ eiωH0 for H0 from Eq. (2.40) for some ω ∈ R.

Pulse sequences at the symplectic level

Since all unitaries considered are Gaussian, the above analysis may be conducted at the level
of the symplectic group Sp(2nS + 2nE ,R) and its associated Lie algebra sp(2nS + 2nE ,R),
respectively, (cf. Definition 2.29 for a definition of these sets). For convenience, we fix the
ordering of the mode operator in the vector R to be given by

RT = (QS1 , Q
S
2 , . . . , Q

S
nS
, PS1 , P

S
2 , . . . , P

S
nS
, QE1 , Q

E
2 , . . . , Q

E
nE
, PE1 , P

E
2 , . . . , P

E
nE

) , (4.20)

where QSj denotes the position quadrature of the jth system mode and QEk the position
quadrature of the kth environment mode for j = 1, . . . , nS and k = 1, . . . , nE , respectively.
The momentum operators PSj and PEk are defined similarly. In this convention the matrix J ,
which is defined by the relation [Rj , Rk] = iJjkI2nS+2nE for j = 1, . . . , nS and k = 1, . . . , nE ,
is of the block-diagonal matrix form

J := JnS ⊕ JnE =


0 InS 0 0
−InS 0 0 0

0 0 0 InE
0 0 −InE 0

 . (4.21)

The original evolution Uorig(t, s) generated by Horig(t) translates at the symplectic level to
its associated symplectic evolution Sorig(t, s) generated by an original generator Xorig(t) ∈
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sp(2nS + 2nE ,R) for t ∈ [0, T ]. Recall that by the relation between symplectic matrices and
Gaussian unitaries (cf. Section 2.2.4), such a generator Xorig(t) is in one-to-one correspon-
dence with the Hamiltonian (4.19) via the equation

Xorig(t) = JA(t) for t ∈ [0, T ] , (4.22)

where J is the matrix from Eq. (4.21) and A(t) is the symmetric matrix from Eq. (4.19).

Throughout this chapter, we consider decoherence introduced by quadratic Hamiltonians with
analytic time-dependence: Let us list the corresponding assumptions on the generator Xorig.

Definition 4.6 (Noise model). An original generator Xorig : [0, T ] → sp(2nS + 2nE ,R) has
analytic time dependence if for any t ∈ [0, T ] it is given by a matrix of the form

Xorig(t) =
∞∑
r=0

Xorig
r tr for t ∈ [0, T ] ,

where for every r ∈ N0 there exists Xorig
r ∈ R(2nS+2nE)×(2nS+2nE). The evolution Sorig

generated by Xorig is called the (symplectic) original evolution.

In the case that Xorig is not time-dependent, the original evolution Sorig : [0, T ]→ Sp(2nS +
2nE ,R) is the one-parameter group of symplectic matrices generated by Xorig. However,
if Xorig depends on time, then we write Sorig(t, s) to denote the time evolution under Xorig

between s and t.

One may define the notion of a pulse sequence at the symplectic level. A pulse sequence of
Gaussian unitaries translates to a pulse sequence at the symplectic level as(

{tj}Lj=1, {Uj}Lj=1

)
←→

(
{tj}Lj=1, {Sj}Lj=1

)
.

Here, one employs the same pulse times tj and every Gaussian unitary Uj is replaced by its
associated symplectic matrix Sj ∈ Sp(2nS ,R).

Definition 4.7 (CV Pulse sequence). A (CV) pulse sequence for a system with nS ∈ N
bosonic modes is given by a tuple

({tλ}λ∈Λ, {Sλ}λ∈Λ) ,

where Λ := {λ1, . . . , λL} is a set of indices with an ordering induced by the pulse times tλ
such that 0 ≤ tλ1 < tλ2 < · · · < tλL ≤ T and where Sλ ∈ Sp(2nS ,R) for every λ ∈ Λ.
The latter are called the bosonic pulses which satisfy that for every j = 1, . . . , L there is a
matrix Xλj ∈ sp(2nS ,R) such that Sλj = e

Xλj and furthermore that

L∏
j=1

Sλj = I2nS . (4.23)

We note that the different notation for labelling the pulses, where we choose a general in-
dex set Λ instead of {1, . . . , L}, will prove useful in the context of nested Uhrig DD and
homogenisation.
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The control generator associated to a CV pulse sequence from Definition 4.7 is defined as

Xcontrol(t) =

Kt∑
j=1

δ(t− tλj )(Xλj ⊕ 02nE ) for t ∈ [0, T ] ,

where the matrix Xλj ∈ sp(2nS ,R) exponentially generates the pulse Sλj = e
Xλj for j =

1, . . . , L, and where

Kt := max{j = 1, . . . , L | tλj ≤ t} . (4.24)

Furthermore, we write BS ⊕ BE = diag(BS , BE) for the two matrices BS ∈ R2nS×2nS

and BE ∈ R2nE×2nE . As a consequence, the (symplectic) control evolution

Scontrol : [0, T ]→ Sp(2nS + 2nE ,R) , Scontrol(t) :=

Kt∏
j=1

Sλj ⊕ I2nE ,

is given by the product of the symplectic pulses up to the considered time t.

Analysis of bosonic pulse sequences

Let us present the strategy how we analyse the decoherence suppression and homogenisation
properties of such bosonic pulse sequences at the symplectic level. Let Xorig(t) as in Defi-
nition 4.6 be given. After application of a pulse sequence from Definition 4.7, the resulting
symplectic evolution Sres(T ), generated by Xorig(t) +Xcontrol(t), is defined as

Sres(T ) :=

[ L∏
j=1

Sorig(tλj+1
, tλj )(Sλj ⊕ I2nE )

]
Sorig(tλ1 , 0) . (4.25)

Here tλL+1
:= T . Throughout this chapter, we construct CV pulse sequences and analyse

their effect on this resulting evolution Sres(T ). In order to do so, it is convenient to write the
matrices in block from, i.e., to separate them into a system and environment part. In this
block form, the original generator is given by

Xorig(t) =

(
XSS(t) XSE(t)
XES(t) XEE(t)

)
, (4.26)

for t ∈ [0, T ]. A matrix of the form (4.26) is a symplectic generator, i.e., an element of sp(2nS+
2nE ,R), if and only if the above block matrices satisfy the equations

JTSXSS(t) = XSS(t)TJS ⇔ XSS(t) ∈ sp(2nS ,R) ,

JTSXSS(t) = XSS(t)TJS ⇔ XEE(t) ∈ sp(2nE ,R) ,

JTEXES(t) = XSE(t)TJS .

This follows from the symmetry of the matrix A to which Xorig is related by Eq. (4.22).

Similar to finite-dimensional DD, we change into the interaction picture associated with the
control evolution, the so-called toggling frame: the toggling frame generator is given by

Xtf(t) := Scontrol(t)−1Xorig(t)Scontrol(t) =

(
P (t)−1XSS(t)P (t) P (t)−1XSE(t)

XES(t)P (t) XEE(t)

)
(4.27)
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for the submatrices from Eq. (4.26) and where

P (t) =

Kt∏
j=1

Sλj

is the product of all pulses up to time t. It generates the toggling frame evolution

Stf(T ) :=
∞∑
k=1

∫ T

0

∫ s1

0
· · ·
∫ sk−1

0
Xtf(sk) . . . X

tf(s2)Xtf(s1) dsk . . . ds2ds1 (4.28)

at time T . The analytic time dependence of Xorig(t) furthermore implies that for every r ∈ N0

there exist XBC,r ∈ R2nB×2nC for B,C ∈ {S,E} such that

XBC(t) =
∞∑
r=0

XBCt
r .

As a consequence, the toggling frame evolution (4.28) can be computed

Stf(T ) =

∞∑
k=1

∫ T

0
· · ·
∫ sk−1

0

(
P (sk)

−1
∑∞

r=0XSS,r s
r
kP (sk) P (sk)

−1
∑∞

r=0XSE,r s
r
k∑∞

r=0XES,r s
r
kP (sk)

∑∞
r=0XEE,r s

r
k

)
· · ·
(
P (s1)−1

∑∞
r=0XSS,rs

r
1 P (s1) P (s1)−1

∑∞
r=0XSE,rs

r
1∑∞

r=0XES,rs
r
1P (s1)

∑∞
r=0XEE,rs

r
1

)
dsk . . . ds1.

(4.29)

One may expand Stf(T ) in a Dyson power series, i.e., in orders of the total sequence time T .
Since the relation (4.23) implies that Stf(T ) = Sres(T ), this Dyson expansion of the toggling
frame evolution corresponds to the one of the resulting evolution Sres(T ). We note that this
strategy – changing to the toggling frame and compute the corresponding Dyson series –
resembles the one that we apply in the context of multi-qubit DD.

Let us furthermore argue why the block-diagonal form of matrices, i.e., the ordering from
Eq. (4.20), where we separated the system quadratures in the first 2nS entries from the ones
related to the environment in the last 2nE entries, is a suitable choice. A block-diagonal SS⊕
SE at the level of symplectic matrices corresponds a decoupled unitary evolution U ⊗ V
for U ∈ U(HS) and V ∈ U(HE) involving no interaction of the system and the environment,
where U and V are Gaussian unitaries that corresponds to the symplectic matrices S and
SE , respectively, according to the metaplectic representation (2.37) (cf. Definition 2.30).

4.3.2 Higher order decoherence suppression

As discussed by Arenz, Burgarth and Hillier [12], one may investigate the two concepts of
decoherence suppression and homogenisation separately. Let us first consider decoherence
suppression of system-environment interactions: This is achieved by a pulse sequence if sys-
tem and environment (approximately) do not interact with each other.

At the symplectic level, exact decoherence suppression after time T is achieved if the resulting
symplectic evolution if of the form

Sres(T ) = Sres
SS ⊕ Sres

EE ,

for some Sres
SS ∈ Sp(2nS ,R) and Sres

EE ∈ Sp(2nE ,R). This is equivalent to the existence of an
effective generator Xeff ∈ sp(2nS + 2nE ,R) of the form

Xeff = XSS ⊕XEE such that Sres(T ) = eTX
eff
, (4.30)
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for some XSS ∈ sp(2nS ,R) and XEE ∈ sp(2nE ,R). Using the ordering of the mode operators
from (4.20), this implies that the generator involves no terms coupling the system mode
operators with those of the environment. Let us define the notion of approximate decoherence
suppression up to a certain order N in T as follows.

Definition 4.8 (Higher order decoherence suppression). Consider a bosonic system of nS ∈ N
modes and an environment of nE ∈ N modes. Let Xorig : [0, T ] → sp(2nS + 2nE ,R) have
analytic time-dependence, cf. Definition 4.6.

A CV pulse sequence ({tλ}λ∈Λ, {Sλ}λ∈Λ) (cf. Definition 4.7) achieves universal N th order
decoherence suppression after time T > 0 if and only if for every Xorig satisfying the above
assumptions, there are SSS ∈ Sp(2nS ,R) and SEE ∈ Sp(2nE ,R) such that∥∥∥∥Sres(T )−

(
SSS 0

0 SEE

)∥∥∥∥ = O(TN+1) , (4.31)

where Sres(T ) is the resulting evolution from Eq. (4.25).

A pulse CV sequence may also be non-universal, i.e., we say that it achieves Nth order
decoherence suppression of the original evolution generated by Xorig if there are SSS ∈
Sp(2nS ,R) and SEE ∈ Sp(2nE ,R) such that Eq. (4.31) is satisfied, where Sres(T ) is given
by (4.25) and Sorig is generated by this Xorig. We note that in Theorem 4.8 and throughout
this chapter, we use the Frobenius norm which is defined as ‖B‖ :=

√
tr(B†B) for a matrix B.

When analysing whether property (4.31) is satisfied for a given pulse sequence, we will proceed
similarly as in the finite-dimensional case where we considered unitaries. At the symplectic
level, we analyse whether the toggling frame evolution Stf(T ) from Eq. (4.28) is approximately
(up to order N in T ) of a direct sum form, i.e., whether its off-diagonal blocks Stf

SE(T )
and Stf

ES(T ) vanish up to order N in T .

At the level of unitaries and Hamiltonians, exact decoherence suppression, i.e. Eq. (4.30),
translates to the existence of an effective Hamiltonian Heff of the form

Heff = HS ⊗ IE + IS ⊗HE such that U res(T ) = e−iTH
eff

= e−iTHS ⊗ e−iTHE ,

where HS ∈ Lsa(HS) and HE ∈ Lsa(HE) and where these quantities are related to the
symplectic generator Xeff = JAeff via Heff = 1

2

∑2nS+2nE
j,k=1 Aeff

jkRjRk.

In Section 4.6.2, we construct pulse sequences which achieve Nth order universal decoherence
suppression.

4.3.3 Higher order homogenisation

As previously discussed (cf. the work by Arenz, Burgarth and Hillier [12] and the discussion
thereof in Section 4.3.2), homogenisation can be analysed in the context of an already de-
coupled system-environment evolution, i.e., when system and environment are assumed to
not interact with each other. Conceptually, this simplifies the analysis of homogenisation and
allows to study decoherence suppression and homogenisation separately. Practically, one may
still achieve a homogenised system evolution of an originally non-decoupled one by combining
decoherence suppression and homogenisation schemes, more precisely, by concatenating one
into the other, what is explained in more detail after the definition.
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But first recall that by homogenisation of an evolution, we mean that the resulting symplectic
evolution is reduced to that of non-interacting harmonic oscillators, which all rotate at the
same averaged frequency. More precisely, exact homogenisation is achieved if

Sres(T ) = eωJnS ⊕ SEE (4.32)

for some ω ∈ R and SEE ∈ Sp(2nE ,R). Approximate homogenisation of an already decoupled
evolution is defined as follows.

Definition 4.9 (Higher order homogenisation). Consider a system of nS ∈ N modes and
an environment of nE ∈ N modes. Assume that the system is already decoupled from the
environment, i.e., the original generatorXorig : [0, T ]→ sp(2nS+2nE ,R) from Definition 4.6
satisfies

XSE(t) = XES(t) = 0 for t ∈ [0, T ] , (4.33)

when written in the block form of Eq. (4.26).

A CV pulse sequence ({tλ}λ∈Λ, {Sλ}λ∈Λ) (cf. Definition 4.7) achieves universal N th or-
der homogenisation after time T > 0 if and only if for every Xorig satisfying the above
assumptions there are c1, c2 ∈ R such that

‖Sres
SS(T )− c1I2nS − c2J2nS‖ = O(TN+1) , (4.34)

where Sres
SS ∈ Sp(2nS ,R) is the system part of Sres(T ) = Sres

SS(T )⊕Sres
EE(T ) for the resulting

evolution from Eq. (4.25) and where Sres
EE ∈ Sp(2nE ,R) is the its environment part.

Similar to decoherence suppression, one may drop the notion of universality, i.e., a pulse
sequence achieves homogenisation up to order N in T for a specific original generator Xorig

if for this Xorig there are c1, c2 ∈ R such that Eq. (4.34) is satisfied. Furthermore, by the
assumption (4.33) on the original generator Xorig, every CV pulse sequence achieves that the
resulting evolution is of block form Sres(T ) = Sres

SS(T ) ⊕ Sres
EE(T ) since the pulses act on the

system only.

Let us briefly argue that the resulting evolution of an Nth order homogenisation scheme is
close to an evolution of the form (4.32). Let an Nth order homogenisation scheme be given.
By construction Sres(T ) is symplectic and using (4.34), this implies that there are c1, c2 ∈ R
such that ‖(c2

1 + c2
2)JnS − JnS‖ = O(TN+1) and hence these constants satisfy c2

1 + c2
2 = 1 + ε

where ε = O(TN+1). Then we can choose ω such that

cos(ωT ) =
c1√
1 + ε

and sin(ωT ) =
c2√
1 + ε

.

Direct computation shows that ‖c1I2nS +c2JnS‖ =
√

2nS
√

(c2
1 + c2

2) which we use to compute∥∥(c1I2nS + c2JnS )− eωTJnS
∥∥ = ‖c1I2nS + c2JnS − cos(ωT )I2nS − sin(ωT )JnS‖

=

∣∣∣∣1− 1√
1 + ε

∣∣∣∣ ‖c1I2nS + c2JnS‖

= O

(
|1− 1√

1 + ε
| ·
√
c2

1 + c2
2

)
= O

(
|1− 1√

1 + ε
| ·
√

1 + ε

)
= O(ε) .

As a consequence, Sres(T ) is equal to eωJnS for some ω ∈ R up to order N in T .
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Note that at the Hamiltonian level, the assumption (4.33) that system and environment do
not interact with each other is equivalent to

Horig(t) = HS(t)⊗ IE + IS ⊗HE(t) for t ∈ [0, T ] ,

where HS(t) and HE(t) are quadratic system and environment Hamiltonians, respectively.
Moreover, exact homogenisation in the form of Eq. (4.32) corresponds to

U res(T ) = e−iωH0T ⊗ UE (4.35)

for some UE ∈ U(HE), for ω ∈ R and where H0 = 1
2

∑nS
j,k=1(Q2

j + P 2
j ) is the free oscillator

Hamiltonian on all system modes. It is obvious that a decoupled and homogenised evolution
of the form of Eq. (4.35) does not couple system and environment, and furthermore neither the
different system modes nor the different eigenspaces of the free oscillator Hamiltonian H0;
more precisely, such an evolution provides decoherence-free subspaces (cf. Definition 3.6)
where the eigenspaces of H0 can be used to encode logical qubits. A state |ψ〉 which is fully
supported at the level k ∈ N eigenspace of H0 of a specific mode, can only be altered by as
the unitary |ψ〉 7→ e−iωkT |ψ〉 and the recovery can be chosen as eiωkT I.

An Nth order decoherence suppression scheme and a homogenisation scheme of the same
order can be combined by concatenation: In between every pulse application of the latter
scheme, one does not let the system and the environment evolve freely under the decoherence
Hamiltonian but instead, one applies a decoherence suppression scheme. Then, one achieves
a decoupled and homogenised evolution (4.32) up to order N in the total sequence time of
the outer homogenisation scheme T for any original generator in the sense of Definition 4.6.

In Section 4.8.3, we construct higher order homogenisation schemes from multi-qubit DD
schemes.

4.4 Prior work on higher order DD in finite dimensions

Let us return to DD in the finite-dimensional case for this section. Here, we recap prior
work on pulse sequences which achieve higher order DD for qubit and multi-qubit systems
(in the sense of Definition 3.9), starting with concatenated DD in Section 4.4.1 and then
presenting Uhrig and Nested Uhrig DD in Sections 4.4.2 and 4.4.3, respectively. These two
latter (multi)-qubit pulse sequences are the ones which are used as a starting point of the
CV schemes proposed later in Sections 4.6 and 4.8.

4.4.1 Concatenated dynamical decoupling

Consider a single qubit system with Hilbert space HS = C2. Recall the first order universal
decoupling pulse sequence fXfZfXfZ as described in Section 3.3.3, Eq. (3.36). Starting from
this scheme, Khodjasteh and Lidar [88] introduced a technique to deduce an Nth order DD
scheme from this for an arbitrary higher decoupling order N ∈ N; It is called Concatenated
Dynamical Decoupling (CDD).

The central idea is to recursively embed the first order pulse sequence into itself. With
each embedding, one higher DD order is achieved. Define the first order scheme as p1 :=
f0Xf0Zf0Xf0Z where f0 = Uorig (T/4) = e−iH

origT/4 is the system’s uncontrolled evolution
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between pulses. The N -time concatenated pulse sequence is pN where the kth nesting level
is recursively defined as

pk := pk−1Xpk−1Zpk−1Xpk−1Z where p0 := f0 .

The number of pulses in pN is 4N .

In their article from 2005, Khodjasteh and Lidar [88] showed that (for ideal pulses) the pulse
sequence pN makes the Nth order of the Magnus series vanish. In [88, 89], Khodjasteh and
Lidar compared CDD to PDD for the universal first order DD scheme fXfZfXfZ (cf. Sec-
tion. 3.3.3) showing superior performance of the CDD sequence for large parameter regimes
of specific system-environment couplings.

CDD sequences can be constructed for other pulse sequences as well. Let a pulse sequence
with pulse times t1, . . . , tL and unitary pulses U1, . . . , UL be given. For the first nesting level
of the concatenated sequence, one chooses the above pulse times and pulses. For the second
nesting level – instead of letting system and environment evolve freely between the pulses of
the first nesting level – the same original sequence is applied between every pair of original
pulse times. This procedure of recursively repeated, applying the pulse sequence in between
the pulses of the next lower concatenation level. Starting with U [0](t) := Uorig(t), the Nth
order DD sequence is recursively defined via

U [k](T ) = U [k−1](T − tL)(UL ⊗ IE)U [k−1](tL − tL−1) · · · (U1 ⊗ IE)U [k−1](t1)

for k = 1, . . . , N . One calls the pulses associated with the above evolution U [k](T ) the kth
nesting level.

Efficiency in DD protocols should be formulated in terms of the resource costs – the number
and simplicity of the applied control pulses – and the benefit – the error reduction compared
to the case where no decoupling is applied. One useful figure of merit is the relation between
the decoupling order and the number of pulses necessary to achieve this DD order.

4.4.2 Uhrig dynamical decoupling for qubits

In CDD, the number of required pulses scales exponentially with the DD order. In the case of
a single qubit and pure dephasing noise one would need 4N pulses to achieve Nth order DD.
In seminal work, Uhrig [161] considered optimising the pulse times to achieve higher order
DD (extending the Carr-Purcell-Meiboom-Gill cycle [34, 112]) outperforming the number of
required pulses in CDD. He studied the spin-boson model, which couples a single qubit to a
bosonic bath via pure dephasing noise.

Let us recall the first example from Section 3.3.2, decoherence is caused by the Hamilto-
nian Horig = IS ⊗ B0 + σz ⊗ B1 where B0, B1 ∈ Lsa(HE) for some environment HE . The
application of two equidistant σx-pulses at times T/2 and T achieves first order DD (or equiv-
alently DD in the limit of infinitely fast application). Let us now consider Uhrig’s question:
Can different pulse timings achieve a higher DD order? It is enlightening to look at the lowest
order term in the Magnus expansion for arbitrary pulse timings t1, t2 ∈ [0, T ] which is∫ T

0
Htf(τ)dτ = TIS ⊗B0 +

∫ t1

0
σz ⊗B1dτ −

∫ t2

t1

σz ⊗B1dτ +

∫ T

t2

σz ⊗B1dτ .

One can directly read off that this term acts trivially on the system – first order DD is
achieved – if the pulse times t1, t2 are chosen such that t1 + (T − t2) = t2− t1. The first order
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N = 2 N = 3 N = 5N = 4

0

T

0

T

0

T

0

T

Figure 4.1: Construction of the Uhrig DD times from Eq. (4.36) for the cases N ∈ {2, 3, 4, 5}.
First, one constructs a semicircle around the centre of vertical time interval [0, T ] and divides
this semicircle into N + 1 segments of equal size (angle). Then, the orthogonal projections
(dotted lines) of the segments onto the interval [0, T ] return the N Uhrig times (blue). Note
that for odd N , the Uhrig scheme includes an additional pulse at time T .

DD condition does not fully determine the pulse times. In particular, there is some freedom
in the choice of pulse times. A natural next question is whether one can use this freedom to
achieve higher order DD.

For the spin-boson model, Uhrig found that applying σx-pulses at times tj = ∆jT , where one
defines

∆j := sin2

(
jπ

2(N + 1)

)
for j = 1, 2, . . . , N, (4.36)

eliminates the dephasing up to order N in T . This pulse sequence is called the Uhrig Dynam-
ical Decoupling (UDD) sequence, sometimes denoted with the index N as UDDN . Yang and
Liu proved that the UDDN sequence achieves universal Nth order DD [184]; for a proof of the
universality see also [172]. We note that if N is odd, an additional σx-pulse has to be applied
at the end of the DD period (at time T ) to satisfy the condition U control(T ) = IS [177]. The
times ∆j from (4.36) are called Uhrig times or UDD times. Uhrig furthermore showed that
the UDD times are optimal in the sense that no other pulse timings can achieve a given DD
order using less pulses. The UDD sequence achieves Nth order DD using N (or N + 1 if N
is odd) pulses. Here, the number of required pulses scales only linearly in the decoupling
order N . This is an exponential improvement over the scaling achieved by CDD where one
would need 2N pulses to achieve Nth order DD for pure dephasing noise. Fig. 4.1 shows the
graphical construction of the UDD times (4.36).

Uhrigs idea was quickly extended to more general decoherence models and systems. First the
decoherence Hamiltonian was allowed to contain errors of type σx and σz. The Quadratic
Dynamical Decoupling (QDD) sequence by West et al. [177] consists of two nested (or con-
catenated) UDD sequences: a standard UDD sequence is applied at the so-called outer level
and a modified UDD sequence with σz-instead of σx-pulses is used in the inner nesting level.
On a first nesting level, pulses σx are applied at UDD times tj = ∆jT from Eq. (4.36)
for j = 1, . . . , N . On the second nesting level, σz-pulses are applied at nested UDD times

∆k−1T + ∆j(∆k −∆k−1)T for j = 1, 2, . . . , N, k = 1, 2, . . . , N + 1

where ∆j are the Uhrig times (4.36) and ∆0 := 0, ∆N+1 := T . In [177], QDD was shown
numerically to outperform CDD and PDD in state preservation while using fewer pulses.
Table 4.1 compares the performance of different DD schemes in terms of the decoupling
order and number of pulses.
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DD scheme system order N number of pulses L

PDD (m cycles) 1 qubit N = 1 L = 4m
CDD 1 qubit N ∈ N L = 4N

QDD 1 qubit N ∈ N L = (N + 1)2

NUDD n qubits N ∈ N L = (N + 1)2n

Table 4.1: Comparison of different universal DD schemes for (multi-)qubit systems with
general noise. Whereas the periodic DD (PDD) scheme can only achieve first order DD using
4 pulses, the concatenated DD (CDD) and quadratic DD (QDD) are able to achieve arbitrary
decoupling order. The number of required pulses scales exponentially in the decoupling order
for CDD and for QDD sequences it only scales quadratically. For the nested Uhrig DD
(NUDD) sequence for n qubits, the scaling is still quadratic in the decoupling order and
grows exponentially in the number of qubits.

In addition to investigating the behaviour in terms of the achieved decoupling order, there
are also other figures of merit for the efficiency of a DD sequence: The overlap between
an initial state and the time-evolved state. This ‘actual error’ may of course depend on
properties of the initial state and of the environment (which enter the asymptotic scaling
via the prefactors of non-vanishing higher orders in the Dyson or Magnus series) and the
originally-prepared state. The performance of different decoupling schemes has been studied
numerically in the literature [127]. An experimental comparison (for trapped ion qubits)
between PDD and UDD [21] showed that for Ohmic noise spectra with sharp high-frequency
cutoffs, UDD clearly outperforms PDD whereas for sub-Ohmic spectra, the performances
were comparable.

Two formal proofs of Nth order DD of the QDD sequence were subsequently given by Wang
and Liu [172] as well as by Kuo and Lidar [103]. In 2010, Mukhtar et al. [116, 117] generalised
this further to two qubits, i.e., they proposed a pulse sequence deduced from UDD in order
to protect any two-qubit state from decoherence.

4.4.3 Nested Uhrig dynamical decoupling

0

T

1st level 2nd level 3rd level

Figure 4.2: Recursive construction of the NUDD times for N = 2 with three nesting levels.

Let us present the Nested Uhrig Dynamical Decoupling (NUDD) scheme for n ∈ N qubits [116,
117, 172, 86]. This scheme can be regarded as the straightforward generalisation of two
nesting levels of QDD to 2n nesting levels. On the n-qubit Hilbert space HS = (C2)⊗n,
let σα = σa1 ⊗· · ·⊗σan denote multi-qubit Pauli matrices for α = (a1, . . . , an) ∈ (Z2

2)n where

σ(0,0) = I2 , σ(1,0) = σx , σ(1,1) = σy , σ(0,1) = σz . (4.37)
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The decoherence Hamiltonian considered is of the form

Horig(t) =
∑

α∈(Z2
2)n

σα ⊗Bα(t) , (4.38)

where the time dependent environment operators Bα(t) ∈ Bsa(HE) for an environment HE
are assumed to have analytic time-dependence. The NUDD sequence is able to eliminate
such decoherence up to Nth order, i.e., it is a universal Nth order DD scheme for n qubits.
It consists of 2n nesting levels, such that two UDD-type nesting levels are associated with
every qubit (similar to QDD). After numerical evidence for its validity, formal proofs were
provided by Wang and Liu [172] (for an even but potentially different decoupling order on
every nesting level) and Jiang and Imambekov [86] (for the same decoupling order on every
nesting level which may be even or odd).

The NUDD pulse times are given by tNUDD
λ = ∆λT for λ = (`1, `2, . . . , `2n) ∈ {0, . . . , N}2n

where ∆λ is recursively defined via

∆(`1,...,`k) := ∆`k + (∆`k+1 −∆`k)∆(`1,...,`k−1) . (4.39)

The recursive construction of the NUDD times is shown in Fig. 4.2 for N = 2. Let us first
consider the case where the decoupling order N is even. Then the NUDD pulses are

UNUDD
λ =

{
(σx)k if λ = (0, . . . , 0, `2k, . . . , `2n), where `2k 6= 0

(σz)k if λ = (0, . . . , 0, `2k−1, . . . , `2n), where `2k−1 6= 0 .
(4.40)

If N is odd, the NUDD sequence slightly changes due to the additional UDD pulse at the end
of the cycle (at each level). The pulse times are the same as for even N , i.e., tNUDD

λ = ∆λT ,
but there is an additional pulse

∏n
i=1(σy)i at time T and the other pulses change to

UNUDD
λ =

{∏k
i=1(σy)i if λ = (0, . . . , 0, `2k, . . . , `2n), where `2k 6= 0

(σz)k
∏k−1
i=1 (σy)i if λ = (0, . . . , 0, `2k−1, . . . , `2n), where `2k−1 6= 0 .

(4.41)

As a consequence, an NUDD sequence for n qubits of DD order N in every nesting level
consists of L = (N+1)2n pulses, more precisely, (N+1)2n−1 if N is even and (N+1)2n if N
is odd. The number of pulses scales quadratically in the decoupling order and exponentially
in the number of qubits.

Fig. 4.3 exemplarily shows the four nesting levels of the two-qubit NUDD sequence of decou-
pling order N = 2. The NUDD sequence has been experimentally demonstrated with three
nesting levels for two NMR qubits [146].

4.5 Dynamical decoupling for general matrix Lie groups

This section treats dynamical decoupling in terms of a general matrix Lie group G and its Lie
algebra g. The advantage of the presented framework is that it captures DD in two relevant
settings: First, higher order dynamical decoupling in finite-dimensional systems and second,
homogenisation of multi-mode bosonic CV systems with quadratic Hamiltonians.

In both cases, the considered matrix Lie group G is associated with evolutions of the system:
Firstly, in the case of m ∈ N qudits, the system’s Hilbert space is HS = Cdm and the
considered matrix Lie group is the unitary group G = U(dm). Secondly, in the case of nS ∈ N
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Figure 4.3: The pulse times (in blue) and the pulses (on the right axis) of the four nesting
levels of the two-qubit NUDD scheme of decoupling order N = 2. In the outermost nesting
level, σx-pulses are applied to qubit n = 2 at the standard UDD times; on the next level, σz-
pulses are applied to qubit n = 2. On the two innermost nesting levels, the applied control
pulses are (σx)1 and (σz)1, respectively. In total (2 + 1)2·2−1 = 80 pulses are used to achieve
second order DD.

bosonic modes, the system’s phase space is R2nS , and the Lie group G = Sp(2nS) consists
of symplectic matrices which are related to Gaussian unitary evolutions via the metaplectic
representation. In slight abuse of notation, we will use the term

”
system’s Hilbert space“ even

in the bosonic setting when we actually mean the phase space HS = R2nS of nS bosonic
modes.

We start with Section 4.5.1 where we give mathematically precise definitions of decoherence
and pulse sequences in the context of general matrix Lie groups. One central assumption
concerns the commutation relations between pulses and decoherence terms. In Section 4.5.2,
we derive sufficient conditions for the resulting evolution – decoherence interleaved with
instantaneous pulses – to act trivially on the system (Theorem 4.14) and to reduce to a
specific simplified system action (Corollary 4.15), in both cases approximately up to a certain
order in time. These conditions are formulated in terms of integral equations which have
to be satisfied for the respective pulse sequences. We note that this (together with the
relation between qubit and bosonic systems from Section 4.7) will be key to our construction
of Nth order bosonic homogenisation schemes from Nth order multi-qubit DD schemes in
Section 4.8.2. The framework that we derive here is closely related to and generalises the
universality proof of NUDD by Jiang and Imambekov [86]. We state that the decoupling
criterion in Theorem 4.14 holds for the NUDD pulse sequence (a result proven in [86]) as
well as for its simplification to the UDD pulse sequence in Section 4.5.3.

4.5.1 Setup

Let G ⊂ GL(KdS ) be a matrix Lie group where K ∈ {R,C} and dS ∈ N. Let g be the
Lie algebra associated with G and let {Yα}α∈A be a basis of g. We will use upper case
letters X,Y, Z to denote Lie algebra elements, i.e., elements of g, and lower case letters x, y, z
to denote Lie group elements, i.e., elements of G. Set HS = KdS .

Let us fix a family of group elements {xβ}β∈B ⊂ G which satisfies two assumptions: First,
let each of the chosen group elements have an infinitesimal generator in g: for each β ∈ B,
there is ϕ ∈ K with |ϕ| = 1 such that

xβ = ϕeXβ for each β ∈ B .
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Second, let the group elements act diagonally by conjugation in the chosen basis of g. That
is, there is a function f : A×B → [0, 1] such that

Ad(xβ)(Yα) = (−1)f(α,β)Yα for all (α, β) ∈ A×B . (4.42)

Here, Ad denotes the adjoint representation of the Lie group G which is defined as

Ad : G→ GL(g) , Ad(x)(Y ) = x−1Y x for all x ∈ G and Y ∈ g .

In the cases of interest, the function f in the exponent in Eq. (4.42) is the symplectic inner
product modulo 2, i.e., f(α, β) = 〈α, β〉 for

〈α, β〉 := (αTJdsβ) mod 2 . (4.43)

Consider the Lie algebra B(HE) of bounded operators acting on an environment Hilbert
space HE . Let T > 0 denote the time after which DD is analysed. Decoherence is described
by a time-dependent generator Xorig : [0, T ]→ g⊗B(HE) involving system-bath interactions.
We will make a few assumptions on this generator. First, let Xorig be of the form

Xorig(t) =
∑
α∈A

Yα ⊗Bα(t) (4.44)

where Yα are elements of the above defined basis of g and Bα(t) ∈ B(HE). Furthermore,
we assume that the environment operators Bα(t) have analytic time dependence (similar to
Definition 4.6), i.e., they satisfy

Bα(t) =

∞∑
r=0

bα,rt
r where bα,r ∈ B(HE) . (4.45)

Let xorig : [0, T ] → GL(HS ⊗ HE) be the time evolution generated by Xorig. More pre-
cisely, xorig is defined by the equation

d

dt
xorig(t) = Xorig(t)xorig(t) for t ∈ (0, T ) and xorig(0) = IS ⊗ IE ,

where IS denotes the identity on the system S and IE the environment E. In contrast to xorig,
the control evolution xcontrol : [0, T ] → GL(HS ⊗ HE) acts non-trivially on the system only
and is described by a sequence of instantaneously applied pulses. Let us specify the definition
of a pulse sequence for the setup considered here.

Definition 4.10 (Pulse sequence). Let G, HS , B and {xα}α∈B be defined as described above.
A pulse sequence is defined by a tuple(

{tλ}λ∈Λ, {xβ(λ)}λ∈Λ

)
,

such that the following assumptions are satisfied: Λ = {λ1, . . . , λ|Λ|} is a finite set such that
the pulse times tλ ∈ [0, T ] satisfy tλ1 < tλ2 < · · · < tλ|Λ| and the map

β : Λ 7→ B , λ 7→ β(λ) (4.46)

specifies which pulse is applied at which time. Furthermore, assume that
∏|Λ|
j=1 xβ(λj) = IS

where IS is the identity on HS .
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Although the use of the function β might seem unnecessary at this point, it will prove
useful later when considering the UDD and NUDD sequences. As a consequence, the control
evolution xcontrol(t) of the pulse sequence from Definition 4.10 is given by the product of all
pulses applied up to time t, i.e.,

xcontrol(t) =

Kt∏
j=1

xβ(λj) ⊗ IE , (4.47)

where Kt ∈ {1, . . . , |Λ|} is the maximal index of pulses applied up to time t, cf. Eq. (4.24).
Since every xβ has an infinitesimal generator by assumption, there is Xβ(λ) ∈ g⊗gl(HE) such

that xβ(λ) = eXβ(λ) up to a phase. Hence the evolution xcontrol(t) is generated by

Xcontrol : [0, T ]→ g⊗ gl(HE) , Xcontrol(t) =

Kt∑
j=1

δ
(
t− tλj

)
Xβ(λj) ⊗ IE .

We will analyse the evolution obtained after time T , where the uncontrolled original evolu-
tion xorig(t) is interleaved with the instantaneous application of the pulses xβ(λ) at times tλ
for every λ ∈ Λ. More precisely, the resulting evolution

xres : [0, T ]→ GL(HS ⊗HE)

is generated by Xres := Xorig +Xcontrol.

To easily check all the assumptions, let us briefly list them here.

Definition 4.11 (Setup). Let G, g, and HE be as defined above. An an evolution xorig and
a pulse sequence fall into the setup discussed here if they satisfy:

(i) There exists a basis {Yα}α∈A of g for some set A and a family of infinitesimally
generated elements {xβ}β∈B of G for some set B such that Eq. (4.42) is satisfied;

(ii) The control pulses are chosen from the above family {xβ}β∈B, i.e., the pulse sequence
is given by a function β : Λ→ B (cf. Definition 4.10);

(iii) The generator Xorig(t) ∈ g⊗B(HE) of xorig has the form of Eq. (4.44), i.e., it can be
expanded in terms of the basis elements Yα and some time-dependent operators Bα(t)
on the environment which have analytic expansions of the form of Eq. (4.45).

Let us briefly justify why it is sufficient to only consider bounded operators on the en-
vironment HE . The two cases to which this setup is applied are those of multi-qubit DD
(cf. Definition 3.9) and multi-mode bosonic homogenisation (cf. Definition 4.9). If the Hilbert
space is finite-dimensional (which one might assume for the environment of a multi-qubit sys-
tem), all self-adjoint operators are bounded. In the latter case, bosonic homogenisation, one
instead deals with systems and environments that are both infinite-dimensional and on which
the considered quadratic Hamiltonians are unbounded. However, recall that we conduct the
whole analysis at the level of symplectic matrices: Moreover, in the case of CV homogenisa-
tion, we set HS = R2nS to be the nS-mode phase space and HE = C to be trivial, both are
finite-dimensional vector spaces. Setting HE = C is a suitable choice since in the context of
homogenisation we can neglect the ‘physical environment’ in our analysis since we assume that
the system is already decoupled from ‘its physical environment L2(R2nE )’ (cf. Definition 4.9)
such that the whole analysis restricts to the system part only2.

2In fact, the composition of the system and its environment L2(R2nE ) at the symplectic level cannot be
described by a tensor product but instead by block matrices or direct sums.
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4.5.2 Sufficient decoupling criteria

We now want to give conditions on the setup of Definition 4.11 such that xres(T ) acts trivially
on the system, which would imply DD of n ∈ N qubits in the case of G = U((C2)⊗n), and
that xres(T ) is reduced to a non-trivial but simplified form (which is related to bosonic
homogenisation from Section 4.3.3).

As for finite-dimensional DD (cf. Section 3.3.2), it is convenient to change into the interaction
picture associated with the control evolution – the toggling frame – and expand the respective
time evolution in a Dyson series. Let us recall that the toggling frame evolution

xtf : [0, T ]→ GL(HS ⊗HE)

is defined as

xtf(t) =
(
xcontrol(t)

)−1
xres(t) for all t ∈ [0, T ] .

We note that, due to xcontrol(T ) = IS , the toggling frame evolution and the resulting evolution
are equal up to a global phase after time T . Hence, xres(T ) = xtf(T ) where the latter is
expanded in a Dyson series in orders of N using the two following two lemmas.

Lemma 4.12 (Toggling frame generator). Consider a pulse sequence and an original evolution
that fall into the setup of Definition 4.11.

Then the toggling frame generator is given by

Xtf(t) =
∑
α∈A

Fα (t/T ) Yα ⊗Bα(t) (4.48)

where for every for α ∈ A, the function Fα : [0, 1]→ {−1, 1} is defined by

Fα(τ) := (−1)
∑Kt
j=1〈α,β(λj)〉 for τ = t/T ∈ [0, 1] .

Here, Kt is given by Eq. (4.24) and the expression 〈·, ·〉 by Eq. (4.43). �

In the following, we sometimes denote the functions by Fα,β = Fα to emphasise its dependence
on the map β. We note that the expressions 4.48 have previously been derived for the
case G = U((C2)⊗n) by Liang and Imambekov [86]. Let us show that they also hold for the
more general setup discussed here.

Proof. Consider the setup from the previous section. The toggling frame generator is of the
form

Xtf(t) = xcontrol(t)−1Xorig(t)xcontrol(t) .

We note that it is therefore independent of the phases in xβ(λ) and xcontrol(t) which we will

from now on neglect. Let us insert xcontrol(t) from Eq. (4.47) and Xorig(t) from Eq. (4.44)
into Xtf(t) which gives

Xtf(t) =
∑
α∈A

( Kt∏
j=1

xβ(λj)

)−1

Yα

( Kt∏
j=1

xβ(λj)

)
⊗Bα(t) .
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Using the adjoint representation from Eq. (4.42), this is

Xtf(t) =
∑
α∈A

(
(−1)〈α,β(λ1)〉(−1)〈α,β(λ2)〉 · · · (−1)〈α,β(λKt )〉 Yα

)
⊗Bα(t)

=
∑
α∈A

(−1)
∑Kt
j=1〈α,β(λj)〉 Yα ⊗Bα(t) .

This is equal to the desired expression (4.48). �

The expressions 4.48 can be used to compute the toggling frame evolution. Here, again Liang
and Imambekov [86] derived the formulas for the case G = U((C2)⊗n) which we extend to the
more general setup in the following Lemma.

Lemma 4.13 (Dyson expansion of toggling frame evolution). Consider the same assumptions
as in Lemma 4.12. The Dyson series of the toggling frame evolution after time T is given by

xtf(T ) =
∞∑
k=0

∑
~α∈Ak

∑
~r∈Nk0

F (r1,...,rk)
(α1,...,αk)

(
k∏

m=1

Yαm

)
⊗

(
k∏

m=1

bαm,rm

)
T k+

∑k
l=1 rl , (4.50)

where we defined the multi-indices ~α := (α1, . . . , αk) ∈ Ak and ~r := (r1, . . . , rk) ∈ Nk0 and

where the scalars F (r1,...,rk)
(α1,...,αk) are defined as

F~r~α = F (r1,...,rk)
(α1,...,αk)

:=

∫ 1

0

∫ τ1

0
· · ·
∫ τk−1

0

k∏
l=1

(
Fαm

(
τm
)
τ rmm

)
dτk· · · dτ2dτ1 (4.51)

for k ∈ N and where the functions Fα,β are given by Eq. (4.49). �

We will sometimes write

F~r~α = F (r1,...,rk)
(α1,...,αk)

(
{Fαm,β}km=1

)
to emphasise the dependence of the scalars on the functions Fα,β.

Proof. The toggling frame evolution xtf(T ) generated by (4.48) can be expanded in a Dyson
series since A is finite and

max
t∈[0,T ]

‖Xtf(t)‖ = max
t∈[0,T ]

‖
∑
α∈A

Fα(t/T )Yα ⊗Bα(t)‖ ≤ max
t∈[0,T ]

∑
α∈A
‖Yα‖‖Bα(t)‖ <∞ .

The Dyson series (cf. Definition 3.7) of the toggling frame evolution is defined as

xtf(T ) =

∞∑
k=0

∫ T

0

∫ s1

0
· · ·
∫ sk−1

0
Xtf(s1)Xtf(s2) · · ·Xtf(sk)dsk . . . ds2ds1 .

A substitution of the integration variables and insertion of the toggling frame generator (4.48)
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from Lemma 4.12 yields

xtf(T ) =
∞∑
k=0

T k
∫ 1

0

∫ τ1

0
. . .

∫ τk−1

0
Xtf(τ1T )Xtf(τ2T ) . . . Xtf(τkT ) dτk . . . dτ2dτ1

=

∞∑
k=0

T k
∫ 1

0

∫ τ1

0
. . .

∫ τk−1

0

( ∑
α1∈A

Fα1(τ1)Yα1 ⊗Bα1(τ1T )
)
·( ∑

α2∈A
Fα2(τ2)Yα2 ⊗Bα2(τ2T )

)
· · ·
( ∑
αk∈A

Fαk(τk)Yαk ⊗Bαk(τkT )
)
dτk . . . dτ2dτ1

=

∞∑
k=0

∑
~α∈Ak

T k
1∫

0

τ1∫
0

· · ·
τk−1∫
0

( k∏
m=1

Fαm(τm)Yαm

)
⊗
( k∏
m=1

Bαm(τmT )
)
dτk . . . dτ2dτ1 ,

where in the last line, the multi-index ~α := (α1, . . . , αk) ∈ Ak for k ∈ N is introduced. Let us
further compute the integrand, namely the term

k∏
m=1

Bαm(τmT ) =
k∏

m=1

( ∞∑
rm=0

bαm,rmT
rmτ rmm

)
=
∑
~r∈Nk0

(
k∏

m=1

bαm,rmτ
rm
m T rm

)
.

Here, we use the analytic expansion of the environment operators from Eq. (4.45) and intro-
duce the multi-index ~r := (r1, r2, . . . , rk) ∈ Nk0. Inserting this into the Dyson series of xtf(T )
becomes

xtf(T ) =

∞∑
k=0

∑
~α∈Ak

T k
∫ 1

0

∫ τ1

0
. . .

∫ τk−1

0

(
k∏

m=1

Fαm(τm)Yαm

)
·

⊗
∑
~r∈Nk0

(
k∏

m=1

bαm,rmτ
rm
m T rm

)
dτk . . . dτ2dτ1

=
∞∑
k=0

∑
~α∈Ak

∑
~r∈Nk0

T k+r1+r2+···+rk

(
k∏

m=1

Yαm

)
⊗

(
k∏

m=1

bαm,rm

)

·
∫ 1

0

∫ τ1

0
. . .

∫ τk−1

0

(
k∏

m=1

Fαm(τm)τ rmm

)
dτk . . . dτ2dτ1

=
∞∑
k=0

∑
~α∈Ak

∑
~r∈Nk0

T k+
∑k
m=1 rm

(
k∏

m=1

Yαm

)
⊗

(
k∏

m=1

bαm,rm

)
F (r1,...,rk)

(α1,...,αk)({Fαm,β}
k
m=1) ,

where F (r1,...,rk)
(α1,...,αk)({Fαm,β}

k
m=1) is given by Eq. (4.51). �

Eq. (4.50) shows the Dyson expansion of the toggling frame evolution xtf(T ). One can directly
read off the Nth order term in T – more precisely, the term of order k +

∑k
m=1 rm in T . It

acts trivially on the system if for every tuple (k,~r) ∈ N × Nk0 such that N = k +
∑k

m=1 rm
one of the two following conditions is satisfied:

(i) either the product
∏k
m=1 Yαm amounts to the identity (up to a complex phase), i.e,

there is a c ∈ K such that Yαk · · ·Yα1 = cIS for all (α1, . . . , αk) ∈ Ak);

(ii) or the scalars F (r1,...,rk)
(α1,...,αk) vanish for all (α1, . . . , αk) ∈ Ak.
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To ensure that all terms up to order N in T of the Dyson series vanish, it is necessary

that F (r1,...,rk)
(α1,...,αk) vanishes for the parameters for which the first statement (i) does not hold.

This gives the following statement (cf. [86, 103]).

Theorem 4.14 (Decoupling criterion [86]). Consider the same assumptions as in Lemma 4.12.

Let N ∈ N and let F (r1,...,rk)
(α1,...,αk) be defined as in (4.51). Assume that

F (r1,...,rk)
(α1,...,αk)

(
{Fαm,β}km=1

)
= 0

{
for all k ∈ N, r1, . . . , rk ∈ N0, and α1, . . . , αk ∈ A
such that k + r1 + . . .+ rk ≤ N, Yαk · · ·Yα1 6∝ IS

(4.52)

where we write B 6∝ IS if B is not a scalar multiple of the identity IS .

Then there is a constant C ≥ 0 independent of N and an operator B̃ ∈ B(HE) such that

‖xres(T )− IS ⊗ B̃‖ ≤ C TN+1 . (4.53)

where ‖ · ‖ denotes a norm on B(HS ⊗HE). �

Proof. This is a direct application of Lemma 4.13: The toggling frame evolution after time T
is given by Eq. (4.50). From this equation, one can directly read off the Nth order term in T
as described above. Eq. (4.52) states a condition under which xtf(T ) acts trivially on the
system up to order N in T . Since xtf(T ) = xres(T ), the same holds for xres(T ). �

Let us add two remarks: First we note that the constant C in Eq. (4.53) depends on the norm

of the original environment operators Bα(t). Second, we emphasise that the scalars F (r1,...,rk)
(α1,...,αk)

depend on the family of functions {Fαm,β}km=1 from Eq. (4.49). The latter functions are
defined by the pulse times tλ and the map β from (4.46) that specifies which pulse xβ(λ)

is applied at time tλ. As a consequence, the scalars F (r1,...,rk)
(α1,...,αk) fully capture the decoupling

properties of the associated pulse sequence by the statement (4.52).

In some cases – such as homogenisation of bosonic modes (cf. Section 4.3.3) – the strong
form of decoupling as in Eq. (4.53) may be achievable, but a weaker form is still beneficial
for information processing tasks. That is why we define a weaker form of Eq. (4.53): Here,
the resulting evolution may act non-trivially on the system but it is reduced to a particular
form, specified by a single basis element Y ∈ g, up to order N in T .

Corollary 4.15 (Modified decoupling/homogenisation criterion). Consider the same assumptions
as in Lemma 4.12. Let N ∈ N and γ ∈ A be fixed. Assume that

F (r1,...,rk)
(α1,...,αk)

(
{Fαm,β}km=1

)
= 0

{
for all k ∈ N, r1, . . . , rk ∈ N0, α1, . . . , αk ∈ A
such that k + r1 + . . .+ rk ≤ N, Yαk · · ·Yα1 6∝ {IS , Yγ}.

Then there are a constant C ≥ 0 and operators B̃1, B̃2 ∈ B(HE) such that

‖xres(T )− IS ⊗ B̃1 − Yγ ⊗ B̃2‖ ≤ C TN+1 .

�

Proof. The proof is analogous to the one of Theorem 4.14. From Eq. (4.50), one can again
read off the Nth order term in T . �
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Note that in Corollary 4.15, we specify an element Y ∈ g by the index γ ∈ A, i.e., we
write Yγ . This (at first glance cumbersome) notation will prove useful later when considering
the NUDD pulse sequence.

4.5.3 Examples of decoupling achieving pulse sequences

Let us stay in the above framework and present two functions {Fα,β}α∈A that satisfy the
conditions of Theorem 4.14: the functions associated with the UDD and the NUDD sequence,
both of them are presented in Sections 4.4.2 and 4.4.3, respectively.

NUDD sequence functions

A first example concerns the NUDD pulse sequence. Let us shows that it falls into the
framework defined above and that its associated functions Fα,β satisfy Eq. (4.52). Note that
this result has been shown before since the whole above analysis (DD on general matrix Lie
groups) is itself a generalisation of the NUDD universality proof by Jiang and Imambekov [86].

We make a little adaption compared to the notation from Section 4.4.3 (where we considered
the NUDD pulse sequence): here, we consider NUDD for m + 1 qubits which are labelled
from qubit 0 to qubit m. In this new notation, the pulses are applied at times tNUDD

λ = ∆λT
with ∆λ from Eq. (4.39) for

λ ∈ Λ := {0, 1, . . . , N}2(m+1) . (4.54)

As described in Section 4.4.3, the decoherence is described by the Hamiltonian Horig from
Eq. (4.38) for n = m+ 1. Here, the multi-qubit Pauli operators

σα = σa0 ⊗ · · · ⊗ σam for α ∈ (Z2
2)m+1 (4.55)

depend on the single-qubit Pauli matrices σαk from Eqs. (4.37). Furthermore, let the environ-
ment operatorsBα(t) have analytic series expansions that satisfy Eq. (4.45). Hence the Hamil-
tonian Horig(t) falls into the framework of Definition 4.11 defined above. Let g = u(2m+1) be
the Lie algebra of the unitary group with basis {σα}α∈(Z2

2)m+1 and let G := U(2m+1) be the

associated Lie group of unitaries on (C2)⊗(m+1). The adjoint action of G is given by

σ−1
β σασβ = (−1)〈α,β〉σα for α, β ∈ (Z2

2)m+1 , (4.56)

i.e., it satisfies Eq. (4.42) where the function

f(α, β) = 〈α, β〉 =

m∑
j=0

aTj Jbj

is the symplectic inner product between the indices α, β ∈ (Z2
2)m+1.

The NUDD pulses are given by Eq. (4.40) forN even and by Eq. (4.41) forN odd, i.e., they are
multi-qubit Pauli-matrices σβNUDD(λ) where for Λ from (4.54) the map βNUDD : Λ→ (Z2

2)m+1

is defined as follows: For N even it is given by

βNUDD(λ) =


(0, . . . , 0︸ ︷︷ ︸

2j

, 1, 0, 0, . . . , 0) if λ = (0, . . . , 0, `2j+1, . . . , `2m+1), where `2j+1 6= 0

(0, 0, . . . , 0︸ ︷︷ ︸
2j+1

, 1, 0, . . . , 0) if λ = (0, . . . , 0, `2j , . . . , `2m+1), where `2j 6= 0 .
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Since the pulses for N odd are defined slightly differently, we have

βNUDD(λ) =


(1, 1, . . . , 1︸ ︷︷ ︸

2j+1

, 1, 0, . . . , 0) if λ = (0, . . . , 0, `2j+1, . . . , `2m+1), where `2j+1 6= 0

(1, . . . , 1︸ ︷︷ ︸
2j

, 0, 1, 0, . . . , 0) if λ = (0, . . . , 0, `2j , . . . , `2m+1), where `2j 6= 0

in this case. In summary, the NUDD sequence falls into the framework of Definition 4.11 and
its DD properties are fully captured by the associated functions Fα,βNUDD from Eq. (4.49),

more precisely by the scalars F~r~α({Fαm,βNUDD}km=1) for α1, . . . , αk ∈ (Z2
2)m+1 from Eq. (4.51).

For the map βNUDD, a direct computation shows that

Kt∑
µ=1

〈α, βNUDD(µj)〉 = α · λ for τ ∈ [∆λ,∆λ+) .

Here, Kt is from Eq. (4.24), the label

λ+ := min{µ ∈ Λ | ∆µ > ∆λ} (4.57)

is used to denote the pulse that follows the pulse with label λ and

α · λ :=
m∑
j=0

aj ·
(
`2j
`2j+1

)
is the scalar product between the indices α and λ. Together with the following lemma, this
implies universality of the NUDD sequence.

Lemma 4.16 (Properties of the NUDD pulse times [86]). Let N ∈ N and Λ = {0, . . . , N}2m+2.
Consider the NUDD times ∆λ from Eq. (4.39) for λ ∈ Λ. For α ∈ (Z2

2)m+1 =: A define the
piecewise constant functions

FNUDD
α : [0, 1]→ {−1, 1} ,
FNUDD
α (τ) = (−1)α·λ for τ ∈ [∆λ,∆λ+) ,

where λ+ is defined in Eq. (4.57). Then

F~r~α
(
{FNUDD

αi }ki=1

)
= 0

{
for all k ∈ N, ~r ∈ Nk0, and ~α ∈ Ak such that

k + r1 + . . .+ rk ≤ N and
⊕k

i=1 αi 6=
(
(0, 0), . . . , (0, 0)

)
where for k ∈ N, ~r := (r1, . . . , rk), ~α := (α1, . . . , αk) and ⊕ denotes addition modulo two. �

Note that FNUDD
α = Fα,βNUDD which we write to shorten notation. For the proof of Lemma 4.16,

we refer to the original work by Jiang and Imambekov [86]. The basic idea is to represent the

recursive integrations over τ1 to τk in F (r1,...,rk)
(α1,...,αk)({F

NUDD
αi }ki=1) as a discrete quantum walk on

a functional space where one chooses the basis of the latter such that it can suitably represent
the piecewise constant functions FNUDD

α .

Lemma 4.16 implies that the NUDD sequence of order N in every of the 2(m+1) nesting level
achieves Nth order DD. Furthermore, it implies that any pulse sequence which is associated
with the functions FNUDD

α for α ∈ (Z2
2)m+1 achieves Nth DD in the sense of Theorem 4.14.



118 Chapter 4: Higher order dynamical decoupling of continuous variable systems

UDD sequence functions

The second family of functions Fα,β that we present here is associated with the UDD sequence.
As discussed in Section 4.4.2, it can be regarded as a special case of the NUDD sequence
with a single nesting level, i.e., with only σx-pulses.

Here, the two sets from the general setup in Definition 4.11 are given by A = {(0, 0), (0, 1)}
and B = {(1, 0)}, i.e., we consider pure dephasing noise and only σ(1,0) = σx pulses for the

Pauli matrices from Eq. (4.37). Recall that the UDD times tUDD
j = ∆jT for j = 0, 1, . . . , N

are given by Eq. (4.36). Using again the qubit commutation relations (4.56), one finds for the
UDD sequence that βUDD(j) = (1, 0) for all j = 1, . . . , N , and that βUDD(0) = (0, 0). Hence

(−1)〈
∑Kt
i=1 α,β

UDD(λi)〉 = (−1)
∑j
i=1 α = (−1)a2j for t ∈ [∆jT,∆j+1T ) ,

where α = (a1, a2) ∈ A and Kt from Eq. (4.24). As a consequence, the phases in Fα,βUDD(t),
and hence the DD properties, do not depend on the label a1. Furthermore, the second
label a2 is given by 0 or 1 for the two Pauli matrices that appear in the dephasing noise
channel σ(0,0) = I and σ(0,1) = σz, respectively.

Lemma 4.16 for a single nesting level directly implies the following statement.

Lemma 4.17 (Properties of the Uhrig pulse times). Let N ∈ N and ∆j be given by Eq. (4.36)
for j = 0, . . . , N . For α ∈ Z2, define the function FUDD

α : [0, 1]→ {−1, 1} via

FUDD
0 (τ) = 1 for all τ ∈ [0, 1] and

FUDD
1 (τ) = (−1)j for all τ ∈ [∆j ,∆j+1) .

Then

F~r~α
(
{FUDD

αi }
k
i=1

)
= 0

{
for all k ∈ N, ~r ∈ Nk0, and ~γ ∈ {0, 1}k

such that k + r1 + . . .+ rk ≤ N and
⊕k

i=1 αi = 1,

where for k ∈ N, ~r := (r1, . . . , rk), ~α := (α1, . . . , αk) and ⊕ denotes addition modulo two. �

Similar to the NUDD functions FNUDD
α we write FUDD

α = Fα,βUDD to simplify the notation.

Note furthermore that the condition
⊕k

i=1 αi 6= 0 is equivalent to
⊕k

i=1 αi = 1.

Lemma 4.17 does not guarantee universal dynamical decoupling for a single qubit. Only
decoherence Hamiltonians of pure dephasing, i.e., Horig(t) = I ⊗ B0(t) + σz ⊗ B1(t), are
approximately averaged out. We use this lemma in the context of higher order bosonic
decoherence suppression schemes (cf. Section 4.6).

4.6 Higher order bosonic decoherence suppression

Let us return to the CV setting. Here, we consider bosonic decoherence suppression in the
sense of Definition 4.8 and propose a novel and efficient Nth order decoherence suppression
scheme.

We first set the stage by defining the passive Gaussian unitary pulse in Section 4.6.1: this is
the same pulses as proposed by Burgarth, Arenz and Hillier [12] for their first order scheme
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but we adapt the pulse timings to prove higher order decoherence suppression. In Sec-
tion 4.6.2, we construct a concrete pulse sequence which uses N applications of this pulse to
achieve Nth order decoherence suppression – hence admitting the same linear scaling as the
Uhrig DD scheme. We choose the (non-equidistant) pulse times associated with the Uhrig
DD scheme. More precisely, we formulate a sufficient condition for Nth order decoherence
suppression in terms of the pulse timings: we find the same integral equations as for the
UDD sequence (cf. Lemma 4.17). In Section 4.6.3, we analyse the question how sequences
with this (same) pulse but with different pulse timings perform in comparison to the Uhrig
decoherence suppression scheme proposed before.

4.6.1 A bosonic pulse for decoherence suppression

Definition 4.18 (Decoherence suppression pulse). On a quantum system of nS ∈ N bosonic
modes, define the unitary U := (Urot(π))⊗nS where Urot(π) is the passive Gaussian unitary
from Eq. (2.43) in Section 2.2.5.

As computed in Section 2.2.5, the unitary U acts as the sign flip on all quadratures, i.e., as

U †QkU := −Qk , U †PkU := −Pk

for k = 1, . . . , nS and its associated symplectic matrix M ∈ Sp(2nS ,R) is

M := −I2nS . (4.58)

The matrix M is an exponential of πJnS , i.e., it is generated by πI2nS ∈ sp(2nS ,R). This
unitary U was previously used in Theorem 4 of [12] where it was shown to achieve decoherence
suppression up to first order.

In the following we will consider CV pulse sequences at the symplectic level (cf. Definition 4.7),
more precisely, those of the form(

{tj}Lj=1, {M}Lj=1

)
, where M − I2nS as in Eq. (4.58) , (4.59)

and analyse their (higher order) decoherence suppression properties. As a consequence, the
only freedom of choice is in picking the number of pulses L and their timings {tj}Lj=1. In
Section 4.6.2, we will prove Nth order decoherence suppression is achieved when using the
pulse timings of the Uhrig dynamical decoupling sequence whereas in Section 4.6.3, we com-
pare the Uhrig pulse timings to other pulse timings and discuss the efficiency in terms of
decoherence suppression order and dependence on pulse timings.

Decoherence suppression

Consider a pulse sequence of the form of Eq. (4.59) in order to analyse the decoherence
suppression properties.

Since such pulses change the signs of the quadrature operators (acting as M = −I2nS on the
vector of system quadratures R), the symplectic control evolution of the pulse sequence (4.59)
is of the simple form

Scontrol(t) =
( Kt∏
j=1

M
)
⊕ I2nS = (−1)

∑Kt
j=1 1I2nS ⊕ I2nE (4.60)
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where M = −I2nS and Kt is defined in Eq. (4.24). Let the function σ : [0, 1] → {−1, 1} be
given such that

σ(t/T ) := (−1)
∑Kt
j=1 1 =

{
1 if t ∈ [tj , tj+1) for j even ,

−1 if t ∈ [tj , tj+1) for j odd ,
(4.61)

where we set t0 := 0 and tL+1 := T . The function σ defines a pulse sequence (4.59) since the
normalised times tj/T ∈ [0, T ] correspond to the values at which σ changes the sign. As a
consequence, the control evolution (4.60) takes the simple form

Scontrol(t) = σ(t/T )I2nS ⊕ I2nE .

The setup we consider is that of Definition 4.6, i.e., system and environment interact via an
original generator Xorig : [0, T ] → Sp(2nS + 2nE ,R) with analytic time dependence. Then
the generator of the toggling frame evolution from Eq. (4.27) can be written as

Xtf(t) := Scontrol(t)−1Xorig(t)Scontrol(t) =

(
XSS(t) σ(t/T )XSE(t)

σ(t/T )XES(t) XEE(t)

)
, (4.62)

i.e., the system as well as the environment part both do not change over time whereas the
off-diagonal blocks mixing the system and the environment quadratures change the sign.

4.6.2 Uhrig decoherence suppression for bosonic systems

Let us give a sufficient condition on the function σ, or equivalently on the pulse times {tj}Lj=1,
for decoherence suppression up to order N in T in the sense of Definition 4.8.

Lemma 4.19 (Sufficient condition for decoherence suppression). Let N ∈ N and let further-
more σ : [0, 1]→ {−1, 1} be a piecewise constant function that satisfies σ(0) = 1 and changes
the sign N times. Suppose that this function satisfies∫ 1

0

∫ τ1

0
· · ·
∫ τk−1

0
σ(τk)

γk · · ·σ(τ1)γ1τ rkk · · · τ
r1
1 dτk · · · dτ2dτ1 = 0 (4.63)

for all k ∈ N, r1, . . . , rk ∈ N0 and γ1, . . . , γk ∈ Z2 such that

k +

k∑
m=1

rm ≤ N and

k⊕
m=1

γm = 1 .

where ⊕ denotes summation modulo 2.

Then the pulse sequence from Eq. (4.59) where {tj/T}Nj=1 are the values at which σ changes
the sign achieves Nth order bosonic decoherence suppression in the sense of Definition 4.8. �

The proof strategy is the following: One expands the toggling frame evolution Stf(T ) in a
Dyson series, which is expressed in terms of the function σ. One concludes the proof by
showing that the condition (4.63) implies that the higher order (larger than N) terms of the
off-diagonal parts (Stf(T ))ES and (Stf(T ))SE of Stf(T ) vanish.

Proof. By the assumption (4.23) on the pulse sequence we have Stf(T ) = Sres(T ). Hence Nth
order decoherence suppression in the form of Eq. (4.31) is equivalent to the statement that the
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off-diagonal terms (Stf(T ))SE and (Stf(T ))ES of the toggling frame evolution (4.29) vanish
up to order N in T .

Let us therefore consider the Dyson series of the toggling frame evolution Stf(T ) which is
given by Eq. (4.28). It is a 2(nS + nE)× 2(nS + nE) matrix of the block form

Stf(T ) =

(
(Stf(T ))SS (Stf(T ))SE
(Stf(T ))ES (Stf(T ))EE

)
where the two off-diagonal (more precisely, off block diagonal) matrices have Dyson series’

(Stf(T ))SE =
∞∑
k=0

∫ T

0

∫ s1

0
. . .

∫ sk−1

0

(
Xtf(s1)Xtf(s2) · · ·Xtf(sk)

)
SE

dsk . . . ds2ds1 ,

(Stf(T ))ES =
∞∑
k=0

∫ T

0

∫ s1

0
. . .

∫ sk−1

0

(
Xtf(s1)Xtf(s2) · · ·Xtf(sk)

)
ES

dsk . . . ds2ds1 .

(4.64)

Let us start by computing the expression(
Xtf(s1)Xtf(s2) · · ·Xtf(sk)

)
SE

(4.65)

for s1, . . . , sk ∈ [0, T ]. For k ∈ N and a pair (C,D) ∈ {S,E}2 it will be convenient to introduce
the set νk(C,D) of sequences (A,B) = (A1, . . . , Ak, B1, . . . , Bk) which satisfy

(A,B) = (C,B1, . . . , Bk−1, B1, . . . , Bk−1, D) . (4.66)

Since every Xtf(si) for i = 1, . . . , k is a matrix of the form

Xtf(sk) =

(
Xtf
SS(sk) Xtf

SE(sk)
Xtf
ES(sk) Xtf

EE(sk)

)
,

the matrix product in (4.65) can be expressed as(
Xtf(s1)Xtf(s2) · · ·Xtf(sk)

)
SE

=
∑

A,B∈νk(S,E)

Xtf
A1B1

(s1) · · ·Xtf
AkBk

(sk) , (4.67)

where we used the set of sequence νk(S,E) from Eq. (4.66). For the pulse sequence (4.59), we
computed the form of the toggling frame generator in Eq. (4.62). An insertion of this (4.62)
into Eq. (4.67) yields for k ∈ N(
Xtf(s1) · · ·Xtf(sk)

)
SE

=
∑

(A,B)∈νk(S,E)

σ( s1T )α1 · · ·σ
(
sk
T

)αk XA1B1(s1) · · ·XAkBk(sk) , (4.68)

where we defined the expression

α(C,D) :=

{
0 if (C,D) ∈ {(S, S), (E,E)}
1 if (C,D) ∈ {(S,E), (E,S)}

and, to shorten notation, we write αi := α(Ai, Bi) for i = 1, . . . , k and for (A,B) ∈ νk(S,E).
Note that property (4.66) implies that

k⊕
i=1

αi :=
k∑
i=1

α(Ai, Bi) mod 2 = 1 , (4.69)
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Figure 4.4: CV Uhrig decoherence suppression schemes from Theorem 4.20: the orange dots
signify application of the pulse unitary Urot(π) (from Definition 4.18) on the respective mode
and solid blue lines represent evolution under the decoherence Hamiltonian Horig(t) on system
and environment in between the pulse times.

for all (A,B) ∈ νk(S,E) and all (A,B) ∈ νk(E,S).

By assumption, furthermore, the submatrices of the original generator Xorig(t) admit the
analytic expansions

XAiBi(t) =

∞∑
ri=0

XAiBi,rit
ri

where Ai, Bi ∈ {S,E} and where i = 1, . . . , k. Let us now insert this together with Eq. (4.68)
into Eq. (4.64). This implies

(Stf(T ))SE =
∞∑
k=0

∫ T

0

∫ s1

0
. . .

∫ sk−1

0

∑
(A,B)∈νk(S,E)

(
σ
(s1

T

)α(A1,B1)
· · ·σ

(sk
T

)α(Ak,Bk) )

·
( ∞∑
r1=0

XA1B1,r1s
r1
1

)
· · ·
( ∞∑
rk=0

XAkBk,rks
rk
k

)
dsk . . . ds2ds1

=

∞∑
k=0

∞∑
r1,...,rk=0

∑
(A,B)∈νk(S,E)

T k+r1+···+rk

(
k∏
i=1

XAiBi,ri

)

·
∫ 1

0

∫ τ1

0
. . .

∫ τk−1

0

(
k∏
i=1

σ(τi)
α(Ai,Bi)τ rii

)
dτk . . . dτ2dτ1

where in the second step, we performed a variable substitution. By assumption

∫ 1

0

∫ τ1

0
. . .

∫ τk−1

0

(
k∏
i=1

σ(τi)
αiτ rii

)
dτk . . . dτ2dτ1 = 0
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for all k ∈ N, r1, . . . , rk ∈ N0 and α1, . . . , αk ∈ Z2 such that

k +

k∑
i=1

ri ≤ N and

k⊕
i=1

αi = 1 . (4.70)

Here, the last condition of (4.70) holds for αi = α(Ai, Bi) due to property (4.69) of all
sequences (A,B) ∈ νk(S,E). Hence the terms in (Stf(T ))SE of order higher than N vanish.
In summary, we proved that

(Stf(T ))SE = O(TN+1) . (4.71)

A similar reasoning for (Stf(T ))ES yields that

(Stf(T ))ES =

∞∑
k=0

∞∑
r1,...,rk=0

∑
(A,B)∈νk(E,S)

T k+r1+···+rk

 k∏
j=1

XAjBj ,rj


·
∫ 1

0

∫ τ1

0
. . .

∫ τk−1

0

(
k∏
i=1

σ(τm)α(Ai,Bi)τ rii

)
dτk . . . dτ2dτ1 .

Here, property (4.69) of sequences (A,B) ∈ νk(E,S) as well as the assumption (4.63) guar-
antee (Stf(T ))ES = O(TN+1). Together with Eq. (4.71) and using that Sres(T ) = Stf(T ) this
implies that there are two constants c1, c2 > 0 such that

‖Sres(T )− (Stf(T ))SS ⊕ (Stf(T ))EE‖2 =

∥∥∥∥( 0 (Stf(T ))SE
(Stf(T ))ES 0

)∥∥∥∥2

= ‖(Stf(T ))SE‖2 + ‖(Stf(T ))SE‖2

≤ (c2
1 + c2

2)T 2(N+1) .

By choosing SSS := (Stf(T ))SS and SEE := (Stf(T ))EE one obtains that the resulting evolu-
tion Sres(T ) satisfies Eq. (4.31), i.e., the pulse sequence achieves decoherence suppression in
the sense of Definition 4.8. �

A concrete pulse sequence will achieve Nth order decoherence suppression if its associated
function σ (or equivalently its associated pulse times) satisfies the integral equation (4.63).
Let us now construct a pulse sequence which satisfies this sufficient condition. Recall the

definition of the scalars F (r1,...,rk)
(α1,...,αk) in Eq. (4.51) of Lemma 4.13: One can easily see that

F (r1,...,rk)
(α1,...,αk)

(
{σαi}ki=1

)
=

∫ 1

0

∫ τ1

0
· · ·
∫ τk−1

0

k∏
i=1

(σ(τi)
αiτ rii ) dτk . . . dτ2dτ1 .

Lemma 4.19 hence gives a sufficient condition for decoherence suppression: a pulse sequence
defined by the function σ achieves Nth order decoherence suppression if σ satisfies

F (r1,...,rk)
(α1,...,αk)

(
{σαi}ki=1

)
= 0

{
for all k ∈ N, r1, . . . , rk ∈ N0, α1, . . . , αk ∈ {0, 1}
such that k +

∑k
i=1 ri ≤ N and

⊕k
i=1 αi = 1.

(4.72)

An example of such a function is the UDD pulse time function (as shown in Lemma 4.17).
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Theorem 4.20 (Uhrig decoherence suppression). Consider a system of nS ∈ N bosonic modes
and an environment of nE ∈ N bosonic modes. Let Xorig : [0, T ] → sp(2nS + 2nE ,R) be a
time-dependent analytic generator that satisfies Definition 4.6.

Then the (symplectic) pulse sequence(
{tUDD
j }Nj=1, {−InS}

N
j=1

)
for UDD pulse times tUDD

j = T∆j where ∆j from Eq. (4.36) and for the symplectic
pulse −InS associated with the unitary U from Definition 4.18 achieves Nth order de-
coherence suppression in the sense of Definition 4.8. �

Proof. Let us first show that σ(t)0 = FUDD
0 (t) and σ(t)1 = FUDD

1 (t) for t ∈ [0, T ]. This can
be seen since

σ(τ)γ = (−1)jγ = FUDD
γ (τ) for τ ∈ [∆j ,∆j+1) ,

for γ ∈ {0, 1}. This function σ satisfies Eq. (4.63) by Lemma 4.17. As the assumptions of
Lemma 4.19 are satisfied this lemma implies that the above pulse sequence achieves Nth
order decoherence suppression in the sense of Definition 4.8. �

We note that there are two remarkable features of this result: the number of required pulses
to achieve a suppression order N is equal to this parameter N – i.e., it grows linearly with N .
This number is furthermore independent of both the number of system modes nS as well as
the number of environment modes nE . As a consequence, the pulse sequences are extremely
simple and resource-efficient. Fig. 4.4 shows this bosonic UDD decoherence suppression
scheme of order N = 4 an order N = 7.

4.6.3 Decoherence suppression of a single mode for arbitrary pulse
times

Here we consider the effect of a pulse sequence of the pulse from Definition 4.6.1 but with
arbitrary pulse times {tj}Lj=1. We are particularly interested in the question which pulse
times are optimal in terms of decoherence suppression order and which pulse times achieve
best effective decoherence suppression in dependence of certain aspects of the environment
and the initial state.

Optimality of UDD times

In Theorem 4.20, we showed the following: we established sufficient conditions on the pulse
times such that the pulse sequence – using the pulse U from Definition 4.18 – achieves Nth
order CV decoherence suppression. More precisely, these conditions are given by the integral
equations (4.63) where the function σ defines the pulse times via Eq. (4.61). Furthermore,
they are the same as Uhrig [161] found to achieve Nth order dynamical decoupling of single-
qubit against pure dephasing noise using σx-pulses: As shown by Uhrig, the UDD times
satisfy these integral equations and they are furthermore optimal in the sense that they
require the lowest number L of pulses to achieve Nth order DD/decoherence suppression. In
this sense – achieving the highest decoherence suppression order using the least number of
pulses – the UDD times are optimal in the bosonic setting as well. More precisely, under the
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assumptions that we only use the sign flip pulse from Definition 4.18 and that decoherence
is described by quadratic Hamiltonians with analytic time dependence, the UDD pulse times
achieve the optimal scaling between the number of required pulse times and decoupling order
– a linear scaling.

Other measures of pulse sequences

The asymptotic scaling described by the relation between the number of pulses and decoupling
order is not the only relevant figure of merit. When additional information on the initial
state (to be protected) and the environment is at hand, it might be more relevant to directly
compute the error experienced by this initial state and compare this error of different pulse
schemes. For dynamical decoupling in the finite-dimensional setting, one wants to know how
well a given initial system state ρS is protected from decoherence, i.e., how well it agrees with
the resulting system state ρres

S = trE(ρres), where ρres := U res(T ) (ρS ⊗ ρE)U res(T )† denotes
the resulting system-environment state after time T under the decoherence evolution and the
pulse sequence.

Recall from Definition 4.8 that a bosonic pulse sequence achieves (exact) decoherence sup-
pression if U res(T ) = US ⊗ UE where US and UE are system and environment unitaries,
respectively. Hence the relevant question in the bosonic setting is how well the map

ρS 7→ ρres
S = trE

(
U res(T ) (ρS ⊗ ρE)U res(T )†

)
(4.73)

corresponds to a unitary transformation. If furthermore the initial environment state is
assumed to be Gaussian (e.g. a thermal state), this simplifies to the following task: quan-
tify how well the map (4.73) corresponds to a unitary Gaussian transformation on a given
state. A measure of the ‘non-Gaussian-unitarity’ then quantifies the error of the decoherence
suppression scheme. Here, we choose the quantity

max
S∈Sp(2nS ,R)

∥∥SVSST − V res
S (T )

∥∥
as such a measure, where VS is the covariance matrix (cf. Definition 2.26) of an Gaussian
initial system state ρS and V res

S (T ) is the covariance matrix of the resulting system state ρres
S .

This is a suitable measure for the unitarity since we find that this norm difference does not
depend on the initial system state ρS , as long as it is Gaussian, but only on the properties
of the original Hamiltonian, the pulse sequence and the environment temperature.

In this section, we will compute this error for a concrete example system for bosonic deco-
herence suppression: a single bosonic mode, an environment initially in thermal equilibrium,
a specific noise model and the bosonic decoherence suppression pulse sequence with pulse U
from Definition 4.18 and a priori unspecified times {tj}Lj=1. Surprisingly we find that the
quantity which characterises this non-unitarity in our model is the same as the quantity
characterising the non-optimality of qubit DD in the spin boson model (cf. next paragraph).

This analysis is inspired by the finite-dimensional case where the UDD pulse times are com-
pared to more general pulse times.

Optimality of pulse times in the spin-boson model

Let us first briefly recap the case of a finite-dimensional system: In the spin boson model,
the system HS = C2 of a single qubit is coupled to an environment of bosonic modes via the
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Hamiltonian

Hsb :=
∞∑
i=1

ωib
†
ibi + σz

∞∑
i=1

λi(b
†
i + bi) (4.74)

Here, b†i and bi are creation and annihilation operators on the environment, respectively,
and ωi, λi are real parameters3. In [162], Uhrig analyses the dynamical decoupling properties
of σx-pulses at priori unspecified pulse times t1, t2, . . . , tL. He investigates the effect of various
cut-offs of the environment spectral density

J(ω) :=
∞∑
i=1

λ2
i δ(ω − ωi) .

He finds that the harder the high-frequency cut-off the better the pulse sequence with UDD
times performs.

Let system and environment initially be in a tensor product state where the environment is
in thermal equilibrium at inverse temperature β and

|ψinit〉 := eiπ/4σx |0〉 =
1√
2

(I + iσx) |0〉 (4.75)

is the system’s initial state – the +1-eigenstate in σz-basis rotated about the x-axis by the
amount π/2. The figure of merit considered is the so-called signal at time T , a quantity
defined as

s(T ) := 〈ψinit|U res(T )† σy U
res(T )|ψinit〉 .

It corresponds to the expectation value of σy in the time-evolved state, i.e., the initial state
from Eq. (4.75) undergoes the evolution U res(T ) followed by a σy-measurement.

If no pulse sequence is applied, then U res(T ) = Uorig(T ) = e−iTH
sb

. As a consequence the
signal is given by s(T ) = e−2χ0(T ), i.e., it is the inverse exponential of the parameter

χ0(T ) :=

∫ ∞
0

J(ω)

ω2
coth

(βω
2

)
4 sin2

(ωT
2

)
dω =

∞∑
i=1

λ2
i

ω2
i

coth
(βωi

2

)
4 sin2

(ωiT
2

)
.

Note that this reproduces an earlier result from the same author [161]. If a pulse sequence
of σx-pulses at times t1, t2, . . . , tL is applied, then the resulting evolution

U res(T ) = e−i(T−tL)Hsb
σxe
−i(tL−tL−1)Hsb

σx · · · e−i(t2−t1)Hsb
σxe
−it1Hsb

gives the signal s(T ) = e−2χ(T ) (cf. [162]). It is the inverse exponential of the parameter

χ(T ) :=

∫ ∞
0

Sβ(ω)

ω2
|yL(ωT )|2dω

=

∫ ∞
0

J(ω)

ω2
coth

(
βω

2

)
|yL(ωT )|2dω

=
∑
i

λ2
i

ω2
i

|yL(ωiT )|2 coth

(
βωi
2

)
.

(4.76)

3We note that there are other conventions for the parameters in Hsb – such as the one used in the work [162]
on optimality of the UDD sequence by Uhrig – where λi 7→ λi/2 compared to Eq. (4.74). For easier comparison
with our bosonic model, we consider Uhrig’s results for the spin boson model in the form of Eq. (4.74).
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Here, Sβ(ω) := J(ω) coth (βω/2) is the noise spectrum of system-bath couplings and the filter
function

yL(z) := 1− eiz + 2
L∑
j=1

(−1)jeiztj/T (4.77)

encodes all properties of the pulse sequence.

In the following, we translate this analysis to the bosonic setting. More precisely, we construct
a specific system-environment model in which we find that the same expression (4.76) charac-
terises the optimality of the pulse times in the exact same way as within the finite-dimensional
setting.

Pure bosonic model and decoherence suppression

The model we consider is a pure-bosonic relative of the so-called spin-boson model.

Let one system mode with mode operators Q and P (we write Q and P instead of QS1 and PS1
for the system quadratures in order to shorten notation) be coupled to several bosonic modes
of the environment Qi and Pi for i = 1, 2, . . . , nE . Let the original system-environment
Hamiltonian introducing decoherence be of the form

Horig =
1

2

nE∑
i=1

ωi(Q
2
i + P 2

i ) +Q

nE∑
i=1

λiQi . (4.78)

The Hamiltonian Horig captures quadratic terms in the mode operators, i.e., it is a special

case of the more general form Horig =
∑2(1+nE)

j,k=1 Ajk(t)RjRk from Eq. (4.19) for the vector

of quadratures RT = (Q,P,Q1, Q2, . . . , QnE , P1, P2, . . . , PnE ) and for the matrix

A =


0 0 λT 01×nE
0 0 01×nE 01×nE
λ 0nE×1 Ω 0

0nE×1 0nE×1 0 Ω

 ∈ R2(1+nE)×2(1+nE) , (4.79)

where
λ :=

(
λ1 λ2 · · · λnE

)T
, Ω := diag(ω1, ω2, . . . , ωnE ) .

Note that the matrix A(t) = A does not dependent on time.

We will analyse the unitarity of the resulting evolution U res(T ) after application of the de-
coupling pulse

U := ei
π
2

(Q2+P 2) (4.80)

from Definition 4.18 at times t1, t2, . . . , tL ∈ [0, T ] and evolving under Uorig(t) := e−itH
orig

in
between. This resulting evolution is of the form

U res(T ) := e−i(T−tL)Horig
(U ⊗ IE) · · · e−i(t2−t1)Horig

(U ⊗ IE)e−it1H
orig

. (4.81)

We will show for general pulse times that U res(T ) acts jointly on the system and the en-
vironment and that it is not of a tensor product form U res

S (T ) ⊗ U res
E (T ) for two Gaus-

sian unitaries U res
S (T ) ∈ U(L2(R)) and U res

E (T ) ∈ U(L2(RnE )): the above pulse sequence –
pulse U applied at times t1, t2, . . . , tL ∈ [0, T ] – does not achieve decoherence suppression in
the sense of Definition 4.8. For this general case we will introduce a quantity which charac-
terises the error made, i.e., a measure for the amount of non-decoherence-suppression: the
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non-Gaussian-unitarity of U res(T ). We will characterise the non-unitarity and thereby non-
decoherence suppression property by a parameter, which is similar to the so-called ‘signal’
from Eq. (4.76).

In order to do so, we assume that at time t = 0, the single system mode HS = L2(R)
is decoupled from the environment such that the latter is in thermal equilibrium of inverse
temperature β ∈ R+: the joint system-environment state is in tensor product form ρS⊗ρE(β)
where ρS ∈ D(HS) denotes the original system state and

ρE(β) =
e−β

1
2

∑nE
i=1 ωi(Q

2
i+P

2
i )

tr
(
e−β

1
2

∑nE
i=1 ωi(Q

2
i+P

2
i )
) (4.82)

is the thermal state of inverse temperature β (cf. Section 2.2.3).

Theorem 4.21 (Optimality of Uhrig times for CV decoherence suppression). Consider the setup
described above. Let VS be the covariance matrix of the original system state ρS ∈ D(L2(R))
and let ρE(β) be the thermal state on nE ∈ N environment modes for inverse temperature β
from Eq. (4.82).

Then the 2× 2-block (i.e., the system block) of the covariance matrix of

ρres(T ) := U res(T ) (ρS ⊗ ρE(β))U res(T )†

can be written as

V res
S (T ) =

(
1 0
xres 1

)
VS

(
1 0
xres 1

)T
+

(
0 0
0 yres

)
where the two real parameters xres and yres are given by

xres :=

nE∑
i=1

λ2
i

ω2
i

(
ωiT − sin(ωiT )(Re(yL(ωiT )) + 1) + (cos(ωiT )− 1)Im(yL(ωiT ))

)
,

yres :=

nE∑
i=1

λ2
i

ω2
i

|yL(ωiT )|2 coth

(
βωi
2

)
,

for yL from Eq. (4.77). �

The remainder of this section is dedicated to the proof of this result. The proof of Theo-
rem 4.21 is divided into three steps: Steps one and two in Lemma 4.22 and 4.23, analyse the
resulting evolution U res(T ). It will be convenient to write it in terms of the operator

V (t) := Uorig(t)†UUorig(t) = eitH
orig
Ue−itH

orig
, (4.83)

i.e., as the pulse U in the interaction picture associated with the original evolution Uorig(t).

Step 0: Preliminary computations of symplectic matrices Since the proofs through-
out this section are conducted at the level of the symplectic group and its associated Lie alge-
bra, we start with some preliminary computations, where we compute the symplectic quanti-
ties associated with the relevant unitaries. First, recall that Uorig(t) := e−itH

orig
= e−itR

TAR/2

is associated with a symplectic evolution Sorig(t) := etJA. for the symmetric matrix A from



4.6 Higher order bosonic decoherence suppression 129

Eq. (4.79). Direct computation shows that

Sorig(t) = etJA =


1 0 01×nE 01×nE

x(t,Ω, λ) 1 wT (t,Ω, λ) vT (t,Ω, λ)
v(t,Ω, λ) 0nE×1 cos(Ωt) sin(Ωt)
w(t,Ω, λ) 0nE×1 − sin(Ωt) cos(Ωt)

 (4.84)

where

v(t,Ω, λ) :=
∞∑
m=1

(−1)m
Ω2m−1t2m

(2m)!
λ = Ω−1(cos(Ωt)− I)λ , (4.85)

w(t,Ω, λ) := −
∞∑
m=0

(−1)m
Ω2mt2m+1

(2m+ 1)!
λ = −Ω−1 sin(Ωt)λ , (4.86)

x(t,Ω, λ) := −λT
∞∑
m=1

(−1)m
Ω2m−1t2m+1

(2m+ 1)!
λ = −λTΩ−2(sin(Ωt)− Ωt)λ . (4.87)

Furthermore, we will need the inverse of the original evolution and its associated symplectic
matrix, i.e., Uorig(t)† := eitH

orig
= eitR

TAR/2 and Sorig(−t) := e−tJA where

Sorig(−t) = e−tJA =


1 0 01×nE 01×nE

−x(t,Ω, λ) 1 −wT (t,Ω, λ) vT (t,Ω, λ)
v(t,Ω, λ) 0nE×1 cos(Ωt) − sin(Ωt)
−w(t,Ω, λ) 0nE×1 sin(Ωt) cos(Ωt)

 .

Here, the sign change t 7→ −t implies v(−t,Ω, λ) = v(t,Ω, λ), w(−t,Ω, λ) = −w(t,Ω, λ),
and x(−t,Ω, λ) = −x(t,Ω, λ). Another quantity, that we will use, is the symplectic matrix
associated with the unitary

eitH̃ := e−itU
†HorigU = e−

i
2 tR

T ÃR (4.88)

which is etJÃ. Here, the Hamiltonian H̃ is defined as the conjugation of the original Hamil-
tonian Horig with the pulse unitary U from Eq. (4.80), i.e., as

H̃ := −U †HorigU = −
(1

2

n∑
i=1

ωi
(
Q2
i + P 2

i

)
−Q

n∑
i=1

λiQi

)
=

1

2

∑
j,k

ÃjkRjRk . (4.89)

It agrees with the original Hamiltonian Horig up to a sign change of Ω. In other words, the
map A 7→ Ã corresponds to the substitution Ω 7→ −Ω. Under this substitution, w(t,−Ω, λ) =
w(t,Ω, λ) and cos(−Ωt) = cos(Ωt) both stay unchanged (cf. Eq. (4.86) where only even powers
of Ω appear), whereas v(t,−Ω, λ) = −v(t,Ω, λ), x(t,−Ω, λ) = −x(t,−Ω, λ) and sin(−Ωt) =
sin(Ωt) change sign (cf. Eqs. (4.85) and (4.87) where only odd powers of Ω appear). As a
consequence, we find that the symplectic matrix associated with (4.88) is given by

etJÃ =


1 0 01×nE 01×nE

−x(t,Ω, λ) 1 wT (t,Ω, λ) −vT (t,Ω, λ)
−v(t,Ω, λ) 0nE×1 cos(Ωt) − sin(Ωt)
w(t,Ω, λ) 0nE×1 sin(Ωt) cos(Ωt)

 . (4.90)

Its inverse

e−tJÃ =


1 0 01×n 01×n

x(t,Ω, λ) 1 −wT (t,Ω, λ) −vT (t,Ω, λ)
−v(t,Ω, λ) 0n×1 cos(Ωt) sin(Ωt)
−w(t,Ω, λ) 0n×1 − sin(Ωt) cos(Ωt)


is related to the unitary evolution

eitH̃ := eitU
†HorigU = e

i
2 tR

T ÃR .



130 Chapter 4: Higher order dynamical decoupling of continuous variable systems

Lemma 4.22 (Step 1: conjugated pulse). Let U be the unitary pulse from Eq. (4.80), let Horig

from Eq. (4.78) generate the original, uncontrolled evolution and let U res(t) be the resulting
evolution from Eq. (4.81). Then V (t) from Eq. (4.83) can be written as

V (t) = UeiK(t) and V (t) = e−iK(t)U (4.91)

where for t ∈ R and z ∈ R we define

K(t) := Q

nE∑
k=1

λk
ωk

(Re(f(ωkt))Qk + Im(f(ωkt))Pk) , (4.92)

f(z) := 2i(eiz − 1) = −2 sin(z) + 2i(cos(z)− 1) . (4.93)

�

Proof. To show the first equation in (4.91), let us use the definition of V (t) from Eq. (4.83)
and rewrite the quantity U †V (t) as

U †V (t) := U †eitH
orig
Ue−itH

orig
= eitU

†HorigUe−itH
orig

= e−itH̃e−itH
orig

. (4.94)

Here, the Hamiltonian H̃ is defined in Eq. (4.89). The remainder of the proof is conducted
at the level of symplectic matrices. First, one uses the considerations from the preliminary
step 0 – Eqs. (4.84) and (4.90) – to compute the symplectic matrix associated with the right
hand side of Eq. (4.94). This is

etJÃetJA =


1 0 01×nE 01×nE
0 1 2wT (t,Ω, λ) 2vT (t,Ω, λ)

−2v(t,Ω, λ) 0nE×1 InE×nE 0nE×nE
2w(t,Ω, λ) 0nE×1 0nE×nE InE×nE

 (4.95)

where we used that −v(t,Ω, λ) + cos(Ωt)v(t,Ω, λ) − sin(Ωt)w(t,Ω, λ) = −2v(t,Ω, λ) as well
as w(t,Ω, λ) + sin(Ωt)v(t,Ω, λ) + cos(Ωt)w(t,Ω, λ) = 2w(t,Ω, λ).

Second, define the operator

Kκ := Q
∑
i

(Re(κi)Qi + Im(κi)Pi) =
1

2

2(1+nE)∑
j,k=1

Bjk(κ)RjRk (4.96)

where κi ∈ C are complex numbers for i ∈ {1, 2, . . . , nE} and where the symmetric ma-
trix B(κ) is given by

B(κ) :=


0 0 Re(κ)T Im(κ)T

0 0 01×nE 01×nE
Re(κ) 0nE×1 0nE×nE 0nE×nE
Im(κ) 0nE×1 0nE×nE 0nE×nE

 ∈ C2(1+nE)×2(1+nE) (4.97)

and depends on the two real vectors Re(κ), Im(κ) ∈ RnE . A simple computation shows that
the symplectic matrix associated with the unitary eiKκ generated by the Hamiltonian Kκ is
given by

e−JB(κ) =


1 0 01×nE 01×nE
0 1 Re(κ)T Im(κ)T

−Im(κ) 0nE×1 InE×nE 0nE×nE
Re(κ) 0nE×1 0nE×nE InE×nE

 . (4.98)
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A comparison between Eq. (4.95) and Eq. (4.98) shows that etJÃetJA = e−JB(κ) for the choice
of parameters

Re(κ) = 2w(t,Ω, λ) , Im(κ) = 2v(t,Ω, λ) . (4.99)

At the level of the unitaries this implies that U †V (t) = eiKκ for κ defined in Eq. (4.99)
where Kκ = K(t) from Eq. (4.92).

For the other equation V (t)U † = e−iK(t), the proof is similar. One first computes

V (t)U † = eitH
orig
Ue−itH

orig
U † = eitH

orig
e−itUH

origU† = eitH
orig
eitH̃

where H̃ := −UHorigU † = −U †HorigU as before. A comparison between

e−tJAe−tJÃ =


1 0 01×nE 01×nE
0 1 −2wT (t,Ω, λ) −2vT (t,Ω, λ)

2v(t,Ω, λ) 0nE×1 InE×nE 0nE×nE
−2w(t,Ω, λ) 0nE×1 0nE×nE InE×nE


and Eq. (4.98) shows that V (t)U † = eitH

orig
eitH̃ = eiK−κ for the parameters κ from Eq. (4.99).

Since K−2w(t,Ω,λ)−2iv(t,Ω,λ) = −K2w(t,Ω,λ)+2iv(t,Ω,λ) =: −K(t), this implies the desired equa-

tion V (t)U † = e−iK(t). �

Lemma 4.23 (Step 2: resulting evolution). The resulting evolution U res(T ) can be written as

U res(T ) = e−iTH
orig
e−iK

res(T )eiϕ
res(T ) (4.100)

for some ϕres(T ) ∈ R and a Hamiltonian

Kres(T ) :=
1√
2

nE∑
i=1

λi
ωi

(
fL(ωiT )a†i + fL(ωiT )ai

)
, (4.101)

fL(ωiT ) :=
L∑
j=1

(−1)jf(ωitj) , (4.102)

for f(z) := 2i(eiz − 1) from Eq. (4.93). �

Proof. The resulting evolution U res(T ) is defined by Eq. (4.81). A recursive identification of
the operators V (t1), V (t2), · · · , V (tL) from right to left in Eq. (4.81) implies that

U res(T ) = e−i(T−tL)Horig
U · · · e−it2Horig

eit1H
orig
Ue−it1H

orig︸ ︷︷ ︸
=V (t1)

= e−i(T−tL)Horig
U · · · e−it3Horig

eit2H
orig
Ue−it2H

orig︸ ︷︷ ︸
=V (t2)

V (t1)

= e−iTH
orig
V (tL) · · ·V (t2)V (t1) .

(4.103)

To further compute the resulting evolution U res(T ), one may use the form of V (t) from in
Lemma 4.22. Inserting V (t) = UeiK(t) = e−iK(t)U for K(t) from (4.92) into Eq. (4.103) gives

U res(T ) = e−iTH
orig
e−iK(tL)U2eiK(tL−1) · · ·U2eiK(t3)e−iK(t2)U2eiK(t1)

= e−iTH
orig
e−iK(tL)eiK(tL−1) · · · eiK(t3)e−iK(t2)eiK(t1)

= e−iTH
orig

L∏
j=1

e−i(−1)jK(tj) .

(4.104)
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Note that we used that U2 = I as well as the fact that L is even which is necessary for the
condition U control(T ) = I to hold.

Let us now show that U res(T ) from (4.104) satisfies U res(T ) = e−iTH
orig
e−iKκeiϕ

res(T ) for
some ϕres(T ) ∈ R and a suitably chosen Hamiltonian Kκ of the form of Eq. (4.96).

To this end, consider the operator K(t) from (4.92). It commutes with K(s) up to an
imaginary number since they satisfy the commutation relation

[K(t),K(s)] =
1

2

∑
i

λ2
i

ω2
i

(
f(ωit)f(ωis)− f(ωit)f(ωis)

)
=: iϕ(t, s)I

for all t, s ∈ R, where ϕ : [0, T ]× [0, T ] → R is a real-valued function. As a consequence, all
further nested commutators of K(t) vanish, e.g., [K(t), [K(s),K(r)]] = 0 for all r, s, t ∈ R and

the Baker-Campbell-Hausdorff formula eAeB = eA+Be
1
2

[A,B] therefore applies for A = K(t)
and B = K(s). Recursive insertion of the BCH formula into Eq. (4.104) yields

U res(T ) = e−iTH
orig
e−iK(tL) · · · eiK(t3)e−iK(t2)+iK(t1)e

1
2

[K(t2),K(t1)]

= e−iTH
orig
e−i

∑L
j=1(−1)jK(tj)eiϕ

res(T )
(4.105)

where ϕres(T ) :=
∑L−1

k=1

∑k
l=1(−1)k+lϕ(tk+1, tl).

The exact form of ϕres(T ) is irrelevant since it enters into U res(T ) as a complex phase that
vanishes if an operator (such as ρS⊗ρE(β)) is conjugated with U res(T ). The exponent in the
second term of (4.105) can be rewritten in terms of a complex vector κ as a Hamiltonian Kκ

from Eq. (4.96). It takes the form

−i
L∑
j=1

(−1)jK(tj) = − 1√
2

nE∑
k=1

λk
ωk

(
fL(ωkT )a†k + fL(ωkT )ak

)
, (4.106)

where fL(ωiT ) is defined as in Eq. (4.102) for i = 1, 2, . . . , nE . This finishes the proof since
Eq. (4.106) coincides with the desired expression from Eq. (4.101). �

In the third step, let us finalise the proof of Theorem 4.21.

Step 3: Proof of Theorem 4.21. By Lemma 4.23, the resulting evolution is of the form of
Eq. (4.100) where Kres(T ) = Kκ̃ from Eq. (4.96) for the parameters κ̃ := Ω−1fL(ΩT )λ, i.e.,

Re(κ̃i) = −2
λi
ωi

L∑
j=1

(−1)j sin(ωitj) , Im(κ̃i) = 2
λi
ωi

L∑
j=1

(−1)j (cos(ωitj)− 1) , (4.107)

for i = 1, 2, . . . , nE . As a consequence, the resulting evolution U res(T ) is (up to the com-
plex phase) associated with the symplectic matrix Sres(T ) = eTJAeJB(κ̃) for a symmetric
matrix B(κ̃) of the form of Eq. (4.97) such that

Kres(T ) = Kκ̃ =
1

2

2(1+nE)∑
j,k=1

Bjk(κ̃)RjRk .

More precisely, the latter matrix B(κ̃) depends on the parameter κ̃. Direct computation
shows that

Sres(T ) = eTJAeJB(κ̃) =


1 0 01×nE 01×nE
xres 1 aT bT

c 0nE×1 cos(ΩT ) sin(ΩT )
d 0nE×1 − sin(ΩT ) cos(ΩT )

 (4.108)
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where

xres := x(T,Ω, λ) + wT (T,Ω, λ)Im(κ̃)− vT (T,Ω, λ)Re(κ̃) , (4.109)

a := −Re(κ̃) + w(T,Ω, λ) ,

b := −Im(κ̃) + v(T,Ω, λ) ,

c := v(T,Ω, λ) + cos(ΩT )Im(κ̃)− sin(ΩT )Re(κ̃) ,

d := w(T,Ω, λ)− sin(ΩT )Im(κ̃)− cos(ΩT )Re(κ̃) ,

for x(T,Ω, λ), v(T,Ω, λ), and w(T,Ω, λ) from Eqs. (4.87), (4.85) and (4.86), respectively,
and κ̃ from Eq. (4.107).

We will use this symplectic matrix to compute the covariance matrix of the resulting state.
Since the initial state ρS ⊗ ρE(β) is of product form, its covariance matrix is given by the
direct sum VS ⊕ VE of the system’s state’s covariance matrix VS ∈ R2×2 and the covariance
matrix

VE =

diag
(

coth
(βω1

2

)
, . . . , coth

(βωnE
2

))
0nE×nE

0nE×nE diag
(

coth
(βω1

2

)
, . . . , coth

(βωnE
2

))


of the environment’s thermal state. Let us denote the covariance matrix of the resulting
state ρres = U res(T )(ρS ⊗ ρE)U res(T )† by V res. Its the principal (2 × 2)-part – defined
as V res

S := (V res)2×2 =
(
Sres(T )(VS ⊕ VE)(Sres(T ))T

)
2×2

– is computed to be

V res
S = Sres

11 (T )VS(Sres
11 (T ))T + Sres

12 (T )VE(Sres
12 (T ))T

where

Sres
11 (T ) =

(
1 0
xres 1

)
∈ R2×2 , Sres

12 (T ) =

(
01×nE 01×nE
aT bT

)
∈ R2×2nE ,

are the upper left 2 × 2 block and the upper right 2 × 2nE block of the resulting evolu-
tion Sres(T ) from Eq. (4.108), respectively. A short calculation shows that

V res
S := Sres

11 (T )VS(Sres
11 (T ))T + Sres

12 (T )VE(Sres
12 (T ))T

=

(
1 0
xres 1

)
V

(
1 0
xres 1

)T
+

(
01×nE 01×nE
aT bT

)
VE

(
0nE×1 a
0nE×1 b

)
=

(
1 0
xres 1

)
V

(
1 0
xres 1

)T
+

(
0 0
0 yres

)
where

yres =
∑

e∈{a,b}

eTdiag
(

coth
(
βω1

2

)
, . . . , coth

(
βωnE

2

))
e =

nE∑
i=1

(a2
i + b2i ) coth

(
βωi
2

)
. (4.110)

For i = 1, . . . , nE , we can furthermore identify

ai = 2
λi
ωi

L∑
j=1

(−1)j sin(ωitj)−
λi
ωi

sin(ωiT ) =
λi
ωi

Im(yL(ωiT )) ,

bi = −2
λi
ωi

L∑
j=1

(−1)j
(

cos(ωitj)− 1
)

+
λi
ωi

(
cos(ωiT )− 1

)
= −λi

ωi
Re(yL(ωiT )) ,
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where the real and imaginary parts of yL(ωjT ) are computed from Eq. (4.77). Inserting this
into yres from Eq. (4.110) gives

yres =

nE∑
i=1

(
Im(yL(ωiT ))2 + Re(yL(ωiT ))2

)
coth

(
βωi
2

)
and hence yres as in Theorem 4.21. Another direct computation yields that xres from
Eq. (4.109) is given by

xres = x(T,Ω, λ) + wT (T,Ω, λ)Im(κ̃)− vT (T,Ω, λ)Re(κ̃)

=
∑
i

λ2
i

ω2
i

(
ωiT − sin(ωiT )− 2 sin(ωiT )

L∑
j=1

(−1)j(cos(ωitj)− 1)

+ 2(cos(ωiT )− 1)

L∑
j=1

(−1)j sin(ωitj)
)

=
∑
i

λ2
i

ω2
i

(
ωiT − sin(ωiT )Im(yL(ωiT ))(cos(ωiT )− 1)− Re(yL(ωiT )) sin(ωiT )

)
using the definitions of yL(z) and that

∑L
j=1(−1)j = 0 since L is even. �

Consequences of Theorem 4.21

We have thus shown that in this model, the covariance matrix of the system undergoes the
transformation

VS 7→ V res
S (T ) = SVSS

T + yres where S =

(
1 0
xres 1

)
∈ Sp(2,R)

is a symplectic matrix depending on the scalars xres from Eq. (4.109) and yres. More precisely,
the latter is given by

yres = χ(T ) :=

∫ ∞
0

Sβ(ω)

ω2
|yL(ωT )|2dω =

∫ ∞
0

J(ω)

ω2
|yL(ωT )|2dω

=

nE∑
i=1

λ2
i

ω2
i

|yL(ωiT )|2 coth

(
βωi
2

)
.

The quantity yres plays the role of a form of a residual: The smaller it is, the closer the
map V 7→ V res

S (T ) is to a conjugation with a symplectic matrix. If χ(T ) = 0, then VS 7→
SVSS

T and the map ρS 7→ trE(U res(T )(ρS ⊗ρE)U res(T )†) corresponds to a Gaussian unitary
channel. More precisely, under this condition one obtains U res(T ) = US ⊗ UE , i.e., the
pulse sequence would achieve exact decoherence suppression. The quantity χ(T ) quantifies
the error of bosonic decoherence suppression. Since this quantity is exactly the same as
Eq. (4.76) – quantifying the efficiency of DD in the spin-boson setting – we conclude that
the discussion of optimality of pulse times directly translates from the qubit to the bosonic
setting. This parameter χ(T ) is defined as the overlap between the noise spectrum S(ω)
and the function |yL(T )| where the latter quantity depends on the pulse times. In the qubit
setting, the optimality of pulse times depends on the UV (i.e., high frequency) cutoff of S(ω).
We have shown in Theorem 4.21 that this dependence on certain properties of the noise
spectrum directly translates to the CV setting.
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Pasini and Uhrig [127] found that in the presence of a finite number of environment modes or
a hard high frequency cutoff, the Uhrig times are optimal. Furthermore, if the noise spectrum
has a soft high frequency cutoff, then the optimal pulse times resemble periodic DD (i.e., with
equidistant pulse times), more precisely they correspond to the Carr-Purcell-Meiboom-Gill
(CPMG) cycle [34, 112]. By Theorem 4.21, this behaviour also applies to the optimality of
pulse timings of the bosonic model discussed in this section.

4.7 Relating qubit to bosonic systems

In this section, we exhibit a similarity between m + 1-qubit systems and CV systems of 2m

modes. This is the key proof ingredient for the Nth order bosonic homogenisation property
of the novel schemes proposed in Section 4.8 since these schemes are derived from Nth order
multi-qubit DD pulse sequences. More precisely, we will relate certain properties of the Lie
group associated with an m + 1-qubit system, i.e., the unitary group U(2m+1), and its Lie
algebra, to the Lie group of the 2m mode phase space, i.e., the symplectic group Sp(2 ·2m,R),
and its Lie algebra.

In Section 4.7.1, we introduce the operators on the 2m-mode phase space which play a major
role in this relation, and investigate some of their properties. In Section 4.7.2 we relate them
to the Pauli matrices in the multi-qubit setting.

4.7.1 Operators on the symplectic group and its Lie algebra

In analogy to the Pauli matrices on multi-qubit systems we define certain symplectic matrices
on the 2m-mode phase space that satisfy similar commutation relations.

Definition 4.24 (Symplectic ‘Paulis’). On R2 define the matrices

S(0,0) :=

(
1 0
0 1

)
, S(1,1) = y :=

(
0 −1
1 0

)
,

S(1,0) = x :=

(
0 1
1 0

)
, S(0,1) = z :=

(
1 0
0 −1

)
.

Furthermore, on R2·2m ∼= (R2)⊗(m+1) set

Sα := Sa0 ⊗ Sa1 ⊗ · · · ⊗ Sam for α := (a0, a1, . . . , am) ∈ (Z2
2)m+1 , (4.111)

where ak ∈ Z2
2 for every k = 0, . . . ,m. Define the subset Γ ⊂ (Z2

2)m+1 as

Γ :=
{
α ∈ (Z2

2)m+1 | (δ(α) + δa0,(0,1) + δa0,(1,0)) mod 2 = 1
}
,

where δa0,(0,1) denotes the Kronecker delta for two variables and

δ(α) := | {j ∈ {0, 1 . . . ,m} | aj = (1, 1)} | ,

as well as the subset Γ̃ ⊂ (Z2
2)m+1

Γ̃ :=
{
β ∈ (Z2

2)m+1 | b0 = (0, 0) or b0 = (1, 1)
}
.
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Here, Greek letters are used for elements of (Z2
2)m+1 and Latin letters for their respective

components, e.g. α := (a0, a1, . . . , am) ∈ (Z2
2)m+1 and β := (b0, b1, . . . , bm) ∈ (Z2

2)m+1 .

The matrices Sα ∈ R2·2m×2·2m defined above may be associated with a quantum system of 2m

bosonic modes since the phase space of the latter is given by R2·2m . Hence it will be a first
step to analyse which of these matrices are elements of the symplectic group Sp(2 ·2m,R) and
its Lie algebra sp(2 · 2m,R), respectively. In terms of the Sα, the matrix J2m which defines
the symplectic form, can be expressed as

J2m =

(
0 I2m

−I2m 0

)
= −S(1,1) ⊗ S(0,0) ⊗ · · · ⊗ S(0,0) =: −Sγ , (4.112)

where γ = (c0, . . . , cm) satisfies c0 = (1, 1) and ci = (0, 0) for every i = 1, . . . ,m.

The four matrices I, x, y, z are all orthogonal and I, x, z are symmetric whereas y is
antisymmetric. Although they are not all symplectic, some of them are (what we will show
in Theorem 4.25). Note that these matrices are closely related to the single-qubit Pauli
matrices since they satisfy S(0,0) = σ(0,0), S(1,0) = σx = σ(1,0), S(1,1) = −iσy = −iσ(1,1)

and S(0,1) = σz = σ(0,1) with the notation for Paulis from Eq. (4.37). We will show that they
also satisfy similar commutation relations as the Pauli matrices.

The following theorem concerns the matrices Sα from Eq. (4.111) and states some of their
properties. Note that these properties are similar to those obeyed by the multi-qubit Pauli
matrices on the unitary group and its associated Lie algebra (cf. Table 4.2).

Theorem 4.25 (Relation between qubit and bosonic systems). For m ∈ N, consider the sym-
plectic group Sp(2 · 2m,R) and its associated Lie algebra sp(2 · 2m,R) from Definition 2.29.
Let Γ, Γ̃ be the sets and let {Sα}α∈(Z2

2)m+1 be the matrices from Definition 4.24. Then the
following statements hold.

(a) The family {Sα}α∈Γ forms a basis of the Lie algebra sp(2 · 2m,R).

(b) The family {Sβ}β∈Γ̃ are orthogonal symplectic matrices, i.e.,

Sβ ∈ Sp(2 · 2m,R) ∩ O(2 · 2m,R) for every β ∈ Γ̃ .

(c) They satisfy the commutation relations

S−1
α SβSα = (−1)〈α,β〉Sα for all α ∈ Γ, β ∈ Γ̃ (4.113)

where the quantity 〈·, ·〉 is the symplectic inner product as in Eq. 4.43, i.e., given by

〈α, β〉 :=

m∑
j=0

aTj

(
0 1
−1 0

)
bj = αTJ2mβ .

�

Proof. (a) The proof is divided into three steps. We first show that Sα ∈ sp(2 · 2m,R) for
all α ∈ Γ; the second part proves that all elements of {Sα}α∈Γ are linearly independent
and third, we show that the number of elements in Γ is equal to the dimension of the Lie
algebra sp(2 · 2m,R) when the latter is regarded as a vector space over R. In summary,
this shows that the family {Sα}α∈Γ forms a basis of sp(2 · 2m,R).
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Let us start with some useful computations. Consider the commutation and anticommu-
tation relations between the matrices S(1,0), S(1,1), S(0,1), and S(0,0) which are

{S(1,0), S(1,1)} = 0 = {S(1,0), S(0,1)} = {S(0,1), S(1,1)} (4.114)

[S(0,0), S(0,1)] = 0 = [S(0,0), S(1,1)] = [S(0,0), S(1,0)] . (4.115)

Furthermore, recall that by Eq. (4.112), the symplectic matrix J2m can be written as
the tensor product of −S(1,1) on the first factor and S(0,0) on the other m factors. By
Eqs. (4.114) and (4.115), it satisfies

{S(1,0) ⊗ S(a1,...,am), J2m} = 0 = {S(1,0) ⊗ S(a1,...,am), J2m} , (4.116)

[S(0,0) ⊗ S(a1,...,am), J2m ] = 0 = [S(0,0) ⊗ S(a1,...,am), J2m ] . (4.117)

For the first step of the proof, let α ∈ Γ be given and consider the corresponding ma-
trix Sα ∈ R2·2m×2·2m . We use Eqs. (4.116) and (4.117) as well as the relations

ST(0,0) = S(0,0), ST(1,0) = S(1,0), ST(1,1) = −S(1,1), ST(0,1) = S(0,1) ,

to compute the term

STαJ2m + J2mSα = (−1)δ(α)SαJ2m + J2mSα

= (−1)δ(α)(−1)δa0,(1,0)+δa0,(0,1)J2mSα + J2mSα

=
(
(−1)δ(α)+δa0,(1,0)+δa0,(0,1) + 1

)
J2mSα .

By definition of the set Γ, we have
(
δ(α) + δa0,(1,0) + δa0,(0,1)

)
mod 2 = 1 and hence

STαJ2m + J2mSα = 0 .

Since the Lie algebra sp(2 · 2m,R) is defined as the set of matrices M ∈ R2m×2m such
that MTJ2m + J2mM = 0, we conclude that Sα ∈ sp(2 · 2m,R).

Second note that by linear independence of the matrices x, y, z, it is straightforward to
see that all elements of {Sα}α∈Γ are linearly independent.

For the last step of the proof, let us compare the number of elements in the set Γ, i.e. the
value |Γ|, to the dimension of the symplectic Lie algebra sp(2 ·2m,R). The latter is equal
to 2 · 2m + 2m = 2m+1 + 2m.

By definition of Γ, the value |Γ| is equal to the number of α = (a0, . . . , am) ∈ (Z2
2)m+1

such that
(
δ(α) + δa0,(1,0) + δa0,(0,1)

)
mod 2 = 1, where

δ(α) := |{j ∈ {0, . . . ,m} | aj = (1, 1)}| .

We will use only simple combinatorics to compute this number.

Let α = (a0, . . . , am) ∈ Γ. Then by definition of Γ, it satisfies

δ
(
(a1, . . . , am)

)
mod 2 =

{
0 if a0 ∈ {(0, 1), (1, 1), (1, 0)} ,
1 if a0 = (0, 0) ,

(4.118)

where in analogy to δ(α), we defined δ
(
(a1, . . . , am)

)
:= |{j ∈ {1, 2, . . . ,m}| aj = (1, 1)}|.

Let us denote by em and om the number of vectors (b1, . . . , bm) ∈ (Z2
2)m such that

δ
(
(b1, . . . , bm)

)
mod 2 = 0, respectively, δ

(
(b1, . . . , bm)

)
mod 2 = 1 .

We can easily see that e1 = 3 and o1 = 1. For an arbitrary m ∈ N, these numbers must
add up to 4m i.e, they satisfy om + em = 4m. They can be recursively defined as

em+1 = e1em + o1om , om+1 = e1om + o1em , (4.119)

which simply reflects the way how even and/or odd numbers add up.
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Lemma 4.26. For m ∈ N, we have em = 22m−1 + 2m−1. �

Proof. Let us show this by induction over m. For m = 1, the claim is consistent with e1 =
3. For the inductive step m → m + 1, let us use the relation om = 4m − em and o1 = 1
to compute em+1 = e1em + o1(4m − em) = 3em + (4m − em) = 22(m+1)−1 + 2m. �

Eq. (4.118) implies that the number of elements in Γ is given by |Γ| = 3em + 1om. Using
Eq. (4.119), this is equal to |Γ| = em+1 which, by Lemma 4.26, is given by em+1 =
22m+1 + 2m = 2 · 2m + 2m. The latter expression corresponds to the desired dimension
of sp(2 · 2m,R) such that one obtains |Γ| = dim(sp(2 · 2m,R)).

(b) Let β := (b0, b1, . . . , bm) ∈ Γ̃. The matrix Sβ is orthogonal since all its factors satisfy

ST(0,0)S(0,0) = I2 = ST(1,0)S(1,0) = ST(1,1)S(1,1) = ST(0,1)S(0,1) = I2 .

Note that we did not use any property of Γ, i.e., we showed the more general statement
that Sα ∈ O(2 · 2m,R) for every α ∈ (Z2

2)m+1.

To show that Sβ is symplectic, let us recall that a matrix M is symplectic if and only
if MJTM = J . We use the (anti-)commutation relations (4.116) and (4.117) to compute

STβ J2mSβ = (−1)δb0,(1,0)+δb0,(0,1)STβ SβJ2m = (−1)δb0,(1,0)+δb0,(0,1)J2m .

This is equal to J2m if and only if b0 ∈ {(0, 0), (1, 1)}. But by definition of β ∈ Γ̃, we
have that b0 ∈ {(0, 0), (1, 1)}. As a consequence

Sβ ∈ Sp(2 · 2m,R) ∩ O(2 · 2m,R) .

(c) Let us consider the commutation relations between x, y, and z, first. These matrices
satisfy xy = z, yz = x and zx = −y and hence the relations

xTxx = x , xT yx = −y , xT zx = −z ,
yTxy = −x , yT yy = y , yT zy = −z ,
zTxz = −x , zT yz = −y , zT zz = z .

(4.120)

On the multi-mode level this translates to STβ SαSβ = (−1)〈α,β〉Sα for all α, β ∈ (Z2
2)m+1,

where

aTj

(
0 1
−1 0

)
bj =

{
0 if aj = bj or aj = (0, 0) or bj = (0, 0)

1 else
.

This is also true in the special case of α ∈ Γ, β ∈ Γ̃.

�

4.7.2 Relation between multi-qubit and multi-mode CV operators

Let us now relate multi-mode bosonic systems to multi-qubit systems. More precisely,
let m ∈ N0. We relate the properties of the symplectic group Sp(2 · 2m,R) and its Lie
algebra sp(2 · 2m,R) considered in Theorem 4.25 to those of the unitary group U(2m+1) and
its Lie algebra u(2m+1).
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m+ 1 qubits 2m bosonic modes

Hilbert space HS = (C2)⊗m+1 Phase space R2·2m

U(2m+1) Sp(2 · 2m,R)
u(2m+1) sp(2 · 2m,R)

Multi-qubit Pauli operators on (C2)⊗m+1 Multi-mode operators on R2·2m

σα = σa0 ⊗ · · · ⊗ σam Sα = Sa0 ⊗ · · · ⊗ Sam
where α = (a0, . . . , am) ∈ (Z2

2)m+1 where α = (a0, . . . , am) ∈ (Z2
2)m+1

are tensor products of the Pauli matrices are tensor products of the matrices

σ(0,0) =

(
1 0
0 1

)
, σ(1,0) =

(
0 1
1 0

)
, S(0,0) =

(
1 0
0 1

)
, S(1,0) =

(
0 1
1 0

)
,

σ(1,1) =

(
0 −i
i 0

)
, σ(0,1) =

(
1 0
0 −1

)
S(1,1) =

(
0 −1
1 0

)
, S(0,1) =

(
1 0
0 −1

)
{σα}α∈(Z2

2)m+1 is a basis of u(2m+1) {Sα}α∈Γ is a basis of sp(2 · 2m,R)

where Γ ⊂ (Z2
2)m+1 as in Definition 4.24

{σβ}β∈(Z2
2)m+1 ⊂ U(2m+1) {Sβ}β∈Γ̃ ⊂ Sp(2 · 2m,R) ∩ O(2m+1,R),

where Γ̃ ⊂ (Z2
2)m+1 as in Definition 4.24,

σ−1
β σασβ = (−1)〈α,β〉σα S−1

β SαSβ = (−1)〈α,β〉Sα
for α, β ∈ (Z2

2)m+1 for α ∈ Γ, β ∈ Γ̃.

Table 4.2: List of analogous properties between the quantum systems of m+1 qubits and 2m

bosonic modes. In both systems, the operators σα and Sα satisfy the same commutation
relations. We will make use of this similarity to construct bosonic homogenisation sequences
from multi-qubit DD sequences. But note that we also observe two differences: the sets Γ ⊂
(Z2

2)m+1 as well as Γ̃ ⊂ (Z2
2)m+1, which only occur in the bosonic setting, are restricted

compared to (Z2
2)m+1 in the multi-qubit setting. The relevant restriction in the context of

CV homogenisation concerns the set Γ̃ as the passive Gaussian unitary pulses correspond
to symplectic matrices Sβ where β ∈ Γ̃. As a consequence, the set of possible pulses (on
the symplectic level) is restricted to {Sβ}β∈Γ̃ compared to {σβ}β∈(Z2

2)m+1 from which the DD
pulses for multiple qubits can be chosen.

On the one hand, we consider a quantum system of 2m bosonic modes with associated
phase space R2·2m . The multi-mode operators Sα ∈ R2·2m×2·2m satisfy the commutation
relations (4.113) by part (c) of Theorem 4.25, i.e.,

S−1
β SαSβ = (−1)〈α,β〉Sα for all α ∈ Γ, β ∈ Γ̃ ,

Moreover, the family {Sα}α∈Γ forms a basis of the Lie algebra sp(2 · 2m,R) by part (a)
and Sβ ∈ Sp(2 · 2m,R) ∩ O(2 · 2m,R) for every β ∈ Γ̃ by part (b).

On the other hand, we have a system of m+1 qubits. Recall the multi-qubit Pauli matrices σα
from Eq. (4.55) for α := (a0, a1, . . . , am) ∈ (Z2

2)m+1 where we use the notation for the single-
qubit Pauli matrices from Eqs. (4.37). With this notational convention, the multi-qubit Pauli
matrices satisfy the commutation relations

σTβ σασβ = (−1)〈α,β〉σα for all α, β ∈ (Z2
2)m+1, (4.121)

where {σα}α∈(Z2
2)m+1 is a basis of u(2m+1) and σβ ∈ U(2m+1) for all β ∈ (Z2

2)m+1.

Table 4.2 shows a direct comparison between the multi-qubit setting and the CV setting.
The reader might directly notice the similarity between the commutation relations (4.113)
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and (4.121). This similarity is key to our construction of bosonic homogenisation schemes
from qubit decoupling schemes: it is exactly these phases (4.113) and (4.121) that appear in
the Dyson series of the resulting evolution.

However, there is also a crucial difference: in the CV setting, one considers elements of
the two sets Γ and Γ̃ which are strict subsets of (Z2

2)m+1. This restriction can be directly
translated to a conceptual difference between DD in the both settings. It is the mathematical
reason for the fact that DD in CV cannot be achieved in the same strong as standard DD
for finite-dimensional systems, i.e., a general CV system evolution cannot be rendered trivial,
only homogenised, as first shown in [12]: in our framework, this is due to the fact that
the set of possible unitary pulses is restricted, i.e, one can only choose pulses associated
with a symplectic matrix from the family {Sβ}β∈Γ̃. As a consequence, decoherence terms
proportional to Sγ = JnS cannot be averaged out by such a pulse sequence.

4.8 Higher order bosonic homogenisation

In this section, we construct higher order bosonic homogenisation sequences in the sense of
Definition 4.9.

The pulses and a few of their properties are presented in Section 4.8.1. In Section 4.8.2
we show how bosonic homogenisation schemes of order N on 2m modes can be obtained
from m+ 1-qubit DD of the same order. This construction builds on both the Lie algebraic
formulation of DD from Section 4.5 and the relation between multi-qubit and CV systems
from Section 4.7. In Section 4.8.3 this procedure is applied to the multi-qubit NUDD scheme
(cf. Section 4.4.3). The resulting bosonic nested Uhrig homogenisation schemes are efficient
in the sense that they use (N+1)2m+1 pulses to homogenise 2m system modes up to order N .

4.8.1 Bosonic pulses for homogenisation

Let us start with some preliminary remarks on the notation. Since an essential ingredient
to our homogenisation scheme construction is the relation between bosonic and multi-qubit
systems from Section 4.7, let us assume that the number of system modes nS is a power of 2,
i.e., there exists m ∈ N0 such that nS = 2m. Instead of labelling the system’s quadrature
operators with indices from 1 to nS , we will introduce a new label

ν = (v1, v2, . . . , vm) ∈ Zm2 := {0, 1}m (4.122)

and label the quadrature operators by these bitstrings ν as

Qν = Q(v1,v2,...,vm) , Pν = P(v1,v2,...,vm) , where vj ∈ {0, 1} for j = 1, . . . ,m .

It will be useful to order the labels (4.122) using the bijective map

Zm2 → {1, . . . , 2m} , (v1, . . . , vm) 7→ 1 +

m∑
k=1

2m−kvk ,

e.g. when considering matrices in Sp(2 · 2m,R). Then, the mode operators can be arranged
in the vector RT = (R1, . . . , R2m+1) as follows:

R1 = Q(0,...,0,0) , R2 = Q(0,...,0,1) , R3 = Q(0,...,1,0) , · · · , R2m = Q(1,...,1,1) ,

R2m+1 = P(0,...,0,0) , R2m+2 = P(0,...,0,1) , R2m+3 = P(0,...,1,0) , · · · , R2m+1 = P(1,...,1,1) .

(4.123)
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=

=

(Q,P ) �→ (−Q,−P )

(Q,P ) �→ (−P,Q)

(Q1, Q2, P1, P2) �→ (Q2, Q1, P2, P1)=

Srot(
π

2
)= (Q,P ) �→ (P,−Q)

Sbs(
π

2
)

Sign flip

SWAP

Flipped J

Symplectic J

=

SWAP=

Srot(
3π

2
)

Srot(π)

Srot(
3π

2
)Srot(π)

Srot(π)

Figure 4.5: Circuit representation of the four basic bosonic gates for the constructed decoher-
ence suppression and homogenisation sequences: the three single-mode gates ‘sign flip’, J , and
sign ‘flipped J ’ are the phase gates Srot(ζ) (which are defined in Eq. (2.42) of Section 2.2.5) for
the angles ζ = π, 3π/2, π/2, respectively, and the two-mode SWAP gate can be represented
as the subsequent application of a two-mode beam splitter Sbs(π/2) (cf. Eq. (2.47)) and a
phase space rotation Srot(π). They are related to the considered symplectic matrices y0, xj
and zj from Lemma 4.28 as depicted in Fig. 4.6.

Since for β ∈ Γ̃ the matrices Sβ from Definition 4.24 are symplectic and exponentially gen-
erated by elements of sp(2 · 2m,R) up to a complex phase, the associated Gaussian unitaries
form a suitable set for unitary pulses of homogenisation schemes. The following Gaussian uni-
taries will be relevant as pulses in the context of our bosonic NUDD homogenisation schemes,
derived in Section 4.8.3.

Definition 4.27 (Bosonic pulses). Letm ∈ N. Let furthermore the Gaussian unitaries Uy0 , Uxj
and Uzj for j = 1, . . .m acting on nS = 2m bosonic system modes be defined (up to global
phases) by their action on the bosonic quadrature operators of the system, i.e., as

U †y0
QνUy0

:= Pν ,

U †y0
PνUy0

:= −Qν ,
U †xjQ(v1,...,vm)Uxj := Q(v1,...,vj−1,1−vj ,vj+1,...,vm) ,

U †xjP(v1,...,vm)Uxj := P(v1,...,vj−1,1−vj ,vj+1,...,vm) ,

U †zjQ(v1,...,vm)Uzj := (−1)vjQ(v1,...,vm) ,

U †zjP(v1,...,vm)Uzj := (−1)vjP(v1,...,vm)

where the bit-strings ν = (v1, . . . , vm) ∈ {0, 1}m label the 2m bosonic modes.

Let us show a few properties of these unitaries. In order to do this, it is useful to consider these
properties at the level of their corresponding symplectic matrices according to the metaplectic
representation. It will be convenient to identify the vector space R2·2m with R⊗ (R2)⊗m on
which the matrices Sα are defined, which themselves are tensor products of the (2 × 2)-
matrices I, x, y, z from Definition 4.24.

Furthermore, it is useful to introduce a two-mode SWAP unitary V in analogy to the two-
qubit SWAP gate from (2.58). It acts on the quadrature operators of modes 1 and 2
as V †Q1V = Q2, V †P1V = P2 and V †Q2V = Q1, V †P2V = P1, respectively, i.e., it in-
terchanges quadratures of one mode with those of the other, cf. Fig. 4.5.
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Lemma 4.28. The unitaries from Definition 4.27 satisfy the following properties:

(a) Let S(b0,...,bm) for (b0, . . . , bm) ∈ Γ̃ be the matrices from Definition 4.24. The symplectic
matrix associated with Uy0 is

y0 := y ⊗ I⊗m2 = S(b0,...,bm) , (4.124)

where b0 = (1, 1) and all other b1 = · · · = bm = (0, 0). For j = 1, . . .m, the unitaries Uxj
and Uzj have associated symplectic matrices

xj := I⊗j2 ⊗ x⊗ I⊗(m−j)
2 = S(c0,...,cm) , (4.125)

zj := I⊗j2 ⊗ z ⊗ I⊗(m−j)
2 = S(d0,...,dm) , (4.126)

respectively, where cj = (1, 0), dj = (0, 1) and ck = dk = (0, 0) for all k 6= j.

(b) They are tensor products of either passive single-mode or passive two-mode Gaussian
unitaries.

(c) The associated symplectic matrices y0, xj and zj for j = 1, . . .m are exponentials of
elements of sp(2 · 2m,R).

�

Proof. (a) Using the ordering 4.123 of the quadratures, one can check by direct computation
that the symplectic matrices from (4.124), (4.125) and (4.126) satisfy the equations

U †y0
RjUy0 =

∑
k

(
S(

(1,1),(0,0),...,(0,0)
))

jk

Rk =

2m+1∑
k=1

(y0)jkRk ,

U †xiRjUxi =
∑
k

(
S(

(0,0),...,(0,0), (1,0)︸︷︷︸
position i

,(0,0),...,(0,0)
))

jk
Rk =

2m+1∑
k=1

(xi)jkRk ,

U †ziRjUzi =
∑
k

(
S(

(0,0),...,(0,0), (0,1)︸︷︷︸
position i

,(0,0),...,(0,0)
))

jk
Rk =

2m+1∑
k=1

(zi)jkRk .

for j = 1, . . . , 2m+1 and i = 0, . . . ,m.

(b) The associated symplectic matrices y0, xj as well as zj are orthogonal, which translates
to passivity at the level of the Gaussian unitaries (cf. Section 2.2.4). They are products
from the passive Gaussian single-mode phase rotations and the two-mode beam splitter
(described in Section 2.2.5) which we now analyse in more detail.

The unitary Uy0 is the 2m-fold tensor product of Urot (3π/2), i.e., it acts as the single-mode
rotation in phase space from Eq. (2.41) for ζ = 3π/2 on all modes ν ∈ Zm2 , cf. Fig. 4.5).

Note that a two-mode SWAP gate acts on the mode operators as shown in Fig. 4.5.
For j = 1, . . . ,m, the unitary Uxj is the tensor product of 2m−1 SWAP operations between
pairs of modes. More precisely, it swaps all pairs of modes which differ on the jth
entry of their index ν = (v1, . . . , vm) ∈ {0, 1}m, i.e., it interchanges the modes with
labels ν = (v1, . . . , vj , . . . , vm) and νj := (v1, . . . , 1− vj , . . . , vm). Moreover, it can be
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implemented by the subsequent application of a beam splitter operations and a single-
mode rotation in the following way: the two-mode SWAP gate can be decomposed as

Sbs (π/2) (I ⊕ Srot (π)) = SWAP

where Sbs (π/2) is the beam splitter of transmittivity 0, cf. Eq. (2.48), and Srot (π) is a
single-mode phase rotation about the angle π, cf. Eq. (2.43).

For j = 1, . . . ,m, the unitary Uzj acts as the same single-mode unitary on half of the
modes, i.e., the modes with indices ν such that vj = 1, which is the phase rotation

Urot (π) = e−i
π
2

(Q2
ν+P 2

ν ) .

Moreover recall that this is the same unitary as used for decoherence suppression in
Definition 4.18.

(c) Let us recall the identity eωJ1 = cos(ω)I2 + sin(ω)J1 for ω ∈ R which we already used
in Section 2.2.5. We note that on the k-mode phase space R2k for k ∈ R, this can be
generalised to eωJk = cos(ω)I2k + sin(ω)Jk. This can be used to find the generator of y0

by computing

eπ/2y0 = e−π/2J1⊗I⊗m =
(

cos(π/2)I2 − sin(π/2)J1

)
⊗ I⊗m = y0 .

Obviously, yT0 J +Jy0 = 0, i.e., y0 is generated by πy0/2 ∈ sp(2 · 2m,R). For j = 1, . . . ,m
direct computation yields

e−π/2y⊗I
⊗m
2 +π/2y⊗I⊗(j−1)

2 ⊗x⊗I⊗(m−j)
2 = eπ/2y0(−I⊗m+1

2 +xj) = −y0(y0xj) = xj

and similarly that e−π/2y⊗I
⊗m
2 +π/2y⊗I⊗(j−1)

2 ⊗z⊗I⊗(m−j)
2 = zj . This shows that for j =

1, . . . ,m, the symplectic matrices xj and zj are exponentials of

π

2
y0(−I⊗m+1

2 + xj) and
π

2
y0(−I⊗m+1

2 + zj) ,

respectively, which themselves are elements of sp(2 · 2m,R) since(
y0(−I⊗m+1

2 + xj)
)T
J + Jy0(−I⊗m+1

2 + xj) = 0 ,(
y0(−I⊗m+1

2 + zj)
)T
J + Jy0(−I⊗m+1

2 + zj) = 0 ,

using the commutation relations (4.120) as well as y0 = −J .

�

Let us discuss one property of the Gaussian unitaries Uy0 , Uxj , and Uzj from part (b) of
the above proof: namely how they can be written in terms of the basic Gaussian unitaries
from Section 2.2.5, i.e, in terms of the phase space rotations and the beam splitter. For j =
1, . . . ,m, the Uxj -pulse corresponds to a product of SWAP gates between pairs of modes
where the pairings (of swapped modes) are determined by the index j: one swaps the modes
for which the index ν differs on the jth entry. Since SWAP gates corresponds to the product
of a beam splitter and a phase gate (on one of the modes), the Gaussian unitary Uxj can
furthermore be written as

Uxj =
∏
ν∈Vj

Urot,νj (π)Ubs,ν,νj (π/2) =
∏
ν∈Vj

Ubs,ν,νj (π/2)Urot,ν (π) .
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x1 xm z1 zm

(0, . . . , 0, 0)

(1, . . . , 1, 1)
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(1, 0, . . . , 0)
(1, 0, . . . , 1)

(0, 1, . . . , 1)

y0

mode label gates on 2m modes

ν ∈ {0, 1}m

(a) x1, xm, z1, zm, and y0

xk

2
m+1−k

zk

2
m−k

2
m−k

2
m−k

2
m−k

2
m+1−k

(b) xk, zk for k = 1, . . . ,m

Figure 4.6: Bosonic pulses for homogenisation sequences (cf. Definition 4.27) and their effect
on the 2m modes for m ∈ N. The passive Gaussian unitaries y0, x1, . . . , xm and z1, . . . , zm act
on the 2m modes in terms of the three basic single- and two-mode operations from Fig. 4.5.
For k = 1, . . . ,m, the pulse xk acts as a product of SWAP gates between pairs of modes that
differ on the kth entry vk of ν = (v1, . . . , vm); the pulse zk acts as the sign flip (a single-mode
phase rotation) on the modes ν such that vj = 1 and the pulse y0 acts as the symplectic J
(a different phase rotation) on all modes.

Here, we define the set Vj := {ν ∈ Zm2 |vj = 1}, i.e., the above product is taken over all
indices ν which satisfy vj = 1 and νj denotes the mode index that is equal to ν except at
the jth position (where it is the opposite of vj) and Urot,νj (π) acts as Urot(π) (cf. (2.43)) on the
mode with label νj , Furthermore, Ubs,a,b (π/2) denotes the beam splitter of transmittivity 0
(cf. Eq. (2.48)) between mode a and b. The unitary Uy0 acts as

Uy0 = (Urot (3π/2))⊗(2m+1) .

For j = 1, . . . ,m, the Gaussian unitary Uzj can be written as

Uzj =
∏
ν∈Vj

Urot,ν (π) .

The unitaries (more precisely, the circuit representation of their associated symplectic matri-
ces) are presented in Fig. 4.6.

4.8.2 Higher order bosonic homogenisation from higher order multi-
qubit DD

The main result of this section relates (m + 1)-qubit DD schemes to 2m-mode bosonic ho-
mogenisation schemes.

We start with an Nth order DD scheme for m + 1 qubits. More precisely, the chosen pulse
sequence must satisfy two conditions: first, all pulses are tensor products of single qubit Pauli
matrices and second, decoupling is achieved in the sense of Theorem 4.14 from Section 4.5.
By the second assumption, one may work within the framework of Section 4.5. By the first
assumption, the pulses are multi-qubit Paulis, i.e., they can be written as σβ from Eq. (4.37)
for β ∈ (Z2

2)m+1. We will establish a map which maps these multi-qubit pulses to bosonic
pulses such that the latter pulse sequence inherits its decoherence properties from the multi-
qubit sequence, i.e., it achieves Nth order bosonic homogenisation.



4.8 Higher order bosonic homogenisation 145

Let us state a substitution rule

U(2m+1) 3 A 7→ B ∈ Sp(2 · 2m,R) ∩O(2m+1,R)

which maps certain unitaries on m + 1 qubits to symplectic orthogonal matrices on the
2m+1-dimensional phase space. A naive idea for this map would be to choose

σβ 7→ Sβ , for all β ∈ (Z2
2)m+1 (4.127)

where Sβ ∈ R2·2m×2·2m are the matrices from Definition 4.24. But this would not yield
a valid bosonic pulse scheme since there are β ∈ (Z2

2)m+1 such that Sβ is not symplectic.
Following the construction from Section 4.7, it is therefore necessary to adapt this simplified
idea (4.127): Instead we will consider the map σβ → Sβ′ where β′ differs from β only on the
zeroth entry.

Definition 4.29 (Substitution rule). Let m ∈ N and β := (b0, b1, . . . , bm) ∈ (Z2
2)m+1 and

let β′ be defined as

β′ := (b′0, b1, . . . , bm) where b′0 :=

{
(0, 0) if b0 ∈ {(0, 0), (0, 1)}
(1, 1) if b0 ∈ {(1, 0), (1, 1)}

. (4.128)

The substitution rule is defined as the map U(2m+1)→ Sp(2 · 2m,R) ∩O(2m+1,R),

σβ 7→ Sβ′ .

For the Pauli matrices on qubits 0 and i = 1, . . . ,m, the substitution rule (4.128) implies

σx0 7→ y0 , σy0 7→ y0 , σz0 7→ I2·2m , σxi 7→ xi , σyi 7→ yi , σzi 7→ zi . (4.129)

We will subsequently show that the substitution rule actually translates Nth order DD in the
qubit setting to Nth order homogenisation in the bosonic setting. Key to this construction
will be the identification of similarities between the multi-qubit Lie group and algebra with the
CV Lie group and algebra that we studied in Section 4.7. Recall that we derived that the Pauli
matrices σα and the symplectic matrices Sα satisfy similar commutation relations (4.121)
and (4.113), respectively. Since in the qubit-setting, it is precisely the phases σ−1

β σασβ =

(−1)〈α,β〉 that are responsible for the vanishing terms in the Dyson expansion of the toggling
frame evolution, there is justified hope that this translates to the bosonic setting. It is obvious
that for fixed α and β the two expressions 〈α, β〉 and 〈α, β′〉 are usually equal since β and β′

may only differ on the 0th entry. We will furthermore show that the distinction between β′

and β is exactly what differentiates multi-qubit DD from CV homogenisation.

Let us first show how CV pulse sequences, which act on a system that is already decoupled
from its environment, fall into the framework presented in Section 4.5 and state a sufficient
condition for Nth order homogenisation within this framework. Since for homogenisation
schemes in the sense of Definition 4.9, we assume that system and environment are decoupled,
decoherence is introduced by the original Hamiltonian

Horig(t) :=
1

2

2·2m∑
j,k=1

Ajk(t)RjRk , (4.130)

acting on the system only. Here, for every t ∈ R, A(t) ∈ R2·2m×2·2m is a symmetric matrix
and R is the vector of system quadratures in a suitable order (choose the ordering (4.123)).
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Lemma 4.30 (Sufficient condition for bosonic homogenisation). Let ∆ be a finite ordered.
On 2m bosonic modes, consider a CV pulse sequence of the form(

{tλ}λ∈Λ, {Sβ(λ)}λ∈Λ

)
, (4.131)

where the pulses Sβ(λ) ∈ Sp(2 · 2m,R) are defined by a function

β : Λ→ Γ̃

and where the matrices Sβ ∈ Sp(2 · 2m,R) as well as the set Γ̃ are given in Definition 4.24.

Let the functions Fα,β and the scalars F (r1,...,rk)
(α1,...,αk) be defined as in Lemmas 4.12 and 4.13,

respectively, and assume that the following holds:

F (r1,...,rk)
(α1,...,αk)

(
{Fαl,β}

k
l=1

)
= 0


for k ∈ N, r1, . . . , rk ∈ N0, and α1, . . . , αk ∈ (Z2

2)m+1

such that k + r1 + . . .+ rk ≤ N and⊕k
l=1 αl /∈ {

(
(0, 0), . . . , (0, 0)

)
,
(
(1, 1), (0, 0), . . . , (0, 0)

)
}.
(4.132)

Then the pulse sequence (4.131) satisfies Nth order homogenisation. �

The proof idea is the following: We will first show that the above pulse sequence falls into the
framework from Section 4.5. In a second step we will apply Corollary 4.15 from that section
to proof the homogenisation property.

Proof. By assumption, Sorig(t) ∈ Sp(2 · 2m + 2nE ,R) is generated by an element Xorig(t) ∈
sp(2 · 2m + 2nE ,R) which is of the form

Xorig(t) =

(
Xorig
SS (t) Xorig

SE (t)

Xorig
ES (t) Xorig

EE (t)

)
where Xorig

SE (t) = 0 = Xorig
ES (t) . (4.133)

Here Xorig
SS is the original generator that is associated with the Hamiltonian (4.130). Since

the generator (4.133) is block-diagonal as well as the symplectic pulses (acting non-trivial
on the system only), we restrict our attention to the system only throughout this proof and
neglect the environment. In slight abuse of notation, we omit the index SS and write Xorig

to denote Xorig
SS .

Let us now show that this original generator Xorig (recall, that this means the system
part Xorig

SS ) and the function β fall into the framework presented in Section 4.5. In the
latter, we discuss decoupling and homogenisation in the setting of a general Lie group G and
its associated Lie algebra g. Here, G = Sp(2 ·2m,R) and g = sp(2 ·2m,R). The pulses are cho-
sen from the family of matrices {Sβ}β∈Γ̃ which is a subset of G by part (b) of Theorem 4.25.
Furthermore, the family of matrices {Sα}α∈Γ forms a basis of g by part (a) of Theorem 4.25.
The adjoint action is given by

Ad(Sβ)Sα := S−1
β SαSβ = (−1)〈α,β〉 for all α ∈ Γ, β ∈ Γ̃ (4.134)

as proven in part (c) of Theorem 4.25, where

〈α, β〉 =
( m∑
j=0

aTj J1bj

)
mod 2 .
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Note that whether we include taking the modulo in the symplectic inner product does not
make a difference for the phases in Eq. (4.134). By assumption Xorig has analytic time-
dependence, i.e., using the basis {Sα}α∈Γ of sp(2 · 2m,R) from Theorem 4.25, we can write

Xorig(t) =
∑
α∈Γ

bα(t)Sα where bα(t) =
∞∑
r=0

bα,rt
r where bα,r ∈ R . (4.135)

We note that here, the ‘environment’ HE of the setup 4.11 is a technical quantity: it is one-
dimensional – i.e., HE = R and bα,r ∈ R from Eq. (4.135) – and it should not be confused
with the physical environment of nE bosonic modes, which we omit in our considerations
since we assume that system and environment evolve independently.

As a consequence, all assumptions 1-3 from the Setup 4.11 are satisfied, and we find that the
toggling frame generator (more precisely, its system-only part) is given by

Xtf(t) =
∑
α∈Γ

Fα,β (t/T )SαBα(t) , where Fα,β (t/T ) = (−1)
∑Kt
j=1〈α,β(λj)〉

for t ∈ [0, T ] and for Kt from Eq. (4.24). This generator appears in the Dyson expansion of
the toggling frame evolution

Stf(T ) =

∞∑
k=0

∑
α1,...,αk∈Γ

∞∑
r1,...,rk=0

T k+r1+...+rk

(
k∏
l=1

Sαlbαl,rl

)
F (r1,...,rk)

(α1,...,αk)

(
{Fαl,β(λ)}kl=1

)
.

Since all the assumptions of Setup 4.11 are satisfied, one can apply Corollary 4.15 for the
index γ :=

(
(1, 1), (0, 0), . . . , (0, 0)

)
∈ Γ. It states that under the condition (4.132) there are

scalars c1, c2 ∈ R such that ‖Sres(T ) − c1I2·2m − c2Sγ‖ = O(TN+1). Since Sγ = −J2m by
Eq. (4.112), this implies Nth order homogenisation of the considered pulse sequence. �

Let us now relate multi-qubit DD schemes to bosonic homogenisation schemes.

Theorem 4.31 (CV homogenisation from qubit DD schemes). Let m ∈ N and β : Λ →
(Z2

2)m+1 . Assume that the pulse sequence

({tλ}λ∈Λ, {σβ(λ)}λ∈Λ) (4.136)

on m + 1 qubits – where σβ is defined as in Eq. (4.55) – achieves Nth order dynamical
decoupling in the sense of Theorem 4.14 from Section 4.5.

Then the symplectic pulse sequence(
{tλ}λ∈Λ, {Sβ′(λ)}λ∈Λ

)
(4.137)

on 2m bosonic modes – where the function β′ : Λ → (Z2
2)m+1 is related to β by the

substitution rule 4.29 – achieves Nth order CV homogenisation in the sense of Definition 4.9,
i.e., a homogenised system evolution up to order N in T of an already decoupled system
Hamiltonian with analytic time dependence. �

We note that the condition
⊕k

l=1 αl /∈
{(

(0, 0), . . . , (0, 0)
)
,
(
(1, 1), (0, 0), . . . , (0, 0)

)}
is equiv-

alent to
k∏
l=1

Sαl /∈ {±I2·2m ,±J2m} .
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Proof. Let us first show that the given multi-qubit pulse sequence satisfies the assumptions
of the setup in Section 4.5, i.e., the necessary properties are listed in Definition 4.11.

On the qubit level Nth order dynamical decoupling in the sense of Theorem 4.14 means that
the function β : Λ→ (Z2

2)m+1 satisfies

F (r1,...,rk)
(α1,...,αk)

(
{Fαl,β(λ)}kk=1

)
= 0 for k ∈ N, r1, . . . , rk ∈ N0, α1, . . . , αk ∈ (Z2

2)m+1

such that k +
k∑
l=1

rl ≤ N and
k⊕
l=1

αl 6=
(
(0, 0), . . . , (0, 0)

) (4.138)

Let us now consider the bosonic setting and the pulse sequence (4.137) obtained by the sub-
stitution rule σβ 7→ Sβ′ from Definition 4.29, i.e., let a map β : Λ 7→ (Z2

2)m+1 be given.
As already discussed, β′ ∈ Γ̃ for all β ∈ (Z2

2)m+1, i.e., for every λ ∈ Λ, we find β′(λ) ∈ Γ̃.
Hence, as shown in Lemma 4.30, the bosonic pulse sequence (4.137) falls into the frame-
work from Section 4.5. Furthermore, Lemma 4.30 gives a sufficient condition for Nth order
homogenisation namely. We will hence prove that this Condition (4.132) is satisfied.

For the second step, let N ∈ N and let k ∈ N, r1, . . . , rk ∈ N0,, α1, . . . , αk ∈ Γ be such that

k +

k∑
l=1

rl ≤ N and

k⊕
l=1

αl /∈
{(

(0, 0), . . . , (0, 0)
)
,
(
(1, 1), (0, 0), . . . , (0, 0)

)}
(4.139)

are satisfied. For every l = 1, . . . , k, one may introduce the notation

αl =
(
a0(l), a1(l), . . . , am(l)

)
, where a0(l) :=

(
κ(l), µ(l)

)
∈ Z2 ,

for the different components of the lth index αl. Of special interest is its above-defined first
component κ(l) (we call the component with index 0 the first). We also define the new
index α̃l by its relation to αl, i.e., as

α̃l :=κ(l)
(
(1, 1), (0, 0), . . . , (0, 0)

)
⊕ αl =

[((
0 0
1 1

)
⊕ I2 ⊕ · · · ⊕ I2

)
α

]
mod 2 . (4.140)

This new index α̃l satisfies – using that ⊕ defines addition modulo two –

k⊕
l=1

αl =
k⊕
l=1

α̃l =
k⊕
l=1

α̃l ⊕
(
(κ, κ), (0, 0), . . . , (0, 0)

)
(4.141)

where κ :=
⊕k

l=1 κ(l). Inserting the assumption (4.139) on α1, . . . , αk into Eq. (4.141) yields
that in both cases, κ = 0 as well as κ = 1, we have

k⊕
l=1

α̃l 6=
(
(0, 0), . . . , (0, 0)

)
. (4.142)

The remainder of this proof is dedicated to showing that the scalar F (r1,...,rk)
(α1,...,αk)

(
{Fαl,β′}kk=1

)
is equal to zero. In order to do so, let us compute the term

〈α, β′(λ)〉 =
m⊕
j=0

ajJ1b
′
j(λ) , for λ ∈ Λ .
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This term appears in the integrand of above scalar F , more precisely as part of the exponent
of the phase (−1) inside the functions Fα,β′(λ), defined in Eq. (4.49). Since we can always
consider this quantity modulo 2 (as it appears in the exponent of a (−1) term), we compute

(aT0 J1b
′
0) mod 2 =

[
aT0

(
0 1
−1 0

)(
1 0
1 0

)
b0

]
mod 2

=

[
aT0

(
0 0
1 1

)T (
0 1
−1 0

)
b0

]
mod 2

= (ãT0 J1b0) mod 2 .

This implies that the first components of 〈α, β′(λ)〉 and 〈α̃, β(λ)〉 agree (modulo 2). By
definition, it is clear that the quantities β′(λ) = (b′0(λ), b1(λ), . . . , bm(λ)) from Eq. (4.128)
and α̃ := (ã0, a1, . . . , am) from Eq. (4.140) can at most differ from β(λ) and α, respectively,
on their first component. As a consequence, we have proven that for every λ ∈ Λ

〈α, β′(λ)〉 = aT0 J1b
′
0(λ)⊕

m∑
j=1

aTj J1bj(λ) = 〈α̃, β(λ)〉 for all α ∈ (Z2
2)m+1 .

Recalling the definition of the functions Fα from Eq. (4.49), we can conclude that

Fα,β′(λ) = Fα̃,β(λ) for all α ∈ (Z2
2)m+1, λ ∈ Λ . (4.143)

Let us now exploit the assumption, that the pulse sequence (4.136) achieves Nth order
dynamical decoupling in the sense of condition (4.138). We note that k ∈ N and r1, . . . , rk ∈
N0 have been chosen such that k + r1 + . . . + rk ≤ N by assumption (4.139) and that the
indices α̃1, . . . , α̃k ∈ Γ ⊂ (Z2

2)m+1 are such that Eq. (4.142) is satisfied. Therefore, Nth order
dynamical decoupling (4.138) of the multi-qubit sequence gives that

F (r1,...,rk)
(α̃1,...,α̃k)({Fα̃l,β(λ)}kl=1) = 0 .

Since Eq. (4.143) implies Fα̃l,β(λ) = Fαl,β′(λ) for every l = 1, . . . , k, we find that

F (r1,...,rk)
(α1,...,αk)

(
{Fαl,β′(λ)}kl=1

)
= 0 .

In summary, we have shown that the symplectic pulse sequence (4.137) satisfies the Condi-
tion (4.132) and hence achieves Nth order homogenisation. �

Theorem 4.31 shows that the substitution rule 4.29 translates an Nth order m+ 1-qubit DD
scheme to an Nth order 2m-mode bosonic homogenisation scheme. The pulse times are kept
and the pulses are translated using the substitution rule 4.29. Note that the number of pulses
may be even lower since all multi-qubit pulses of the form (σz)0 are mapped to an identity,
i.e., no pulse is applied at the corresponding time in the CV sequence (cf. Fig. 4.7 for an
example).

4.8.3 Uhrig homogenisation schemes

Here, we present the central result of this chapter: the novel homogenisation schemes.
The previous section showed how to translate a multi-qubit DD schemes of Nth order into
a bosonic homogenisation scheme of the same order with the same (or a lower) number of
pulses. Let us now apply this strategy from Definition 4.29 to the most efficient multi-qubit
DD schemes, the NUDD schemes presented in Section 4.4.3.
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qubit 1

qubit 0

mode 1

mode 0

0 10.50.25 0.75

time t/T

=Single-qubit gates =X Z

Figure 4.7: CV nested Uhrig homogenisation scheme for two modes and of order two. On top,
the NUDD scheme is shown for two qubits and DD order N = 2 using (N + 1)2+2 − 1 = 80
pulses each of which are either σx or σz Pauli gates on one of the two qubits. By applying
the substitution rule from Definition 4.29, one obtains the deduced bosonic homogenisation
scheme (on the bottom) of the same order N = 2 using (N + 1)2+1 − 1 = 26 pulses. The
blue lines symbolise free evolution of the system under the decoherence Hamiltonian. This
evolution is interleaved with pulses, represented as orange or black icons. For the definition
of these pulses, we refer to Fig. 4.5.

Theorem 4.32 (CV nested Uhrig homogenisation schemes). Let m ∈ N, N ∈ N and consider
the Nth order NUDD scheme for m+ 1 qubits ([86] and cf. Section 4.4.3). Then:

(i) The image of this pulse sequence under the substitution rule from Definition 4.29 is
an Nth order homogenisation scheme for 2m bosonic modes (in the sense of Defini-
tion 4.9).

(ii) The number of pulses in the CV scheme is (N+1)2m+1−1 if N is even and (N+1)2m+1

if N is odd.

(iii) All bosonic pulses are unitaries from Definition 4.27, i.e., they are passive Gaus-
sian unitaries which are products of single-mode phase space rotations and two-mode
SWAPs.

�

Proof. (i) The proof is a direct application of Theorem 4.31. In order to this latter, it
is necessary to show that the Nth order NUDD scheme for m + 1 qubits actually
satisfies the assumptions of Theorem 4.31. More precisely, it is sufficient to show that
the m + 1-qubit NUDD scheme satisfies the assumptions of Theorem 4.14 from the
general framework in Section 4.5. In Section 4.5.3 we showed that the NUDD scheme
falls into the framework of DD for general Lie groups (cf. Definition 4.11). A proof of
the other assumption of the decoupling criterion Theorem 4.14 is given by Liang and
Imambekov [86] (cf. Lemma 4.16) As a consequence, one may apply Theorem 4.31.

(ii) The pulses of the NUDD scheme for N even are mapped to the bosonic pulses

(σx)0 7→ Uy0 , (σx)i 7→ Uxi , (σz)0 7→ UI2·2m , (σz)i 7→ Uzi

for i = 1, . . . ,m (recalling Eq. (4.129)). Since the Nth order DD pulse sequence consists
of (N+1)2m+2−1 pulses, among thoseN times (N+1)2m+1 (σz)0-pulses at the innermost
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qubit 2

qubit 1

mode 10

mode 11

qubit 0

mode 00

mode 01

0 10.50.25 0.75

time t/T

=Single-qubit gates =X Y = Z

Figure 4.8: CV nested Uhrig homogenisation scheme (bottom) for four modes and order N =
1 and the corresponding first order three-qubit NUDD scheme (top). In both cases, the
evolution under the (decoherence) Hamiltonian is interleaved by control pulses. The control
pulses of the NUDD scheme (top) – which are products of single-qubit Paulis σx and σy –
are translated to the homogenisation pulses by the substitution rule from Definition 4.29.
Note that by definition of the NUDD sequence for odd decoupling orders, the pulses are more
complicated than for even N . The single-mode pulses are described in Fig. 4.5.

level, the deduced bosonic scheme has (N+1)2m+2−1−N(N+1)2m+1 = (N+1)2m+1−1
non-trivial pulses. For N odd the pulses are given by

k∏
i=0

(σy)i 7→ Uy0

k∏
j=1

Uyj ,
k−1∏
i=0

(σy)i(σx)k 7→ Uy0

k−1∏
j=1

UyjUxk

and since again the inne the number of pulses from reduces from (N + 1)2m+2 in the
multi-qubit setting to (N + 1)2m+1 bosonic pulses.

(iii) By Lemma 4.28 (part (b)), these pulses are passive Gaussian unitaries which are prod-
ucts of single-mode phase rotations Urot and SWAP gates, equivalently products of
single-mode phase rotations and transmittivity zero beam splitter gates.

�

Figs. 4.7, 4.8 and 4.9 show three examples of bosonic homogenisation schemes constructed
from NUDD schemes, the first for the parameters N = 2 and m = 1, the second for N = 1
and m = 2 and the third for N = 3 and m = 1.

In order to achieve decoherence suppression and homogenisation simultaneously, let us com-
bine the Uhrig decoherence suppression scheme from Theorem 4.20 and the Uhrig homogeni-
sation scheme from Theorem 4.32. More precisely, for nS bosonic system modes, we concate-
nate the former (of Nth order) at the inner level with the latter (also of Nth order) at the
outer level: in between the application of any neighbouring pair of homogenisation pulses, a
whole Nth order Uhrig decoherence suppression sequence is applied, i.e., with N (or N + 1)
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mode 1

mode 0

0 10.50.25 0.75

time t/T

Figure 4.9: CV nested Uhrig homogenisation scheme for two modes and homogenisation order
three. The evolution under the decoherence Hamiltonian (4.130) (depicted by blue lines) is
interleaved with instantaneous application of control pulses (represented as green or black
icons), the (single-mode) pulses are described in more detail in Fig. 4.5. The shown two-mode
gate (orange) is given by the subsequent application of the basic single- and two-mode pulses
from Fig. 4.5) as indicated by the inset above the circuit.

pulses at non-equidistant Uhrig times. The resulting schemes only uses

(N + 1)(N + 1)2 log2(nS)+1 = (N + 1)2 log2(nS)+2 ≈ O(N log2(nS))

pulses to achieve ‖Sres(T ) − S0 ⊕ SE‖ = O(TN+1) for some environment term SE and the
homogenised system evolution S0 at the symplectic level. At the unitary level, the latter
corresponds to the unitary

US0 = e−iω/2
∑nS
i=1Q

2
i+P

2
i

on the nS system modes for some frequency ω ∈ R.

4.9 Further considerations

In this section, we present two further results on the constructed pulse sequences. In Sec-
tion 4.9.1, we analyse the convergence of the considered Dyson series in terms of the time T
after which one considers decoherence suppression. Furthermore, we investigate how the
constructed pulse sequences perform when the decoherence Hamiltonian contains additional
linear terms in Section 4.154.

4.9.1 Sufficient rates for decoherence suppression

So far, we did not specify how to exactly quantify a ‘sufficiently small’ time T . Since our
analysis relies on the Dyson series of the toggling frame Stf(T ), it is necessary that T is small
enough such that this Dyson series converges.

We consider the toggling frame generator from Eq. (4.27) and investigate whether the gen-
erated Dyson series converges. Recalling the convergence condition from Eq. (3.19) (Dyson
series from Section 3.3.1), this is the case if

max
t∈[0,T ]

‖Xtf(t)‖ = max
t∈[0,T ]

∥∥∥∥( XSS(t) σ(t)XSE(t)
σ(t)XES(t) XEE(t)

)∥∥∥∥ <∞ . (4.144)

We call 1/T the decoupling rate and T the decoupling cycle time. We note that the name
cycle time originates from periodic DD where is specifies the time after which a decoupling



4.9 Further considerations 153

cycle has to be periodically repeated; here, it describes the time after which the whole pulse
sequence has been applied.

Let us investigate the convergence criterion of Eq. (4.144) in more detail for the specific case
of a time-independent symplectic generator

Xorig =

(
XSS XSE

XES XEE

)
∈ sp(2nS + 2nE ,R) .

We will give a bound on the necessary rate 1/T in terms of the energy scales set by the
the system part ‖Xorig

SS ‖, the system-environment interactions ‖Xorig
SE ‖ and the environment

part. Our analysis is conducted similarly to the one presented in the article [163] in which
a system of a single-qubit with pure dephasing decoherence is considered. But note that we
only examine and mimic the simplest form of the bounds presented in the above article. The
more refined bounds from [163] seem much more difficult to translate to the bosonic setting.

Theorem 4.33 (Sufficient rates for decoherence suppression). For nS , nE ∈ N, let

Xorig =

(
XSS XSE

XES XEE

)
∈ sp(2nS + 2nE ,R)

be given as well as the pulse sequence and consider the resulting symplectic evolution Sres(T )
after application of a pulse sequence of U pulses (cf. Definition 4.18) specified by a func-
tion σ : [0, 1]→ {−1, 1} which satisfies Eq. (4.72). If

‖XSS‖+ ‖XSE‖+ ‖XEE‖ ≤
1

T
, (4.145)

then there are two matrices SSS ∈ Sp(2nS ,R) and SEE ∈ Sp(2nE ,R) such that

‖Sres(T )− SSS ⊕ SEE‖ ≤
e
√

2 (‖XSS‖+ ‖XSE‖+ ‖XEE‖)N+1

(N + 1)!
TN+1 .

�

Proof. First recall that due to Xorig ∈ sp(2nS + 2nE ,R) and with J from Eq. (4.21), we have
that ‖XSE‖ = ‖XES‖ in any p-norm.

We will first show that

‖(Stf(T ))SE‖ ≤
∞∑

k=N+1

T k
(‖XSS‖+ ‖XSE‖+ ‖XEE‖)k

k!
. (4.146)

The toggling frame evolution Stf(T ) can be expanded in a Dyson series which is absolutely
convergent if condition (4.144). This condition is equivalent to ‖Xorig‖ <∞ since

‖Xtf(t)‖ :=

∥∥∥∥( XSS σ(t)XSE

σ(t)XES XEE

)∥∥∥∥ = ‖Xorig‖ <∞ .

Recall the computation of the Dyson series from Eq. (4.50). Then the upper right block
of Stf(T ) is given by the Dyson series

(Stf(T ))SE =

∞∑
k=0

T k
∑

(A,B)∈νk(S,E)

(
k∏

m=1

XAmBm

)
F (0,...,0)

(α1,...,αk)

(
{σαm}km=1

)
, (4.147)
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where the sequences from Eq. (4.66). In this calculation, we used the fact that if Xorig is
not time-dependent, then XAB,r = 0 in the analytic expansion (4.45) for all r ≥ 1. By the
assumption that σ satisfies Eq. (4.72), i.e., that

F (0,...,0)
(α1,...,αk)

(
{σαm}km=1

)
= 0

{
for all k ∈ N, α1, . . . , αk ∈ {0, 1}
such that k ≤ N and

⊕k
m=1 αm = 1,

(4.148)

the first N terms in (4.147) vanish. For higher order terms with k ≥ N + 1, let us bound the
norms of the product in (4.147). The sum

∑
(A,B)∈νk(S,E)

∥∥∥∥∥
(

k∏
m=1

XAmBm

)∥∥∥∥∥ ≤ ∑
(A,B)∈νk(S,E)

k∏
m=1

‖XAmBm‖ (4.149)

can be seen as the sum over certain paths of a binary tree of order s with vertices S and E.
For a specific sequence (A,B) ∈ νk(S,E), the term

∏k
m=1 ‖XAmBm‖ is associated with one

path from top to bottom with edges

((A1, B1), (B1, B2), . . . (Bk−1, Bk)) .

The summation over sequences (A,B) ∈ νk(S,E) assures that A1 = S and Bk = S, restricting
the summation over graph paths to exactly those which end at a vertex E. Fig. 4.10 shows
three examples of this identification. Very roughly estimated and using ‖Xorig

SE ‖ = ‖Xorig
ES ‖,

we thereby obtain

∑
(A,B)∈νk(S,E)

∥∥∥∥∥
(

k∏
m=1

XAmBm

)∥∥∥∥∥ ≤
k∑

m1,m2,m3=1
m1+m2+m3=k

m2 odd

k!
‖XSS‖m1‖XSE‖m3‖XEE‖m3

m1!m2!m3!

≤ (‖XSS‖+ ‖XSE‖+ ‖XEE‖)k .

(4.150)

For k ≥ N + 1, another term in (4.147) gives∣∣∣F (0,...,0)
(α1,...,αk)

(
{σαm}km=1

)∣∣∣ ≤ ∫ 1

0

∫ τ1

0
· · ·
∫ τk−1

0
|σ(τ1)α1 | · · · |σ(τk)

αk |dτk . . . dτ1

≤
∫ 1

0

∫ τ1

0
· · ·
∫ τk−1

0
dτk . . . dτ2dτ1 ≤

1

k!

(4.151)

using that σ(τ) ∈ [−1, 1] for all τ ∈ [0, 1]. Inserting both estimates (4.150) and (4.151)
into the Dyson expansion of Stf(T ) as well as using the fact that the first N terms vanish
by (4.148), one can upper bound both off-diagonal parts of Stf(T ) by the same quantity, more
precisely ‖(Stf(T ))SE‖ and ‖(Stf(T ))ES‖ are upper bounded by the right hand side of (4.146).
Let us now use the assumption (4.145) which implies that

‖(Stf(T ))SE‖ ≤ (‖XSS‖+ ‖XSE‖+ ‖XEE‖)N+1TN+1
∞∑

k=N+1

1

k!
. (4.152)

The sum over k on the right hand side corresponds to th Nth order remainder term of the
Taylor expansion of the exponential function around 0

e1 =

N∑
k=0

1k

k!
+

∞∑
k=N+1

1

k!
.
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S

E

(a) k = 1

S

S

E

E E

(b) k = 2

S

S

S S

E

E

E E E E

E

(c) k = 3

Figure 4.10: Binary trees to compute the quantity on the right hand side of (4.149)
in the following sense: A path with nodes A1, A2, . . . , Ak+1 ∈ {S,E}k+1 gives a sum-
mand ‖XA1A2‖‖XA2A3‖ · · · ‖XAkAk+1

‖ such that the quantity on the right hand side of (4.149)
is the sum of all these paths. Here the condition (A,B) ∈ νk(S,E) implies that all
trees have root node S and outer nodes E. For k = 1 the right hand side of (4.149) is
given by ‖XSE‖, and for k = 2 and k = 3, it is equal to ‖XSS‖‖XSE‖ + ‖XSE‖‖XEE‖
and ‖XSS‖2‖XSE‖ + ‖XSS‖‖XSE‖‖XEE‖ + ‖XSE‖3 + ‖XSE‖‖XEE‖2, respectively, where
we used that ‖XSE‖ = ‖XES‖.

Let us use the Lagrange form of the remainder to estimate∣∣∣∣∣
∞∑

k=N+1

1

k!

∣∣∣∣∣ ≤ e

(N + 1)!
.

As a consequence, Eq. (4.152) becomes

‖(Stf(T ))SE‖ ≤ (‖XSS‖+ ‖XSE‖+ ‖XEE‖)N+1TN+1 e

(N + 1)!
. (4.153)

Note that the right hand side of (4.153) gives an upper bound on the two norms ‖(Stf(T ))SE‖
and ‖(Stf(T ))ES‖. Since, as usually Stf(T ) = Sres(T ), there exist matrices SSS ∈ Sp(2nS ,R)
and SEE ∈ Sp(2nE ,R) such that

‖Sres(T )− SSS ⊕ SEE‖2 ≤ ‖(Stf(T ))SE‖2 + ‖(Stf(T ))ES‖2 = 2‖(Stf(T ))SE‖2 ,

which gives in combination with the upper bounds on ‖(Stf(T ))SE‖ and ‖(Stf(T ))ES‖ that

‖Sres(T )− SSS ⊕ SEE‖ ≤
e
√

2(‖XSS‖+ ‖XSE‖+ ‖XEE‖)N+1

(N + 1)!
TN+1 .

�

We note that this is a very simple bound on the necessary pulse rate. More refined bounds
will require a more detailed analysis. In the above proof, the estimation which we made in
the step from the first to second line in the calculation (4.150) is the roughest (in particular,
it is not tight). If one wants to improve these bounds, a natural first step would be to improve
this estimation.

4.9.2 Linear terms in the Hamiltonian

We note that the Hamiltonian Horig(t) from Eq. (4.19) is not of the most general form.
Although such quadratic terms in the mode operators are ubiquitous, other powers may
appear.
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A first and simple generalisation is to consider the presence of additional linear terms in the
mode operators. In this section, we consider the effect of the constructed pulse sequences in
the presence of such additional terms in the Hamiltonian which are linear and show that the
decoupling and homogenisation properties of pulse sequences are not altered. More precisely,
let the original Hamiltonian be of the form

Horig(t) =
1

2

2n∑
j,k=1

Ajk(t)RjRk +

2n∑
j=1

bj(t)Rj , (4.154)

where A : [0, T ] 7→ R2n×2n is a symmetric matrix and b : [0, T ]→ R2n is an additional time-
dependent vector. Instead of the quadratic Hamiltonians of the form of (4.19) considered so
far, the Hamiltonian here includes additional time-dependent linear terms in the mode opera-
tors. The latter characterise displacements in the phase space (cf. Definition 2.25), e.g., they
describe Gaussian displacement noise of the form of Definition 3.3. We will show that the
presence of these linear terms has no influence on the decoupling and homogenisation prop-
erties that a pulse sequence has on the quadratic terms, i.e., a Hamiltonian of the form (4.19)
has the same decoupling and homogenisation sequences as one of the form (4.154).

As described in Section 2.2.4, such a Hamiltonian generates a Gaussian unitary Uorig(t)
which is fully characterised by its effect on the first and second moments of a Gaussian
state. Since all pulses appearing in U control(t) are likewise Gaussian unitaries, the resulting
evolution U res(t) – generated by Horig(t) + Hcontrol(t) – is still a Gaussian unitary. Let
the initial Gaussian state ρ ∈ D(L2(Rn)) on the n = nS + nE system and environment
modes have associated displacement vector R(ρ) and covariance matrix moments V (ρ) from
Definition 2.26. The resulting state

ρres(t) := U res(t)ρ (U res(t))† ,

after evolution under U res(t) is still a Gaussian state which is characterised by new first and
second moments

R
res

(t) := R(ρres(T )) = Sres(T )R(ρ) + d(T ) , (4.155)

V res(t) := V (ρres(T )) = Sres(T )V (ρ)(Sres(T ))T , (4.156)

respectively, for some d ∈ R2n, cf. Eqs. (2.28)-(2.29) of Section 2.2.3.

Lemma 4.34 (No dependence on linear terms). Let a Hamiltonian Horig(t) be of the form
Eq. (4.154) as well as a Gaussian state ρ be given and define V res(t) by Eq. (4.156). Then

d

dt
V res(t) = −JAres(t)V (ρ) + V (ρ)Ares(t)J . (4.157)

In particular, this equation shows no dependence on b(t). �

Proof. A first observation shows that since every control pulse is a Gaussian unitary of the
form e−iH

control(t), the control Hamiltonian is

Hcontrol(t) =
1

2

2n∑
j,k=1

Acontrol
jk (t)RjRk

for a time-dependent symmetric matrix Acontrol : [0, T ] → R2n×2n that is characterised by
the specific pulse times and operators and satisfies Acontrol

jk = 0 for j = 2nS + 1, . . . , 2n
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or k = 2nS + 1, . . . , 2n since the pulses only act non-trivial on the system. As a consequence,
the resulting Hamiltonian which generates the resulting evolution is of the form

Hres(t) := Horig(t) +Hcontrol(t) =
1

2

2n∑
j,k=1

Ares
jk (t)RjRk +

2n∑
j=1

bj(t)Rj

where Ares(t) := A(t) +Acontrol(t) for t ∈ [0, T ] is a time-dependent symmetric matrix. Note
that the time-dependent vector in front of the linear term does not depend on the control
Hamiltonian (i.e., the pulse sequence).

Consider the covariance matrix of a Gaussian state ρ defined in Eq. (2.24). Direct computa-
tion shows that its matrix elements can be expressed in the form

Vjk(ρ) = tr ({Rj , Rk}ρ)− 2 tr(Rjρ) tr(Rkρ) for j, k = 1, . . . , 2n . (4.158)

Let ρres(t) evolve under the resulting evolution such that it satisfies

d

dt
ρres(t) = i[Hres(t), ρres(t)] .

As a consequence, the derivative of its covariance matrix V res(t) (using (4.158)) is given by

d

dt
V res
jk (t) =i tr ([{Rj , Rk}, Hres(t)]ρres(t)) + 2i tr ([Rj , H

res(t)]ρres(t)) tr (Rkρ
res(t))

− 2i tr (Rjρ
res(t)) tr

([
Rk, H

res(t)
]
ρres(t)

)
.

(4.159)

To compute the result of the individual terms we use that the quadrature operators satisfy
the commutation relations [Rj , Rk] = iJjk which gives

[Rj , H
res(t)] = i

2n∑
k,l=1

JjkA
res
kl (t)Rl + i

2n∑
k=1

Jjkbk(t) ,

[{Rj , Rk}, Hres(t)] = −i
2n∑

l,m=1

Ares
lm(t) ({Rl, Rj}Jmk + {Rl, Rk}Jmj)

− 2i

2n∑
l=1

bl(t)(RjJlk +RkJlj)

for j, k = 1, . . . , 2n. As a consequence, the first term in Eq. (4.159) is equal to

i tr
([
{Rj , Rk}, Hres(t)

]
ρres(t)

)
=2

2n∑
l=1

bl(t)
(
JljR

res
k (t) + JlkR

res
j (t)

)
+

+

2n∑
l,m=1

Ares
lm(t)

(
V res
mk (t)Jlj + 2R

res
m (t)R

res
k (t)Jlj

)
+

2n∑
l,m=1

Ares
lm(t)

(
V res
mj (t)Jlk + 2R

res
m (t)R

res
j (t)Jlk

)
(4.160)

where R
res

(t) is defined in Eq. (4.155). For the second term of (4.159) let us compute

i tr
([
Rj , H

res(t)
]
ρres(t)

)
=

2n∑
l,m=1

Ares
lm(t)JljR

res
m (t) +

2n∑
l=1

bl(t)Jlj . (4.161)
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Note that the second term of Eq. (4.155) is equal to the third term with the roles of j
and k interchanged. Setting everything together, i.e., inserting Eqs. (4.160) and (4.161) into
Eq. (4.159), and using the symmetry of Ares(t) and V res(t) as well as the antisymmetry of J
one obtains that

d

dt
V res
jk (t) =

2n∑
l,m=1

Ares
lm(t)

(
Vmk(t)Jlj + Vmj(t)Jlk

)
=

2n∑
l,m=1

(
− JjlAres

lm(t)Vmk(t) + VjmA
res
ml(t)Jlk

)
.

This is equal to the desired Eq. (4.157). �

Lemma 4.34 implies the following for the decoherence suppression and homogenisation prop-
erties of the pulse sequences considered throughout this chapter in the presence of linear
decoherence terms. First, the linear decoherence terms cannot be reduced by the considered
bosonic pulse sequences. Moreover, since the covariance matrix of the resulting state does
not depend on the linear terms, these terms do not enter our analysis at all, i.e., the anal-
ysed matrix Sres(T ) (the symplectic matrix associated with the resulting unitary U res(T ))
has the same structure as for a quadratic decoherence Hamiltonian. As a consequence, pulse
sequences that achieve Nth order decoherence suppression or homogenization for a quadratic
original Hamiltonian in the sense of Definitions 4.8 and 4.9, respectively, will achieve the
same in the presence of linear terms.



5 Asymmetric surface-Gottesman-
Kitaev-Preskill code

This chapter includes results which have been published in the article “Enhanced noise re-
silience of the surface-Gottesman-Kitaev-Preskill code via designed bias” [76] by the author
of this thesis together with her co-authors Lisa Hänggli and Robert König.

More precisely, this concerns the results in Sections 5.2.4, 5.4.2, 5.4.4, 5.5, 5.6 and central
parts of 5.2.5. All authors contributed equally to the publication [76]. The central ideas were
developed in joint discussions between the three co-authors. Margret Heinze computed the
threshold values with the simulated data, cf. Sections 5.5.2 and Lisa Hänggli conducted the
cutoff analysis, cf. Section 5.5.4. The central computations and proofs, i.e., those of the
logical GKP error probabilities, were conducted in equal shares and jointly by Margret Heinze
and Lisa Hänggli. The first draft for the simulation code was programmed by Robert König,
the remainder was equally distributed among the three co-authors. Note that the results in
Section 5.2.1, from Theorem 5.9 and the comparison to the biased noise model considered by
Tuckett et al. [158] in Section 5.4.3 are new and have not been published before.

The idea

This chapter treats qubit-into-CV quantum error correcting codes and questions on their noise
tolerance. The central research problem is: can one use an engineered noise bias to enhance
the noise tolerance of a concatenated DV-into-CV encoding? More precisely, we consider
the concatenation of the surface code and the Gottesman-Kitaev-Preskill (GKP) code [71] –
two codes which are promising DV-into-DV and DV-into-CV encodings, respectively – and
investigate whether an additional encoding of the GKP code (producing the noise bias) can
augment the error thresholds of the concatenated code. The basis for this question is laid
by two observations: first, applying a single-mode squeezing unitary to each mode of the
GKP code effectively transforms the logical GKP noise from symmetric noise (independent
equally likely X and Z-noise) to biased noise. On the other hand, asymmetry in the noise of
the surface code enhances its noise resilience compared to symmetric (i.i.d.) noise [158, 160].
Here, we combine these two ideas: We introduce asymmetry in the GKP code by an adapted
encoding (squeezing the GKP lattice in phase space) and numerically investigate whether this
enhances the noise resilience of the concatenated surface-GKP code. Note that the answer is
not clear a priori since there are limiting results on Gaussian error correction suggesting that
Gaussian encoding cannot enhance the noise resilience of CV codes towards Gaussian errors.
However, we find that the asymmetric surface-GKP codes achieve higher noise thresholds
compared to the standard surface-GKP encoding, when assuming the idealised setup of error-
free syndrome measurements.

159
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Organisation of this chapter

• Section 5.1 describes the Gottesman-Kitaev-Preskill (GKP) codes [71] with a focus on
symmetric (i.e., square lattice) GKP codes on a single bosonic mode.

• Section 5.2 introduces asymmetric (i.e., rectangular lattice) GKP codes and discusses
symmetric and asymmetric physical displacement noise as well as the logical error
distribution on the GKP-qubit. This section furthermore proves a key theorem that
motivates the main result of this chapter: symmetric physical noise can be transformed
into biased noise at the level of the logical GKP-qubit when the latter is encoded
using a rectangular lattice. We alos compute the respective logical GKP-qubit error
probabilities.

• Section 5.3 reviews some prior results which are directly relevant to our analysis, e.g.,
on error thresholds of the concatenated surface-GKP and toric-GKP codes and on the
enhanced noise resilience of the surface code against biased noise.

• Section 5.4 introduces the modified asymmetric surface-GKP code as well as some an-
alytic results on the noise bias of the encoded GKP-qubits.

• In Section 5.5, we present the simulation methods that we use to numerically compute
the error threshold of this code for different asymmetry parameters.

• The results of these simulations, i.e., the enhanced threshold estimates achieved by an
increased asymmetry ratio, are given in Section 5.6.
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Figure 5.1: Example of a symplectically integral lattice in the two-dimensional phase space:
The square lattice L� (dotted black lines) is generated by the two vectors `�1 = 2

√
πe1

and `�2 = 2
√
πe2 (black arrows) with respect to the standard basis e1, e2 of R2 and the

corresponding dual lattice L⊥� (solid blue lines) is generated by `⊥�1 = −
√
πe2 and `⊥�2 =

√
πe1.

The area around the origin enclosed by the blue square is the Voronoi cell of the dual lattice,
see Definition 5.3.
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5.1 The Gottesman-Kitaev-Preskill (GKP) code

In 2001, Gottesman, Kitaev and Preskill introduced a class of stabiliser codes that encode
qubits into bosonic modes [71] and that we work with throughout this chapter.

In Section 5.1.1, we define general GKP codes which encode a finite-dimensional quantum sys-
tem in n harmonic oscillator modes. Section 5.1.2 presents syndrome measurements and error
correction, especially against probabilistic displacement noise, in this setup. Sections 5.1.3
and 5.1.4 focus in more detail on the square lattice GKP-qudits and qubits, respectively.

5.1.1 The GKP code: basic definition

Symplectically integral lattices on the phase space

Central to the definition of GKP codes are the following lattices on the phase space.

Definition 5.1 (Symplectically integral lattice). For n ∈ N, let J ∈ R2n×2n be the matrix
defining the symplectic form (cf. Eq. (2.19)). Let {`i}2ni=1 ⊂ R2n and {`⊥i }2ni=1 ⊂ R2n be such
that

`Ti J`j ∈ 2πZ , for all i, j = 1, . . . , 2n , (5.1)

(`⊥i )TJ`j = 2πδij , for all i, j = 1, . . . , 2n , (5.2)

where δi,j is the Kronecker delta. A symplectically integral lattice is defined as

L :=

{
2n∑
k=1

mk`k

∣∣∣∣∣ mk ∈ Z for every k

}
,

where {`i}2ni=1 ⊂ R2n satisfy Eq. (5.1). The dual lattice is defined as

L⊥ :=

{
2n∑
k=1

mk`
⊥
k

∣∣∣∣∣ mk ∈ Z for every k

}
.

We say that the vectors {`i}2ni=1 span or generate the lattice L and that the dual lattice L⊥
is generated by the 2n vectors {`⊥i }2ni=1. Note that every symplectically integral lattice forms
a subgroup of the additive group (R2n,+). Instead of defining the lattice by its generating
vectors it is sometimes useful to arrange them into the columns of a generating matrix G :=(
`1 `2 · · · `2n

)
, see e.g. the original GKP paper [71]. Fig. 5.1 shows an example of a

two-dimensional symplectically integral lattice: the square lattice in two-dimensional phase
space. Note that the corresponding GKP code is discussed in Section 5.1.4 in more detail.

Stabilisers and code space

Let us consider a physical system of n ∈ N bosonic modes. This quantum system is described
by the Hilbert space HS =

(
L2(Rn)

)
with associated phase space R2n. The GKP code is a

stabiliser code (cf. Definition 3.18) defined on this system.



162 Chapter 5: Asymmetric surface-Gottesman-Kitaev-Preskill code

Definition 5.2 (GKP code [71]). Let L ⊂ R2n be a symplectically integral lattice spanned
by vectors {`i}2ni=1 ∈ R2n. The GKP stabiliser generators are {D(`i)}2ni=1, cf. Eq. (3.9) from
Section 3.1.2, i.e., the stabiliser group

S(L) := 〈D(`1), . . . , D(`2n)〉 = {D(ξ) | ξ ∈ L} (5.3)

consists of Weyl displacement operators (2.22) along the symplectically integral lattice L.
The stabiliser code associated with the stabiliser group S(L) is called the GKP code GKP(L).

We note that by condition (5.1), the stabiliser elements commute. The stabiliser generators
are displacements along the lattice’s spanning vectors D(`i) for i = 1, . . . , 2n. Similar to
stabiliser codes in the finite-dimensional setting (Definition 3.19), the GKP code space is
the joint +1 eigenspace of the stabiliser generators (5.3). More precisely, elements of the
GKP code space are those elements of the n-mode Hilbert space which are invariant under
transformations described by Weyl displacements D(ξ) along the lattice elements ξ ∈ L. We
denote the GKP code space by

GKP(L) ⊆ L2(Rn)

to indicate its dependence on the symplectically integral lattice L. The encoding channel of
a GKP code is denoted by

EL : D(Cd)→ D(L2(Rn)) . (5.4)

The phase space R2n/L associated with the code space GKP(L) corresponds to a torus in 2n
dimensions. Recall that the displacements give a representation (α, ξ) 7→ e−iαD(ξ) of the
Heisenberg-Weyl group Hn from Eq. (3.10) on S ′(Rn) – which restricts to an irreducible uni-
tary representation on L2(Rn) – and the GKP stabilisers form a discrete subgroup of Hn. The
associated Hilbert space GKP(L) carries an irreducible representation of a discrete Heisenberg-
Weyl group, the one generated by ‘logical’ displacements, as we explain in the next paragraph.

Logical operators

The logical operators are the elements of the centraliser of the stabiliser group inside the
Heisenberg Weyl group, i.e., the displacement operators which leave the code space invariant.
Again up to global phases, this centraliser is given by

Z
(
S(L)

)
:=
{
D(ν) | ν ∈ R2n such that SD(ν) = D(ν)S for all S ∈ S(L)

}
=
{
D(ν) | ν ∈ R2n such that D(ξ)D(ν) = D(ν)D(ξ) for all ξ ∈ L

}
.

Using the definition of the dual lattice (5.2), it is easy to see that

Z
(
S(L)

)
= {D(ν) | ν ∈ L⊥} = 〈D(`⊥1 ), . . . , D(`⊥2n)〉 .

Hence the logical operations are Weyl displacements D(ν) along elements ν ∈ L⊥ of the dual
lattice. Note that two such displacements D(ν) and D(ν ′) have the same logical effect – they
act identically on the code space – if and only if they satisfy (up to a global phase) D(ν)S =
D(ν ′) for some stabiliser S ∈ S(L). By definition of the GKP stabiliser group (5.3), this is
the case if and only if ν − ν ′ ∈ L. As a consequence, a complete set of inequivalent logical
operations is characterised by elements of L⊥/L. Its elements are cosets [ξ] of L where ξ ∈ L⊥
is a representative of the coset [ξ] = ξ + L. The set{

D(ξ) | [ξ] ∈ L⊥/L
}
, (5.5)
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forms a complete family of inequivalent logical operations.

One can use this to compute the dimension of the code space GKP(L). By (5.5), the number
of logical or encoded (generalised) Pauli operators is equal to the number of elements in the
coset space L⊥/L. The latter corresponds to the ratio of the unit cell volume of L divided
by the unit cell volume of L⊥. Let us compute this volume ratio: Recall that the generating
vectors of L must satisfy Eq. (5.1) which can be rewritten as `Ti J`j = 2πAij where A is an
antisymmetric matrix with integral entries. In terms of the matrix A Eq. (5.2) – defining the
dual lattice vectors – translates to

`i =
∑
j

Aij`
⊥
j .

Then the volume ratio considered above – the volume of the unit cell of L divided by the
volume of the unit cell of L⊥ – is given by the determinant of A. Since on Cd there are d2

(generalised) Pauli operators, the dimension of the code space GKP(L) is equal to the square
root of the number det(A) computed above:

dim (GKP(L)) =
√

det(A) . (5.6)

5.1.2 GKP recovery for displacement errors

Syndrome measurements

As usual for stabiliser codes, the syndrome measurements correspond to measuring the eigen-
values of a complete set of 2n independent stabiliser generators. For the code GKP(L),
these are displacements D(`1), . . . , D(`2n) along basis vectors of the symplectically inte-
gral lattice L. To further understand the corresponding measurement outcome – the syn-
drome s = (s1, . . . , s2n) – it is convenient to introduce the concept of a closest lattice point,
and the lattice modulo operator.

Definition 5.3 (Closest lattice point and Voronoi cell). Let L ⊂ R2n be a symplectically
integral lattice. For x ∈ R2n, the closest lattice point in L to x is

QL(x) := argminξ∈L‖x− ξ‖ . (5.7)

Here ‖ · ‖ is the Euclidean norm and ties are broken in a systematic manner, i.e., such
that QL(x)j ≥ xj for all components j = 1, . . . , 2n.

The Voronoi cell VL of the lattice L is defined as the set of points x ∈ R2n to which the
origin is the closest lattice point, i.e., as

VL := {x ∈ R2n | QL(x) = 0} .

The modulo lattice operation (· mod L) is defined as the map

R2n → VL , x 7→ (x mod L) := x−QL(x) .

Let us return to the GKP code GKP(L). At the level of the phase space, the GKP syndrome
measurement corresponds to measuring the displacement error modulo the dual lattice. More
precisely, if an initial ideal GKP code state is corrupted by a displacement D(ν) for ν ∈ R2n
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then the syndrome associated with the error ν is

s(ν) = ν mod L⊥ = ν −QL⊥(ν) . (5.8)

For every ν ∈ R2n, the syndrome s(ν) is an element of the dual Voronoi cell VL⊥ .

Decoding

Generally a decoding strategy or decoder is defined by a map

c : VL⊥ → R2n , s 7→ c(s) ,

which associates a correction vector c(s) ∈ R2n to every syndrome s ∈ VL⊥ . The GKP
recovery procedure corresponds to a phase space displacement D(c(s)) of the corrupted state
by the correction vector c(s) ∈ R2n. To analyse the validity and the success of a decoder,
assume an error D(ν) has corrupted an initial ideally encoded GKP state. We use the
following terminology:

(i) The decoder is valid for an error ν ∈ R2n if the correction displacement maps the
corrupted state back to the code space GKP(L). The corrected state is in the code
space if it relates to the original state by a phase space displacement by a vector of
the dual lattice. Phrased differently, a decoder is valid for an error ν ∈ R2n if the
overall displacement applied to the encoded state, i.e., the product of the error and the
correction D(c(s))D(ν) corresponding to an element of the dual lattice L⊥, i.e., if

ν + c(s(ν)) ∈ L⊥ . (5.9)

(ii) If the overall displacement applied to the encoded state is an element of the lattice L,
then the error and correction has no logical effect on the encoded state. Hence the
decoder corrects an error ν ∈ R2n successfully if the overall displacement amounts to a
shift along the lattice L. This is the case if

ν + c(s(ν)) ∈ L . (5.10)

More generally, an error ν ∈ R2n results in the logical action of the operator L associated
with the coset [ξL] ∈ L⊥/L if it satisfies

ν + c(s(ν)) ∈ [ξL] . (5.11)

Note that here one writes [ξL] = ξL + L to denote the coset (element of (5.5)) of the phase
space element ξL ∈ R2n such that the corresponding displacement D(ξL) acts as a logical L-
operator on the encoded GKP state. The recovery channel corresponding to a decoder c is
denoted by RL,c. Let us furthermore denote by E†L the inverse encoding map, which is

defined on states supported on the code space GKP(L) and satisfies E†L ◦ EL = ID(Cd).

Closest lattice point decoding

The usual decoding strategy for the GKP code is closest lattice point decoding. Here one
associates the correction vector

c(s) = −s
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to the syndrome s ∈ VL⊥ . This corresponds to a shift to the lattice point in L⊥ which is
closest to the error displacement ν since

c(s(ν)) + ν = −s(ν) + ν = − (ν −QL⊥(ν)) + ν = QL⊥(ν) , (5.12)

where QL⊥(ν) is defined in Eq. (5.7). This decoder is valid – i.e., it satisfies Eq. (5.9) for
all ν ∈ R2n – since QL⊥(ν) ∈ L⊥ by definition of QL⊥ . Furthermore, it is successful for the
displacement error D(ν) if and only if it satisfies (5.10) for ν ∈ R2n. By Eq. (5.12), this is
equivalent to the condition that QL⊥(ν) belongs to the trivial coset [0] ∈ L⊥/L.

Suppose a displacement error D(ν) corrupts an ideal GKP state, followed by the GKP
syndrome measurement and closest lattice point correction. The residual logical operator
generally depends on the coset to which QL⊥(ν) belongs: If the displacement error ν satis-
fies QL⊥(ν) ∈ [ξL], then a residual logical operator L occurs. Here [ξL] ∈ L⊥/L denotes the
coset associated with logical operator L. Since

QL⊥(ν) ∈ [ξL] ⇔ ν − ν mod L⊥ = ξL + ξ for some ξ ∈ L ,

this can be summarised as follows: The combined channel – displacement noise D(ν) and
GKP recovery on GKP states – results in the logical action

L if ν = ξL + ξ + η for some ξ ∈ L, η ∈ VL⊥ . (5.13)

Let us denote the recovery channel associated with the closest lattice point decoding by RL.

5.1.3 Square lattice GKP-qudit

Let us consider the special case of a single bosonic mode, i.e., n = 1. Then a symplectically
integral lattice L ⊂ R2 is generated by two vectors `1, `2 and Eq. (5.1) simplifies to the
condition

`T1 J`2 = ±2πd (5.14)

for some d ∈ N. By Eq. (5.6), the dimension of the code space GKP(L) is given by the
number d: As a consequence, the code GKP(L) encodes a qudit into one bosonic mode.

Definition 5.4 (Square lattice GKP-qudit). The square lattice GKP-qudit code GKP(L) is
defined by the lattice L ⊂ R2 spanned by the two vectors

`1 =

(√
2πd
0

)
, `2 =

(
0√
2πd

)
,

for some d ∈ N such that d ≥ 2.

It is easy to see that the two vectors (`1, `2) satisfy Eq. (5.14), i.e., the lattice is symplectically
integral and this code actually corresponds to a GKP-qudit code.

To investigate such codes in more detail, let us discuss a construction of the corresponding
code words and stabiliser operators by Bouzouina and de Bièvre [24]. In 1996, the authors
studied certain area preserving maps on the single bosonic mode Hilbert space which is associ-
ated with a torus phase space. Note that this foundation was established before Gottesman,
Kitaev and Preskill discovered its use in the context of quantum error correction later in
2001 [71]: in the context of GKP codes, the following construction is related to square GKP
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lattices (described in the section at hand) and rectangular GKP lattices (cf. Section 5.2.2).
We additionally note that Bouzouina’s and de Bièvre’s work builds on previous ideas of [78]
and [14].

When describing the action of logical operators it is useful to fix a basis of GKP(L). Therefore
let ψ ∈ GKP(L) ⊂ S ′, i.e., D(`)ψ = ψ for all ` ∈ L. From the eigenvalue equation for `2

D(`2)ψ := ei
√

2πdQψ = ψ ,

we find that ψ in position space (i.e., Q eigenbasis) must satisfy ψ(x)(1 − ei
√

2πd x) = 0 for
all x ∈ R. As a consequence ψ(x) can only be non-zero for x = m

√
2π/d where m ∈ Z, which

implies that

ψ(x) =
∑
m∈Z

cmδ
(
x−m

√
2π/d

)
, (5.15)

for some coefficients cm ∈ C for m ∈ N. Using the other spanning vector of L and the
corresponding eigenvalue equation

D(`1)ψ = e−i
√

2πdPψ = ψ

we find that these coefficients must satisfy

cm = cm+d for all m ∈ N . (5.16)

By Eqs. (5.15) and (5.16), the dimension of GKP(L) is d. Defining

ej(x) =
∑
m∈Z

δ
(
x−m

√
2πd− j

√
2π/d

)
for j = 0, . . . , d− 1 , (5.17)

then gives a basis {ej}d−1
j=0 of GKP(L).

Since the logical operators are associated with the set of cosets L⊥/L, let us consider D(ξ)
for ξ ∈ L⊥. The spanning vectors of the symplectically dual lattice are given by

`⊥1 :=

(
0

−
√

2π/d

)
, `⊥2 :=

(√
2π/d
0

)
.

Displacements along the dual lattice satisfy

D(m1`
⊥
1 +m2`

⊥
2 ) = eiD(`⊥1 )m1D(`⊥2 )m2 ,

for m1,m2 ∈ Z. The action of logical error operators on these basis vectors can be computed
to be

D(`⊥1 )ej = e−i2πj/dej ,
D(`⊥2 )ej = e(j+1) mod d ,

for all j = 0, . . . , d − 1. That is, D(−`⊥1 ) and D(`⊥2 ) are the (generalised) logical Pauli-Z
and X operators, respectively, of a d-dimensional system. They generate what is sometimes
referred to as a finite-dimensional Weyl system.

Of course, the elements ψ ∈ GKP(L) ⊂ S ′ are non-normalisable. When one wants to consider
physically realisable – normalisable – states one usually considers normalisable approxima-
tions of the element ψ ∈ S ′ [71] such as depicted in Fig. 5.2. For a squeezing parameter ε > 0
one sets

e
(ε)
j (x) =

1

2π2

∑
m∈Z

e−
ε2

2
(m
√

2πd)2
e−

1
2ε2

(x−m
√

2πd−j
√

2π/d)2

, (5.18)

for j = 0, . . . , d − 1 which approximates limε→∞ e
(ε)
j = ej in the limit ε → ∞ of infinite

squeezing.
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Figure 5.2: Probability distribution in position space of finitely squeezed approximations of
the logical states e0 and the e1 from Eq. (5.17) for d = 2 (the square lattice GKP-qubit),

i.e., e
(ε)
j for j = 0, 1 from Eq. (5.18).

5.1.4 Square lattice GKP-qubit

The square lattice GKP-qubit code encodes a single qubit into a single bosonic mode with
phase space R2. The associated symplectically integral lattice L� is generated by the vectors

`�1 :=

(
2
√
π

0

)
, `�2 :=

(
0

2
√
π

)
, (5.19)

i.e., it corresponds to the lattice associated with the GKP-qudit from Definition 5.4 for d = 2.
This is the simplest and most prominent example of the GKP code. To clarify our notation,
we will use an index � to label the respective code space, logical operators etc. From now
on we will call GKP(L�) the square lattice GKP code.

The dual lattice L⊥� is generated by the two vectors

`⊥�1 :=

(
0
−
√
π

)
, `⊥�2 :=

(√
π

0

)
.

The lattice, its dual and the Voronoi cell are given by the following sets:

L� :=
{(

2
√
πm1 2

√
πm2

)T | m1,m2 ∈ Z
}
,

L⊥� :=
{(√

πm1
√
πm2

)T | m1,m2 ∈ Z
}
, (5.20)

V⊥� := VL⊥� =
{(√

πλ1
√
πλ2

)T |λ1, λ2 ∈
[
− 1

2 ,
1
2

]}
. (5.21)

Logical states and operators

As discussed in the previous section, the two-dimensional code space GKP(L�) has the basis

|0〉� :=
∑
k∈Z

δ(q − 2k
√
π)|q〉 =

∑
k∈Z
|q = 2k

√
π〉 , (5.22)

|1〉� :=
∑
k∈Z

δ(q − (2k + 1)
√
π)|q〉 =

∑
k∈Z
|q = (2k + 1)

√
π〉 . (5.23)

In the position basis, these code state elements are infinite sums of δ-peaks around even and
odd multiples of

√
π, respectively.

The logical X and Z operations are given by

X� := D
(
`⊥�2

)
= e−i

√
πP , Z� := D

(
−`⊥�1

)
= ei

√
πQ .
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Figure 5.3: Logical states of GKP(L�) in position/momentum basis. In the position basis,
the |0〉�-state (respectively, the |1〉�-state) is given by the superposition infinitely sharp δ-
peaks around even (respectively, odd) multiples of

√
π. In the momentum basis, the same

holds for the state |+〉� (respectively, |−〉�). The logical X� corresponds to a q-shift of
√
π,

mapping the logical |0〉� to the logical |1〉� and vice versa. Similarly, the logical Z� shifts p
by an amount of

√
π and maps |+〉� 7→ |−〉� and vice versa.

Note that the logical operators are not self-inverse, X
−1
� 6= X� and Z

−1
� 6= Z�, but that their

logical action on the code words is, i.e., they satisfy X
−1
� ψ = X�ψ and Z

−1
� ψ = Z�ψ for

all ψ ∈ GKP(L�). The basis of GKP(L�) in which Z� is diagonal is given by the logical +
and − states

|+〉� :=
∑
k∈Z

δ(p− 2k
√
π)|p〉 =

∑
k∈Z
|p = 2k

√
π〉 ,

|−〉� :=
∑
k∈Z

δ(p− (2k + 1)
√
π)|p〉 =

∑
k∈Z
|p = (2k + 1)

√
π〉 .

For the square lattice GKP code, Fig. 5.1 shows the lattice L� as well as its dual L⊥�. In
Fig. 5.3, the encoded logical states as well as the logical operations are depicted in the position
or momentum basis.

Logical Clifford gates

Consider n ∈ N square lattice GKP-qubits, i.e., let n copies of the square lattice L� be
given. In order to perform universal quantum computation, one must be able to implement
a universal gate set on the encoded qubits. Here we discuss how the encoded gates look
like on the bosonic level. By Theorem 2.34, the Clifford group on n qubits is a part of a
universal gate set. It consists of CNOT gates between pairs of qubit, as well as Hadamard
and phase gates on every single qubit. These gates transform the logical X- and Z-operators
as described by Eqs. (2.57), (2.52) and (2.55), respectively.

Recall the examples of Gaussian unitary gates from Section 2.2.4. First, the unitary

H := ei
π
4

(Q2+P 2) = Urot(−π/2)

was shown to have the associated symplectic matrix Srot(−π/2) from Eq. (2.42) and to

transform the quadratures as HQH
†

= P and HPH
†

= −Q. The unitary H furthermore
satisfies

HX�H
†

= He−i
√
πPH

†
= ei

√
πQ = Z�

HZ�H
†

= Hei
√
πQH

†
= e−i

√
πP = X�
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which corresponds to the action a Hadamard gate must have on the logical X�- and Z�-
operators as computed in Eq. (2.52). As discussed in Section 2.2.4, H is a passive Gaussian
unitary.

Second, recall the active Gaussian unitary

S := e
i
2
Q2

= Uact,Q(−1)

from Eq. (2.44) which hence satisfies SQS
†

= Q and SPS
†

= P −Q. As a consequence and
using the Baker-Campbell-Hausdorff formula, we find that

SX�S
†

= Se−i
√
πPS

†
= e−i

√
π(P−Q) = e−i

√
πP ei

√
πQei

π
2 = iX�Z� ,

SZ�S
†

= Sei
√
πQS

†
= ei

√
πQ = Z� ,

hold. This corresponds to the action (2.55) of the single-qubit phase gateMπ/4 = diag(1, eiπ/4)
on the logical X and Z operators.

Third, for the CNOT gate, consider the two-mode unitary

CNOT := eiQ1P2 . (5.24)

By Lemma 2.31, one can compute its associated symplectic matrix: if a unitary is of the

form U = e−
i
2
RTAR, then it transforms the quadratures as URjU

† =
∑

k SjkRk where S :=
e−JA. For the CNOT unitary U = CNOT := eiQ1P2 , this results in

A = −


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

 , S = e−JA =


1 0 0 0
1 1 0 0
0 0 1 −1
0 0 0 1

 ,

i.e., it transforms the mode operators as

CNOTQ1CNOT
†

= Q1 , CNOTP1CNOT
†

= P1 − P2 ,

CNOTQ2CNOT
†

= Q1 +Q2 , CNOTP2CNOT
†

= P2 .

Therefore, the logical X� and Z� are transformed as

CNOTX�1CNOT
†

= CNOTe−i
√
πP1CNOT

†
= e−i

√
π(P1−P2) = X�1X�

−1
2

CNOTZ�1CNOT
†

= CNOTei
√
πQ1CNOT

†
= e−i

√
πQ1 = Z�1

CNOTX�2CNOT
†

= CNOTe−i
√
πP2CNOT

†
= e−i

√
πP2 = X�2

CNOTZ�2CNOT
†

= CNOTei
√
πQ2CNOT

†
= e−i

√
π(Q1+Q2) = Z�1Z�2 .

This action corresponds to the one given by the CNOT gate (cf. Eqs.(2.57)) where the first
GKP-qubit is the control qubit and the second GKP-qubit is the target qubit.

For universal quantum computation in the circuit model, Clifford gates are not sufficient.
The last missing gate is for example the (π/8)-gate, cf. Eq. (2.56). We note that its physical
realisation in the GKP code does not correspond to a Gaussian unitary. But it can be
constructed by preparing Hadamard eigenstates, transforming them with an inverse phase
gate and then using a gate teleportation circuit to teleport the (π/8)-gate to the GKP-qubit.
For a detailed description of this procedure we refer to the original article by Gottesman,
Kitaev and Preskill [71]. In a recent paper [15], Baragiola et al. showed that distillable magic
states can be produced by applying GKP error correction to Gaussian input states such as
the vacuum. This result proves that universality can be achieved by using only Gaussian
operations without employing any further non-Gaussian resources than the non-Gaussian
logical GKP states.
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|0〉�

measure Q

measure P

Figure 5.4: Circuit of the square lattice GKP-qubit code syndrome measurements. On the
corrupted GKP state (first mode, also called data mode) one executes two encoded CNOT
gates which relate it to two auxiliary modes where the latter are initialised in the encoded
GKP states |+〉� and |0〉�. First, the data mode is used as the control and the |+〉�-mode as
the target of the CNOT gate. Second, the data mode is used as target and the |0〉�-mode as
control. The position of the second mode is measured and the momentum of the third which
yield the Q-shifts and the P -shifts on the data mode.

Syndrome measurement and error correction

The stabiliser generators are

D (`�1) := e−2i
√
πP , D (`�2) := e2i

√
πQ .

Measuring the two stabiliser generators returns the error syndrome

s(ν) = ν mod L⊥� = ν −QL⊥(ν) ∈ V⊥�
for an error ν ∈ R2, cf. Eq. (5.8). Inserting the dual square lattice L⊥� from Eq. (5.20) code
this simplifies to measuring(

Q mod
√
π
)

and
(
P mod

√
π
)
.

The stabiliser measurements can be implemented using a circuit which feeds the errors to
an auxiliary GKP-qubit and then destructively measures the GKP-qubit, following the gen-
eral procedure suggested by Steane [149]. Such a circuit uses the logical CNOT gate from
Eq. (5.24) and is depicted in Fig. 5.4.

The closest lattice point decoder corresponds to the correction c(s) = −s, cf. Eq. (5.12). For
the square lattice GKP code GKP(L�) it associates the displacement

D
(
ν + c(s(ν))

)
= D

(
QL⊥�

(ν)
)

to the error ν ∈ R2. Fig. 5.5(b) shows the error correction procedure for a specific example
of a displacement error.

The correction is successful if QL⊥�
(ν) ∈ L�. More precisely, by Eq. (5.13), after GKP error

correction, the encoded GKP-qubit undergoes the action of a logical

L if QL⊥�
(ν) ∈ [1L∈{X,Y }`

⊥
�2 − 1L∈{Y,Z}`

⊥
�1]

Here [0], [`⊥�2], [`⊥�2 − `⊥�1] and [−`⊥�1] are the four cosets of L⊥�/L� associated with the four
logical operations I�, X�, Y �, and Z�, respectively. Using the definitions of L�, L⊥� and VL⊥� ,

the above conditions are equivalent to

L if ν =

(√
π(2m1 + 1L∈{X,Y } + η1)√
π(2m2 + 1L∈{Y,Z} + η2)

)
,

for m1,m2 ∈ Z and η1, η2 ∈ [−
√
π/2,

√
π/2]. These regions are illustrated in Fig. 5.5(a).
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Figure 5.5: GKP(L�) under the closest lattice point decoder. (a) If the displacement error ν ∈
R2 lies inside the phase space region associated with L ∈ {I,X, Y , Z} (colouring explained
below), then the GKP error correction results in the logical L. (b) In this example of error ν
(orange), syndrome s(ν) = ν − QL⊥(ν) (blue) and correction c(s) = −s (green), the error
correction produces a logical Y since QL⊥(ν) = `⊥�2 + `⊥�1 ∈ [`⊥�2 − `⊥�1].

5.2 Symmetry and asymmetry in GKP-qubit codes on
a single mode

Throughout this section, we consider GKP codes which encode a single qubit into one bosonic
mode and derive some of their properties which are central to our construction of asymmetric
surface-GKP codes (Section 5.4). In Section 5.2.1, start by showing that symplectic trans-
formations define equivalence classes on the set of GKP codes an that for single-qubit codes
there is only a single one. In Section 5.2.2, we define asymmetric GKP codes and in Sec-
tion 5.2.3, we present the physical noise model of probabilistic displacement noise which we
consider throughout. Section 5.2.4 computes the logical noise channel at the level of the
encoded GKP-qubit in terms of the underlying GKP lattice and the physical noise model.
In Section 5.2.5, we show that an asymmetric GKP lattice renders an initially symmetric
Gaussian displacement noise biased towards one phase-space direction and we compute how
the probabilities in the logical noise channels of this asymmetric GKP-qubit relates to the
one of the symmetric GKP code. At the end, we also comment on the amount of squeezing
introduced by these asymmetric codes.

In the following, let L ⊂ R2 be a symplectically integral lattice which is generated by two
vectors `1, `2 that satisfy

`T1 J`2 = 4π . (5.25)

The associated GKP code GKP(L) encodes a single qubit into one oscillator mode.
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5.2.1 Unitarily transformed encoding of the square lattice GKP
code

For S ∈ Sp(2,R) and a symplectically integral lattice L ⊂ R2 denote by

ρ 7→ USEL(ρ)U †S for ρ ∈ D(C2) (5.26)

a unitarily transformed GKP-encoding. Recall the square lattice GKP code GKP(L�) intro-
duced in Section 5.1.4. First we show that every GKP code can be constructed from the
code GKP(L�) by such a unitarily transformed encoding.

Lemma 5.5. Let L ⊂ R2 be a symplectically integral lattice (cf. Definition 5.1) on the phase
space R2 and let GKP(L) be its associated GKP code. Then:

(i) For any symplectic matrix S ∈ Sp(2,R), GKP(SL) defines a new GKP code and

GKP(SL) = USGKP(L) . (5.27)

(ii) Suppose that the generating vectors of L satisfy Eq. (5.25). Then there is a symplectic
matrix S ∈ Sp(2,R) such that

GKP(L) = USGKP(L�)

where L� is the square lattice GKP code introduced in Section 5.1.4.

�

Proof. (i) Suppose that the vectors `1 and `2 generate the lattice L. Let us first show that
for any S ∈ Sp(2,R) the set

SL := {S`1m1 + S`2m2 | m1,m2 ∈ Z}

is again a symplectically integral lattice according to Definition 5.1. Since L is a sym-
plectically integral lattice (cf. Definition 5.1), its generating vectors satisfy

`Ti J`j ∈ 2πZ for i, j = 1, 2 (5.28)

which corresponds to Eq. (5.1). We note that Eq. (5.28) is invariant under symplectic
transformations since

(S`i)
TJ(S`j) = `Ti S

TJS︸ ︷︷ ︸
=J

`j = `Ti J`j for i, j = 1, 2, S ∈ Sp(2,R) .

Therefore, the vectors S`1 and S`2 satisfy (S`i)
TJ(S`j) ∈ 2πZ as well and generate a

lattice SL which is symplectically integral. Furthermore, GKP(SL) encodes the same
number of degrees of freedom as GKP(L): if Eq. (5.25) is satisfied then this is d = 2, a
qubit.

To prove Eq. (5.27), it is sufficient to show that elements in USGKP(L) are stabilised
by elements of the stabiliser group associated with the GKP code with lattice SL.
Let ψ ∈ GKP(L) and ξ ∈ SL. Note that then S−1ξ ∈ L, i.e., D(S−1ξ) ∈ S(L). The
computation

D(ξ)USψ = US U
†
SD(ξ)US︸ ︷︷ ︸
=D(S−1)

ψ = US D(S−1ξ)ψ︸ ︷︷ ︸
=ψ

= USψ ,
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where we used Eq. (2.34) and that D(S−1ξ) ∈ S(L), shows that D(ξ) for ξ ∈ SL
stabilises states of the form USψ where ψ ∈ GKP(L). Since GKP codes are stabiliser
codes, we have thus shown that USGKP(L) defines a new GKP code and that the lattice
associated with this new code (and its stabilisers) is SL.

(ii) By assumption, the two generating vectors `1, `2 of L satisfy `T1 J`2 = 4π. Define the
matrix

S :=
1

2
√
π

(
`1 `2

)
.

Its columns are the normalised generating vectors of the lattice L. Since it satisfies

STJS =
`T1 J`2

4π
J = J

it is a symplectic matrix. Direct computation shows that

S`�1 =
1

2
√
π

(
`1 `2

)(2
√
π

0

)
= `1 ,

S`�2 =
1

2
√
π

(
`1 `2

)( 0
2
√
π

)
= `2 ,

where `�1 and `�2 are the two vectors generating the square lattice L� from Eq. (5.19).
Thus the vectors `1 = S`�1 and `2 = S`�2 generate the symplectically integral lat-
tice L = SL�. The first part (i) of this Lemma now implies that GKP(L) = GKP(SL�) =
USGKP(L�).

�

Lemma 5.5 implies that symplectic transformations S ∈ Sp(2,R) define equivalence classes
on the set of GKP codes encoding a single qubit on the single-mode phase space R2. Fur-
thermore, for GKP codes that satisfy Eq. (5.25), part (ii) shows that there is only a single
such equivalence class. More precisely, all GKP-qubit codes on a single bosonic mode can
be constructed from the square lattice GKP code GKP(L�). By Lemma 5.5, the GKP code
with lattice L = SL� for S ∈ Sp(2,R) can be obtained from the square lattice GKP code by
a unitarily transformed encoding (5.26) of the form

ESL�(ρ) = USEL�(ρ)U †S for ρ ∈ D(C2) .

5.2.2 Asymmetric (rectangular lattice) GKP codes

Of a special interest for the modified asymmetric surface-GKP code will be specific lat-
tices L = SL� and their respective GKP codes: asymmetric, called rectangular, and the
(asymmetric) hexagonal GKP codes, presented below in this section.

Rectangular lattice GKP codes

Let r > 0 and define the two vectors

`r1 :=

(
2
√
πr

0

)
, `r2 :=

(
0

2
√
π/r

)
. (5.29)

One can easily see that they generate a symplectically integral lattice.
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Figure 5.6: Rectangular lattice in phase space for asymmetry ratio r = 4: the lattice L4

(black dashed lines) is spanned by the two vectors `(r=4)1 and `(r=4)2 from Eqs. (5.29), the

dual lattice L⊥4 (blue solid lines) by `⊥(r=4)1 and `⊥(r=4)2 from Eqs. (5.32) and the Voronoi

cell VL⊥4 from Eq. (5.33) is depicted by blue circumference.

Definition 5.6 (Rectangular GKP-qubit). The rectangular lattice GKP-qubit code or simply
the rectangular GKP code is defined as GKP(Lr) where

Lr :=
{(

2
√
πrm1 2

√
π/rm2

)T ∣∣ m1,m2 ∈ Z
}

(5.30)

is the symplectically integral lattice generated by `r1 and `r2 from Eq. (5.29).

We call the parameter r > 0 the asymmetry ratio associated with the code GKP(Lr) since
it corresponds to the ratio between the lengths of the two generating vectors `1r and `2r.
For r = 1, the code GKP(L1) corresponds to the square lattice GKP code. The latter is also
called the symmetric GKP code, whereas for r 6= 1 we call GKP(Lr) an asymmetric GKP
code.

We note that it is straightforward to check that the two vectors from Eq. (5.29) satisfy
Eq. (5.1) and thereby actually generate a symplectically integral lattice. These two vec-
tors can be obtained from the square lattice GKP vectors `�1 and `�2 (cf. Eq. (5.19)) by
transforming the latter as `r1 = Sr`�1 and `r2 = Sr`�2 where the symplectic matrix

Sr :=

(√
r 0

0 1/
√
r

)
= Ssq(ln(r)) (5.31)

is a single-mode squeezing matrix as considered in Section 2.2.4 (cf. Eq. (2.46) for the sym-
plectic matrix and (2.45) for its unitary). The matrix squeezes the q-coordinate in phase space
by the factor

√
r and the p-coordinate by the inverse factor 1/

√
r. Following Lemma 5.5,

this squeezing matrix Sr relates the rectangular lattice to the square lattice GKP codes
via SrL� = Lr. We call GKP(Lr) the asymmetric GKP code with (asymmetry) ratio r. We
note that we choose the name asymmetric instead of the (potentially more) intuitive term
‘squeezed GKP code’ to avoid confusion: in the context of GKP codes, the term ‘squeezed’
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is commonly used to refer to the finitely squeezed normalisable states in contrast to the
non-normalisable infinitely squeezed logical GKP states (cf. Section 5.1.3 and Fig. 5.2).

The dual lattice of Lr is generated by the two vectors

`⊥r1 =

(
0

−
√
π/r

)
, `⊥r2 =

(
−
√
πr

0

)
. (5.32)

The dual rectangular L⊥r lattice and its Voronoi cell are given by the sets

L⊥r :=
{(√

πrm1

√
π
r m2

)T ∣∣ m1,m2 ∈ Z
}
,

V⊥r = VL⊥r :=
{(√

πr λ1

√
π
r λ2

)T ∣∣∣ λ1, λ2 ∈
[
−1

2 ,
1
2

]}
. (5.33)

Fig. 5.6 shows the lattice L4 as well as its dual L⊥4 . The two basis states of GKP(Lr)

|0〉r := USr |0〉� =
∑
k∈Z

δ(q − 2k
√
πr)|q〉 =

∑
k∈Z
|q = 2k

√
πr〉 ,

|1〉r := USr |1〉� =
∑
k∈Z

δ
(
q − (2k + 1)

√
π/r

)
|q〉 =

∑
k∈Z

∣∣∣q = (2k + 1)
√
π/r

〉
are computed from the square lattice GKP basis states (5.22) and (5.23). They are the ±1
eigenstates of the logical GKP-Z operator which we call Zr and corresponds to the phase-
space displacement along −

√
π/r in P -direction. Similarly, the logical GKP-X is a phase

space Q-shift of
√
πr.

Hexagonal GKP code

Another prominent example of a GKP code is the hexagonal GKP code GKP(L7). For

c :=

(
2√
3

) 1
2

, (5.34)

the code GKP(L7) is constructed from the hexagonal symplectically integral lattice

L7 :=
{√

πc
(
2m1 +m2

√
3m2

)T ∣∣∣ m1,m2 ∈ Z
}

(5.35)

which is related to the square lattice via L7 = S7L�, where

S7 := c

(
1 1/2

0
√

3/2

)
is the associated symplectic matrix. Fig. 5.7 shows the hexagonal lattice, its dual lattice
as well as their generating vectors. Note that since the two generating vectors of L7 have
the same length and enclose an angle of π/3, they form a hexagonal lattice. In the original
GKP article [71], Gottesman, Kitaev and Preskill argue that this code can tolerate (slightly)
larger shift errors than the square lattice GKP code: both GKP codes enclose an a phase
space region of equal size inside their Voronoi cells, but the shortest lattice vector of L7 has
length 2

√
πc which is slightly larger than the length of both vectors generating square lattice

GKP code ‖`�1‖ = 2
√
π since c ≈ 1.07457.
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Figure 5.7: Hexagonal GKP code in phase space: (a) the lattice L7 (black dashed lines)
from Eq. (5.35) with its two spanning vectors `71 and `72 and similarly the dual lattice L⊥7
(blue solid lines) with its spanning vectors `⊥71 and `⊥72 are depicted. (b) The GKP error
correction procedure produces a logical operation depending on the phase space region, the
displacement error belongs to (cf. Fig. 5.5a for an explanation of the four differently coloured
regions).

Asymmetric hexagonal-lattice GKP codes

One can construct asymmetric hexagonal GKP codes by unitarily encoding the hexagonal
code with an additional squeezing for r > 0 with lattice

L7,r := SrS7L� . (5.36)

Note that GKP(L7,r) is a GKP code since the product of two symplectic matrices is again a
symplectic matrix. The code GKP(L7,r) is called the asymmetric hexagonal GKP code and
has lattice, dual lattice and Voronoi cell

L7,r =
{
c
(
2
√
πrm1 +

√
π/rm2

√
3π/rm2

)T ∣∣∣ m1,m2 ∈ Z
}
, (5.37)

L⊥7,r =
{ c

2

(
2
√
πrm1 +

√
π/rm2

√
3π/rm2

)T ∣∣∣ m1,m2 ∈ Z
}
, (5.38)

V⊥7,r :=
{ c

2

(
2
√
πr λ1 +

√
π/r λ2

√
3π/rλ2

)T ∣∣∣ λ1, λ2 ∈
[
−1

2 ,
1
2

]}
, (5.39)

respectively, where c is the constant from Eq. (5.34). Fig. 5.8 shows the asymmetric hexagonal
lattice as well as its dual for asymmetry ratio r = 4.

5.2.3 Symmetric and asymmetric physical noise channels

We consider the performance of GKP codes under probabilistic displacement noise. Recall
from Section 3.1.3 that such noise is described by the quantum channel

NfZ (ρ) =

∫
R2

fZ(ξ)D(ξ)ρD(ξ)†d2ξ ,



5.2 Symmetry and asymmetry in GKP-qubit codes on a single mode 177

L⊥
�,r=4

L�,r=4

q

3
√
π−3

√
π

p

−2
√
π

3
√
π

ℓ1

ℓ
⊥
2

ℓ
⊥
1

ℓ2

Figure 5.8: Asymmetric hexagonal lattice for r = 4 in phase space: the symplectically integral
lattice L7,r=4 (black dashed lines) from Eq. (5.36) is generated by the vectors in black and
its dual lattice L⊥7,r=4 from Eq. (5.38) (blue solid lines) by the vectors in blue. The Voronoi
cell of the dual lattice from Eq. (5.39) is depicted by blue circumference around the origin.

for ρ ∈ D(L2(R2)), where fZ : R2 → R is a probability density function associated to the
random variable Z. Here we specify Z ∼ N(0,Σ) to be centred normal distribution for a
positive semidefinite covariance matrix Σ ∈ R2×2: the noise is given by

NΣ(ρ) =

∫
R2

fΣ(ξ)D(ξ)ρD(ξ)†d2ξ where fΣ(ξ) =
1

2π
√

det Σ
e−

1
2
ξTΣ−1ξ , (5.40)

i.e., fΣ : R2 → R is a centred normal probability density function in two dimensions.

Let us consider the special case of symmetric noise where the covariance matrix Σ is propor-
tional to the identity, i.e., Σ = σ2I2 for some σ > 0. Then

fσ2I(ξ) =
1

2πσ
e−

1
2σ2 ξ

T ξ =
1

2πσ
e−

1
2σ2 (ξ2

1+ξ2
2) ,

is a two-dimensional centred normal distribution which has equal marginal distributions in
both variables ξ1 and ξ2 and is fully characterised by the variance σ2. The associated noise
channel

Nσ2I2(ρ) :=

∫
R2

fσ2I(ξ)D(ξ)ρD(ξ)†d2ξ , (5.41)

describes what we call symmetric displacement noise. All other noise channels of the form
of (5.40) model asymmetric displacement noise. Of special interest for the work presented in
this chapter are the asymmetric noise channels

NΣr(ρ) :=

∫
R2

fΣr(ξ)D(ξ)ρD(ξ)†d2ξ ,

where r > 0 and Σr := σ2(S1/r)
2 for the squeezing matrix Sr from Eq. (5.31).

5.2.4 Logical noise channels

When the GKP code is concatenated with another code (encoding a single logical qubit into
many GKP-qubits), its noisy qubits are forwarded to this outer code. For a performance
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analysis of the concatenated code, it is essential to compute the error probability of these
noisy GKP-qubits, i.e., the probability that after GKP error correction, the GKP-qubit has
suffered a logical X, Y or Z-error. In this section, we derive formulas and results on these
logical error probabilities for different GKP codes under probabilistic displacement noise.

Logical noise without conditioning on the GKP syndromes

Consider a valid decoder c : s 7→ c(s) for the code GKP(L). Recall the considerations in
Section 5.1.2: A single error D(ν) which causes the syndrome s(ν) results in the logical oper-
ator L if condition (5.11) is satisfied. Assuming that the GKP-qubit undergoes displacement
noise NΣ from Eq. (5.40), such a logical operator L occurs with probability

pL :=

∫
{ν∈R2 | c(s(ν))+ν∈[ξL]}

fΣ(ν)d2ν , (5.42)

where one averages over displacements ν which occur with probability fΣ(ν)d2ν. Since we
consider GKP codes which encode a single qubit, i.e, for which Eq. (5.25) holds, the logical
operations L are single-qubit Pauli operators I, X, Y , and Z.

The recovery channel
RL,c : D(L2(R))→ D(GKP(L))

is the CPTP map associated with the recovery procedure, i.e., the syndrome measurement
of the code GKP(L) followed by the correction c : VL⊥ → R2. An initially encoded GKP
state ρ ∈ D(GKP(L)) is transformed to

RL,c ◦ NΣ(ρ) =

∫
R2

fΣ(ν)D
(
c(s(ν))

)
D(ν)ρD(ν)†D

(
c(s(ν))

)†
d2ν ,

by the post-GKP error correction state – after probabilistic displacement noise NΣ and GKP
error correction RL,c. Recall the GKP encoding channel from Eq. (5.4). The combined
channel

E†L ◦ RL,c ◦ NΣ ◦ EL , (5.43)

i.e., the GKP encoding followed by probabilistic displacement noise, the recovery and inverse
encoding, acts on the (logical) single-qubit states as a logical single-qubit Pauli channel
(cf. Eq. (3.5) from Section 3.1.2) of the form

N (pI ,pX ,pY ,pZ)(ρ) = pIρ+ pXXρX
†

+ pY Y ρY
†

+ pZZρZ
†
. (5.44)

Here the error probabilities pL are given by Eq. (5.42) and we call the channel from Eq. (5.43)
the logical noise channel associated with the GKP code GKP(L), the noise NΣ and the
decoder c.

Logical noise with conditioning on the GKP syndromes

The recovery channel RL cannot only be regarded as a quantum channel but also as a
quantum instrument (cf. Definition 2.16) where one considers the post-correction quantum
state as well as the syndrome outcome. It might be useful to consider the logical noise channel
for a given syndrome, i.e., to condition it on a given syndrome outcome s0 ∈ VL⊥ . Assume
again that a probabilistic displacement noise NΣ corrupts an ideal GKP state and that the
syndrome measurement results in outcome s0 ∈ VL⊥ . After GKP error correction, we are
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interested in the probability of a logical operator L under the condition that the syndrome s0

was measured. Let us denote this probability by ps0
L

and the probability of a syndrome s0

by ps(s0).

Lemma 5.7. The logical noise channel conditioned on the syndrome s0 ∈ VL⊥ is given by the
single-qubit Pauli channel

N (
p
s0
I
,p
s0
X
,p
s0
Y
,p
s0
Z

)(ρ) = ps0
I
ρ+ ps0

X
XρX

†
+ ps0

Y
Y ρY

†
+ ps0

Z
ZρZ

†
. (5.45)

The respective probabilities are

ps0
L

:=

∑
ξ∈L fΣ(ξL + ξ − c(s0))∑

η∈L⊥ fΣ(η + s0)
(5.46)

for L ∈ {I,X, Y, Z}. �

Proof. By definition, the quantity ps0
L

is the probability that a displacement ν ∈ R2 which is
randomly chosen according to the probability density function fΣ, satisfies c(s(ν)) + ν ∈ [ξL]
under the condition that s(ν) = s0, i.e., it is given by

ps0
L

:= Pr
[
c(s(ν)) + ν ∈ [ξL]

∣∣ s(ν) = s0

]
where Pr[·] denotes the probability over ν ∈ R2 randomly chosen according to the distribu-
tion fΣ. By Bayes’ rule, this is equal to the quotient

ps0
L

=
Pr
[
c(s(ν)) + ν ∈ [ξL] and s(ν) = s0

]
Pr[s(ν) = s0]

of the probability that both c(s(ν))+ν ∈ [ξL] and s(ν) = s0 hold and the probability ps(s0) :=
Pr[s(ν) = s0] of the syndrome s0. Computing the nominator and the denominator yields

Pr
[
c(s(ν)) + ν ∈ [ξL] and s(ν) = s0

]
:=

∫
{ν∈R2 | c(s0)+ν=ξL+ξ, ξ∈L}

fΣ(ν)d2ν

=
∑
ξ∈L

fΣ(ξL + ξ − c(s0))
(5.47)

ps(s0) =

∫
{ν∈R2 | s(ν)=s0}

fΣ(ν)d2ν

=
∑
η∈L⊥

fΣ(η + s0) ,
(5.48)

respectively. Here we used that s(ν) = ν mod L⊥. �

Logical noise channels for closest lattice point correction

In the special case of closest lattice point correction c(s) := −s associated with the GKP
lattice L (cf. Section 5.1.1), we omit the index c in the recovery channel and simply write RL.
An error ν ∈ R2 is corrected by a displacement D(c(s(ν))) = D(QL⊥(ν)). It is useful to
consider the Voronoi cell of the dual lattice L⊥, generated by `⊥1 and `⊥2 , i.e.,

VL⊥ :=
{
λ1`
⊥
1 + λ2`

⊥
2 | λ1, λ2 ∈

[
−1

2 ,
1
2

)}
.

Note that ignoring the syndrome, as in the previous section, can be interpreted as averaging
over the syndrome outcomes.
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Lemma 5.8. For the closest lattice point decoder the probabilities from Eq. (5.44) of the
logical noise channel are given by

pL =
∑
ξ∈L

∫
VL⊥

fΣ(ξL + ξ + ν)d2ν for L ∈ {I,X, Y , Z} . (5.49)

Moreover, the probabilities from Eq. (5.45) for the logical noise channel conditioned on the
syndrome s0 are given by

ps0
L

=

∑
ξ∈L fΣ(ξL + ξ + s0)∑
η∈L⊥ fΣ(η + s0)

for L ∈ {I,X, Y , Z} . (5.50)

�

Proof. For the unconditional probability pL, let us compute the set of ν ∈ R2 that satisfy
condition QL⊥(ν) ∈ [ξL]. We have

{ν ∈ R2 | c(s(ν)) + ν ∈ [ξL]} = {ν ∈ R2 | ν = ξL + ξ + w, ξ ∈ L, w ∈ VL⊥} .

The probability of a logical operator L occurring – averaged over the displacements ν which
occur according to fΣ – is

pL :=

∫
{ν∈R2 |QL⊥ (ν)∈[ξL]}

fΣ(ν)d2ν =
∑
ξ∈L

∫
V⊥

fΣ(ξL + ξ + ν)d2ν .

Let us now consider the probabilities for the logical noise channel conditioned on the syn-
dromes, i.e., ps0

L
from Eq. (5.46). Under the assumption of closest lattice point correc-

tion c(s) = −s, the numerator of ps0
L

– cf. Eq. (5.47) – directly translates to∑
ξ∈L

fΣ(ξL + ξ − c(s0)) =
∑
ξ∈L

fΣ(ξL + ξ + s0)

and the denominator stays unchanged, as given in Eq. (5.48). �

5.2.5 Biasing logical noise by unitarily transformed GKP-encoding

Let us formally prove how to construct biased logical noise from symmetric physical noise by
a suitable unitary encoding.

Theorem 5.9 (Biased noise by encoding). Let S ∈ Sp(2,R) be a symplectic matrix and
consider GKP(L�). Then for ρ ∈ D(GKP(L�)) one has(

RSL� ◦ Nσ2I

)
(USρU

†
S) = US

(
RL� ◦ Nσ2S−1(S−1)T (ρ)

)
U †S . (5.51)

where NΣ denotes the displacement noise channel for Σ ∈ R2×2, cf. Eq. (5.40). �

Proof. Let ρ ∈ D(GKP(L�)). By Lemma 5.5 (ii), then USρU
†
S ∈ D(GKP(SL�)) defines an

encoded state on the asymmetric GKP code with lattice L := SL�. Suppose it undergoes
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symmetric displacement noise (5.41). Using U †SD(ξ)US = D(S−1ξ) from Eq. (2.34), the
corrupted state is

Nσ2I(USρU
†
S) =

∫
R2

fσ2I(ξ)D(ξ)
(
USρU

†
S

)
D(ξ)†d2ξ

=

∫
R2

fσ2I(ξ)USU
†
SD(ξ)USρU

†
SD(ξ)†USU

†
Sd

2ξ

= US

(∫
R2

fσ2I(ξ)D(S−1ξ)ρD(S−1ξ)†d2ξ

)
U †S

= US

(∫
R2

fσ2I(Sη)D(η)ρD(η)†d2η

)
U †S .

(5.52)

The last step is obtained by the substitution η = S−1ξ and using the fact that det(S) = 1
since S is symplectic. In terms of the new variable η, the transformed probability density
function is

fσ2I(ξ)d
2ξ =

1

2πσ2
e−

1
2σ2 (Sη)TSηd2ξ = fΣ(η)d2η

where Σ−1 = STS/σ2 i.e., Σ := σ2S−1(S−1)T . Inserting this into the corrupted state from
Eq. (5.52) gives

Nσ2I(USρU
†
S) = US

(∫
R2

fσ2S−1(S−1)T (η)D(η)ρD(η)†d2η

)
U †S

= USNσ2S−1(S−1)T (ρ)U †S .

(5.53)

Suppose the GKP closest lattice point error correction procedure associated with the asym-
metric code GKP(SL�) is applied, the recovery channel is RGKP(SL�). An error ν ∈ R2 is
corrected by the displacement D

(
c(s(ν))

)
where

c(s(ν)) = −ν mod (SL⊥�) = QSL⊥�
(ν)− ν .

We again use Eq. (2.34) to compute

U †SD
(
c(s(Sη))

)
US = D

(
S−1(QSL⊥�

(Sη)− Sη)
)

= D
(
QL⊥�

(η)− η
)
, (5.54)

for η ∈ R2. Then, the corrupted state from Eq. (5.53) is mapped to the corrected state(
RGKP(SL�) ◦ Nσ2I

)
(USρU

†
S) =

∫
R2

fσ2I(ξ)D
(
c(s(ξ))

)
D(ξ)US ρU

†
SD(ξ)†D

(
c(s(ξ))

)†
d2ξ

=

∫
R2

fσ2S−1(S−1)T (η)US U
†
S D
(
c(s(Sη)

)
US︸ ︷︷ ︸

Eq. (5.54)

D(η)ρD(η)† U †S D
(
c(s(Sη)

)†
US︸ ︷︷ ︸

Eq. (5.54)

U †Sd
2η

= US

(∫
R2

fσ2S−1(S−1)T (η)D(η −QL⊥� (η))D(η)ρD(η)†D
(
QL⊥�

(η)− η
)†)

U †S ,

Note that we can identify η 7→ η − QL⊥� (η) with the correction map η 7→ c(s(η)) associated

with the closest lattice point decoder for the square lattice GKP code GKP(L�). Hence(
RSL� ◦ Nσ2I

)
(USρU

†
S) = US

(
RL� ◦ Nσ2S−1(S−1)T (ρ)

)
U †S .

The inverse unitary encoding U †S(·)US maps the corrected state on GKP(SL�) back to the
associated logical square lattice GKP state in GKP(L�). In summary, we have thus shown
Eq. (5.51). �
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Theorem 5.9 implies that the post-error-correction states of both codes – GKP(SL�) under
symmetric noise Nσ2I and GKP(L�) under noise Nσ2S−1(S−1)T – are identical. Then of course
the resulting logical noise channels of both codes are equal, i.e., in both cases it is given
by a probabilistic single-qubit Pauli noise channel N (pI ,pX ,pY ,pZ) (cf. Eq. (3.5)), where the

respective logical error probabilities for X-, Y - and Z-errors are identical as well.

Rectangular lattice GKP code under symmetric noise

Recall the symplectic matrix Sr from Eq. (5.31) for r > 0. It is symmetric and it associated
unitary USr is an active squeezing Gaussian unitary. By Lr := SrL� it defines the rectangular
lattice GKP code GKP(Lr) from Definition 5.6. Hence Theorem 5.9 can be applied to the
symplectic matrix Sr from Eq. (5.31).

Corollary 5.10 (to Theorem 5.9 for S = Sr). For r > 0, consider the symplectic matrix Sr
from Eq. (5.31). Then one finds that

U †Sr (RLr ◦ Nσ2I) (USrρU
†
Sr

) USr =
(
RL� ◦ Nσ2(S1/r)

2

)
(ρ) (5.55)

for all ρ ∈ D(GKP(L�)) and σ > 0. �

We use the covariance matrix

Σr := Sr
−1(Sr

−1)T = σ2(S1/r)
2 =

(
σ2/r2 0

0 σ2r

)
, (5.56)

to write the physical noise channel on the right hand side of Eq. (5.55) as Nσ2(S1/r)
2 = NΣr .

We have thus shown that the logical noise channel N of the rectangular lattice code GKP(Lr)
(cf. Definition 5.30) under symmetric physical noise Nσ2I (cf. (5.41)) is equal to the logi-
cal noise channel of the square lattice code GKP(L�) under the asymmetric physical noise
channel NΣr = Nσ2(S1/r)

2 . For both of these GKP codes, we obtain the following identical
probabilities of the logical noise channel.

Theorem 5.11 (Symmetric and asymmetric GKP codes). For r > 0, let Sr be the symplectic
matrix from Eq. (5.31) and consider the codes GKP(L�) and GKP(Lr) where Lr := SrL�.
Let furthermore σ ∈ R and recall the displacement noise channels NΣ from Section 3.1.3.

Then the logical error channels of GKP(Lr) under symmetric noise Nσ2I and of GKP(L�)
under asymmetric noise NΣr for Σr = σ2(S1/r)

2 are equivalent. More precisely,

E†Lr ◦ RLr ◦ Nσ2I ◦ ELr = N π = E†L� ◦ RL� ◦ NΣr ◦ EL� (5.57)

is equal to a qubit noise channel of independent X and Z-noise (cf. Eq. (3.9) from Sec-
tion 3.1.2). Its associated probabilities π = (pI , pX , pY , pZ) are given by

pI = (1− qX) · (1− qZ)
pX = qX · (1− qZ)
pY = qX · qZ
pZ = (1− qX) · qZ

(5.58)
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where

1− qX :=
1

2

∑
m∈Z

erf

(√
2πr

σ2

(
m+

1

4

))
− erf

(√
2πr

σ2

(
m− 1

4

))
, (5.59)

1− qZ :=
1

2

∑
m∈Z

erf

(√
2π

σ2r

(
m+

1

4

))
− erf

(√
2π

σ2r

(
m− 1

4

))
, (5.60)

and where the Gauss error function is defined as

erf(x) :=
2√
π

∫ x

0
e−t

2
dt for x ∈ R . (5.61)

If one considers the rectangular lattice GKP code under symmetric noise, then the logical

error channel conditioned on the syndrome s0 =
(
x z

)T ∈ V⊥r is that of a qubit-noise

channel of independent X- and Z-noise N (
p
s0
I
,p
s0
X
,p
s0
Y
,p
s0
Z

) with associated probabilities

ps0
I

= (1− qs0
X

) · (1− qs0
Z

)

ps0
X

= qs0
X

· (1− qs0
Z

)

ps0
Y

= qs0
X

· qs0
Z

ps0
Z

= (1− qs0
X

) · qs0
Z

(5.62)

where qs0
X

and qs0
Z

are given by

1− qs0
X

=

∑
m1∈Z e

− 1
2σ2 (2

√
πrm1+x)2∑

m2∈Z e
− 1

2σ2 (
√
πrm2+x)2

, 1− qs0
Z

=

∑
m1∈Z e

− 1
2σ2 ( 1

2

√
π
r
m1+z)2

∑
m2∈Z e

− 1
2σ2 (
√
π/rm2+z)2

, (5.63)

respectively. �

Proof. Corollary 5.10 to Theorem 5.9 shows that the right hand side of (5.57) is equal to the
left hand side.

It is therefore sufficient to compute the error probabilities for the logical noise channel of the
right hand side. Consider the logical noise channel without syndrome information for the
square lattice GKP code GKP(L�) under asymmetric noise of the form NΣr = Nσ2(S1/r)

2 .

As shown in Eq. (5.49) – using the closest lattice point decoder – these probabilities are

pL =
∑
ξ∈L�

∫
V⊥�

fΣr(ξL + ξ + ν)d2ν (5.64)

for L ∈ {I,X, Y , Z}. Since Σr is diagonal, the probability density function fΣr is the product

of its marginals, i.e., for ξ =
(
ξ1 ξ2

)T
it can be written as

fΣr(ξ) = gσ2/r(ξ1)gσ2r(ξ2) where gµ(x) :=
1√

2πµ2
e
− 1

2µ2 x
2

for x ∈ R . (5.65)

The two marginals gσ2/r and gσ2r are centred normal distributions with variance σ2/r and σ2r,
respectively.
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In GKP(L�), one can write the vector ξL as a function depending on L ∈ {I,X, Y , Z} as

ξL =
√
π

(
1L∈{X,Y }
1L∈{Y ,Z}

)
(5.66)

where 1L∈{X,Y } and 1L∈{Y ,Z} denote the indicator function on the sets {X,Y } and {Y , Z},
respectively. Using the vector (5.66), the error probabilities pL from Eq. (5.64) become

pL =
∑
ξ∈L�

∫
V⊥�

fΣr

(
ξ1 + ν1 + 1L∈{X,Y }

√
π

ξ2 + ν2 + 1L∈{Y ,Z}
√
π

)
d2ν (5.67)

Let us insert the function fΣr from Eq. (5.65) and the sets L� as well as V⊥� from Eqs. (5.20)
and (5.21), respectively, into Eq. (5.67):
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∑
m1∈Z

∫ √
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(5.68)

In the calculation, we used a substitution and defined the function

eσ(u, v) :=
1√

2πσ2

∑
m∈Z

e−
1

2σ2 (m
√
πu+v)2

. (5.69)

We note that the integration in the last line of Eq. (5.68) is over the Voronoi cell of the
rectangular lattice code GKP(Lr) such that

pL =

∫
V⊥r
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(
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√
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)
d2ν . (5.70)

Let us further compute the two factors on the right hand side of Eq. (5.68). Using again a
variable substitution to solve the integrals and the definition of the Gauss error function erf
from Eq. (5.61) these factors are
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(5.71)
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These quantities furthermore satisfy∫ √πr
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Inserting the quantities from Eqs. (5.71) and (5.72) into the probabilities pL from (5.68)
shows that the logical noise channel is given by Eq. (5.58) where

qX :=
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This proves that 1− qX and 1− qZ are given by Eq. (5.59) and Eq. (5.60), respectively.

Let us now recall the logical noise channel when conditioned on the syndrome measurement

outcome, cf. Eq. (5.45). Denote by s0 =
(
x z

)T ∈ V⊥r the syndrome of the rectangular
lattice code GKP(Lr) under symmetric noise Nσ2I . Then using the general formula from
Eq. (5.48) such a syndrome occurs with probability
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(5.75)

Using Eq. (5.50), pL and ps0
L
ps(s0) are related to each other via integration over the syn-

dromes s0 ∈ V⊥r . One can directly read off the value of

ps0
L
ps(s0) = eσ
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)
from Eq. (5.70). As a consequence, the probabilities of the logical noise channel are
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. (5.76)

Direct computation shows that for all x ∈ R the relations

eσ(r, x) = eσ(4r, x+
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(

4
r , z +

√
π
r

)
+ eσ

(
4
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(5.77)

hold. Combining Eq. (5.76) with Eqs. (5.77) implies that the probabilities (from Eq. (5.62))
satisfy

qs0
X

:= 1− eσ (4r, x)

eσ(r, x)
, qs0

Z
:= 1− eσ (4/r, x)

eσ(1/r, x)
,



186 Chapter 5: Asymmetric surface-Gottesman-Kitaev-Preskill code

for s0 =
(
x z

)T
. This proves the second part of the claim, i.e., Eq. (5.63) when one inserts

the function eσ from Eq. (5.69).

For the square lattice code GKP(L�) under asymmetric noise Nσ2(S1/r)
2 , the syndrome s�0 =(

x� z�
)T

occurs with probability

p�s (s�0 ) :=
∑
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fΣr(η + s�0 ) =
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This is equal to the probability

ps(s0) =
∑
η∈L⊥r

fσ2I(η + s0) =
∑

η∈(SrL�)⊥

fσ2I(η + s0) =
∑
η∈L⊥�

fσ2I(Srη + Srs
�
0 )

of the syndrome s0 in the rectangular lattice code GKP(Lr) under symmetric noise Nσ2I

(using Eq. (5.75)) where s0 and s�0 are related via s0 = Srs
�
0 . We have thus shown that

both considered logical error channels also have equal probabilities when conditioned on the
syndromes if the respective syndromes are related to each other via the same symplectic
matrix Sr that relates the GKP-lattices. �

Theorem 5.11 shows that the rectangular lattice code GKP(Lr) for r > 0 under symmetric
displacement noise with corresponding covariance matrix Σ� = σ2I2 is equivalent to the
square GKP code under asymmetric noise with covariance matrix (cf. (5.56))

Σr =

(
σ2/r2 0

0 σr2

)
.

The term “equivalent” here means that they have the same logical noise channel after GKP
error correction. This holds for both cases: first without using the GKP syndrome information
and second with conditioning on the syndromes. Fig: 5.9 exemplarily illustrates this result
for the case of r = 4.

Logical noise channel of the asymmetric hexagonal-lattice GKP code

For the numerical analysis in Section 5.5, we also consider non-rectangular lattices, namely the
asymmetric hexagonal lattice lattice L7,r from Eq. (5.36). Let us compute the probabilities
of the residual logical noise channel of the associated GKP code GKP(L7,r).

Lemma 5.12. For r > 0, let the asymmetric hexagonal GKP code with lattice L7,r from
Eq. (5.36) be given as well as the symmetric displacement noise channel Nσ2I from Eq. (5.41).

Then – without conditioning on the GKP error syndromes – the residual noise channel N π

of the GKP-qubit is that of stochastic Pauli noise (cf. Eq. (3.5)) with the associated proba-
bilities π = (pI , pX , pY , pZ) where

pL :=
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(5.78)

for L ∈ {I,X, Y , Z} and c2 := 2/
√

3 from Eq. (5.34). Here, for σ, u > 0 and x, z ∈ R, we
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defined
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When conditioning on a syndrome outcome s0 =
(
x z

)T
, the logical noise channel N π is

that of stochastic Pauli noise, cf. Eq. (5.62), where π = (ps0
I
, ps0
X
, ps0
Y
, ps0
Z

) with probabilities

ps0
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:=
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e7σ (r, x, z)

(5.80)

for L ∈ {I,X, Y , Z} where again e7σ as defined in Eq. (5.79). �

Proof. Similar to the proof of Theorem 5.11, we will use the general formulas for the proba-
bilities pL and ps0

L
from Eqs. (5.49) and (5.50), respectively, and insert the vectors
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π
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3π
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)

for L ∈ {I,X, Y , Z} of the asymmetric hexagonal GKP code. First, without conditioning on
the syndromes, the error probabilities from Eq. (5.49) become
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where the quantity e7σ is defined in Eq. (5.79). If one inserts the definition of the dual Voronoi
cell V⊥7,r from Eq. (5.39), this corresponds to the desired Eq. (5.78).

Similarly, one may directly compute the probability ps(s0) of a syndrome s0 :=
(
x z

)T
from

Eq. (5.48) to be

ps(s0) :=
∑

η∈L⊥7,r

fσ2I(s0 + η) = e7σ (r, x, z) . (5.81)

In order to compute the residual error probabilities ps0
L

from Eq. (5.50) – when conditioning
on the syndrome s0, one may use the relation

ps0
L

= (ps(s0))−1
∑

ξ∈L7,r

fσ2I(s0 + ξ + ξL) .

The nominator is given by the above computed term for pL (without the integration over the
dual Voronoi cell) and the denominator by Eq. (5.81), such that combining both terms yields
the desired Eq. (5.80). �
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Figure 5.9: Comparison of the square lattice GKP code GKP(L�) = GKP(L1) and the rect-
angular lattice GKP code GKP(Lr) for asymmetry ratio r = 4 on the left (a) and right (b),
respectively. The two top figures depict the defining symplectically integral lattices (in dashed
black lines) and their duals (blue solid lines) as well as the phase space regions associated with
the logical operations I, X, Y and Z (cf. Fig 5.5). For rectangular lattices GKP codes under
symmetric noise Nσ2I from Eq. (5.41), the GKP-error correction can be conducted in the Q-
direction and the P -direction separately. The two bottom figures depict error distribution
and correction in the Q-direction for the two different asymmetries ratios r = 1 and r = 4,
respectively: the Gaussian probability density function fσ2(q) = (2πσ)−1/2e−q

2/(2σ2) is the
marginal in q-direction of the symmetric noise probability density function. The light blue

shaded area – the integration of fσ2(q) over the set
⋃
m∈Z

[√rπ
2 (4m − 1),

√
rπ
2 (4m + 1)

)
–

corresponds to the probability that the q-direction of a randomly chosen shift ν = (q p)T lies
in the blue edged phase space regions V⊥r +Lr of the phase space. It gives the probability of
the closest-lattice point correction in the q-direction to be successful, i.e., the value 1 − qX
from Eq. (5.59) for the two different ratios r = 1 and r = 4. Theorem 5.11 implies that the
value 1− qX for r = 1 and function fσ2 (in (a)) is equal to 1− qX for r = 4 and the squeezed
function frσ2 (in (b)); vice versa the integrals under the dotted cures also coincide: 1 − qX
for r = 1 and the (inversely) squeezed function fσ2/r (dotted line in (a)) corresponds to 1−qX
for r = 4 and fσ2 (dotted line in (b)).
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Note that in contrast to the rectangular lattice code under symmetric noise, the (asymmetric)
hexagonal-lattice GKP code under symmetric noise results in a residual noise channel which
is no longer given by independent X and Z-noise.

Squeezing for asymmetric GKP codes

As discussed above, the rectangular lattice code GKP(Lr) is obtained from the square GKP
code by a unitary Gaussian encoding USr . The unitary USr is associated with the symplectic
matrix Sr from Eq. (5.31), a single-mode squeezing matrix. An operationally relevant task is
to quantify the amount of squeezing which is necessary to produce a GKP state with asym-
metry ratio r 6= 1. Let us introduce the squeezing factor sQ of the variance in the Q-direction
(we choose the Q-direction without loss of generality; in the P -direction, the squeezing factor
can be defined similarly). In units of decibel, it is defined as

sQ := −10 log10

(
σ2
Q/σ

2
0

)
.

Here, σ2
0 = 1/2 is the variance in Q-direction associated with the vacuum state and the

quantity σ2
Q stands for the Q-variance in the state under consideration. Since the basis states

of the square lattice GKP code require infinite squeezing, one may instead quantify the
amount of squeezing necessary to produce the basis states of GKP(Lr) from the basis states
of GKP(L�): After the unitary encoding using USr , the covariance matrix V� of a GKP(L�)-
state it is transformed as

SrV�S
T
r =

(√
r 0

0 1/
√
r

)(
σ2 0
0 σ2

)(√
r 0

0 1/
√
r

)
=

(
rσ2 0
0 σ2/r

)
for the matrix Sr from Eq. (5.31). Hence σQ 7→ r2σQ. In comparison to the square GKP
code (for r = 1), the squeezing factor in Q-direction (or in P -direction) under application
of USr

sQ 7→ sQ − 10 log10(r)

is increased by the addition of the term −10 log10(r) (respectively +10 log10(r) in P -direction)
which grows logarithmically with the asymmetry ratio r. For example, for r = 2, r =
3 and r = 4, this additional squeezing amounts to −3.01 dB, −4.77 dB and −6.02 dB,
respectively.

5.3 Prior work on the surface(-GKP) code relevant to
our analysis

The GKP-qubit (may it be encoded using the square GKP code or a more general encoding)
can be used as the “physical” qubit for another code. One may consider the concatenation
of the GKP code with a qubit-into-qubits QECC and analyse whether this concatenation
improves the noise tolerance of the encoded qubit compared to the bare QECC. Here, we
consider the concatenation of the GKP code with one of the most prominent qubit-into-qubits
encodings, the surface code [30, 47].

In this section, let us discuss prior work which is directly relevant to our analysis of the
surface-GKP code. The first (Section 5.3.1) concerns no-go results on Gaussian quantum
error correction. We subsequently present the surface-GKP code and associated results in
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Section 5.3.2. Furthermore, we describe the so-called BSV decoder [29] for the surface code
in Section 5.3.4 which we employ in our numerical analysis of the asymmetric surface-GKP
code and previous work on noise bias in the surface code in Section 5.3.4. The latter results
motivate our idea to engineer a noise bias at the level of the logical GKP-qubits via an
asymmetric GKP encoding.

5.3.1 Gaussian error correction and corresponding no-go results

Gaussian operations – that includes evolution under quadratic bosonic Hamiltonians (i.e.,
Gaussian unitary operations) and dilations thereof, the preparation of the vacuum, coher-
ent (or more generally Gaussian) states, and homodyne or heterodyne measurements – are
attractive from an experimental viewpoint as their realisation is feasible with standard quan-
tum optics equipment. Unfortunately, information-processing capabilities of such operations
are fundamentally constrained. Several no-go results have been established in the literature
for error correction and related tasks. For example, Eisert et al. [56], Fiurasek et al. [64], as
well as Giedke and Cirac [69] show that Gaussian states cannot be distilled by local Gaussian
operations and classical communication. This is in contrast to the finite-dimensional case,
where e.g., entanglement distillation protocols using Clifford operations only exist. Niset,
Fiurášek and Cerf [123] show that Gaussian pre- and post-processing operations cannot be
used to reduce entanglement degradation even when the noise is given by a Gaussian channel.

In more recent work [169], it was shown that embedding logical CV modes into a larger
number of physical modes by means of Gaussian encoding unitaries (i.e., Gaussian CV-to-CV-
encodings) does not reduce the amount of effective noise (when going from physical to logical
information) in the presence of i.i.d. Gaussian phase space displacement noise. More precisely,
it was shown that if the physical noise is Gaussian displacement noise with variance σ2 on each
mode, then the noise at the logical level (affecting k encoded modes) can be understood as
Gaussian displacement noise in the Qj and Pj-directions with variances satisfying σ2

Qj
σ2
Pj

=

σ2 for j = 1, . . . , k. This is with respect to certain rotated quadratures {(Qj , Pj)}kj=1. This
result can be seen as a kind of uncertainty relation. It implies that the noise cannot be
eliminated but only squeezed in certain directions, generating a trade-off between pairs of
canonical quadratures.

These no-go results show that non-Gaussian resources are a necessary building block for
CV-fault-tolerant information processing, especially in the context of quantum memories
and communication. We note that the case of dynamical decoupling considered in Chap-
ter 4 does not fall into this framework because it is assumed that pulses can be applied at
any time, thereby effectively changing the dynamics of the noise. Suitable non-Gaussian
resources can include non-Gaussian resource states, non-Gaussian unitary evolution (e.g.,
under Hamiltonians that are higher-degree polynomials in the quadratures), or e.g., number
state measurements (single photon detection).

Noh, Girvin and Jiang have proposed non-Gaussian encodings of several modes (so-called
oscillator-to-oscillator codes) which use GKP states in auxiliary systems combined with Gaus-
sian unitaries. It was shown that these constructions indeed lead to reduced physical noise
variances [125], although limitations of this approach were subsequently found in [77]. A
different approach considers DV-to-CV encodings involving GKP states as a non-Gaussian
resource. The surface-GKP discussed in the next section is an example.
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5.3.2 The surface-GKP code

The surface-GKP code and the related toric-GKP-code are natural examples of codes em-
bedding individual qubits into many oscillators in such a way that the code states are non-
Gaussian states. These codes are defined as the concatenation of the surface or the toric
code, respectively, at the outer level and the GKP code at the inner level (cf. Section 3.4.4
on the concatenation of QECC and Section 3.4.5 on the surface code). Because surface codes
constitute an infinite family of codes parametrised by systems size – i.e., number of qubits,
here denoted by n ∈ N – and these codes are known to exhibit a fault-tolerance threshold
under probabilistic Pauli noise, surface-GKP codes are candidates for the robust storage of
logical qubits in many oscillators. Furthermore, because they involve non-Gaussian building
blocks (in the form of GKP states), they sidestep the no-go results discussed in the previous
section.

To study error thresholds of this proposal, suitable decoders have been considered. As a con-
catenated code, the surface-GKP permits a hierarchic decoding procedure where a recovery
is applied to each GKP-qubit first, followed by a surface code decoder which may or may not
use syndrome information obtained in the GKP recovery. This approach was taken by Fukui,
Tomita, Okamoto and Fujii to estimate thresholds against symmetric Gaussian displacement
noise. These authors use the standard GKP recovery procedure (see Section 5.1.2) and the
minimum-weight matching decoder for the surface code decoding. In the case where GKP
syndrome information is taken into account, an edge weight is suitably chosen for each GKP-
qubit (i.e., surface code lattice), see [68, Eq. (10)]. Numerical estimates are obtained by using
Monte-Carlo simulations. Reference [68] also considers the realisation of logical gates and
includes a proposal for fault-tolerant measurement-based computation using a CV version of
the 3D cluster state.

In [169], the toric-GKP code was considered by Vuillot et al. Again, numerical results were
obtained using a concatenated decoder for several settings, including decoding with or without
GKP syndrome information, decoding with and without measurement errors (with repeated
measurements) both at the level of individual GKP-qubits and at the level of toric code
syndrome measurements. For the case of ideal measurements, the decoders chosen are similar
to those of [68] albeit a different weighting is chosen for the minimum weight matching [169,
see Eq. (33)].

The work [169] also analytically studies the decoding problems in the context of measurements
errors in detail. For a single GKP-encoded qubit, they develop a new recovery procedure the
authors call “forward-minimisation” applicable to the case where both the physical mode,
as well as the measurement outcome are affected by random Gaussian displacements. Their
analysis connects maximum-likelihood decoding to a 1D Euclidean path-integral modelling
a particle in a random cosine potential. This is closely related to the connection between
logical error probabilities in the surface code and the partition function of a 2D random-bond
Ising model [47]. The recovery procedure can be seen as a proxy for the evaluation of this
path integral.

For toric-GKP codes with noisy syndrome measurements, the work [169] connects the maxi-
mum likelihood decoding problem to a 3D compact QED model in the presence of a quenched
random gauge field. Again, a new associated decoder is constructed and numerical threshold
estimates are obtained.

Both constructions of [169] and [68] rely on the square lattice-GKP code encoding a single
qubit, cf. Fig. 5.10 which shows the quantum circuit realising a surface-GKP encoding such as
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Figure 5.10: Encoding circuit of the surface-GKP code where one considers a surface code
(encoding one qubit into n physical) at the inner and the square lattice GKP code GKP(L�) at
the outer level. As a consequence, the encoding channel is given by Esurface−GKP := (EL�)⊗n ◦
Esurface.

the one considered in [68]. In this thesis, we show that simply choosing a different GKP code
provides operational advantages. However, this modification also necessitates using different
decoders: instead of the minimum-weight matching decoders and the decoders considered
in [169, 68], we use standard GKP-qubit recovery combined with the so-called BSV-decoder.
This decoder is introduced in the next section.

5.3.3 The BSV decoder for the surface code

Bravyi, Suchara and Vargo [29] introduced a decoder for the surface code that is efficiently
computable and approximates the maximum likelihood (ML) decoder. It depends on an
integer parameter χ and becomes exact – i.e., equal to the ML decoder – in the limit χ →
∞. The key improvement of this decoder compared to the ML decoder is its efficiency. It
approximates the coset probabilities (cf. Eqs. (3.51) in Section 3.4.5) by identifying a tensor
network contraction with their computation.

Since the constructed asymmetric surface-GKP codes rely a distance d square surface code
with rough top/bottom and smooth left/right boundary conditions (cf. Section 3.4.5), we
focus on the BSV decoder for this case, here.

Assume independent Pauli noise on all qubits, i.e., Nπ =
⊗

e∈ENπe where

Nπe : D
(
C2
)
→ D

(
C2
)

, Nπe(ρ) =
∑
Ee∈P1

πe(Ee)EeρE
†
e . (5.82)

On every physical qubit e ∈ E, the distribution of errors Ee ∈ P1 is given by πe : P1 → [0, 1]
and we write E =

⊗
e∈E Ee. The probability of the coset ES (where E is the error and S

the stabiliser group) is

π(ES) =
∑
S∈S

∏
e∈E

πe(EeSe) (5.83)

where we similarly decompose a stabiliser as S =
⊗

e∈E Se.

The authors of [29] show that the coset probabilities π(ES) can be written as the contraction
of a two-dimensional tensor network.
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q(e)

u(e) v(e) p(e) q(e)

u(e)

v(e)

p(e)

Figure 5.11: A horizontal edge e (white dot) has left/right adjacent vertices u(e) and v(e),
respectively, and adjacent top/bottom plaquettes p(e) and q(e); similarly define for a vertical
edge e (orange dot), the adjacent top/bottom vertices as u(e) and v(e) and the adjacent
left/right plaquettes as p(e) and q(e).

More precisely, they parametrise a stabiliser S ∈ S as

S(α, β) =
∏
v∈V

(Av)
αv
∏
p∈P

(Bp)
βp

for binary parameters α, β ∈ {0, 1}d(d−1). The restriction of S(α, β) to an edge e ∈ E then is

Se(α, β) = S(αu(e), αv(e), βp(e), βq(e)) ,

see Fig. 5.11 for definitions of u(e), v(e), p(e), q(e). They rewrite Eq. (5.83) as

π(ES) =
∑
α

∑
β

∏
e

πe(EeSe(αu(e), αv(e), βp(e), βq(e))) . (5.84)

Bravyi, Suchara and Vargo show that the right hand side of Eq. (5.84) is a properly defined
contraction of a 2D planar tensor network where the local tensors are given as in Fig. 5.12.

Such a tensor network contraction can be efficiently evaluated approximately: In order to
do so, one partitions the extended lattice into columns H1, . . ., Hd and V1, . . ., Vd−1 that
contain the horizontal and vertical edges, respectively, cf. Fig. 5.12b. Here, the ‘internal’
columns H2, . . . ,Hd−1 ∈ B((C2)⊗(2d−1)) and V 1, . . . , V d−1 ∈ B((C2)⊗(2d−1)) are matrix prod-
uct operators (MPO) of bond dimension 2 and the first/last column Hd, H1 ∈ (C2)⊗(2d−1)

are matrix product states (MPS) of bond dimension 2. The horizontal (vertical) links of
the extended lattice (Fig. 5.12) correspond to physical (virtual) indices of the MPOs/MPSs.
Then the coset probability (5.84) is

π(ES) = 〈Hd|V d−1Hd−1V d · · ·H2V 1|H1〉 . (5.85)

The tensor network contraction on the right hand side of Eq. (5.85) is evaluated approximately
using an algorithm by Murg, Verstraete and Cirac [118]: The algorithm initialises H1 = ψ ∈
(C2)⊗2d−1 – an MPS of bond dimension 2 – and updates the MPS ψ at every step by MPO
multiplication V jψ or Hjψ (for even and odd steps, respectively). Since this would imply an
exponential increase of the MPS bond dimension (in the number of steps 2d − 1) – leading
to an overall inefficient algorithm – the parameter χ comes into play and one limits the
bond dimension of ψ: At every step of the algorithm, when the update rule ψ 7→ φ :=
V jψ (or ψ 7→ φ := Hjψ) would (generally) increase the bond dimension of ψ from χ to
up to 2χ, an additional ‘truncation’ is introduced to find an MPS ψ of bond dimension χ
which approximates φ. In this sense, at every step, the algorithm retains an MPS of bond
dimension χ. We refer to [29, Chapter IV.C] for the exact description of the truncation step.
At a last step, a standard contraction method is used to compute the inner product between
the two MPS ψ and Hd. The accuracy of the algorithm in approximating the right hand side
of Eq. (5.85) depends on the parameter χ, becoming exact if χ is exponentially large in d.
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Figure 5.12: Construction of the tensor network to compute the coset probabilities for the
BSV decoder in the 4 × 4 surface code: (a) First, one extends the surface code lattice such
that it has three different types of nodes: white and orange nodes at the locations of hori-
zontal edges and the vertical edges, respectively, of the original surface code lattice and blue
squares at locations of stabiliser generators Av and Bp (vertices and plaquettes of the original
surface code lattice). (b) This extended lattice can be interpreted as a two-dimensional tensor
network whose contraction yield the probabilities π(EsLS) for the BSV decoder where Es is
a representative error for the syndrome s and L ∈ {I,X, Y , Z} is a logical operator. Local
tensors are grouped into d columns H1, . . . ,Hd and d − 1 columns V1, . . . , Vd−1, associated
with the horizontal and vertical nodes, respectively. (c) The three different types of local bulk
tensors in the first line where EsL =

⊗
e∈E Ee for qubits e ∈ E and Se(j, l, i, k) = Xi+kZj+l;

below, the similarly defined local tensors at the boundary of the surface code.
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Let us briefly discuss the runtime of this algorithm: First note that an MPS of bond dimen-
sion χ can be described using O(dχ2) real parameters, i.e., as a list of 2d− 1 tensors each of
size 2× χ× χ. The time required for an MPO-MPS product (both of bond dimension χ) is
of order O(dχ2). Every truncation takes time O(dχ3) since it involves 2d− 1 QR decompo-
sitions1 of matrices of size 2χ × 2χ and 2d − 1 singular value decompositions of matrices of
size 2χ×χ, respectively. The final MPS-MPS contraction requires time O(dχ3). To contract
the tensor network, one needs 2d−2 calls of both the truncation as well as of the MPO-MPS
product. Hence the overall runtime is of order O(d2χ3) offering an efficiently computable
approximation of the ML decoder.

The proposed decoder approximately computes for the syndrome s the four error proba-
bilities π(Es), π(EsXS), π(EsY S) and π(EsZS) in terms of the probabilities {πe}e∈E in
runtime O(d2χ3) and chooses the subset for which the probability is highest. This decoder
will be referred to as the BSV decoder.

Bravyi, Suchara and Vargo [29] numerically compare their approximate ML decoder to the
exact ML decoder and the maximum weight perfect matching decoder for different noise mod-
els. They show that the minimum weight perfect matching algorithm is usually suboptimal
and that the approximate ML decoder converges quickly, becoming virtually indistinguish-
able from the exact decoder already for a relatively small bond dimension χ = 8. The surface
code with biased noise provides an important application of the BSV decoder.

5.3.4 Prior work on noise bias in the surface code

In many physically relevant scenarios, not all error sources are equally likely. For instance,
dephasing is the predominant error source for a wide range of quantum computing archi-
tectures, e.g. for superconducting qubits [7] and for trapped ions [122]. Often, these biased
error models are less severe in the sense that one may tailor quantum error correcting codes
to such biases and hence achieve a higher total noise tolerance. This is why the study of
biased or asymmetric noise models has a long history and has become increasingly impor-
tant. Previous work on quantum error correcting codes that are tailored towards biased noise
models include [59, 150, 9, 141, 152, 104, 183]. But we have to make the remark that such
improvements do not hold generally for all qubit codes. For example, Tuckett et al. [160]
showed numerically that in a variant of the colour code [23], the error threshold decreases
with increasing noise bias.

Here, we present results by Tuckett et al. [158, 160] on decoders tailored towards biased noise
in the surface code. They assume the noise model is described by i.i.d. Pauli noise⊗

e∈E

N(pI ,pX ,py ,pZ) : D
(
(C2)⊗|E|

)
→ D

(
(C2)⊗|E|

)
,

on all qubits e ∈ E. The authors introduce the bias parameter

η :=
pY

pX + pZ
(5.86)

which relates the error probabilities of the i.i.d. noise and they furthermore assume that pX =
pZ . The value η = 1/2 corresponds to depolarising noise – where all three basic error types
are equally likely, cf. Eq. (3.8) – and the limit η → ∞ corresponds to pure Y -noise. Hence
in the regime η ∈ (1/2,∞) the noise is biased towards Y -errors, while by pX = pZ the X-
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Figure 5.13: Three examples of single-qubit errors on the distance d = 3 surface code and the
respective error syndromes on the adjacent vertex (X-type in green) stabilisers and plaquette
(Z-type in blue) stabilisers. The X-error (as well as the Z-error) is detected by two stabilisers
whereas the Y -error by four.

and Z-errors are equally likely.

Tuckett et al. show that the surface code is more resilient towards biased noise (η > 1/2)
than towards unbiased noise (η = 1/2) in the sense that the maximum likelihood decoder
achieves higher error thresholds for fixed total error probability p = pX + pY + pZ . They
have a simple argument that motivates this idea: In the surface code, single-qubit Y -errors
anticommute with both their neighbouring X- as well as Z-type stabilisers whereas X-errors
(or Z-errors) only anticommute with Z-type (X-type) stabilisers, cf. Fig. 5.13. In this sense,
the surface code syndromes potentially provide more information on Y -errors (twice as many
bits of information) than on X- or Z-type errors.

Tuckett et al. numerically study the error threshold of the (square) surface code for biased Y -
noise using the BSV decoder (cf. Section 5.3.3). The numerical analysis suggests that under
the assumption pX = pZ , the surface code can tolerate errors pY < 1/2 for sufficiently large
bias parameters η. More precisely, they numerically find the error threshold pc ≈ 43.7(1)%
for an infinitely high bias [158]. In subsequent work [160], these authors extend this result
in two directions. First, they analytically study the case of pure Y -noise. In this case, the
surface error correction procedure is equivalent to the concatenation of two classical error
correcting codes: the so-called cycle code at the outer level and the repetition code at the
inner level. Since both of these codes have threshold values of 50%, the surface code with
pure Y -noise achieves an error threshold of p = pX + pY + pZ = 50%. Second, they also
investigate the rotated surface code which is obtained by putting the boundary of the surface
code lattice at a 45° rotated angle compared to the standard surface code. Here, an increased
error threshold, of up to pc = 45.4(2)%, in the biased case is numerically found. Tuckett
et al. [159] later computed the error threshold of the surface code under biased noise in
the full fault-tolerant scenario, i.e., when taking errors in the syndrome measurements into
account. Here, they consider the rotated surface code and introduce a decoder based on the
minimum-weight perfect matching decoder which exploits the symmetries of the syndromes
in the biased case.

Let us remark that these results are not restricted to a bias in Y -direction. They can be
simply extended to pure (or dominantly) X- or Z-noise by exchanging the roles of X, Y
and Z in the surface code stabilisers (e.g. plaquette stabilisers are products of Y Paulis and
vertex stabilisers consist of X Paulis).

1A QR decomposition of a complex square matrix M is defined as M = QR where Q is a unitary and R
is an upper triangular matrix.
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5.4 Modified asymmetric surface-GKP encoding and
decoding

This section introduces the modified asymmetric surface-GKP code that we numerically anal-
yse in the next sections. We concatenate the rectangular code GKP(Lr) for r > 0 at the inner
level with the distance d square surface code at the outer level and suitably modify the
identification of quadratures with logical Pauli operators.

We start in Section 5.4.1 with some preliminary considerations that motivate our construction.
Section 5.4.2 introduces the encoding of the modified asymmetric surface-GKP code and
explains how it is obtained compared to the standard (symmetric) surface-GKP code. In
Section 5.4.3, we analytically derive properties of the noise bias at the level of the encoded
GKP-qubits using the logical GKP-error probabilities from Theorem 5.9. In Section 5.4.4,
we describe two ways of decoding the modified asymmetric surface-GKP code.

5.4.1 General considerations: noise bias by squeezing

Notation

We consider the distance d surface code with square lattice and ‘rough’ left/right boundary
conditions and ‘smooth’ top/bottom boundary conditions as described in Section 3.4.5. We
will use two different labels for the d2 +(d−1)2 surface code qubits, first e ∈ E and second the
lower index tuple (j, k) where j = 1, . . . , 2d− 1 and k = 1, . . . , d if j odd and k = 1, . . . , d− 1
if j even. Therefore, tensor products over all GKP-qubits may be written as

⊗
j,k

:=

2d−1⊗
j=1

d−(1+(−1)j)/2⊗
k=1

=
⊗
e∈E

.

The syndrome of a GKP-qubit e ∈ E or with label (j, k) is labelled using a lower index e
or j, k, respectively, i.e., it is written as se = sj,k.

Since the concatenation of two codes is considered – where the logical noise channel of the
inner code corresponds to the physical noise channel of the outer code – one has to make
an adaption in notation: one cannot use the same notation with bars · for the logical errors
of the GKP as well as for those of the surface code. This is why we change notation for
the GKP code: in contrast to before (cf. Section 5.2.4) where the residual or logical noise
of the GKP code was labelled with bars – i.e., L ∈ {I,X, Y , Z} for the logical operations
or N (pI ,pX ,pY ,pZ) for the logical noise channel – we will only use bars for the logical noise
channel of the outer (surface) code and instead omit the bars for this inner code. In conclusion,
the quantities L ∈ {I,X, Y, Z} or N(pI ,pX ,pY ,pZ) denote the logical operations and the logical
noise channel of the GKP code, respectively.

Noise bias by squeezing

The main result of this chapter concerns the enhanced error threshold of modified asymmetric
surface-GKP codes [76] by exploiting an engineered noise bias in the concatenated code.
More precisely, we use that, by Theorem 5.9, physically symmetric displacement noise in the
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Figure 5.14: Encoding circuit for the modified asymmetric surface-GKP code. A single logical
qubit is first mapped to a state on d2 + (d − 1)2 qubits using the encoding associated with
the distance d square surface code with rough top/bottom and smooth left/right boundary
conditions. Each of these qubits is then encoded into a single bosonic mode using the modified
asymmetric GKP encoding, which may be written as the modified encoding using the unitary
gates H (Hadamard) and M−π/4 (phase gate) as well as the rectangular lattice GKP encoding.

rectangular lattice GKP code is transformed to an asymmetric noise on the logical level of
the encoded GKP-qubit.

Let us argue why we consider a modified and asymmetric version of the standard surface-
GKP code. Assume that the physical noise on the modes is symmetric, i.e., it is given by the
symmetric displacement noise channel Nσ2I2 from Eq. (5.41) on all modes, where the noise
strength is characterised by a single parameter, the variance σ2 > 0. By Theorem 5.11, a
Gaussian unitary encoding of the square lattice GKP code with the squeezing unitary USr
from Eq. (5.31) transforms this symmetric physical noise into a biased logical noise at the
level of the GKP(Lr)-qubit.

More precisely, if r = 1, i.e. in the symmetric case GKP(L�), then qX = qZ (from Eqs. (5.59)
and (5.60)) and hence the probabilities pL of a logical L ∈ {X,Y, Z} on the encoded GKP-
qubit are given by

pX := qX(1− qZ) = qZ(1− qX) =: pZ .

In contrast, for r > 1 one has qX < qZ and therefore

pX := qX(1− qZ) < qZ(1− qZ) < qZ(1− qX) =: pZ .

As a consequence, for GKP(L�), the logical noise channel N (pI ,pX ,pY ,pZ) on the encoded GKP-
qubit is that of independent X- and Z-noise with both of them being equally likely. This is
different in the asymmetric case. One still has a channel of independent X- and Z-noise but
as r > 1 grows, the noise bias grows: Z-errors are more likely to occur thanX-errors. Since the
surface code is more resilient to noise which is biased towards Y -errors, it is useful to engineer
such a bias on the logical GKP-qubit via a suitable GKP-encoding. More precisely, we make
two adaptions of the standard (square) GKP encoding, the first one is the asymmetry of the
unitary encoding USr and the second one is a (cyclic) permutation of the roles of X-, Y -,
and Z-errors.
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5.4.2 Encoding

Let us first consider the standard (square lattice) surface-GKP encoding

Esurface−GKP := (EL�)⊗d
2+(d−1)2 ◦ Esurface , (5.87)

where the surface code with encoding channel Esurface is concatenated with the square lattice
(or symmetric) GKP code GKP(L�) with encoding EL� , cf. Fig. 5.10. Note that throughout
this chapter, we consider the distance d surface code based on a square lattice with rough
top/bottom and smooth left/right (as presented in Section 3.4.5). This specific choice is
motivated by the fact that Tuckett et al. studied the same code in their work [158] showing
its increased resistance against biased noise. So we can compare our results with theirs.
Moreover, our result serves rather as a proof of principle. Further analyses with other lattice
structures of the surface code – rectangular lattices, different boundary conditions or a rotated
lattice – may show improved noise tolerance. Furthermore, if the goal is the best code in
practice, not only the error threshold but also the sub-threshold behaviour should be taken
into account, but this goes beyond the scope of this thesis.

The modified asymmetric surface-GKP encoding has two adaptions compared to (5.87).

(i) First, we choose the GKP code with rectangular lattice Lr for the asymmetry ratio r > 1
instead of the square lattice GKP code. By Lemma 5.5 the code GKP(Lr) is obtained
by applying an additional Gaussian unitary USr to the square lattice GKP encod-
ing EGKP(L�) where Sr is the squeezing matrix from Eq. (5.31). This is called the
asymmetric GKP encoding.

(ii) Second, we introduce an additional unitary in the (asymmetric) GKP encoding; the
logical rectangular lattice GKP-qubits are not directly used as the physical qubits of
the surface code: instead of identifying Z-eigenstates of the logical GKP-qubit – these
are USr |0〉� and USr |1〉� – with the physical surface code qubit’s Z-eigenstates (as
in (i)) we identify them with the Y eigenstates of the physical surface code qubits. This
corresponds to the unitary encoding

D(C2)→ D(C2) , ρ 7→ HM−π/4 ρM
†
−π/4H

† ,

where H is the Hadamard gate (cf. Eq. (2.51)) and M−π/4 is the phase gate for an-
gle −π/4 (cf. Eq. (2.53)). It maps the Y eigenstates of the physical surface code qubits
to the rectangular lattice GKP basis states as

|+ i〉 7→ USr |0〉�
| − i〉 7→ USr |1〉�

and extend by linearity to a modified GKP-qubit encoding C → L2(R). This is what
we call the modified GKP encoding.

The encoding step (ii) is made in order to identify the logical operators Xr and Zr of the (un-
modified) GKP-qubit with the physical Z- and Y -operators of the surface code, respectively,
i.e.,

Z ↔ USrX�U
†
Sr

= Xr ,

Y ↔ USrZ�U
†
Sr

= Zr .
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As a consequence, for r > 1, the noise at the level of the logical GKP-qubits (equivalently the
physical noise of the surface code) is biased towards Y -errors (instead of a bias towards X-
errors without the modification). The encoding circuit is depicted in Fig. 5.14. In summary,
the modified asymmetric GKP encoding which incorporates the steps (i) and (ii) is denoted
by GKPmod(Lr) and has the encoding unitary

Emod,Lr : D(C2)→ D(L2(R)) , ρ 7→ HM−π/4

(
EL�(USrρU

†
Sr

)
)
M †−π/4H

† .

where to shorten notation, we write Emod,Lr = EGKPmod(Lr). Note that the closest lattice point
recovery channel of the modified asymmetric GKP code is given by RLr , i.e., it is the same
as the one for the asymmetric GKP code. In summary, the encoding that we investigate in
this chapter is

Easym−mod−surface−GKP := (Emod,Lr)
⊗d2+(d−1)2 ◦ Esurface .

5.4.3 Biased noise on the GKP-qubits

Before presenting our numerical analysis, let us analytically discuss the logical noise channel
on the GKP-qubits and quantify the bias of the logical noise channel associated with the
modified asymmetric GKP code.

Using the modified asymmetric GKP encoding (the rectangular lattice GKP encoding from
step (i) as well as the modification from step (ii) which permutes the roles of X,Y and Z),
the logical noise channel Nπ on every GKPmod(Lr)-qubit with probabilities

π := (pI , pX , pY , pZ) =
(
(1− qX)(1− qZ), qXqZ , (1− qX)qZ , qX(1− qZ)

)
(5.88)

for qX and qZ from Eqs. (5.59) and (5.60), respectively, is forwarded to the surface code. For
every qubit, it describes independent Z- and Y -noise, i.e.,

pI = (1− qZ) · (1− qX)
pX = qZ · qX
pY = qZ · (1− qX)
pZ = (1− qZ) · qX

(5.89)

where the quantities qX and qZ are given by Eqs. (5.59) and (5.60), respectively. We use
the terms pI , pX , pY , pZ without bars to denote the logical error probabilities of the modified
(asymmetric) GKP code in contrast to the expressions with bars for the (asymmetric) GKP
code. As argued in Section 5.4.1, the interchanging ofX, Y and Z by the modification achieves
a bias towards Y instead of X-errors. More precisely, the noise π is biased towards Y -errors
as r grows.

To prepare the numerical results on error thresholds of the modified asymmetric surface-GKP
code, let us (analytically) show a few properties on the logical GKP-qubit error probabili-
ties.

Lemma 5.13. Let r, σ > 0 and let 1−qX , 1−qZ be the quantities from Eqs. (5.59) and (5.60).

(i) As a function of σ, both 1−qX and 1−qZ are monotonically decreasing. Furthermore, as
a function of r, 1− qX monotonically increases whereas 1− qZ monotonically decreases.

(ii) In the limit σ →∞, one has 1− qX , 1− qZ → 1/2 for all asymmetry ratios 0 < r <∞
and all noise variances 0 < σ2 <∞.
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(iii) One has 0 ≤ qX , qZ < 1/2.

(iv) For r > 1 one has qX < qZ for all σ > 0.

(v) In the limit r →∞, one has 1− qX → 1 and 1− qZ → 1/2.

�

Proof. Note that by their definition in Eqs. (5.59) and (5.60), the quantities qX and qZ
depend on the parameters σ and r. To clarify this dependence in the notation, define the
function σ 7→ h(σ) such that h(σ) := qX for 0 < σ < ∞ and for fixed r = 1. For r 6= 1, the
quantity qX is related to h(σ) (i.e., qX for r = 1) by squeezing σ 7→ σ/

√
r and similarly, qZ

can be obtained from h(σ) by squeezing σ 7→ σ
√
r.

(i) Let us show that d/dσ(1− h(σ)) < 0. This is true by the following computation;

d

dσ

(
1− h(σ)

)
= −2

√
2

σ2

∑
m∈Z

e−
2π
σ2 (m2+

1
16 ) (1

4 cosh
(
π
σ2m

)
−m sinh

(
π
σ2m

))
≤ −2

√
2

σ2

∑
m∈Z

e−
2π
σ2 (m2+

1
16 )
(1

4
−m

)
cosh

( π
σ2
m
)

= −2
√

2

σ2

∑
m∈Z

1

4
e−

2π
σ2 (m2+

1
16 ) cosh

( π
σ2
m
)
< 0

where we used that x sinh(x) ≤ x cosh(x) and − cosh(x) ≤ − cosh(0) = −1 for all x ∈ R
as well as that the function m 7→ −me−

2π
σ2 (m2+1/16) cosh

(
mπ/σ2

)
is antisymmetric in m

and cosh(x) > 0 for all x ∈ R. Using the relations between h(σ) and 1 − qX as well
as 1− qZ , one obtains the desired relations.

(ii) For large (infinite) σ, the integrand in the Eqs. (5.73) and (5.74) becomes a widely
(infinitely) spread normal distribution. For both the above referenced equations, the
integration goes from cr(k − 1/4) to cr(k + 3/4) for all k ∈ Z (where the prefactors cr
depend on r but they are finite), i.e., the interval of integration always comprises half
of the real line. Hence, in the limit σ → ∞, we find 1 − qX → 1/2 and 1 − qZ → 1/2
irrespective of the asymmetry ratio r > 0.

(iii) It is sufficient to show that 0 ≤ h(σ) < 1/2 for all σ > 0. More precisely, we use
that h(σ) → 1/2 as σ → ∞ (by the previous part) and that h(0) = 0 by direct
computation. Then the claim follows by the monotonicity of the function h as shown
in part (i).

(iv) Let r > 1. The claim follows directly by the monotonicity of h since one has

qX = h(σ/
√
r) < h(σ

√
r) = qZ for all σ > 0 .

(v) Now consider the limit r → ∞ for fixed 0 < σ < ∞. Then, by the same reasoning
as in the previous part, one finds h(σ/

√
r) = qX → 0 and h(σ

√
r) = qZ → 1/2. This

corresponds (in the modified GKP code) to no Z-errors and no X-errors, but pure Y -
noise with probability 1/2.

�
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Figure 5.15: Qualitative comparison of the noise models: the encoded modified asymmetric
GKP-qubit noise (orange) and the biased noise model considered by Tuckett et al. [158]
(blue). For a Pauli error distribution π = (1 − p, pX , pY , pZ) where an L-error occurs with
probability pL for L ∈ {X,Y, Z} and where p = pX+pY +pZ is the total error probability, the
simplex represents π in the following way: first, vertices denoted by L ∈ {X,Y, Z} correspond
to pure L-noise, i.e., pL = p; second the edges opposite of the L-vertex correspond to pL = 0;
third the dotted lines denote distributions of two equally likely errors as indicated above;
fourth, the point where these dottet lines meet corresponds to depolarising noise of equally
likely errors pX = pY = pZ and the shaded area corresponds to noise biased towards Y -errors.
The blue line represents the noise model of biased Y -noise where pY > pX = pZ as a function
of the bias parameter η = pY /(pX + pZ) whereas the orange curve qualitatively depicts the
noise model of the logical qubit GKPmod(Lr) as a function of the asymmetry ratio r.

Part (iii) of Lemma 5.13 implies that qZ < 1− qZ for all r, σ > 0 and. Hence

pX := qXqZ < qX(1− qZ) =: pZ . (5.90)

Then the following holds for the residual GKP-qubit noise channel Nπ with probabilities π =
(pI , pY , pZ , pX) from Eq. (5.89).

• Symmetric case: If r = 1, then by their respective definitions (from Eqs. (5.59)
and (5.60)) one has qX = qZ for all σ ≥ 0. Therefore,

pX < pZ = pY

using Eq. (5.90) (i.e., Lemma 5.13). The modified square lattice GKP-qubit hence has
equally likely Z and Y -errors and less likely X-errors.

• Asymmetric case: If r > 1 by part (iv) of Lemma 5.13 one has qX < qZ and
therefore pZ := qX(1− qZ) < qZ(1− qZ) < qZ(1− qX) =: pY . Furthermore, combining
this with Eq. (5.90) one finds

pX < pZ < pY .

As a result, X-errors occur less likely than Z-errors which are less likely than Y -errors
on the encoded modified asymmetric GKP-qubits. This gives biased noise towards Y -
errors. By the monotonicity of qX , and qZ in r, one additionally has that pZ (and pY )
are monotonically decreasing (respectively increasing) as a function of r. Therefore,
the noise bias towards Y -errors increases with growing asymmetry.
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In this sense the logical noise channel on the encoded GKP-qubit is biased towards Y -errors
and furthermore this bias increases with increasing asymmetry ratio r. But note that this
noise model (and our bias measure r) differs from the one considered by Tuckett et al. [158]
(cf. Section 5.3.4). Whereas we look at the error distribution π from Eq. (5.88) and use
the asymmetry ratio r as a measure of bias, Tuckett et al. study a distribution of the
form π = (1−2pX−pY , pX , pY , pX) = (1−pY (1+η)/η, pY /(2η), pY , pY /(2η)) for the Y -error
probability pY = 2ηpX and the bias parameter η > 1/2 from Eq. (5.86). As a consequence,
we consider a noise model of independent Y - and Z-noise (with bias towards Y ) whereas
Tuckett et al. consider equally likely X- and Z-errors and more likely Y -errors. One studies
two different noise models that are both biased towards Y -errors and have the same limiting
noise model of pure Y -noise in the limits r, η → ∞. Fig. 5.15 shows a qualitative compar-
ison of both noise models. In order to compare both bias parameters, let us compute η of
the modified asymmetric logical GKP-qubits with different asymmetry ratios r. Note that,
here, the bias η does not only depend on the asymmetry ratio but also on the physical noise
strength σ of the displacement noise. A direct computation of the bias parameter

η(σ, r) :=
pY

pX + pZ
=

(1− qX)qZ
qXqZ + qX(1− qZ)

=
(1− qX)qZ

qX
(5.91)

shows that the bias η increases with growing asymmetry ratio r but at the same time decreases
with increasing noise strength σ. To give the reader an impression of the noise bias, we have
computed several values of η for different parameters σ and r in the range of what we consider
later in our numerical analysis (and is close to the computed thresholds):

η(0.4, 1.0) ≈ 0.97, η(0.5, 1.0) ≈ 0.92, η(0.6, 1.0) ≈ 00.86, η(0.7, 1.0) ≈ 0.79,
η(0.4, 2.0) ≈ 67.68, η(0.5, 2.0) ≈ 17.01, η(0.6, 2.0) ≈ 7.73, η(0.7, 2.0) ≈ 4.59,
η(0.4, 3.0) ≈ 1614.50, η(0.5, 3.0) ≈ 141.71, η(0.6, 3.0) ≈ 36.06, η(0.7, 3.0) ≈ 14.99,
η(0.4, 4.0) ≈ 28490.24, η(0.5, 4.0) ≈ 935.75, η(0.6, 4.0) ≈ 137.87, η(0.7, 4.0) ≈ 41.04 .

The maximal noise bias of η ≈ 30, 000 for r = 4 and σ = 0.4 is already quite large.

5.4.4 Decoding without and with GKP-syndrome information

The decoding of the concatenated code contains two steps: decoding of the GKP code and
then decoding of the surface code. The physical error channel of the outer code is given
by the logical noise channels of the d2 + (d − 1)2 GKP-qubits. Here we consider the BSV
decoder [29] (cf. Section 5.3.3 for a brief recap of this decoder) to decode the surface code.
It can be run without using the GKP-syndrome side information, as shown in Fig. 5.16, or
with the use of it as depicted in Fig. 5.17.

In the first case – when the GKP-syndrome information is discarded – the BSV decoder of
the surface code is computed with respect to the noise model⊗

j,k

Nπ = (Nπ)⊗d
2+(d−1)2

. (5.92)

This i.i.d. Pauli noise channel is the d2 + (d − 1)2-fold tensor product of the logical noise

channel associated with a single GKP-qubit Nπ := E†mod,Lr ◦RLr ◦Nσ2I ◦ Emod,Lr , where π =
(pI , pX , pY , pZ) is the probability distribution from Eq. (5.88).

When the GKP-syndrome information is kept and used as input of the BSV decoder, one
may use the considerations from Section 5.3.2. In contrast to Eq. (5.92), the GKP-syndrome
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Figure 5.16: Decoding circuit of the surface-GKP code without using the GKP-syndrome
information. For every qubit (j, k), the GKP error correction is given by the chan-

nel E†GKPmod(Lr) ◦ RGKPmod(Lr): Its output is a qubit state which is passed to the decoder

of the surface code. The decoder is chosen to perform well under the noise channel
⊗

j,kNπ,
i.e., it depends on the (same) prior error distribution π = (pI , pX , pY , pZ) from Eq. (5.88)
on all of the d2 + (d − 1)2 qubits. The syndromes s1,1, . . . , s2d−1,d ∈ VL⊥ of the GKP-error
correction are discarded and not taken into account.

information can be taken into account when computing the logical Pauli error distribution of
the outer surface code. Then the BSV decoder is conditioned on the effective error channel⊗

j,k

Nπj,k .

Here, for every qubit (j, k), the error distribution πj,k depends on the respective GKP syn-
drome s0 = sj,k, i.e., it is given by

πj,k =
(
(1− qs0

Z
)(1− qs0

X
), qs0

Z
qs0
X
, qs0
Z

(1− qs0
X

), (1− qs0
Z

)qs0
X

)
, where s0 = sj,k , (5.93)

where the quantities 1− qs0
X

and 1− qs0
Z

are defined in Eqs. (5.63).

5.5 Simulation methods

The central result of this chapter concerns the error threshold of the modified asymmetric
surface-GKP code and how it depends on the asymmetry ratio r of the underlying GKP
lattice. We have analytically shown in the precious section that by a squeezing unitary in
the GKP encoding, one can engineer a noise bias at the level of the logical GKP-qubit. Since
this asymmetric or biased noise is forwarded to the surface code – being a biased noise of
the ‘physical’ surface code qubits – one may use the enhanced noise tolerance of the surface
code towards biased noise in order to enhance the noise resilience of the whole concatenated
code. We analyse this hypothesis by simulating the error correction procedure of such codes
numerically using a Monte-Carlo algorithm. From these simulations, we compute the error
threshold of the concatenated code for different asymmetry ratios r. Let us hence describe
the simulation method used to obtain these threshold estimates.

In Section 5.5.1, we describe the individual subroutines of Monte Carlo simulations for the
different considered variants of the modified asymmetric surface-GKP code (i.e., different
GKP-lattices and surface code decoders). Section 5.5.2 discusses how the threshold estimated
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Figure 5.17: Decoding circuit of the surface-GKP code using the GKP-syndrome informa-
tion: For every qubit (j, k), the GKP error correction channel E†GKPmod(L) ◦ RGKPmod(L) is
seen as a quantum instrument with two outputs: the post-correction single-qubit quan-
tum state and the GKP error syndrome sj,k ∈ VL⊥ (the upper index denotes the respec-
tive qubit). The surface code decoder uses both as inputs. It is chosen with respect
to the noise channel

⊗
j,kNπ(sj,k). More precisely, we condition the BSV decoder of the

surface code on the single-qubit input error distribution πj,k = π(sj,k) for qubit (j, k)
where π(s) = (psI , p

s
X , p

s
Y , p

s
Z) from Eq. (5.93).

are obtained from the simulation data and Section 5.5.3 briefly explains our choice parameter
choices. Finally, we estimate in Section 5.5.4 the error which we make by approximating the
error probabilities associated with the logical GKP-qubits.

5.5.1 Monte-Carlo simulations

We perform multiple Monte-Carlo simulations of the error correction procedure.

Different scenarios

We consider the modified asymmetric surface-GKP code as defined in Section 5.4. These re-
sults are compared to different scenarios such as the hexagonal and the asymmetric hexagonal
surface-GKP code. We simulate the error correction process for the following four scenarios.

(i) Modified symmetric surface-GKP code, i.e., the concatenation of GKPmod(L�) and
square d × d-surface code; the decoders are the closest lattice point decoder for the
GKP code as well as the BSV decoder for the surface code where the latter does not
use the GKP syndrome information.

(ii) Modified asymmetric surface-GKP code, i.e., the concatenation of GKPmod(Lr) for
different ratios r and square d × d-surface code; the decoders are the closest lattice
point decoder for the GKP code as well as the BSV decoder of bond dimension χ for
the surface code where the latter does not use the GKP syndrome information.

(iii) Modified asymmetric surface-GKP code, i.e., the concatenation of GKPmod(Lr=2) and
square d×d-surface code; the decoders are the closest lattice point decoder for the GKP
code as well as the BSV decoder of bond dimension χ for the surface code where the
latter uses the GKP syndrome information as an input.
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(iv) Modified hexagonal-asymmetric surface-GKP code, i.e., the concatenation of the
code GKPmod(Lr=2,7) and square d×d-surface code; the decoders are the closest lattice
point decoder for the GKP code as well as the BSV decoder of bond dimension χ for the
surface code where the latter uses the GKP syndrome information as an input.

Note that we assume perfect syndrome measurements (in all scenarios), i.e., errors do not
occur in the measurement process, neither in the GKP syndrome nor in the surface code
syndrome measurements. Furthermore, we use the closest lattice point decoder to decode the
respective GKP code.

Subroutine of the Monte-Carlo simulation

Every instance of the Monte-Carlo simulation simulates the surface-GKP error correction
procedure of one randomly drawn error. The pseudocodes in Figs. 5.18 (without using the
GKP syndrome information) and 5.19 (with the use of GKP syndrome information) describe
one such instance. In more detail, the algorithm works as follows:

For every bosonic mode (j, k), one first chooses a random displacement error according to the
symmetric Gaussian displacement noise (5.41) with variance σ2, i.e., one randomly draws a
displacement ν ∈ R2 according to the distribution N(0, σ2I2), one for every considered mode.
The next step is to compute the logical error on every GKP-qubit. It is determined according
to the after closest lattice point correction for GKPmod(Lr) according to the identification from
Eq. (5.13) where L = Lr but with the interchanging of the roles of X 7→ Y 7→ Z 7→ X by the
modification. Hence the collection of Pauli errors

I if ν ∈ V⊥r + Lr , X if ν ∈ V⊥r + Lr + `⊥r2 + `⊥r1 ,

Y if ν ∈ V⊥r + Lr + `⊥r1 , Z if ν ∈ V⊥r + Lr + `⊥r2 ,
(5.94)

(where `⊥r1, `⊥r2, Lr, and V⊥r are from (5.32), (5.30), (5.33)) is forwarded to the surface code.
For GKPmod(L7,r), (5.94) is defined similarly, replacing the vectors, the lattice and the
Voronoi cell by the respective quantities from (5.38), (5.37), (5.39).

Let us first focus on the scenario where the GKP-syndrome information is ignored:
The a priori error distribution of the modified asymmetric GKP code can be analytically
computed; as discussed in the previous section, it is that of independent Y - and Z-noise with
probability distribution (5.88) for every qubit (j, k), i.e.,

πj,k = π =
(
(1− qX)(1− qZ), qXqZ , (1− qX)qZ , qX(1− qZ)

)
, (5.95)

where qX and qZ are given by Eqs. (5.59) and (5.60), respectively, which themselves depend
on the noise parameter σ and the asymmetry ratio r. Note that the formulas in Eqs. (5.59)
and (5.60) are impractical since they contain infinite sums. This is why one introduces an
approximation using a finite sum as discussed later in this section in the paragraph on cutoff
analysis.

The actual error (5.94) is passed on to the outer code, the distance d square surface code.
To decode the latter, one uses the BSV decoder as described in Section 5.3.3. The BSV
decoder has the following inputs: the distance d of the surface code, the bond dimension χ
of the BSV algorithm and the a priori probability distributions for the d2 + (d− 1)2 surface
code qubits (cf. Eq. (5.82)) where in the case at hand, for each qubit (j, k), one takes the
same logical GKP-qubit probability distribution πj,k = π from Eq. (5.95). Then the BSV
decoder identifies the most likely Pauli error which has produced the surface code syndrome
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1: function MCWithoutSideInfo(σ2, d, r)
2:

3: Input: Variance σ2, code distance d, asymmetry ratio r
4: Output: Residual logical Pauli error L ∈ {I,X, Y , Z}
5:

6: for each qubit (j, k) do
7: Sample displacement error vector νj,k ∈ R2 according to N(0, σ2I2).
8: Compute the (logical) Pauli error Ej,k ∈ {I,X, Y, Z} from νj,k according to (5.94)

for GKPmod(Lr).
9: end for

10: Set Es :=
⊗

j,k Ej,k.
11: Compute the distribution π = (pI , pX , pY , pZ) according to Eq. (5.95) for GKPmod(Lr).
12: Use the BSV decoder with input π(d2+(d−1)2) to compute an (d2 +(d−1)2)-qubit Pauli

correction C ∈ P(d2+(d−1)2).

13: Compute L = arg maxL∈{I,X,Y ,Z} 1EsC∈LS (i.e., decide which coset EsC belongs to).
14: end function

Figure 5.18: Subroutine MCWithoutSideInfo simulates one instance of the error-recovery
process when GKP side information is ignored. It returns the residual logical error.

and outputs a d2 + (d − 1)2-qubit correction operation C. In a final step, the algorithm
determines which coset LS the product of actual error and correction belongs to and outputs
the representative I, X, Y or Z of this coset.

If the output of the algorithm is L = I, then the modified asymmetric surface-GKP code error
correction is successful whereas L ∈ {X,Y , Z} then the error correction was unsuccessful and
a logical error remains. The algorithm 5.18 outputs the residual Pauli error on the logical
surface-GKP-qubit after a single randomly drawn error. Hence, by the law of large numbers,
the average over a large number of simulation results, numerically estimates the resulting
logical error probability of the modified asymmetric surface-GKP code. This (logical) error
probability is denoted as Perr(σ, d, r) = 1 − Psuccess(σ, d, r) and is a function of the three
variables σ, d and r.

In addition to the effect of the asymmetry ratio on the noise threshold, we also analyse
other scenarios, cf. Section 5.6.3 for the results. This includes finding the error threshold
of the modified asymmetric surface-GKP code when the BSV decoder uses the GKP-
syndrome information and second doing the same but with the hexagonal-asymmetric
lattice L7,r from Eq. (5.36) instead of Lr. Let us briefly note where a single run of the
Monte-Carlo simulation differs when one takes the syndrome information of the GKP code
into account in the surface code decoder.

The error syndrome of the code GKPmod(L) is s ∈ VL⊥ . Hence when there are d2 + (d− 1)2

GKP-qubits – which are labelled by the tuple index (j, k) – then the GKP decoder yields the
tensor product of d2 + (d− 1)2 corrected qubit states and syndromes sj,k ∈ VL⊥ . The output
of the GKP error correction on d2 + (d+ 1)2 qubits is⊗

j,k

|ψj,k〉 ⊗ |sj,k〉 ∈ (C2 ⊗ VL⊥)⊗d
2+(d−1)2

.

Hence the algorithm using the GKP syndrome information in the BSV decoder only differs
from that without using the information in the following step: Instead of computing the a
priori error distribution π from (5.95) and using its (d2+(d−1)2)-fold tensor product as input
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1: function MCWithSideInfo(σ2, d, r)
2:

3: Input: Variance σ2, code distance d, asymmetry ratio r
4: Output: Residual logical Pauli error L ∈ {I,X, Y , Z}
5:

6: for each qubit (j, k) do
7: Sample displacement error vector νj,k ∈ R2 according to N(0, σ2I2).
8: Compute the (logical) Pauli error Ej,k ∈ {I,X, Y, Z} from νj,k according to (5.13)

for GKPmod(Lr) respectively GKPmod(L7,r).
9: Compute the syndrome s0 = s(νj,k) = (z y)T according to Eq. (5.8).

10: Compute the conditional distribution πj,k = (ps0I , p
s0
X , p

s0
Y , p

s0
Z ) according

to (5.96) with probabilities from (5.76) (for GKPmod(Lr)) respectively (5.80)
(for GKPmod(L7,r)).

11: end for
12: Set Es :=

⊗
j,k Ej,k.

13: Use the BSV decoder with input
∏
j,k πj,k to compute an n-qubit Pauli correction C.

14: Compute L = arg maxL∈{I,X,Y ,Z} 1EsC∈LS (i.e., decide which coset EsC belongs to).
15: end function

Figure 5.19: Subroutine MCWithSideInfo Monte-Carlo-simulates one instance of the error-
recovery process when GKP side information is used. It returns the residual logical error.

of the BSV decoder one computes the distribution πj,k conditioned on the GKP syndrome sj,k
for every qubit (j, k). Subsequently, one uses the prior error distribution

⊗
j,k πj,k as input

of the BSV decoder. Here for the qubit j, k one has probabilities

πj,k = πsj,k =
(
ps0I , p

s0
X , p

s0
Y , p

s0
Z

)
=
(
ps0
I
, ps0
Y
, ps0
Z
, ps0
X

)
, where s0 = sj,k , (5.96)

and where ps0
L

are defined in the Eqs. (5.76), (5.78) and (5.80) for the GKP codes with
lattices Lr, L7, and L7,r, respectively.

5.5.2 Computation of threshold estimates

The Monte-Carlo simulations described above serve to numerically compute error thresholds
of the considered surface-GKP codes. They return results for the functions σ 7→ Perr(σ, d, r)
for different values of the surface code distances d and asymmetry ratios r and seek to
determine a threshold value σc for the physical noise σ below which Perr becomes arbitrarily
small by increasing the surface code distance d and above which Perr converges to one as d→
∞. This threshold value σc(r) may depend on the asymmetry ratio r. We assume that
as d→∞ the resulting logical error probability Perr of the surface-GKP code takes the form

lim
d→∞

Perr(σ, d, r) = θ(σ − σc(r)) ,

of a step function θ with the step at the critical value σc(r).

Note that the considered codes exhibit a threshold behaviour which can be easily seen as
follows: first, recall that surface codes for i.i.d. stochastic Pauli noise admit a threshold and
second the logical GKP-qubits – which constitute the ‘physical’ qubits of the surface code
– experience stochastic Pauli noise Nπ (cf. Eq. (3.5)) where the probability distribution π
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depends on the physical noise strength σ as described in Eqs. (5.59), (5.60), (5.95), i.e., in a
complicated manner.

To identify the error threshold σc of the modified asymmetric surface-GKP code for fixed
asymmetry ratio r, one uses that it corresponds to the point where the family of curves {σ 7→
Perr(σ, d, r)}d∈N intersect. Mathematically, we employ the critical exponent method from [170]:
One first writes the correlation length as ξ = (σ−σc)1/µ, i.e., in terms of the threshold value σc
and some critical exponent µ. Furthermore, one introduces the dimensionless parameter

x = d/ξ = (σ − σc)d1/µ , (5.97)

where d is the surface code distance. The assumption of the critical exponent is that the
logical error probability Perr(σ, d, r) may be written as a polynomial in x. In this work we fit
the data to a second order polynomial in x (making the same fit as used for the surface code
under biased noise by Tuckett et al. [158]) i.e., we write

Perr(σ, d, r) ≈ A+Bx+ Cx2 (5.98)

for the fitting parameters A,B,C. The validity and limits of this scaling hypothesis (5.97)
and (5.98) are discussed in [174]. The numerical fit has a statistical error; we give the square
root of the mean square fitting error in the threshold values later.

5.5.3 Choice of parameters and necessary bond dimension

The parameters relevant for a single simulation are the physical noise strength σ, the surface
code size d, and the GKP lattice asymmetry ratio r. Furthermore, two additional relevant
parameters per tuple (σ, r, d) are the BSV decoder bond dimension χ and the number of
Monte-Carlo simulations and the cutoff κ in the summation used to evaluate the expres-
sions (5.59). Let us explain the choice of these parameters.

We run simulations for the following parameters (for the modified asymmetric surface-GKP
code without and with using the GKP syndrome information).

• Noise strength: since prior work [169] has shown that the error threshold of the
symmetric (standard) toric-GKP code is at σc ≈ 0.54 without using side information
and σc ≈ 0.61 with the use of side information, we choose σ ∈ [0.4, 0.7] in increments
of 0.02. A higher resolution (increments of 0.01) is chosen for the data points around the
estimated thresholds. These data points are used to compute the threshold estimates.

• Surface code size: we choose d ∈ {9, 13, 17, 21}. These code sizes are comparable
to the ones previously used to study biased noise of the surface code using the BSV
decoder in [158].

• Asymmetry ratio: we are interested in the symmetric case r = 1.0 as well as biases
towards Y -noise which would correspond to r > 1.0. As r = 4.0 already stands for
a relatively high bias (for r = 4.0 and σ = 0.54 the noise bias from Eq. (5.86) is
approximately η = pY /(pX + pZ) ≈ 386 ), we expect that this is sufficient for our
purposes. We choose an asymmetry ratio between one and four in increments of 0.5,
i.e., r ∈ {1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0}.

The resulting error probability is simulated for all combinations of the above stated values
for σ, d, r. In contrast for the other parameters, only a single value is chosen per tuple (σ, d, r).
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More precisely, since we analyse the functions σ 7→ Perr(σ, d, r), we choose a suitable bond
dimension for every tuple (d, r) and similarly, the number of Monte-Carlo simulations and
the cutoff are chosen once for each tuple (r, d).

For the choice of these other parameters, it is important to note that the threshold value for
the symmetric case should serve as a benchmark (obtained with a slightly different method
than the known threshold for the surface-GKP code from the literature [68]). Since we
compare the threshold values σc for different ratios r and investigate whether it increases
with growing asymmetry, we compute the threshold value for r = 1 as exactly as possible
(preventing any favour of our interpretation due to numerical inaccuracies). This is why, for
the symmetric case, we use the highest bond dimension that we employ in our algorithms,
and we use a higher cutoff. Note that if the BSV decoder receives as an input inaccurate
approximation of the actual a priori error probabilities it still defines a valid decoder which
of course performs worse than the maximum likelihood decoder. As a consequence, the
conducted simulations – using approximations in the cutoff and with a finite bond dimension
– compute the logical failure probability of some valid but a non-ideal decoder for the surface-
GKP code, i.e., the numerically computed threshold is a lower bound on the achievable error
thresholds.

• Bond dimension: the bond dimension should be chosen sufficiently large such that
the BSV decoder gives a good approximation for the actual ML decoder. In order to
numerically determine how well the algorithm has converged for a finite bond dimension,
we simulate Perr(σ, d, r) for σ = 0.58 (which is close to the expected threshold value)
with different bond dimensions. The results (cf. Fig. 5.20) indicate that the necessary
bond dimension seems to primarily depend on the distance such that we choose χ = 48
for d = 9, χ = 60 for d = 13, χ = 72 for d = 17 and χ = 100 for d = 21 for all r > 1.
Since the symmetric case should serve as a benchmark, we choose the highest bond
dimension χ = 100 for all distances in the symmetric case r = 1. For comparison, note
that the bond dimensions by Fukui et al [68] are between 5 and 15.
In the other scenarios, i.e., when the GKP-side information is used and when the
hexagonal GKP lattice is considered, the simulations appear to converge faster and the
same bond dimensions expected to be sufficient. Hence we choose the same χ for the
tuples (d, r) as above.

• Number of simulations: the number of simulations that we use depends on the
distance d, similar to the bond dimension. We use 50,000, 30,000, 20,000 and 10,000
simulations for d = 9, 13, 17, 21, respectively. Similar as for the bond dimension, we
choose the highest available number of simulations 50, 000 for the reference value in the
symmetric case r = 1.

• Cutoff: we choose a cutoff of κ = 10 for all asymmetric cases whereas the higher value
of κ = 15 for is chosen for r = 1 as explained in more detail in Section 5.5.4.

Since the accuracy depends on the bond dimension, we choose the highest bond dimension χ =
100 for the symmetric case, yielding the most accurate threshold estimate.

5.5.4 Cutoff analysis

The expressions qX and qZ from Eqs. (5.59) and (5.60) contain infinite sums. Hence –
when computed in practice such as in the algorithms 5.18 and 5.19 – one may only compute
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(a) Distance d = 9 (b) Distance d = 13

(c) Distance d = 17 (d) Distance d = 21

Figure 5.20: Estimation of the necessary bond dimension of the BSV decoder for the surface-
GKP decoding without use of the GKP syndrome information. Each plot shows the logical
error probability of the modified asymmetric surface-GKP code (without side information) for
the bond dimensions χ ∈ {36, 48, 60, 72} and asymmetry ratios r ∈ {1.5, 2.0, 2.5, 3.0, 3.5, 4.0}
and for the noise strength σ = 0.58 and a different distance d. If the data points for a ratio
agree, then the algorithm seems to have converged. The necessary bond dimension appears
to depend on the distance.

approximations of them. Note that these quantities enter the algorithms as inputs of the
BSV decoder, more precisely in the probability distributions π and πj,k, respectively.

Let us introduce a cutoff κ ∈ N for the summation in Eqs. (5.59) and (5.60). This cutoff
implies that all summands with indices ≥ κ and ≤ −κ are neglected in the computation of qX
and qZ . In contrast to the full quantities qX , qZ and π with infinite summation, we denote
their approximations with cutoff κ using a tilde symbol, i.e., by q̃X , q̃Z , π̃ and π̃j,k. Let us
estimate the relative error introduced by the cutoff κ > 10 compared to using the originally
infinite sums. In order to do so, we introduce the two quantities

α+ := max
r,σ

{√
2πr/σ2,

√
2π/(rσ2)

}
, α− := min

r,σ

{√
2πr/σ2,

√
2π/(rσ2)

}
,

where we maximise and the minimise, respectively, over the parameter regimes for σ and r
that we consider in the simulations. Note that the introduction of a cutoff κ approximates the
BSV decoder such that even in the limit of infinitely high bond dimension χ→∞, it does not
correspond to the ML decoder. But we still simulate some decoder which in contrast to the
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ML decoder does not maximise the success probability. Note that the quantity q̃L is defined
by Eq. (5.59) respectively (5.60) but with an adapted summation from m ≥ κ and m ≤ −κ
instead of m ∈ Z. Hence q̃L ≤ qL and the error introduced by the cutoff is given by

max
L∈{X,Z}

(1− qL)− (1− q̃L) ≤ 2

π

∞∑
m=κ

∫ α−m+α+/4

α−m−α+/4
e−ν

2
dν ≤ 2

π

∫ ∞
α−κ−α+/4

e−ν
2
dν

≤ 2

π

∫ ∞
α−κ−α+/4

ν

α−κ− α+/4
e−ν

2
dν .

In the first step, we used that the contribution of the summands decreases with increasing m ∈
N (since the error function from Eq. (5.61) becomes flatter as the absolute value grows) and
that therefore, the quantity

1

2

(
erf(α−m+ α+/4)− erf(α−n− α+/4)

)
=

1√
π

∫ α−n+α+/4

α−m−α+/4
e−ν

2
dν

is an upper bound on the increment of the nth summand in the sum. Furthermore, the
quantity 1− qL can be bounded from below by its m = 0 summand, i.e., by

1− qL ≥ erf (α−/4) ,

using that erf(−x) = − erf(x) for all x ∈ R. As a consequence, the relative error of the
approximate values 1− q̃L compared to the exact ones 1− qL are given by

max
L∈{X,Z}

(1− qL)− (1− q̃L)

1− qL
≤ 2

π erf (α−/4)

∫ ∞
α−κ−α+/4

ν

α−κ− α+/4
e−ν

2
dν

=
e−(α−κ−α+/4)2

√
π(α−κ− α+/4) erf (α−/4)

(5.99)

For the parameter regimes that we consider (i.e., σ ∈ [0.4, 0.7] and r ∈ [1.0, 4.0]), one finds
that (α+, α−) = 5

√
2π(1, 1/7). Hence for κ = 10 the approximate values for 1−qL are within

a 10−93% deviation of the exact ones; the relative error from Eq. (5.99) below 10−93% . Since
in the algorithms, we use the cutoff parameter κ = 10, the effect of the cutoff approximation
on the algorithms’ outcomes can be considered as negligible.

It is important for the analysis of asymmetry that the symmetric case yields an accurate
reference value. Correspondingly, the associated threshold estimate and hence the numerically
estimated logical error probabilities should be computed as exactly as possible. Therefore,
the higher cutoff value κ = 15 is chosen for r = 1.

5.6 Numerical results for threshold estimates

This section answers the central research question of this chapter: Can one enhance the noise
tolerance of surface-GKP codes by introducing asymmetry at the level of the GKP code in
the form of an asymmetric lattice Lr for r > 0. In Section 5.6.1, we presents the results of our
conducted numerical simulations as described in Section 5.5.1: an enhanced noise tolerance for
asymmetry ratios up to r ≈ 3. In Section 5.6.2, we discuss the observation, that the threshold
values do not increase for larger asymmetry ratios and that the logical error probability of
the concatenated code appears to be not-monotonic in this ratio. Section 5.6.3 presents the
threshold estimates for other scenarios, i.e., when the GKP syndrome information is taken
into account in the BSV decoder. Finally, Table 5.6.3 summarises our results for threshold
estimates in the different scenarios and compares them to the ones obtained by other authors
for the standard (symmetric) surface-(toric-)GKP code.
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5.6.1 Enhanced noise tolerance in asymmetric surface-GKP codes

We evaluate the physical error threshold for the modified surface-GKP code using the simu-
lated data. In order to find the value, we use the critical exponent method as described in the
previous section. We start with the symmetric case, i.e., where r = 1. This threshold value
serves as a point of reference and is compared to those for higher asymmetry ratios r > 1 in
order to quantify the influence of asymmetry on the noise threshold. In Fig. 5.21, the logical
failure probabilities of different surface-GKP codes are plotted as a function of the physical
error strength, i.e., the standard deviation of the Gaussian displacement noise channel (the
square root of the shift-error variance). Each subfigure represents a different asymmetry
ratio.

The threshold value for the physical noise strength σ in the symmetric case r = 1 is σc ≈ 0.540,
cf. Fig. 5.21a. The standard deviation (square root of the means square error) of this fitted
threshold value (using the critical exponent method) is approximately 0.0006. As a general
check of validity, let us compare this value to the noise threshold for the surface-GKP code
numerically computed in the literature by other authors: Using the minimum weight matching
decoder, Vuillot et al. [169] obtained a threshold value between 0.54 and 0.55 for the toric-
GKP code. We note that Vuillot et al. considered the toric code instead of the square surface
code and used a different decoder. Additionally, Vuillot et al. map the GKP errors differently
to qubit errors (they use the standard GKP code, instead of what we call the modification,
cf. Section 5.4.2). Furthermore, Fukui et al. [68] obtain σc ≈ 0.542 for the surface-GKP code.
Here, the authors consider the surface code (the same as considered here) but a different
decoder for the surface code, a minimum-weight perfect-matching algorithm and similarly to
Vuillot et al. no modification (in the sense of Section 5.4.2).

As one increases the asymmetry ratio, one finds noise thresholds for the displacement error
standard deviation which are higher than σc ≈ 0.540 (the reference value for r = 1). Fig. 5.22
shows that the threshold value σc grows monotonically from r = 1.0 up to r = 3.0, where it
takes its maximal value σc ≈ 0.581, and then reduces again for higher asymmetry ratios, i.e.,
to σc ≈ 0.568 for r = 4.

Since the variance σ2 of the Gaussian displacement noise quantifies the physical noise at
the level of the GKP modes, one may want to translate the threshold values into the cor-
responding noise strengths at the level of the logical GKP-qubits (i.e., the physical noise
of the surface code). The threshold values σc = 0.540 and σc ≈ 0.581 (for r = 1.0
and r = 3.0, respectively) correspond to (square) surface code probability of a Y -type er-
ror (occurring independently of an X-type error in the independent Y - and X-noise model)
of 10.1% and 12.7%. More precisely, the latter percentages are found by computing qX from
Eq. (5.59) for the parameters σ = σc and r = 1. Here, we regain the ≈ 10% error threshold
of the surface code for pure X (or equivalently Y - or Z-errors). The logical GKP-qubit error
rates p = pX + pY + pZ – i.e., the physical error rates of the surface code – depend on σ
and r, i.e., let us write p(σc, r). These rates at the threshold values σc grow with increas-
ing asymmetry ratio r. Direct computation (employing Eq. (5.59) and Eq. (5.60)) shows
that they range between p(0.54, 1) ≈ 0.19 in the symmetric GKP code, p(0.562, 2) ≈ 0.28
for the asymmetry ratio r = 2, p(0.581, 3) ≈ 0.38 for r = 3 where we achieved the high-
est threshold value σc ≈ 0.5813 up to p(0.568, 4) ≈ 0.42 for r = 4. We note that the last
value, the logical GKP-qubit error probability of 42% at r = 4, corresponds to a high noise
bias η = pY /(pX + pZ) ≈ 230 where we take η from Eq. (5.91) is close to the threshold
value pc = 43.7(1)% found for the surface code with the BSV decoder and the infinitely-
biased (i.e., η →∞) noise model π = (1− pY (1 + 1/η), pY /(2η), pY , pY /(2η)) from [158].
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(a) r = 1.0, threshold value σc ≈ 0.540

(b) r = 2.0, threshold value σc ≈ 0.562

(c) r = 3.0, threshold value σc ≈ 0.581 (fittig standard deviation 0.0019)

Figure 5.21: The error probability Perr(σ, d, r) as a function of the physical noise strength σ
(left) for decoding without GKP side information for different asymmetry ratios r ∈
{1.0, 2.0, 3.0}. Insets give higher-resolution data around the observed threshold estimate σc
for the critical noise standard deviation. The latter is indicated by a vertical line. The right
hand side shows a log-plot of the error probability Perr(σ, d, r). For comparison, the error
probability of the bare GKP code, i.e., without concatenation with the surface code, is shown
in blue with the solid line corresponding to ratio r = 1.0 and the dashed lines corresponding
to the respective ratio of the figure. (Figure directly taken from the article [76])
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Figure 5.22: Empirically computed thresholds σc of the modified asymmetric surface-GKP
code for different asymmetry ratios r ∈ {1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0}. The error bars depict
the standard deviation (the square root of the means squared error of the employed fitting
procedure) of the fitted threshold value σc (left hand side axis) and range from 0.0006 (for r =
1) to 0.0019 (for r = 3). The values on the right hand side axis correspond to qX (from
Eq. (5.59)) for the parameters σ = σc and r = 1. (Figure directly taken from the article [76])

This shows that the noise resilience of the surface code towards biased noise can be used
to enhance noise tolerance of the concatenated surface-GKP code. This comes at a cost of
an additional encoding step, the modified asymmetric encoding, which involves squeezing
of log(r) dB.

5.6.2 Monotonicity of the logical error probability

In addition to the threshold value, it might also be interesting to analyse how the logical error
probability changes as the asymmetry ratio grows. Let us investigate the question whether
for fixed σ and d, the logical error probability Perr(σ, d, r) decreases monotonically if the
asymmetry ratio r increases. If this were the case, an increasing asymmetry would improve
the noise resilience of the modified asymmetric surface-GKP code for all code sizes and over
the whole range of physical noise variances σ2.

The answer to this question is a priori not clear since two qualitatively opposing effects play
a role, here: On the one hand, by increasing the asymmetry, the logical failure probability of
the bare GKP code GKP(Lr) increases as well. By ‘bare GKP code’ we mean the GKP code
without concatenation with the surface code. This behaviour is visualised in Fig. 5.21 where
the blue curves give the logical error probability of the bare GKP code (without concatenation
with the surface code): More precisely, the blue solid lines stand for the modified symmetric
GKP code GKPmod(L�) and the dashed blue lines are those of the code GKPmod(Lr) for
the asymmetry ratio r > 1 of the respective subfigure. The solid line lies below the dashed
blue lines in each of the subfigures, i.e., increasing the asymmetry of the bare (modified)
asymmetric GKP code decreases its noise tolerance, cf. Fig. 5.21b and 5.21c. On the other
hand, increasing the asymmetry ratio implies an increasingly biased independent Y - and Z-
noise at the surface code level, a noise model to which the surface code is more resilient.
Whereas the former effect suggests an increased logical failure probability Perr(σ, d, r) of the
concatenated code with increasing asymmetry, this latter suggests that it decreases. Hence
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(a) Distance d = 9 (b) Distance d = 13

(c) Distance d = 17 (d) Distance d = 21

Figure 5.23: The logical error probability Perr(σ, d, r) of the modified asymmetric surface-GKP
code where decoding of the surface code is conducted without the GKP side information.
Each subfigure presents the data for a code distance d ∈ {9, 13, 17, 21}. The families of
curves {σ 7→ Perr(σ, d, r)}r∈{1.0,1.5,2.5,3.0,3.5,4.0} for the four different distances suggest that for
fixed σ the monotonicity of the function r 7→ Perr(σ, d, r) appears to depend on the code size d.
For small code sizes, this monotonicity only applies for small r < 2, whereas for d = 21, it
applies up to r = 2.5. (Figure directly taken from the article [76])

it is a priori unclear which of these two effects is dominant for which parameter ranges.

Numerically, this question may be answered by the conducted simulations. The monotonicity
property appears to be distance-dependent. Comparing the curves for d = 9 and d = 21 in
Fig. 5.23. For d = 9, one has

Perr(σ, d = 9, r = 2.0) < Perr(σ, d = 9, r = 1.5) < Perr(σ, d = 9, r = 1.0) (5.100)

for all considered values of σ, indicating an improved noise tolerance by increasing the asym-
metry up to r = 2 throughout the whole range of noise strengths σ. But this does not extend
to higher ratios. For r ≥ 2.5 there are values σ ∈ [0.4, 0.7] such that Perr(σ, d = 9, r′ = 3.0) >
Perr(σ, d = 9, r) where r′ > r. This shows that for d = 9, the noise tolerance improves for
all noise strengths by increasing r up to r = 2 but it does not improve further for higher
asymmetry ratios. In contrast, for d = 21, this improvement is achieved also for the higher
ratio r = 2.5. The curves in Fig. 5.23 show that the behaviour from Eq. (5.100) extends
to d = 21 and that additionally

Perr(σ, d = 21, r = 2.5) < Perr(σ, d = 21, r = 2.0)
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(a) Rectangular lattice GKP with side information,
threshold value σc ≈ 0.6062 (with fitting standard
deviation 0.0007)

(b) Asymmetric hexagonal lattice GKP with side in-
formation, threshold value σc ≈ 0.6045 (with fitting
standard deviation 0.0009)

Figure 5.24: Other improvements for asymmetry ratio r = 2.0: Here the plots show the
logical error probability Perr(σ, d, r = 2) as a function of σ for decoding with side informa-
tion. Fig. 5.24a shows the error probability for the rectangular lattice GKP code whereas
Fig. 5.24b for the asymmetric hexagonal lattice GKP code. Insets mark the observed thresh-
old estimates σc are indicated with vertical lines.

for all considered values of σ. Similarly, for d = 9, there are values σ ∈ [0.4, 0.7] such
that Perr(σ, d = 9, r = 3.5) > Perr(σ, d = 9, r = 1.0) whereas for d = 21, Perr(σ, d = 21, r =
3.5) < Perr(σ, d = 21, r = 1.0) for all values of σ. As a consequence, for d = 9, the noise
tolerance for r = 3.5 is not higher than that for r = 1.0 whereas for distance d = 21 it is.

As discussed above, a potential reason for this behaviour is the reduced noise tolerance of
the bare asymmetric GKP code compared to the symmetric GKP code. Another reason for
the non-monotonic behaviour might be finite size effects. One typically observes finite-size
effects when comparing lower to higher distances. This effect results in the observation that
the curves of the logical error probability for different distances do not meet in the exact
same point and that the computed threshold estimate decreases when larger distances are
taken into account. In our analysis, the behaviour that for higher ratios (r = 3.0, r = 3.5
and r = 4.0) the curves for different distances do not cross at the same point – cf. e.g. in
the insets in Fig. 5.21c – can be explained by finite-size effects. Finite-size effects have been
discussed for the surface code, e.g. by Tuckett et al. [158], and as well for the concatenated
surface-GKP code, e.g. by Fukui et al. [68], in the literature. In the former, Tuckett et
al. [158] observe finite-size effects for QEC in the square surface code using the BSV decoder:
the curves (of the logical error probability for different distances) do not meet at the exact
same point, especially for higher noise biases η, and consequently, the error threshold does
not appear to grow up to pc = 50% – but rather up to pc = 43.7% – although it should
by analytical computation. Note that these authors do see a similar behaviour but slightly
different error threshold in the rotated surface code [160] – the surface code lattice is rotated
by an angle of 45° compared to the standard square surface code – finding an error threshold
of pc = 45.4(2)% at infinitely high noise bias and hence less severe finite-size effects. Fukui et
al. [68] observe larger finite-size effects in the analogue error correction (using no syndrome
side information) compared to the one with syndrome side information.
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5.6.3 Results for further scenarios

(a) Threshold values of the modified asymmetric surface-GKP code

GKP code GKPmod(L)
L� L1.5 L2 L2.5 L3 L3.5 L4 L7,2

surface NoS 0.540 0.548 0.562 0.571 0.581 0.576 0.568 –
BSV +S – – 0.606 – – – – 0.605

(b) Literature

GKP code GKP(L)
L� L1.5 L2 L2.5 L3 L3.5 L4 L7,2

[68]
surface NoS 0.542 – – – – – – –
MWM +S 0.607 – – – – – – –

[169]
toric NoS 0.54-0.55 – – – – – – –

MWM +S 0.60 – – – – – – –

Table 5.1: Comparison of the error thresholds σc for different concatenated surface-GKP
codes against random Gaussian displacement noise with shift-error standard deviation σ. The
upper table (a) presents the results of our work [76] whereas the lower one (b) those of Fukui
et al. [68] and Vuillot et al. [169] for comparison. The rows stand for different surface/toric
decoders and the columns for different GKP codes. We abbreviate certain decoders: i.e.,
BSV stands for the tensor network decoder by Bravyi, Suchara, and Vargo [29] , (that we
employ for surface code decoding, cf. 5.3.3), ‘MWM’ for a minimum weight matching decoder
used in [68, 169]; NoS and +S indicate that the corresponding surface/toric code decoder is
performed without or with the use of the GKP syndrome information, respectively (NoS
for “no syndrome” and +S for “with syndrome”). When the GKP-syndrome information
is neglected, the BSV decoder uses the same a priori noise distribution

∏
j,k π for π from

Eq. (5.95) on all qubits j, k as input, whereas in the case when the syndrome information
is taken into account, the BSV decoder is conditioned on

∏
j,k π(sj,k) for πjk = π(sj,k) from

Eq. (5.96). The comparison shows that the highest threshold estimates are obtained when
the GKP-syndrome information is passed to the surface/toric code decoder. But when the
syndrome information is neglected, our asymmetric codes outperform the previously studied
symmetric codes.

Let us compare the above results to other scenarios. There are several potential improvements
on the code which we did not consider yet.

First, one might use a different decoder for the surface code. One may use the syndrome
information of the GKP decoding as an input of the BSV decoder in order to improve its
success probability as described in Section 5.3.3. To understand whether this leads to an
improvement we simulate the surface-GKP error correction procedure when additionally us-
ing this side information as an input of the BSV decoder. Fig. 5.24 shows the logical error
probability of the surface-GKP code when using the asymmetric GKP lattice Lr=2. The
error threshold is at σc ≈ 0.6062 ± 0.0007. This shows that this further improvements by
using GKP-syndrome information are compatible with the ones from increasing the asym-
metry. This amount of noise tolerance is also comparable with previous results, since for the
symmetric case, it was shown that using the GKP-syndrome information leads to an error
threshold improvement. Fukui et al. [68] numerically found that for the surface-GKP code,
the error threshold achieves about σ ≈ 0.607, a value close to the Hashing bound for the
quantum capacity of the Gaussian channel (they refer to taking the syndrome information
into account as analog QEC compared to digital QEC when not taking it into account).
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Vuillot et al. [169] considered the (symmetric) toric-GKP code with a different surface code
decoder as explained before. They found a threshold value of σc ≈ 0.60 (in the symmetric
case) when taking the GKP-syndrome information into account.

One further parameter that one might consider is the angle of the underlying GKP-lattice.
So far, the analysis is restricted to rectangular GKP lattices since this gives a simple proof of
principle. This also renders the effective GKP-qubit noise to be an independent Y - and Z-
noise which is no longer true if the lattice is not rectangular. As already discussed in the initial
paper [71] by Gottesman, Kitaev and Preskill, the optimal lattice of a single GKP-qubit was
shown to be the hexagonal lattice L7 since it allows for the densest packing of an equally
sized unit (i.e., Voronoi) cells in the two-dimensional phase space. Here, we simulate the
surface-GKP error correction process for the GKP code GKPmod(L7,r=2), which we defined
by the squeezed hexagonal lattice (5.36), and where we use the GKP syndrome information
in the BSV decoding process. We find the threshold value σc ≈ 0.6045±0.0009, cf. Fig. 5.24b
what is comparable to the one for the rectangular surface-GKP code with syndrome side
information.
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6 Conclusion

This thesis presents new schemes for protecting quantum information encoded in continuous-
variable systems. Since such systems are ubiquitous in physics and their manipulation is
experimentally well-explored, they provide a natural platform for quantum information pro-
cessing. Basic fault-tolerance mechanisms, such as those identified in this work, can facilitate
the construction of robust information-processing protocols.

Two complementary approaches are pursued in this thesis: The first one – dynamical de-
coupling (DD) – is motivated by control theory, and seeks to reduce physical error rates by
making optimal use of available capabilities. Pioneered in the context of NMR [74, 73, 175],
DD is now a well-established theoretical tool and has proven beneficial in finite-dimensional
systems [167, 161]. Motivated by this and earlier work on similar pulse sequences in CV
systems [12], we have shown how to lift general qubit-based protocols to the bosonic set-
ting. Specifically, we construct DD pulse sequences which effectively suppress system-bath
interactions to any desired order. Additionally, the system’s evolution is converted to that of
uncoupled harmonic oscillators rotating with identical frequencies. In contrast to the qubit
setting, the effective evolution of a CV system with a general quadratic Hamiltonians can-
not be rendered trivial [12]: the achieved homogenised evolution is optimal in this sense. A
distinguishing feature of our protocols is their simplicity, which makes them attractive for ex-
perimental realisation: The pulse sequences are efficient, requiring only a polynomial number
of pulses in the desired suppression order. Furthermore, the individual pulses are realisable
by passive linear optics: two-mode beam splitters and single-mode phase space rotations are
sufficient. The resulting homogenised evolution creates natural decoherence-free subspaces
in which quantum information can be encoded.

The second approach towards fault-tolerance pursued in this thesis follows the standard
route of error-correcting codes. As in the case of DD, the corresponding theory is better
developed for qubit-based codes: with the exception of a handful of examples (such as the
GKP code [71], the cat code [39, 105, 115] and binomial codes [114]), the study of the potential
of CV systems for error correction has been limited. Historically, this may be a consequence
of several no-go results showing that CV quantum information cannot be protected against
noise using Gaussian resources only [69, 56, 123]. However, these results do not apply to
scenarios where non-Gaussian resources such as GKP states are employed. For example,
recent work [68, 169] shows that concatenated codes obtained by combining the surface/toric
code with the GKP code achieve error thresholds for the storage of logical qubits in CV
systems. This thesis builds on these developments and shows that a modification of the
encoding procedure leads to an improvement of error thresholds. The basic idea is to use
an asymmetric encoding map that effectively biases the noise at the logical GKP-qubit level.
This approach allows to exploit the resilience of the surface code to biased noise previously
observed in [158, 160]. Our threshold estimates are obtained by using the BSV-decoder [29]
and numerically simulating the process of encoding, noise, and error correction using a Monte
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Carlo algorithm. We remark that throughout, we consider an idealised setup where no
errors occur during the syndrome measurements of error correction process. Similar ideas
making use of noise-tolerance of certain codes against biased noise have also been explored,
for example in [135].

While these two approaches have different objectives, they can be combined in principle: DD
can lower the physical error rate below the threshold, i.e., help to reach a regime where the
surface-GKP code provides more reliable logical qubits. This raises interesting new questions
for future work. For example, it is currently not clear to what extent the surface-GKP
code protects against more general noise than random phase space displacements. Obtaining
quantitative estimates of corresponding error thresholds will require new analytical ideas, as
well as/or new efficient simulation algorithms.

Both for DD and error correction, our work showcases how formal similarities between
qubit- and CV systems translate to direct relationships between corresponding information-
processing protocols. In the case of DD, the corresponding “lifting” procedure, which converts
a qubit DD-pulse sequence to a CV-scheme, exemplifies a general connection between the Lie
groups and algebras describing multi-qubit systems and those of bosonic systems whose dy-
namics is generated by quadratic Hamiltonians. It is conceivable that this mapping can be
exploited to extend other quantum information processing protocols to the CV setting. In
the case of surface-GKP codes, the particular choice of encoding permits to use specific fea-
tures of qubit codes in an advantageous way in the context of CV codes. Importantly, this
phenomenon crucially relies on the simultaneous consideration of CV- and DV properties: A
similar effect could not be obtained using CV-to-CV-encodings only. This improvement is
obtained by an apparently minor modification of the encoding. This illustrates the impor-
tance of studying CV- and DV-systems in tandem to fully explore the potential of a given
quantum device.
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