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Abstract

This thesis focuses on the investigation of the electronic structure of materials
with two-dimensional angular correlation of electron positron annihilation
radiation (2D-ACAR) and Compton scattering experiments. In particular, the
electronic structure of palladium was investigated with both methods in order
to reveal their specific features. The data obtained from both techniques was
compared by the application of a new reconstruction algorithm, the so-called
direct inversion method (DIM). For describing the Fermi surface (FS) the
importance of positron wave function effects and positron-electron correlations
in the theoretical modeling of the two-photon momentum density (TPMD)
are emphasized. Furthermore, the specific strengths of the two techniques
are highlighted, like the straight forward data treatment in ACAR or the
well understood theoretical calculation of Compton profiles. The new DIM
algorithm offers advantages over other algebraic reconstruction techniques
especially in the reconstruction of Compton scattering data. For example, the
application of Tikhonov-like regularization functionals allows the reconstruction
of anisotropies. This simplifies the reconstruction process, as the anisotropies
of the Compton profiles go much faster to zero for higher momenta than the
Compton profiles themselves. Finally, modeling of the FS of the rare-earth
hexaboride LaBg from experimental 2D-ACAR data, measured along three high
symmetry directions, could excellently reproduce the features of the theoretically
predicted FS obtained from first-principle calculations. Furthermore, the
measurements on LaBg together with theoretical calculations on the same
material and on CeBg suggest that both materials are topologically trivial but

correlated systems.






Zusammentassung

Diese Arbeit beschéftigt sich mit der Untersuchung der elektronischen Struk-
tur von Kristallen mithilfe von zwei experimentellen Methoden. Die beiden
verwendeten Techniken sind die Messung der Winkelkorrelation der Annihila-
tionsstrahlung von Elektronen-Positronen-Paaren (ACAR) und die Messung
der Comptonstreuung von Rontgenstrahlung. Im Speziellen wird die elek-
tronische Struktur von Palladium untersucht. Dabei wird durch den Ver-
gleich der Messergebnisse beider Experimente die Wichtigkeit von Positronen-
Wellenfunktionseffekten und Positronen-Elektronen-Korrelationen in der the-
oretischen Modellierung der Zwei-Photonen-Impulsverteilung hervorgehoben.
Die spezifischen Vorteile beider Techniken, wie z. B. die klare Datenanalyse in
ACAR oder die vergleichsweise einfach theoretische Modellierung von Compton-
profilen wird klar herausgestellt. Um die Daten beider Experimenten vergleichen
zu konnen, wird ein neuer Algorithmus zur Rekonstruktion von Elektronen-
Impulsdichten in héheren Dimensionen vorgestellt. Im Vergleich zu anderen
algebraischen Rekonstruktionsanséitzen bietet die direkte Inversionsmethode
(DIM) insbesondere bei der Anwendung auf Comptondaten Vorteile. Beispiels-
weise bietet die Verwendung von Tikhonovartigen Regularisierungsfunktionalen
die Moglichkeit, positive und negative Dichten und damit Anisotropien zu
rekonstruieren. Im Vergleich zu den Comptonprofilen selbst streben deren
Anisotropien bei hohen Impulsen deutlich schneller gegen null. Aufserdem
wird die Fermiflache von LaBg aus drei experimentell gemessenen 2D-ACAR
Spektren modelliert. Dabei wird eine sehr gute Ubereinstimmung zwischen
Eigenschaften der theoretisch berechneten Fermiflache und den experimentell
gemessenen Daten erzielt. Abschliefend kann aus der gemeinsamen Betrachtung
von experimentellen Ergebnissen und theoretischen Dichtefunktionaltheorie
(DFT) Rechnungen fiir LaBg und CeBg gefolgert werden, dass beide Materialien

topologisch triviale, aber korrelierte Systeme sind.
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Chapter 1

Introduction

"A metal [is defined| as a solid with a Fermi surface." [Mac63| this quote from
A. R. Mackintosh is just one example illustrating the importance of the concept
of the Fermi surface (FS) in condensed matter physics. Almost all properties of
a solid are defined by its electronic structure. The experimental measurement
of the electronic structure is of crucial importance, although its theoretical
modeling has made huge progress during the last decades.

Angle resolved photoemission spectroscopy (ARPES) is one of the most widely
used direct methods for determining the electronic structure, by measuring
the angular distribution and kinetic energy of the photoelectrons emitted from
the sample. In order to induce the photoelectric effect, the sample has to
be illuminated with x-rays of an energy exceeding the work function of the
material. Typical energies are in the range of 10 to 100eV. In this energy
range the inelastic mean-free path of the photoelectrons is short and therefore
their escape depth is limited to a few angstrom. Thus, ARPES is a very surface
sensitive technique and can only be used to study the bulk electronic in cases,
where the surface electronic structure is similar to the bulk [Dam04].

A second, in particular in the bulk, very important approach for the measure-
ment of the electronic structure are the quantum oscillatory techniques, e. g.,
exploiting the de-Haas-van-Alphen (dHvA) effect, which records the response of
the material magnetization to strong magnetic excitation. Besides the required
high external magnetic fields usually extremely low temperatures and crystals
with very low disorder are required [Ons52].

The two experimental techniques used in this thesis, two-dimensional angular
correlation of electron positron annihilation radiation (2D-ACAR) and Compton
scattering, are bulk methods without putting strong limitations on the ambient

conditions.
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The Compton effect, first discovered by Arthur H. Compton in 1923 [Com23],
describes the inelastical scattering of x-rays by electrons. By considering light
as particles, this inelastical scattering process leads to a shift in the wavelength
of the outgoing photons, which was deduced by applying conservation of energy
and momentum in the two particle process of electron and photon. Compton’s
explanation of this effect was a very strong argument, that light can be described
as a wave phenomenon and also by particles. Compton scattering is a scattering
process in the deeply inelastic regime, in which the non-resonant scattering
cross-section becomes proportional to the electron momentum density (EMD)
and thus provides a powerful tool to investigate the many-body electron wave
function. In metals, the F'S leads to sharp changes of the electron occupancy in
the EMD. Compton scattering is therefore a technique suitable to determine
FSs. Furthermore it probes the bulk electronic structure, since high energy
x-rays (usually > 100 keV) are used for the experiments, which penetrate deeply
into the sample [Coo85].

Angular correlation of electron positron annihilation radiation (ACAR) is
very closely related to Compton scattering. It is based on the conservation
of energy and momentum in positron-electron-annihilation to measure the
two-dimensional projection of the EMD. As soon as the two particles annihi-
late, predominately two photons with an energy of 511 keV are created. The
positrons thermalize in the sample and therefore can be considered as stationary.
If we consider such a thermalized positron annihilating with a non-moving
electron the two photons would move exactly in opposite directions. Due to
the electron momentum in the crystal potential, there is a deviation from
anti-collinearity of the annihilation quanta. By measuring this deviation the
two-photon momentum density (TPMD), which is closely connected to the
EMD, can be obtained. One of the main disadvantages of ACAR is the high
defect sensitivity of the positrons. For instance a vacancy in the crystal forms
an attractive potential for positrons, leading to effective positron trapping,
i.e. positrons trapped in defects no longer probe the undisturbed electronic
structure. Therefore, only high-quality single crystals can be analysed by
ACAR; Compton scattering is independent from defects present in the lattice.

In this thesis, Compton and 2D-ACAR measurements on palladium were
performed in order to evaluate the influence of the positron probing effects
(chapter 6). For the comparison of both experimental techniques, which deliver

projections of the electronic structure in different dimensions, a new recon-



struction algorithm was developed (chapter 5). The second material studied
in this work is LaBg. In chapter 7, ACAR measurements on LaBg are com-
pared to theoretical calculations on LaBg and CeBg in order to investigate the
influence of the 4f electrons on the electronic structure of the light rare-earth
hexaborides. As a foundation for the latter chapters, the chapters 2, 3 and
4 give an introduction in relevant condensed matter principles, physics with

positrons and the experimental techniques, respectively.






Chapter 2

Basics of Electronic Structure in

Crystals

This chapter will introduce basics of crystals which are necessary to finally
explain the concept of the electronic structure in crystals. The chapter is mostly
based on the text books by Ashcroft and Mermin [AM13| and Kittel [Kit96].

2.1 The Crystal Lattice

2.1.1 Real Space

Starting point for the definition of real space crystal lattices is the Bravais lattice,
which is an infinitely extended periodic pattern of points. Mathematically this

can be defined as the position of all points
R = nia; + nods + nsag, (21)

where ni, no and ng are integers and a;, az and ag are arbitrary vectors
spanning the three dimensional space, the so-called lattice vectors.

The parallelepiped created by the lattice vectors is called the unit cell. In
three dimensions, the number of Bravais lattices is limited to only fourteen.
However, for a single Bravais lattice, there are many valid choices for the lattice
vectors, which fill the space without overlapping unit cells. The unit cell with
the smallest possible volume is called primitive cell. Even if there are several
choices of primitive cells in a given crystal lattice, they all have the same volume
and contain exactly one lattice point. A special type of primitive cell possessing

the full symmetry of the Bravais lattice is the Wigner-Seitz cell. It is the locus
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Figure 2.1 Illustration of different unit cells in a 2D lattice: Primitive cell (dark
brown), typical conventional cell (light brown), Wigner-Seitz cell (blue)

of points that is closer to a given lattice point than to any other lattice point.
Unit cells that are larger than the primitive cell are called conventional cells.
Usually conventional cells are chosen according to the crystal symmetry and
contain an integer number of lattice points. For describing a real crystal the
physical unit of atoms, molecules, ions, etc. located within each primitive cell
has to be defined. This unit is called basis of the crystal.

Figure 2.1 illustrates different choices for unit cells in a two dimensional (2D)
lattice. The conventional cell (light brown) contains two lattice points, while
the other two (primitive) cells contain only one. In blue, the Wigner-Seitz cell
is shown. It is constructed by all lines (planes in three dimensional (3D)) that
perpendicularly bisect the vectors from one lattice point to all neighboring
lattice points. Two of the most important Bravais lattices are shown in figure
2.2. Almost forty elements crystallize in this face-centered cubic (fec) (left) and
the body-centered cubic (bce) (right) lattice.

At this point we should keep in mind that real crystals are never perfect on
a macroscopic scale, i.e. instead of being an ideal crystal as described, real
crystals possess lattice defects. An important group of defects are single missing
atoms and multiple missing atoms next to each other, so-called monovacancies
and multivacancies, respectively. As their influence on positrons is crucial they

will be further discussed in chapter 3.3.3.
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Figure 2.2 The two most important cubic Bravais lattices: (a) face-centered cubic (fcc)
and (b) body-centered cubic (bcc)

(a)

2.1.2 Reciprocal Space

The reciprocal lattice is defined by the set of all wave vectors, which create
plane waves with the periodicity of a given Bravais lattice. Expressed as an

equation this means, that
eCR =1 (2.2)

must be satisfied for all reciprocal lattice vectors G. For all sets of R, which
build a Bravais lattice in real space, the reciprocal lattice is also a Bravais
lattice. The reciprocal lattice vectors, by, bg and bgs, are related to the real

space lattice vectors, aj, as and ag, by

b, = 27r&; b, = ZW&; bs = QWM. (2.3)
a; (ag X ag) a; (az X ag) a; (ag X ag)
Furthermore, one should note that if a;, as, ag are primitive vectors, by,
b, b3 are primitive vectors of the reciprocal lattice and that the reciprocal
lattice has the same rotational and translational symmetries as the real space
Bravais lattice. The Wigner-Seitz cell of the reciprocal lattice is called Brillouin
zone (BZ). Similarly to the real space lattice vectors R, the reciprocal lattice

vectors G can be written as
G = hby + kbs + [bg, (2.4)

where h, k and [ are integers and known as Miller indices of the real space
lattice planes. Thereby, the real space lattice plane with the Miller indices

(hkl) lies perpendicular to the reciprocal lattice vector G with identical set of
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(a) (b)

1 =

Figure 2.3 First Brillouin zone of a fcc (a) and bee (b) lattice

integers (hkl).

The reciprocal lattice of a fcc structure is a bcce lattice and vice versa.
Using the construction method, explained for the Wigner-Seitz cell in the last
section, we can get the first BZs shown in figure 2.3. For both BZs various

high-symmetry points are also shown in the figure.

2.2 Electrons in a Crystal

In 1897 Thomson discovered the free electron by showing that cathode rays were
composed by negatively charged particles [Tho97]. Only a few years later Drude
[Dru00b, Dru00a| was able to explain electronic and thermal conductivity in
metals and predict the correct form of Ohm’s law by treating the free electrons
in a metal as a classical gas. However, since Drude approximated the velocity
of the electrons wrongly by the classical Maxwell-Boltzmann-Distribution (as
quantum mechanics and Pauli principle had not been formulated at that time),
the model fell short in explaining all known properties of metals, e. g. the heat
capacity, considerably well. Tt took almost another thirty years until [Som28|
combined Drude’s classical theory with the quantum mechanical Fermi-Dirac
statistics and thus formulated the theory, today known as the free electron

model.

This section starts with introducing the free electron model, which is then
transferred into the periodic potential of a real crystal lattice from which the
Bloch theorem and the model of nearly free electrons follows. Finally, the
concept of the Fermi surface (FS) which plays a central role in condensed

matter physics, is introduced.
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2.2.1 Free Electrons

The starting point for the description of the free electron gas is the Schrodinger
equation
FLZ

2m,

V4(r) = ed(r), (2.5)

where m, is the electron rest mass, ¥ (r) is the electron wave-function and e
is the energy eigenvalue of the electron. This purely kinetic equation directly
follows from two approximations, which lay the foundation of the Sommerfeld
theory. Firstly, the electrons are independent, i.e. they do not interact with
one another and secondly, the periodic potential of the crystal is replaced by a
constant potential. By differentiation we could show that plane-waves of the

form

1 ikr
¢Mﬂ=7§e, (2.6)

are a solution of Eq. 2.5 which fulfill the boundary conditions

Y+ Ly, 2) =Y(x,y,2),
Y,y + L, z) = 9(2,y, 2), (2.7)

For simplicity the crystal is assumed to be cubic with the volume V = L3. Eq.
2.6 is normalized in a way that the probability to find the electron inside the

crystal is one:
1= [ arlo)P (2.5)
1%

The electron wave vector k is an eigenvalue of the momentum operator p =
—1hV as "
—Ve*T = hke'*T, (2.9)
i

and thus it follows p = k. The energy eigenvalue € of the eigenstate ¢ (r) is

B h2|k|2

2.10
o, (2.10)

€k
This gives a parabolic dispersion relation of €x in momentum space which is
called energy band.

Following from the boundary conditions 2.7 and the plane-wave solution 2.6,

iky L

kel = thul — gih=l — 1 (2.11)
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has to be fulfilled. This means that only discrete values of k,

2
f, = 2 (2.12)

21, b 2mn,
L’ L’

km_ ) y

L

with n,, n,, n. being integers, are allowed. This limits the number of allowed
orbitals per volume element (27/L)? of k-space to two as for every discrete
wave vector two spin quantum numbers are allowed. Thus the total number of

orbitals N of energy < e and with a magnitude of wave vector < k is given as

N=2. kP = =

Ark?/3 VgV (2mee) M (2.13)
(2r/L)?  3nm? 32 ' '

By differentiation we can finally calculate the density of states (DOS) for

ANV [2m.\*?

electrons:

2.2.2 Bloch Theorem

The free electron model is able to describe physical properties like heat ca-
pacity, thermal and electrical conductivity, magnetic susceptibility and the
electrodynamics of metals well. However, it still fails to give answers to other
important questions of condensed matter physics like the distinction between
metals, semimetals, semiconductors and insulators or the occurrence of positive
values of the Hall coefficient. In 1929 Bloch [Blo29| extended the theory of
free electrons to periodic crystal potentials by still neglecting electron-electron
interactions. By introducing the periodic potential U(r + R) = U(r) the

Schrodinger equation can be rewritten as

2

V2 +U(r)| %(r) = ep(r). (2.15)

2m,

According to Bloch the solutions of equation 2.15 are plane waves multiplied by

a function w;x(r) = ujk(r + R) possessing the periodicity of the Bravais lattice:
Vi (r) = uj(r)e’™. (2.16)

The index j is called band index as there are multiple eigenstates ;x(r) for
a chosen k and thus multiple energy eigenvalues ¢€;x. By considering the k

space as continuous, we can also write the eigenvalues € as energy functions
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¢;(k) which are called bands. The multiplicity of the bands becomes obvious
by applying the momentum operator to 9;(r),

h h . 2 h
;Vzﬂjk(r) = ;V (ujk(r)e’k'r) = hkw]’k + e”k'r;Vujk(r), (217)

which shows that ;i (r) is in general no momentum eigenstate. However, the so-
called crystal momentum hk, which is only defined in the first BZ is the natural
generalization of p in a periodic potential. Hence, the crystal momentum k
can be seen as a quantum number reflecting the translation symmetry of the
periodic potential, as the momentum p is the quantum number reflecting the
continuous translation symmetry of free space. As an electron moving in a
periodic potential experiences a force equal to the gradient of that potential,
the electron momentum p = A(k + G) is not conserved. However, the crystal

momentum k is conserved to within AG.

2.2.3 Fermi Surface

For all electronic states existing in any given band of a metal, the Fermi-Dirac
distribution determines the ones that will be occupied, as electrons are fermions
and, therefore, obey the Pauli exclusion principle. The probability that the

state €;(k) is occupied at temperature 7' is given by

1

flej (k)] = b (%) 1

(2.18)

where ep is the Fermi energy and kg is the Boltzmann constant. If the
temperature is reduced to absolute zero, Eq. 2.18 is a step function and all
parts of the band ¢;(k) with €;(k) < ep will be occupied, and the fraction
for which ¢;(k) > ep will be unoccupied. For non-zero temperatures the step
function softens and some electrons can overspill from states below e into states
above ep. However, €p is still a meaningful quantity in separating occupied
and unoccupied states as typical values of e in metals (=~ 5eV) are orders of
magnitude larger than the thermal energy in the order of kg7 (e.g. ~ 25meV
at room temperature).

Since k is a vector in three-dimensional space and for every k several bands
¢j(k) exist, the complete pictorial representation of the band structure of a

crystal would require a four-dimensional space. One possibility to overcome
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this problem is to draw constant energy surfaces, with €;(k) = €, for the various
band indices j and for various constant energies €. One special constant energy
surface, defined by

€j(k) =ep (2.19)

is the so-called Fermi surface, which marks the boundary between the occupied
and unoccupied states of the band j. As mentioned above this is only rigorously
true at absolute zero temperature, however, since kg1’ < € in practice, this
is still a very good approximation for higher temperatures. For free electrons,
the FS is spherical, however, in a real three-dimensional crystal there may be

several bands that cross er and, therefore, create multiple F'S sheets.

The importance of the precise shape and topology of the FS originates
from the fact, that only electrons close to the FS can respond to dynamic
perturbations, and thus lead to phenomena like magnetism or superconductivity

[CWT3).

2.3 Electronic Structure Calculations and Electron

Momentum Density

In 1964 Hohenberg and Kohn developed the so-called density functional theory
(DFT), which postulates that all properties of a non-degenerate ground state
of an electron system are completely given by its electron density n(r) [HK64].
One year later Kohn and Sham extended these basic principles, which leads
to what is nowadays often refered to as Hohenberg-Kohn-Sham (HKS)-theory
|[KS65]. Even if it was originally used to describe inhomogeneous electron gases,
it later became the standard method to theoretically calculate band structures

of crystalline materials [KV83].

This section will introduce the basic principles of DFT and how it connects
to the electron momentum density (EMD), which plays an important role in the
experimental techniques used in this work. However, the introduction of this
theoretical framework will be kept brief and limited to DF'T, as the theoretical
calculations presented in this work have not been performed by the author

himself.

Hohenberg and Kohn showed that for any external potential V. (r) a func-
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tional of the electron density F[n(r)] exists, so that

E= / r)dr + Fln(r)] (2.20)

has its minimum at the correct ground state energy E associated with V_.(r).
Based on this [KS65| developed a system of self consistent one-particle functions

of the form

(—%A + Veff(r)> Uj(r) = €51h5(r) (2.21)

to describe the electronic ground state. Here, the effective potential can be
written as a sum of the electrostatic potential of all electric charges and the

exchange-correlation-potential V,..[n(r)]

Vi () = Vi (1) + / AV (r') + Viefn(r)], (2.22)

with

IR (2.23)

According to section 2.2.2 we already know, that in the case of crystal lattices,

the solution for the system of equations 2.21 is given by Bloch waves
Vi (r) = ujp(r)e™”, (2.24)

Due to the periodicity of the crystal lattice and thus w;y, this equation can be

expanded into a Fourier series
Pi(r) Z Aj q(k)eCRT (2.25)

Similar to the real space electron density in equation 2.23, in the single
particle model of the HKS-theory, the EMD p(p) can be written as the sum of

the squared momentum space wave functions yx(p)

2
p) = S s )| = | [ s ()7
k,j k.j

where the momentum space wave function is the Fourier transform of the real

2

Xk (P) : (2.26)

space wave function and ng; = 0 and ng; = 1 for completely unoccupied and

fully occupied states, respectively. By applying equation 2.25 to equation 2.26
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Figure 2.4 Band structure (top left) and EMD (bottom left) of a one-dimensional
insulator and the band structure (top right) and EMD (bottom right) of a one-
dimensional metal (bottom right). In the case of the metal, the band is only partially
filled (band crosses the Fermi energy), which leads to discontinuities in the EMD.
The total EMD of a real crystal is always a sum of contributions from multiple fully
occupied states and eventually a few partially unoccupied states.

we get
2

i(p—k—G). (2.27)

Aja(k)

pp) =D mei D

Originating from the J-function in the previous equation, the Fourier coeffi-
cients A; g (k) of one electronic state are distributed over the whole momentum
space. As shown in figure 2.4, p(p) is continuous for completely filled states
(left side), while it shows sharp breaks in case a band crosses the Fermi level
(right side). In both cases, however, it is distributed over the whole momentum
space and decreases with higher momenta. Furthermore, p(p) exhibits the
crystal point symmetries, but does not have the translational symmetry of
the reciprocal lattice. However, as shown in section 2.16 in a periodic lattice,
the translational symmetry can be recovered by transitioning to the crystal

momentum k-space.

This can be achieved by applying the Lock-Crisp-West (LCW)-theorem,
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developed and first applied by [LCW73] to 2D-ACAR data, which ’folds’ the
p-space distribution back into the first BZ. According to the LCW-theorem the

k-space occupation prcw(k) can be calculated by a summation of the EMD

over the reciprocal lattice vectors

prew (k ZP (P+G') = Zznk]

/ k]

2

c®)| dp-k—-G+a).

(2.28)

In contrast to equation 2.27, here the J-function produces the same p-space

density at each reciprocal lattice point assuming summation over all (infinitely
number) reciprocal lattice points.

While filled bands become flat by applying the LCW-theorem the FS-

breaks should coincide and therefore become more distinct. Therefore, LCW-

backfolding is a common method to recover FS information from the EMD.






Chapter 3

Condensed Matter Physics with

Positrons

In 1928 P. Dirac derived from solutions of the relativistic description of the
Schrodinger equation that electrons can have negative and positive charge
without directly proposing the existence of a new particle [Dir28|. In a follow-
up article in 1931 Dirac predicted the not yet observed "anti-electron" as a new
particle having the same mass but opposite charge as the electron [Dir31]. He
also stated that it is difficult to observe them in nature due to their rapid rate
of recombination with electrons, but attested the new particle a high stability
in vacuum. In 1932 Anderson finally detected the positron for the first time
[And33|.

In this chapter the fundamentals of positron physics and the application of
positrons in condensed matter physics will be introduced. As the universe is
predominantly filled with matter some effort has to be undertaken to produce
anti-matter. Therefore, the first section of this chapter will deal with the
production of positrons, before a bound state of electron and positron, the
so-called positronium (Ps) is introduced. The third, and most extensive part of
this chapter deals with the role of the positron as a probe particle in condensed

matter physics and different experimental techniques associated with it.

3.1 Positron Sources

Positrons are predominantly produced by two different processes, firstly f*
decay and secondly pair production. Sources exploiting the radioactive decay
are mostly used in laboratory scale experiments while the second path is mainly

used at large scale facilities. Both principles will be introduced in the following
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sections, however, a detailed discussion is limited to the **Na-isotope, as it
is the source of choice for the 2D-ACAR spectrometer used in this work (see
section 4.1.3), and the high-intensity monoenergetic positron source neutron
induced positron source Munich (NEPOMUC).

Radioactive Sources

Unstable proton rich atoms are likely to convert a proton into a neutron either
by electron capture or by B+ decay. The reaction scheme of the latter is given
by,

78— (Z-1)* e+, (3.1)

where a nucleus with Z protons and a mass number A decays into a nucleus with
(Z — 1) protons and the identical mass number, under emission of a positron e*
and an electron neutrino v,.

Since we deal with a three body decay, the (3-spectrum of this process
is continuous and was first derived analytically by E.Fermi in 1934 [Fer34],
assuming a neutrino mass of zero. The positron intensity N(F) in the energy

interval dF is given as,
N(E)dE = const. F(Z,E)pE (Eyax — E)* dE (3.2)

where ' = \/meqc* 4+ p?c?, En.x and p are the total positron energy, the
endpoint energy and the linear positron momentum, respectively. The factor
F(Z, E) is the correction for the influence of the Coulomb field of the daughter
nucleus on the positrons and called the Fermi function. In essence it is given by
the ratio of the electron density at the nucleus to the density at infinite distance
evaluated at the nuclear radius R [KR65|. For positron emission F(Z, F) is
given by

2(1+) [Ty +iv)f’

- |
B = @R T2+ )P

e’

(3.3)
Y =+1—(aZ)?, v=—aZE/cp,

with the fine-structure constant «, the speed of light ¢, the reduced Planck
constant A and the gamma function I'.

Due to parity violation in the weak interaction, first suggested by Lee and
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Figure 3.1 (a) Decay schema of *Na [Bas15]. The most relevant branch for positron
production is the B+ decay to an excited 2*Ne state (blue) which transitions into the
ground state under emission of a 1275keV photon. Electron capture ¢ and direct
decay into the *Ne ground state (dashed line) are much less likely. (b) B-spectrum
of the positrons emitted from 22Na—decay. The mean energy of the spectrum is at
E = 216keV and the mean positron polarization is P = 71 %.

Yang [LY56], the positrons created by B+ decay are longitudinally spin polarized.
The polarization is found to be
p W —dV, v (3.4)
dN; +dN; ¢
where v = ¢*p/E is the positron velocity. The symbols dN; and dN| denote
the partial creation rates of positrons spinning parallel and antiparallel to the
momentum of the positron, respectively [KR65].

The most prominent nuclide for laboratory sources is *?Na, which decays
into **Ne as shown in figure 3.1(a). The dominant decay channel (blue) with
a branching ratio of 90.3% is the % decay into an excited **Ne state. Its
maximum energy is 545 keV. After 3.7 ps the daughter nucleus further deexcites
into the ground state under the emission of a 1275 keV photon, which is perfectly
suited as a start signal in positron annihilation lifetime spectroscopy (PALS).
Besides the high branching ratio and the prompt gamma emission, the long
half life of 2.6a is also a big advantage of this nuclide. It guarantees an
approximately constant activity during long measurement times of several
weeks. The energy distribution of the emitted positrons, according to equation
3.2, is shown in figure 3.1(b). From this analytical spectrum (see equation 3.2)
an average energy of £ = 216keV and an average polarization (equation 3.4)

P =71% can be determined.
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The Positron Source NEPOMUC

The NEPOMUC positron source at FRM II ! operates by a cascade process of
neutron capture and subsequent pair production. Fig. 3.2 shows a technical
drawing of the in-pile element of NEPOMUC, which is placed in the D,O tank
of the reactor. Thermal neutrons are captured in the cadmium cap almost
exclusively by the nuclear reaction 11?’Cd(n,’y)m@d, as the isotope *Cd shows
an extremely high neutron capture cross section of 20600 barn. On average
2.3 high energy ~-quanta with an energy higher than 1.5MeV are released
in the deexcitation from a highly excited "*Cd state into the ground state
[HKR*04]. As the natural abundance of the '**Cd isotope is 11.6 % the Cd
cap of NEPOMUC is enriched to about 80 % to ensure a lifetime of 25 years
[HCGT'13]. The platinum structure serves two purposes. Firstly, it is the
predominant origin of the pair production due to its high atomic number.
Secondly, it moderates the produced positrons and emits the thermal positrons
as Pt has a negative work function for positrons. Through the electric lens
system, the emitted positrons are formed to a beam with a kinetic energy
of 1keV, which is then guided by a longitudinal magnetic guidance field of
typically 7mT. In its present state, the primary beam of NEPOMUC delivers

more than 10° moderated positrons per second [HCGT13].

The beam quality can be further improved by using a remoderator stage
between the in-pile element and the connected experiments. Even if the
remoderation efficiency is just about 5 % the beam brightness after remoderation
is up to forty times higher in contrast to the primary beam [PKE*08]. A very
recent upgrade of the remoderator could increase the efficiency by a factor of
1.5 [DEK™*20].

The big advantage of NEPOMUC in comparison to 3+ sources is its mono-
energetic positron spectrum. This would enable depth-dependent 2D-ACAR
measurements and would thus allow to measure the evolution of the electronic
structure from surface to bulk. A design study for such a future upgrade was
conducted by [Ceel5].

'Research Neutron Source Heinz Maier-Leibnitz (FRM 1II)
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Figure 3.2 Schematics of the in-pile element of NEPOMUC |Hugl6].



22 Chapter 3 Condensed Matter Physics with Positrons

3.2 Positronium

Only six years after Dirac proposed the existence of the positron [Moh34]
suggested a bound state of electron and positron, which he called "Electrum".
Even if he correctly approximated the binding energy of the electrum, to be
half of the hydrogen binding energy, his work did not get a lot of attention and
we nowadays call this bound state positronium as suggested by [Rua45|.

This section introduces the hydrogen-like bound state of positrons and
electrons, the so-called positronium (Ps), starting with Ps in vacuum and the
two spin configurations para-positronium (p-Ps) and ortho-positronium (o-Ps).
In the second part the effect of an additional magnetic field will be considered,
as the polarization of a f*-source can be experimentally determined from the

fraction of p-Ps and o-Ps created from positrons emitted into a magnetic field

[PH57, NNK*+00, Ceel5].

3.2.1 Positronium in Vacuum

Similar to the Hamiltonian of the hydrogen atom, the Hamiltonian of free Ps

(neglecting spin-spin interaction) can be written as

-2
A ahce
=P _ 2 (3.5)
Me r
where p is the momentum operator, m, is the electron or positron mass, «
is the fine-structure constant, A is the reduced Planck constant, and r is the
positron-electron distance. This gives an orbital ground state with a degeneracy
of four, which can be split into its hyperfine structure by introducing the
spin-spin interaction
- 1
th = ZAEo—pO-eJFO-e*a (36)
with the Pauli spin matrices o and the splitting energy AE,_, = x-0.8412meV
between the hyperfine 'Sy and 3S; states. The contact parameter s gives the
ratio between the electron-positron overlap in matter to the overlap in free
Ps. In vacuum, of course, & is equal to unity. The eigenstate |s, m) of the 1S,
singlet state, the so-called p-Ps with total spin s = 0 and magnetic quantum

number m = 0 can be expressed as:

0,0) = <= (114} — 141 (3.7)



3.2 Positronium 23

For the triplet 3S;, the so-called o-Ps state with spin s = 1, the eigenstates

with magnetic quantum number m = —1, 0 or 1 can be written as follows:
[1,0) = —= (110) + |44) (38)
) - \/5 .
1,1) = [t1) (3.9)
1,-1) = |4 (3.10)

In equations 3.7 - 3.10 the first arrow denotes the spin orientation of the

positron and the second one the spin orientation of the electron [MSEG97|.

Without preferred spin polarization of neither positrons nor electrons all
states are equally probable to be formed and therefore the fraction of between
p-Ps and o0-Psis 1:3. According to charge conjugation invariance [Yan50, WR52|

only positronium annihilations following
(=)™ = (-1) (3.11)

are allowed. Here, n, is the number of emitted photons and s and [ are the
spin and orbital angular momentum quantum numbers, respectively. This
means that the 'Sy p-Ps state can annihilate under emission an even number of
photons while the 3S; o-Ps needs to annihilate into an odd number of photons?.
As with every additional photon the annihilation probability is reduced by the
fine structure constant a the lifetime of o-Ps 7, = 142 ns is much longer than
the lifetime of p-Ps 7, = 125 ps [LC00].

3.2.2 Positronium in Magnetic Fields

Now we consider an additional external magnetic field Bqy. Therefore, new

terms have to be added to the Hamilton operator leading to a total Hamiltonian
2 ] ' 1 z 1 z
Hiot = H + Hye + éh%Bext06+ - éh’yeBeXtO-e*7 (3.12)

where 7, is the gyro-magnetic ratio and the external magnetic field is taken along

the z axis without loosing generality. The eigenstates of the new Hamiltonian,

2In general, one photon annihilation is not allowed due to conservation of momentum.
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Figure 3.3 Evolution of the mixing of positronium states in external magnetic fields.

are a partial mixture of the eigenstates 3.7 - 3.10 and can be written as

|1) = /sech§ (—sinhg -10,0) + Coshg : |1,0)> ) (3.13)

12) = |1,1), (3.14)
3) =[1,-1), (3.15)

|4) = /sech ¢ (coshg -10,0) + sinhg : |1,0>) . (3.16)

Here, the external magnetic field is included by

By ) AFE,_
£ = arsinh?ot with By = 271%1)’

(3.17)

where By is the hyperfine magnetic field in positronium. Figure 3.3 shows the
evolution of the functions defining the mixing between the o-Ps m = 0 and
p-Ps states as a function of £ and thus of Be. From that we can see that
state |1) is dominated by the |1,0) o-Ps state and state |4) is dominated by
the |0,0) p-Ps state, thus we call them ortho-like and para-like, respectively.
With increasing magnetic field, the ortho-like positronium is more likely to
oscillate into the p-Ps which in turn leads to a much higher annihilation of
the ortho-like positronium in strong magnetic fields in contrast to weak fields
[Maj0o].

In addition to the dependence of the annihilation rate on the magnetic field,
the formation rates of the states 3.13 - 3.16 depend on the magnetic field as well

as on the initial polarization of the positrons. The initial occupation numbers
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of the states |1) - |4) are given by,

ny = }l (1= P tanh), (3.18)
ny = }1 (14+7P), (3.19)
ng — }l (1-P), (3.20)
m= 3 (14 Ptanhe) (3.21)

in case the electrons are initially unpolarized and P is the positron polarization
along the magnetic field direction [Maj00|. This leads to the basic idea of
determining the polarization of positrons from measuring the positronium
annihilation as a function of the magnetic field [PH57, NNK*00]. However, the
discussion of all details of such experiments is beyond the scope of this work

and can be found elsewhere [e. g. Ceel5, ch. 4].

3.3 Positrons in Condensed Matter

In order to use positrons as a probe in condensed matter physics, we have to
understand in detail how positrons interact with matter. This section will give
an overview on the different stages a positron undergoes from implantation
into a material to annihilation and which information can be gained from the

annihilation process.

3.3.1 The Lifecycle of Positrons

Positrons, used in positron annihilation spectroscopy (PAS), are usually created
either by B decay or pair production (see section section 3.1). Figure 3.4
shows the processes positrons undergo when interacting with solids. Positrons
are either implanted into the solid or reflected from the surface, which leads
to a loss of positrons for most experimental purposes. The reflected fraction
is significantly material dependent (especially on the atomic number Z) and
also depends on incident energy and incident angle. Even for implantation
perpendicular to the surface this can range from approximately 11 % at 5keV
in aluminum to up to almost 40 % at 35keV in gold. After having overcome
the surface barrier the positron starts to loose energy via different scattering

processes depending on the positrons actual energy and the material. At high
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energies of a few MeV, radiative loss effects (i. e., bremsstrahlung) are dominant.
Below the MeV range the energy loss is governed by positron-electron scattering,
where the positron can even loose 100 % of its energy in a single collision in
contrast to electron-electron scattering, where 50 % is the upper limit [SL88|.
This process stays dominant down to the Fermi energy below which we have
to distinguish between materials with and without band gap. In metals, the
positrons will continue to scatter with electrons and loose energy by plasmon
excitations. After phonon scattering below 1eV the positron is fully thermalized.
The whole thermalization process in metals takes a few picoseconds [Nie00].

In semiconductors and insulators, the scattering with conduction electrons
is not possible, as due to the band gap, no allowed states for the electrons to
scatter into are available. Therefore, the much less effective plasmon scattering
has to take over at higher energies which subsequently leads to increased
thermalization times [SL88|.

During thermalization some positrons might reach the surface of the solid and
leave the material as fast or epithermal positrons or Ps. The fully thermalized
positrons, are able to diffuse through the crystal lattice (white paths in figure
3.4). At some point they either annihilate in the defect free bulk or are trapped
in a defect in which they finally also annihilate as they cannot leave the
attractive potential of the defect. Those positrons, annihilating in the solid are

the ones that are crucial for PAS.
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Figure 3.4 Possible processes for positrons interacting with matter. The most desired
process for ACAR spectroscopy is the annihilation in defect free bulk (adapted from
[Nie00]).
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3.3.2 Implantation Depth of Positrons

This section takes a closer look on the depth distribution of positrons after
implantation, also known as stopping profile. Makhov derived a model for the
implantation of monoenergetic electrons into a solid, which can be adapted for
positrons [Mak61la, Mak61b, Mak61c|. The so-called Makhovian distribution
is given by

1(z) = T et (3.22)

)

with the material dependent shape parameter m. The corrected implantation

depth zp is given by

T [(/m)+ 1]

Here, the I'-function gives the connection to the mean implantation depth z

20 (3.23)

which depends on the initial energy E by
z=AE", (3.24)

where A and n are additional material parameters. Even if formulations exist
in which the Makhovian profile is only dependent on the density of the material,
those profiles might differ significantly from implantation profiles resulting
from Monte Carlo simulations. Therefore, nowadays material specific values
for m, A and n can be found from Monte Carlo calculations [VN83, VN84,
RLGT93, JW93, GA95|. Figure 3.5(a) shows Makhovian implantation profiles
of monoenergetic positrons in Cu possessing different kinetic energies. As
expected, positrons with higher energies proceed further into the material and
their depth distribution is larger. The parameters for the calculations were

taken from [JW93|.

In the case of BT sources, the positrons are not monoenergetic but exhibit
a wide energy distribution with high mean and endpoint energies as pointed
out in section 3.1. An implantation profile can be calculated by integrating
all Makhovian profiles (equation 3.22), weighted with the probability of a
positron having the corresponding energy (equation 3.2). Another way to
calculate implantation profiles for B sources was first suggested by Brandt and
Paulin [BP77| and later applied by others (e.g. |[BP77|), with one of the most
recent results measured by Dryzek and Singleton [DS06|. From transmission

experiments they determine a functional dependence of the mass absorption
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Figure 3.5 (a) Makhovian implantation profiles in Cu of positrons with different
kinetic energies. (b) Implantation profile of positrons from a ?*Na source in Cu
calculated by two different models.
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where Z and p are the atomic number and density of the target, respectively and
Frax 18 the endpoint energy of the B -spectrum. Figure 3.5(b) shows, profiles
for both approaches. The one, calculated from the weighted Makhovian profiles
(brown) is very close to the exponential profile (blue) calculated according
to equation 3.25. However, it should be stated that the parameters needed
for the Makhovian profiles are predominantly determined for energies up to
50keV, which is comparably low if we consider typical endpoint energies of the

BT -spectra of several hundred keV.

Comparing both plots of figure 3.5, especially the scales of the z-axes, it
becomes clear that experiments with monoenergetic, low-energy positrons are
suitable to perform depth dependent experiments. By varying the implantation
energy it is possible to distinguish between bulk and surface, which for example
enables the determination of positron diffusion length by Doppler broadening
spectroscopy (DBS). Experiments with 3T sources on the other hand, almost
exclusively probe the bulk and surface effects can be neglected in typical ACAR

experiments.
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3.3.3 Positron Diffusion and Trapping

After implantation and thermalization the positrons continue to scatter quasielas-

tically off phonons. The resulting motion is a homogeneous random walk, since

due to the absence of external driving forces like an electric field®, the domi-

nating scattering from acoustic phonons is isotropic. The quantum mechanical

Bloch state of the positron can classically be described by diffusive motion.
Starting point is the continuity equation

on(x,t) - B
0D 9Tl 1) = ~A(x) . 1), (3.26)

where n(x,t) is the time dependent positron density, J (x,t) is the positron
current and A(x) denotes the total loss rate of diffusing positrons. During the
diffusion positron can be lost by annihilation or defect trapping, therefore we

can write A(x) as follows:
A(X) = Aann + R(X). (3.27)

Here, A\ann is the annihilation rate in the bulk material and x(x) denotes a
spatially varying trapping rate. Fick’s law gives a relation for the positron

current:

J(x,t) = —D, Vn(x,t) = F ks T Vn(x, 1) (3.28)
e

After the second equality sign we have already applied the Nernst-Einstein

relation to express the positron diffusivity D, through the mobility n, and

the temperature T'. Finally we arrive at the diffusion equation for thermalized

positrons
on(x,t)

ot

which can be solved by standard numerical techniques [Nie00].

(B TV = A = () ) (3, ) = (3.29)

One interesting measure in positron physics is the positron diffusion length

D
L,=+/D,t= T* (3.30)

with the lifetime of the Bloch positron 7 [HC95]. Diffusion length may vary
greatly. While in defect-free metals diffusion lengths of several 100 nm can
be expected [BPK* 74|, Van Petegem etal. [VPDVH'04] reported a diffusion

3External fields are neglected in this section.



3.3 Positrons in Condensed Matter 31

Lifetime

free diffusion ~ 100 ps
trapped in monovacancy ~ 200 ps
trapped in multivacancy ~ 400 ps

trapped in surface state =~ 400 — 600 ps

Table 3.1 Lifetime of positrons in different bulk states [data taken from SL8S|

length below 10nm in amorphous SiO,. Especially the defect concentration
plays a major role in positron diffusion, as diffusion can be terminated at open-
volume defects that posses a lower energy level in contrast to the delocalized
Bloch state. Thermal positrons with energies in the meV range cannot leave
the defect, as typical defects potentials are in the range of up to a few eV.
This trapping process and the high sensitivity of positrons for defects build the
basis for experimental defect spectroscopy techniques like PALS and coincident
Doppler broadening spectroscopy (CDBS), while it can be "destructive" in
ACAR spectroscopy.

3.3.4 Positron Lifetime

The lifetime of a positron in matter strongly depends on the material as well
as on the local surroundings of the positron in the material. In the defect free
bulk a large number of electrons is available for the positron to annihilate with
and the lifetime is short. In contrast, the electron density is strongly reduced
in vacancy type defects and therefore trapped positrons live significantly longer.
Table 3.1 gives an overview of different positron lifetimes.

This allows us to learn something about the defect distribution of a material
by measuring the positron lifetime. To determine "birth" and "death" of the
positron a start and stop signal have to be defined. Obviously, a 511keV
gamma ray from the annihilation serves as the stop signal. For the start
signal we have to distinguish positron beam experiments, like the pulsed low-
energy positron system (PLEPS) instrument at NEPOMUC and laboratory
experiments [WSK'94]. The former get a start signal from bunching the
positrons and therefore knowing when the positron entered the material. In the
laboratory *Na is typically used as a positron emitter. The prompt emission
of a 1275 keV photon is detected and acts as the start signal (compare section
3.1).
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Figure 3.6 Illustration of the conservation of energy and momentum in the positron
electron annihilation process into two photons. The transverse momentum of the
electron positron pair causes an angular deviation 6, while the longitudinal momentum
leads to a Doppler shift of the y-energy.

3.3.5 Positron Annihilation

After entirely following the positron from creation to annihilation in section
3.3.1, we will now take a close look on the annihilation process, which builds
the basis for (coincident) Doppler broadening spectroscopy ((C)DBS) and
ACAR experiments. Here, the commonly used approximation is derived from

a semi-classical model.

Figure 3.6 depicts the conservation of energy and momentum in the anni-
hilation process. The electron-positron pair predominantly annihilates under
emission of two gamma quanta. The sum of the energy of the two photons
FE, + Es is equivalent to the sum of the energy corresponding to the electron
and positron masses minus the binding energy of electron and positron in
matter E}, . To get the energies of the single gamma quanta, we additionally
have to either add or subtract the kinetic energy component following from the
longitudinal momentum of the electron positron pair p;. From conservation of

momentum it follows that
E1 — E2 = picC = AE, (331)

which directly shows the proportionality of the Doppler shift of the photons to
the longitudinal electron momentum if we neglect the thermal momentum of

the positron.

The transverse momentum p; leads to a deviation of the emission angle
between the two photons from 180°. As the energy shift of the photons,

originating from FEj, and p; is small in contrast to mec?, we get an angular



3.3 Positrons in Condensed Matter 33

deviation 6 as follows:
Dt

MeC

§ ~ tan () = (3.32)

Here, the small angle approximation is valid as the measured angles are in
the mrad range. This shows, that € is directly proportional to the transverse
component of the initial electron momentum, if the thermal positron momentum
is neglected.

Equations 3.31 and 3.32 show us, that the positron-electron annihilation
process gives us access to all components of the electron momentum, by
either measuring the Doppler shift ((C)DBS) or the angular deviation (ACAR).
Even if ACAR and (C)DBS measure projections of the same quantity, their
application in condensed matter physics is very different. Here a short overview
on the applications of (C)DBS is given. The basic technique DBS only measures
the Doppler broadening of one of the two gammas. This produces a high
Compton, small angle scattering and pile-up background, which usually does
not allow the comparison of measured spectra to ab initio calculations. The
annihilation probability of a positron trapped in a defect with a core electron
is strongly reduced in contrast to positrons freely diffusing in the bulk. As
valence electrons have a narrow momentum distribution in contrast to core
electrons, the one dimensional (1D) Doppler spectrum is also more narrow if
a lot of positrons annihilate in defects. Therefore, DBS spectra are usually
analyzed by determining a line shape parameter, the S-parameter, which gives
a ratio between the counts in a predefined center region of the peak and the
overall counts in the spectrum. By performing depth-resolved S-parameter
scans we can determine the diffusion length and thus the defect concentration
in the material.

In case we want to learn more about the location of defects in a crystal
lattice, we can perform CDBS measurements. By measuring both annihilation
photons in coincidence, we can strongly reduce the background and acquire
more information from electronic core states, which contribute more at higher
momenta. As the core states are not influenced by chemical bondings, we thus
get information on the element specific surrounding of the positron annihilation

site.



34 Chapter 3 Condensed Matter Physics with Positrons

3.3.6 Two-Photon Momentum Density

Now we take a closer look at the measurand of an ACAR experiment. By looking
at a huge number of annihilations, we measure a projection of the quantum
mechanical probability density p?7, the so-called two-photon momentum density
(TPMD). In simple words, the TPMD can be described as the EMD seen by

the positron. Neglecting electronic correlations, the TPMD can be expressed as

2

/ VA ey () s (r) e Prar| . (3.33)

P (p) = Z Nk,j
k.j

which is closely related to the definition of the EMD in equation 2.26. They
differ by the positron wave function, 1, (), and electron-positron correlations
described by the so-called enhancement factor v (r) [SK91, DLRNP11].

Positron Wave Function Effects

The sampling of the electronic states by the positron is not uniform as the
probability of the positron to be found close to the core is strongly reduced due
to the repulsive potential of the nuclei. Figure 3.7 shows a calculation of the
positron wave function in fcc nickel. We can clearly see that the probability of
finding the positron is highly concentrated at the interstitial space between the

atoms.

Jensen and Weiss [JW90| performed theoretical calculations for the anni-
hilation of positron bulk and surface states with different electronic orbitals.
Their results show that in all cases the annihilation is dominated by the valence
states. In the case of palladium for example, annihilation with 4s and 4p states
dominates the annihilation with the more core like states by two orders of
magnitude. This makes 2D-ACAR especially sensitive for the investigation of

the F'S as the electronic states close to the FS dominate the spectra.

However, it should be considered that due to the different symmetry of
the electron and positron wave function, the probability within the valence
band can vary. This was e.g. shown in ferromagnetic nickle by Singru and
Mijnarends [SM74]. It was found that the contribution of two different valence
electron bands is reduced in positron annihilation due to the symmetry of the
wave function. This deforms the Fermi surface breaks and thus, makes the

identification of two Fermi surface sheets difficult.
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Figure 3.7 Positron wave function in fcc nickel (taken from [HC95]).

Electron Positron Correlations

The second important contribution discerning the TPMD and EMD are the
electron-positron correlations know as enhancement. Similar to electron-electron
correlations, the positron will interact with the surrounding electrons by po-
larizing the electronic medium. Even if the positron density is assumed to be
low, the probability to find an electron close to the positron is increased due to
the attractive Coulomb interaction. As electrons close to the FS are generally
more mobile, they will be predominantly influenced. Figure 3.8 illustrates the
effect of electron-electron and electron-positron correlations on the electron
occupancy.

If electron-positron enhancement is neglected (v = 1), the calculation is
described as being in the independent particle model (IPM). Kahana was
the first one to treat this problem on the basis of a non-interacting electron
gas, as the IPM did not give a satisfactory description of the annihilation
problem [Kah63|. Nowadays various implementations of enhancement models,
largely based on quantum Monte Carlo simulations exist [MS79, BanN86, JS87,
DLRNP11]. A good overview on the different approximations can be found in
[LHAD10]. However, the exact treatment of the electron-positron correlations

in dynamical mean field theory (DMFT) is still a challenge.
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Chapter 4

Methods

This chapter covers the two experimental techniques used in this thesis, namely
2D-ACAR and high-resolution x-ray Compton scattering, both of which are
sensitive to the bulk electronic structure of crystals in momentum space. The
electronic structure is analyzed either by Compton scattering, i.e. through the
inelastic scattering of photons from electrons, or by 2D-ACAR based on the
annihilation process of electrons and positrons. Here, the theories behind the
two techniques are covered and a short overview on existing literature applying
those techniques is given. Furthermore, the details on the used experimental
setups are given and the important steps of the data analysis for both techniques

are described.

4.1 2D-ACAR

After the prediction of the positron in 1920s [Dir28] and its discovery in 1930s
[And33| the focus was first put on understanding the fundamentals of the
annihilation process itself. In 1942, finally, Beringer and Montgomery could
measure the annihilation radiation with high enough precision to conclude that a
positron and an electron annihilate into a pair of gamma quanta which are emit-
ted with a deviation of less than 15 arcminutes from anti-collinearity [BM42].
They attributed this small deviation to either scattering of the annihilation
radiation or the initial momentum of the electron-positron pair.

After this first period of positron experiments, scientist began to use the
annihilation process for the investigation of solids. At the end of the 1940s
the first DBS experiment proofed that positrons thermalize before annihilation
and preferably annihilate with conduction electrons due to repulsion from the
positively charged atomic core [DLW49]. In 1950 finally the history of ACAR

starts.
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This section will first give a short overview on the history of ACAR spec-
troscopy, before explaining its details and introducing the 2D-ACAR spectrom-
eter in our research group at the Technische Universitiat Miinchen. At the end

of this section the principles of the data treatment process will be introduced.

4.1.1 History of 2D-ACAR

In 1950 DeBenedetti et al. [DCKP50] used a so-called linear-slit geometry (see
Fig. 4.1 (a)) and thus one-dimensional angular correlation of electron positron
annihilation radiation (1D-ACAR) spectroscopy to confirm the findings of
Dumond et al. [DLW49] but with higher resolution. For more than twenty-five
years ACAR experiments were almost exclusively performed in this geometry
besides a very few exceptions [CFT63, FS66| using the so-called point-slit
geometry, shown in figure 4.1(b). However, even if the information content
on the TPMD is higher in the point-slit geometry in contrast to the long-
slit geometry and the achieved angular resolution was remarkably good, its

application was limited due to low counting rates.

Figure 4.1 Schematics of ACAR spectroscopy in the (a) linear-slit and (b) point-slit
geometry (taken from [CFT63|).

In contrast, 1D-ACAR in the long-slit geometry was used to investigate
numerous simple crystalline materials. One of the most investigated materials
is Cu due to the simple electronic structure [BP58, Mij69, CEB70]. Other
metals investigated with 1D-ACAR are Al [BP58, SE68|, Be and Mg [Ber62],
the alkali metals Li and Na [DS67b, DS67a| and the rear earths Y, Gd, Tb,
Dy, Ho, and Er [WM68|. Furthermore the semi-conductors Si and Ge were
measured [EM66, SE68| and the application of 1D-ACAR was extended to
alloys like V3Si [BW70] and an equiatomic alloy of Ho and Er [WM68|. Towards
the end of the 1960s the parity violation in the weak interaction found by [LY56]
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was exploited by first spin-polarized measurements on Gd [HWB68|, Fe [MHT71|
and Ni [BMT71].

In 1977 Berko et al. performed the first 2D-ACAR experiment, using the
multicounter detectors they developed two years earlier [BM75, BHM77|. In
the following years the detector systems were further developed with the
first measurements using proportional chamber [MFPJ78| and Anger cameras
[WMWS8I1]|. Still today Anger cameras are state of the art systems for the
gamma detection in 2D-ACAR. Since that, 2D-ACAR was used to investigate
a wide range of material classes, from elemental crystals like Cu [e. g. KKN193,
NCT*01], Ni [SMW88, KKN*91, DFH"98|, Mo [DFH*98] and Va [WBAT17],
as well as spin-polarized measurements were performed on the ferromagnets Co
[KKN*92|, Ni [GMWP91, CWB*16|, on more complex systems like Heusler
alloys [WBBT15], heavy fermion systems [RB05| or superconductors [SLB*88,
MDW04]. One of the most important applications of 2D-ACAR was the proof
of the existence of half-metallicity first suggested by de Groot et al. [IGMEBS83|.
In two works Hanssen etal. [HM86, HMRB90| could proof that half-metals

exist by determining the electronic structure of NiMnSb.

The aim of this section was to give a flavor on the wide range of applications
of ACAR spectroscopy. Detailed reviews on 1D-ACAR (e.g. [BM75]) and
2D-ACAR measurements can be found elsewhere [Dugl4, Ceel5].

4.1.2 Fundamentals of 2D-ACAR

In chapter 3.3.5 the basic process of the annihilation of an electron-positron
pair was introduced. The two-dimensional angular correlation of electron
positron annihilation radiation (2D-ACAR) technique measures the angular
deviation of the annihilation quanta to gain information on the transverse
component of the electron momentum. Figure 4.2 shows the principally setup
of a 2D-ACAR experiment. The angular deviation is measured by two spatially
resolving detectors which are positioned along a common line of sight (z-axis)
at distances [y and [, from a sample position at the origin of the coordinate

x
system. By measuring the positions of the two annihilation photons ( ! > and
Y1
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x
< 2 ) the angular deviation relative to the x- and y-axes can be determined:
Y2

T1 T2 T1ly — 224
f, = arctan — — arctan — ~ ——————

I lo lily (4.1)
0 — Y Y2 Yile + ol
, = arctan =—— + arctan -— ~ —————
L ly lyls
The image of one detector has to be flipped vertically, as the two detectors face
each other. This leads to the minus sign in the first line of equation 4.1. By

using equation 3.32 we can directly get the momentum components p, and p,:

> = 0, - mecC
b (4.2)

Dy = 0y - meC

Pty

sample

[

Figure 4.2 Schematics of a 2D-ACAR spectrometer. Two spatially resolving detectors
are placed at distances /1 and Iy on a common line of sight around a sample. The
coincident measurement of both annihilation photons allows the determination of
the transverse component of the electron momentum. However, it is not possible to
distinguish between electrons with different longitudinal momenta, as the energy of
the photons is not resolved by the detectors.
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Usually scintillation detectors are used in ACAR experiments and the longi-
tudinal momentum component of the electron cannot be resolved. Therefore, all
electrons carrying the same transverse momentum lead to the identical angular
deviation and the result of a 2D-ACAR experiment p%2 5 is the projection of

p*7 along the detector-detector axis

P20 (P py) = / 2(p)dps + B(pa py). (4.3)

The experimental resolution function R(p,,p,) takes into account the finite
spatial resolution of the detectors as well as the annihilation spot size and the

smearing due to the thermal motion of the positrons.

4.1.3 Experimental Setup at Technische Universitat Miinchen

In this chapter a concise overview of the 2D-ACAR spectrometer at the
Technische Universitdt Miinchen (TUM) is given. A detailed description of
the mechanical and physical setup can be found in the PhD thesis of H. Ceeh
[Ceel5|, while the signal processing is extensively explained in the PhD thesis
of J.A. Weber [Web17].

Figure 4.3(a) shows a true-to-the-scale sketch of the TUM spectrometer. The
source-sample stage is positioned between two position sensitive detectors. In
contrast to any other ACAR setup [WMWS81, HCK*95, Kru99| the detectors
and samples are approximately 2m above ground level to improve the usage
of the available space in the experimental hall. The ~v-quanta created by
annihilation events in the sample can leave the source-sample chamber through

bores in the lead shielding and are detected by the Anger camera type detectors.

Source-Sample Stage

This section gives an overview of the source-sample stage as used during the
majority of this work. Some recently implemented upgrades to the stage will
be introduced in the subsequent section.

Figure 4.3(b) shows a sectional view of the source-sample stage and figure
4.3(c) additionally magnifies the center. The *’Na is sealed in a standard
source capsule [KRBBvdWO01]|, which is embedded in a WgCu, rod serving as
a first radiation shield. The source manipulator is used to move the source

capsule vertically from the measurement position (lowest position) into the
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Figure 4.3 a) Schematics of the 2D-ACAR spectrometer at TUM with the source-
sample stage position between the Anger cameras. The baseline of the detectors is
17.5m. (b) Cut view of the source- "sample stage. (c) Magnified view of the sample
environment including the magnetic field coils and pole pieces. Sample and source are
positioned symmetrically with respect to the pole pieces [figures take from Ceel5].
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lead shielding (top position) and reverse. When the source is inside the lead
shielding an additional shutter can be closed to further protect the researcher
from radiation during sample change. Around the source-sample chamber, a
commercially available water cooled electromagnet is positioned. The pole
pieces of the magnet are designed to produce a homogeneous magnetic field
to reduce positron reflection in strong field gradients. By applying a magnetic
field of 1.0 T the positrons can be focused to a Gaussian shaped spot with
FWHM of (3.8 + 0.4) mm.

Opposite the source, the sample holder is positioned onto one of two exchange-
able sample holders. The first sample holder is constructed for temperatures
from 300 to 650 K, while the second one can be used from room temperature
down to 10 K. The high temperature sample holder consists of a simple 8 Q
coaxial heating wire wrapped around a heating support directly below the
sample and a long aluminum rod positioning the sample at the correct height
of 20mm below the source. This distance is a compromise between positron

transport efficiency and reduction of background radiation.

The low temperatures of the second sample holder are achieved by a Sumitomo
RDK-415D closed cycle cryostat, which can reach temperatures down to 4.7 K
in the second stage. The thermal contact between second stage and sample is
realized by a copper cold finger fixed at the top of the second stage. By heat
introduction along the 22 cm long cold finger the minimum sample temperature
is raised to approximately 15 K. Higher temperatures up to approximately
300 K! can be attained with resistive cartridge heaters connected to a PID-

controller.

For the measurement, one of the sample holder arrangements is connected to a
differentially pumped, rotary flange with a angular resolution of 0.1°. This allows
the change of the projection direction without breaking vacuum or stopping
the cryostat pump. The vacuum is needed to avoid absorption of positrons
in air and suppress thermal flux between the walls of the sample chamber
and the sample. Therefore, a scroll pump and an additional turbomolecular
pump are connected to the sample environment, which allow pressures down

to 1 x 10~® mbar.

'higher temperatures may destroy the cryostat
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Upgrade of the Source-Sample Stage

In a recent upgrade of the 2D-ACAR setup at TUM, the source-sample stage
was further optimized. As explained in the last section, a differential pumped,
rotary flange was used to change the projection direction in the old configuration.
Since, the rotator was far from the sample position (see figure 4.3b) a small
deviation between the axis of the rotation flange and the correct rotation axis
in the center of the experimental setup can lead to large deviations at the

sample position.

sample
holder
piezo
rotator
cold
finger temperature
sensor

Figure 4.4 CAD model of the upgraded sample holder. The sample can be rotated
with a piezo rotator, positioned just a few centimeters below the sample itself. A
temperature sensor is also connected close to the sample.

Figure 4.4 shows the uppermost part of the new sample holder. In the upgrade
the rotation flange is replaced by an Attocube ANR51/LT/HV 360° endless
piezo rotator which is mounted directly below the sample holder. The rotator
can be operated in a temperature range of 1 to 373 K, in magnetic fields up to
35T and pressures down to 1 x 10~ mbar. Its fine position resolution is in the
n° range and it can take loads up to 30 g. Due to the removal of the rotatory
flange, the length of the cold finger could be reduced by approximately 7cm
which leads to less temperature rise along the cold finger in contrast to the older
version. According to simulations by C.Oswald [Osw21| sample temperatures
down to 10K seem feasible. This, however, would require the additional
introduction of a heat shield along the cold finger. First test measurements
have shown temperatures in the 15K range, which is comparable to the old

setup. A reason why there is no direct effect of the shorter cold finger visible,
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might lie in a lower heat transmission over the piezo ceramics itself in contrast
to the old copper sample holder which was directly mounted on the cold finger.
The temperature is measured close to the sample position by a radiation robust
Cernox™ 1070 sensor which was purchased from Quantum Design GmbH.
The sensor is calibrated in a temperature range of 4 to 325K with a typical
precision of £6 mK at 10 K and £40 mK at 300 K.

Anger Camera Detector System

Anger cameras consist of a large scale scintillation crystal which converts y-rays
into (visible) light. This light is detected by a photo multiplier tube (PMT)
matrix mounted onto a glass plate connected with the crystal. Analog electronic
circuits evaluate the PMT response. The position of the absorbed v quantum is
then reconstructed by nonlinear amplification and determination of the center
of gravity of the collected light. This simple principle was developed by H.O.
Anger in 1958 [Ang58].

The two Anger cameras of the 2D-ACAR spectrometer at TUM were designed
and built by the company Scintronix presumably between 1987 and 1990 and
bought from the positron group of Stephen Dugdale and Ashraf Alam at
the University of Bristol. The photopeak efficiencies at 511keV of the two
detectors are (7.4 4 0.1)% and (6.6 = 0.1) %, respectively [CWL*13]. Each
detector consists of a 10.5 mm thick Nal:T1 scintillator crystal mounted in front
of a matrix of 61 PMTs arranged in a hexagonal pattern. Every PMT has a
diameter of 63.5 mm and is surrounded by six other multipliers with a spacing
of 7Tmm. A lead ring with a diameter of 419.1 mm restricts the field of view of
the detectors to their central region in order to reduce boundary effects.

The detectors and sample chamber were positioned by using a laser position-
ing system and theodolite in order to guarantee firstly, the collinearity of the
detector centers and the sample and secondly that both detectors are parallel
to the front side of the sample chamber. To protect the Nal crystals from rapid
temperature changes each detector is encased in a transparent plastic housing
and additionally in a removable styrofoam box. Figure 4.5 shows a front (a)
and back (b) view of the Anger cameras.

One commonly known problem inherent to Anger cameras are spatial distor-
tions. Assuming the naive approach of calculating the position of an event as
the weighted sum of the PMT responses, this is clear as the signal created by

a single PMT varies nonlinearly with the distance between the positions of the
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Positions of
the PMTs

Figure 4.5 a) Front side of a Anger camera. The positions of the PMTs is marked
on the front cover with white circles. The lead ring reduces boundary effects. b)
Back view of a Anger camera inside the (opened) plastic housing,.

event and the PMT. A commonly used approach to solve this problem is the
use of weighting factors which depend nonlinear on the PMT signal [Sho84].
An algorithm developed by Leitner et al. [LCW12| solves this problem by using
a reference measurement performed on a regular spatial pattern from which a
look-up table is created, mapping back all measured positions on the Anger
cameras to their expected positions. Every time, settings of the Anger cameras
have been changed, a new calibration measurement should be performed and a

new look-up table should be calculated.

4.1.4 ACAR Data Analysis

For every measurement, three files are generated by the signal processing
unit of the experiment. The signal processing part itself is comprehensively
discussed in the thesis of J.A. Weber [Web17| and not further explained here.
Our starting point are the three binary list mode data files containing the
experimental data. For each detector the single events are stored in a separate
file. Since significantly more single events are registered in comparison to
coincident counts, only every 20 single event is saved in the list. The single
events are saved with a 64 bit time-stamp from the ADC clock followed by two
32 bit number corresponding to the actual x and y positions on the detector

and a 32 bit numbers corresponding to the energy of the event (z signal). The
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last file collects the coincident events stored in the form of six 32 bit numbers
corresponding to the actual x and y position and the energy of detector one as
well as the actual x and y position and the energy of detector two. The form
of these data allows to determine the energy windows for the 511keV photo
peak in the offline analysis.

The process to retrieve the final ACAR spectrum from the raw data is shown
in the flow chart of figure 4.6. First the single as well as the coincident data
are filtered by energy windows to only use the true 511 keV events. The spatial
distortion correction, developed by Leitner et al. [LCW12]| is applied, yielding
an undistorted data distribution. Afterwards the distortion corrected list mode
data are moved in order to center the final spectrum without interpolation.
That means that constant shifts Az and Ay are added to the data stream
of either detector one or detector two. It is important to apply this step to
the single data as well as to the coincidence data. As at the beginning the
correct shifts are not known, they are set to zero in the first iteration. Now
the data can be histogrammed, which is straight forward for the single events.
To calculate the histogram of the coincident data equations 4.1 are applied,
which leads to a spectrum that is twice the size of the single spectra. Now the
momentum sampling function (MSF) (details see below) is calculated from the
single spectra and the coincidence data is divided by the MSF to finally arrive
at the 2D-ACAR spectrum. From this spectrum, the shifts Az and Ay can be
determined and the corresponding steps can be repeated until the 2D-ACAR

spectrum is perfectly centered.

Momentum Sampling Function

The MSF describes the (inhomogeneous) detection efficiency of the momenta in
the ACAR spectrum. The 2D-MSF is given by the convolution of the detection

efficiencies €; and €, of detector one and detector 2, respectively:

MSF(6,,6,) / / 10— 0.0, — ) - r(6,.6) 0.0 (4.4)

The detection efficiency is determined by two factors. The first one is the
limited field of view of the detectors. If we consider a symmetric setup and
an angular deviation of # = 0° between the two annihilation photons, the
second photon will always hit the active detector area if the first photon is

detected. For all larger angles this is not the case and the MSF decreases. The
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Figure 4.6 Flowchart depicting the data analysis process from raw data to a centered
ACAR spectrum. Files are shown by brown boxes, while method boxes are colored
blue.
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second important factor is the varying detection efficiency within the active
area. This can be influence either by differing sensitivity of the 61 PMTs or by

inhomogeneous illumination of a detector, e.g. due to photon absorption in

the sample.
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Figure 4.7 (a) Highly inhomogeneous intensity distribution on one of the detectors
from a measurement of tungsten. (b) MSF of the corresponding measurement.

Figure 4.7(a) shows an extreme example of a very inhomogeneous single
detector image. The lower half of the detector registers much less counts due
to strong photon absorption in the tungsten sample. Furthermore, we can see
that the efficiency of the different PMTs varies significantly. The second effect
can be reduced by readjusting the electronics. The resulting MSF from such
a distribution is shown in figure 4.7(b). Due to the strong y-absorption in
tungsten the MSF is much more pronounced in the upper half of the momentum

space.

Radial Anisotropy

In general, the positron annihilation probes all electrons (weighted by the
annihilation probability) in the system. Electrons close to the core give a nearly
isotropic distribution, which is superimposed by an anisotropic contribution
mainly produced by the electrons near the FS. Therefore, one of the most
important concepts in the analysis of 2D-ACAR is the calculation of the radial
anisotropy paniso- Mathematically, the radial anisotropy paniso is calculated from

the ACAR spectrum p%2 45 by subtracting the isotropic contribution pacar:

,Oaniso(pxapy) = pzA%AR(pzapy> - ﬁACAR(p:mpy) (45>
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where the isotropic part is the radial average pacar (pe: py) = Pacar (/P2 + P2,
which averages p32 g (P, p,) over all data points in equidistant intervals [p,; p,+
Ap,[.

J. Weber developed a fast algorithm to calculate the radial anisotropy [Web17].
It uses rings around the center to determine the isotropic contribution and
decides for every pixel in the spectrum to which ring it belongs. This leads to
some problems especially at very small momenta close to zero, as quadratic
pixels do not map to circles very well. For example the anisotropy in the center
might not be exactly zero. This is not a big problem for many applications like
the centering of the spectra.

However, in order to yield higher quality calculations of the radial anisotropy
a new algorithm was implemented in this thesis. It is a multistep process. First,
the original spectrum p, is averaged with a 180° rotated py spectrum which
gives p;. This new spectrum p; is again averaged with the 90° rotated spectrum
p1 leading to the spectrum py and so on. After, e.g., twelve iterations the
rotation angle is as low as 32%020 ~ 0.88° and in a typical spectrum of 512 x 512
pixels even the pixels which have maximum distance from the center are rotated
by less than one pixel. In contrast to the former implementation this algorithm
is significantly slower but gives better results over the full momentum range.

One of the most common applications of the radial anisotropy is the quali-
tative comparison between different measurements or several theoretical cal-
culations. Furthermore it enables conclusions about the crystal quality. In
case of crystals with high defect density or polycrystalline samples, the radial
anisotropy will only show experimental noise. Therefore, checking the radial
anisotropy for the expected symmetries of the measured crystal direction is

always the first step in the experimental data analysis.
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4.2 Compton Scattering

The Compton effect, first discovered by Arthur H. Compton in 1923 [Com23|,
describes the inelastical scattering of a photon by an electron. By considering
light as particles, this inelastical scattering process leads to a shift in the
wavelength of the outgoing photons, which was deduced by Compton who
applied conservation of energy and momentum in this two-particle process.
This effect was a very strong argument that the description of light as a wave
phenomenon is not the only possibility. Two years later Dirac was the first
one to link a broadened x-ray emission line to the motion of hot electrons in
stellar atmosphere [Dir25]. However, the most important contribution in the
early theory of Compton scattering was made by DuMond [DuM29|, who was
the first one to recognize the importance of the motion of the target electron
in producing a Doppler shift of the Compton-scattered photon. In this paper
DuMond provided the first experimental evidence for Fermi-Dirac statistics, as
he showed that the Compton profiles from scattering in beryllium are much
broader than expected from pure Maxwell-Boltzmann statistics. Therefore,
having access to the EMD is one of the most important applications of Compton
scattering in condensed matter physics and laid the foundation for modern
Compton scattering experiments.

In this chapter, the Compton scattering will be explained in detail. First, a
short history of the application of Compton scattering experiments in condensed
matter physics will be given before the theoretical principles are explained. The
third part will show the details of the high resolution Compton spectrometer
located at the synchrotron SPring-8 in Japan. Finally, the reader will be taken

through the relatively complex Compton data analysis process.

4.2.1 A Brief History of Compton Scattering

After the first condensed matter Compton experiment of DuMond in 1929
[DuM29|, hardly any experimental advances had been made during the subse-
quent three decades. In the year 1965, Compton scattering experiments got
restarted by measurements on lithium [CLW65], even if the results did not show
big progress compared to the experiments more than thirty years before. The
experiments at that time suffered from low fluxes and comparably low x-ray
energies and thus a strong dominance of photoelectric absorption. With the

advance of high-power rotating anode x-ray sources in the 1970s the momentum



52 Chapter 4 Methods

resolution could be increased and many experiments were conducted. However,
due to the low x-ray energies, the samples were limited to light elements like
gaseous and liquid He and H, [Eis70|, and gaseous Ny, Ne and O, |Eis72] or Be
[CLC*82].

The next big step was the first y-ray Compton scattering experiment [Coo79|.
By sacrificing resolution and flux but strongly increasing the photon energies
above 50 keV, it became possible to investigate heavier elements. Some examples
are Si, Ge and Diamond [RE72] or Lu and LuHs 5 [LLGPT79].

The most recent era of Compton scattering started around 1985 with the avail-
ability of high energy synchrotron radiation. With the advance of synchrotrons
the photon flux at high energies increased significantly while momentum resolu-
tion could be further improved. This opened up completely new fields of studies
like the investigation of electron systems as functions of temperature, composi-
tion or orientation. Nowadays, synchrotron based Compton scattering is a well
established technique in condensed matter physics and is used in various material
classes like elemental crystals [DDG198, BPA'13], alloys [RML"20], magnetic
compounds [DDM*00, DIST01, MDW*04, DAV*11, MOO"12, BEM*15] or
superconductors [SIBT11].

4.2.2 Compton Scattering Cross Section
Scattering from a Free Stationary Electron

The following two sections are based on [Coo85| and [CMS*04, chap. 2|. In
general Compton scattering is the term used for the inelastic scattering of a
photon with an electron. In figure 4.8 the scattering interaction is depicted
and the terminology for the following calculations is introduced. In this section
the non-relativistic Compton cross-section is deduced, since the relativistic
derivation is much more complicated and the main points can be seen from the
non-relativistic case. The whole relativistic deduction can be found in [Hol88|
and some results are used in the data treatment (section 4.2.4).

The well known formula for the shift of the wavelength of the photon A\ =

A2 — A1 = 2 (1 — cos @) can be written in terms of energy (A = 2%

w

) as follows:

huw, -
= 14+ —(1— . 4.6
wy =wy |1+ o2 (1 —cosyp) (4.6)

From this formula we can see that the energy shift of the outgoing photon with



4.2 Compton Scattering 53

respect to the incoming photon increases with increasing w, and is monotonically
decreasing for increasing scattering angles ¢. But even if the Compton shift
formula is an important verification of quantum principles and relativistic
kinematics, it does not give any information about the scattering target. Also
the quantum electrodynamic derivation of the scattering cross section by Klein
and Nishina (equation (4.7)) only considers scattering of unpolarised photons
by free electrons [JR76]

do\ 1@ N\ (e w ()
dQ K_N_Z mc? W1 W) W ) ’

So far all formulas consider free and stationary electrons. The main question

at this point is the influence of bound electrons carrying a momentum.

Impulse Approximation and Compton Profiles

In the 1920s, Jauncey [Jau25] and DuMond [DuM29] calculated the Compton
spectra for moving electrons and found a Doppler broadening of the Compton
scattered beam. In fact, the results of DuMond where in good agreement with
first experiments on Beryllium since he used the, at that time new, Fermi-Dirac
distribution in his calculations. Remarkably is to say that both used scattering
from free electrons in their calculations. If this assumption should still be valid
for electrons in a material the interaction between photon and electron has to be
impulsive. That means that the surrounding electrons do not participate in the
interaction and the time of the scattering event is extremely short. Hence, the
potential the target electron sees immediately before and after the interaction
is constant and cancels out on both sides of the energy conservation law. To
obtain the validity of the impulse approximation the energy transfer to the recoil
electron has to be much higher than its binding energy. For the example of the
BLOSW beamline at SPring-8 the energy transfer is approximately 35keV, i.e.
large compared to typical binding energies of the interesting outer electrons in

a solid of several eV; thus the impulse approximation is in most cases fulfilled.

To deduce a (classical) formula describing the Compton profile we start with

the conservation equations, assuming that the potential energy terms cancel
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out:

Momentum: hk; — hky = ps — p1 (4.8)
1
Energy: huwi — hwg = 3 (p3 —p3) (4.9)

By getting an expression for p, from equation 4.8, plugging it into equation
4.9 and using the scattering vector K = k; — ko we get the energy transfer as
P _ WK hK-p

1
h(w1 — UJQ) = im [p—l— h(kl — kig)]2 — % = om m

(4.10)

where the index of p; is dropped as the recoil electron does not play any role
in the following discussion. The |K|* term in equation (4.10) gives the energy
shift equal to equation (4.6). If we choose the z-axis of a Cartesian coordinate
system along K we can see that the second term is linearly dependent on the
p. component of the electron’s ground-state momentum and this momentum
creates a Doppler shifted Compton signal. Thus, the measured Compton profile
J (p.|p.) for target electrons with a ground-state EMD n (p|p), is the projection
of n (p|p) along K:

J(pz) :/ / n(pacypy’pz) dpa:dpy' (411)
Pz Y Py

To get a feeling which dimension the Doppler shift will have we can evaluate

mc?
h

we can assume w; ~ wy and additionally use the cosine law K = |k; — ks| =
Vk? + k3 — 2k ks cos ¢ to obtain:

the second term in equation (4.10) for the case w; < ™. Using this condition

_ hK-p hKp., hp,

hAw = \/w% + w3 + 2wiws oS @
m m me (4.12)
21 ,L—cosp  2hwy . /ey '
= — /4wy = sin <—> Ds-
mc 2 mc

An electron at the Fermi surface of aluminium has a velocity of ~ 2 x 10°ms™!.

This gives ﬁ—‘l" ~ 5—10 which could be easily resolved by experimental setups.
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4.2.3 The BLOSW Spectrometer at SPring-8

All measurements for this thesis have been conducted on the high resolution
Compton scattering spectrometer at the beamline BLOSW of the synchrotron
SPring-8 in Japan [HIO*01]. This beamline is dedicated to high-energy inelastic
scattering (Compton scattering) and uses an elliptical multipole wiggler with
a periodicity of 12cm and a total length of 4.5m to create hard x-rays with
energies up to 300 keV. The beamline serves two experimental stations: One for
high-resolution Compton scattering and the second one for magnetic Compton

scattering [Sak98|. In the following only the high resolution setup is considered.

incoming

sample electron (E
incoming chamber (E1,p1)

x-ray (w1, k1)

Ge (620) analyser p
crystal / o~ 1655
outgoing ~-------"

x-ray (ws, ka)

position sensitive

detector outgoing

electron (E2, p2)

Figure 4.8 Schematic diagram of the high resolution Compton scattering setup at
BL0O8W, showing the main hardware components [HIOT01| and the variables of the
Compton scattering interaction. Index 1 is given to incoming and index 2 to outgoing
particles. k; and ko are the wavevectors of the photons (brown), fuv; and fuvs their
energies. The electron (blue) momenta and energies are denoted p; and E; and the
scattering angle is (.

Figure 4.8 shows a schematic diagram of the spectrometer. The setup corre-
sponds to an energy dispersive Cauchois type spectrometer. The incoming x-rays
are double bent monochromated by a Si(400) crystal to (115.61 +0.17) keV
[Sak98]. This energy is chosen since it allows the optimization of the monochro-
mator using the uranium K-edge absorption. After hitting the sample the
photons scattered under an angle of ~ 165° are focused onto the position
sensitive detector (PSD) using the Ge(620) bent crystal analyser. The PSD
is mounted on the so called Rowland circle which leads to a focussing of all
photons of the same energy onto one well defined position.

The detector itself consists of an optical image intensifier mounted in front of
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a charge-coupled device (CCD) camera. The image intensifier is composed of a
500 pm Csl screen which converts the x-rays into visible light going through
optical lenses onto the CCD camera [SI04]. The detector covers the energy
range of 70 to 90 keV and the overall momentum resolution of the spectrometer

i1s ~ 0.14 a.u..

4.2.4 Compton Data Analysis

A very demanding step in Compton scattering experiments is the data analysis.
Several corrections have to be applied to the experimental data to get meaningful
Compton profiles. The following section will introduce the most important ones
in more detail. All corrections are presented in the order of their application to
the data, except the saturation correction which is the first one to be applied

but for the sake of clarity explained in the third subsection.

Distortion

Like mentioned in section 4.2.3 the PSD consists of an optical intensifier and a
CCD camera. The lens of the optical intensifier creates distortion on the raw
CCD image. The distortion is modeled by a pincushion function [PBLO09].

raw data distortion corrected data

511

y (pixel)

0 x (pixel) 671 0 x (pixel) 671

Figure 4.9 CCD image before (left) and after (right) the distortion correction

Figure 4.9 shows the raw CCD image on the left side and the distortion
corrected image on the right side. The image displays the emission lines of a
BiTI1 sample, which is used for the energy and efficiency calibration and further
explained in the efficiency and energy calibration parts. Each "line" in the
images originates from photons with a constant energy and should therefore be
straight lines on the detector. Since the detector uses optical lenses to map the

photons created on the Csl screen onto the CCD, the incoming straight lines
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are distorted on the CCD. The left image shows clearly the pincushion type
distortion.

The straight line condition can be used to obtain the correction values for
the distortion center (z.,z.) and factor k. Therefore, the sum of the vertical
variance of the counts is minimized by iteratively changing the center and
factor of the pincushion distortion. Having found the correct correction values
the undistorted positions (z, z,) are calculated from the distorted positions

(z4,vq) by the mapping function

Ty . Tq
Yu Ya

where Rp = \/(xd — 2c)?2+ (ya — ye)? is the distance of the pixel from the

1+ wR3| (4.13)

distortion center. Finally, instead of interpolating the measured intensities onto
the new position grid, the measured counts are redistributed in the new pixels

in order to preserve the measurement statistics.

Image Integration, Normalisation and Background Subtraction

After the distortion correction, the two-dimensional CCD images are vertically
integrated along the y-direction (see figure 4.9) to obtain a one-dimensional
energy dependent Compton profile in the channel scale. It should be stated
here, that energy and channels are not connected linearly (see below). The 1D
spectra are then normalized to the incoming beam monitor counts, which is
proportional to the beam intensity and measurement time.

At the end of the experiment the background is measured by using a flat
Ge (620) analyzer crystal instead of the bent one. Therefore, the scattered
photons are not focused any more and only the background is registered at
the detector. The background image is corrected for saturation and distortion,
integrated vertically, normalized and fitted with a high order polynomial. The
fitted background is then subtracted from every profile.

Saturation

In the Compton scattering experiment, the CCD is operating in the so called
single photon detection mode. In this mode, the CCD is read very frequently
and every pixel is checked if a photon was registered during the exposure or

not. Since this is a binary information (photon or no photon), every pixel of
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the camera can only register one photon at maximum per exposure. In the
case that a second photon hits the same pixel during one exposure, it is not
registered. Thus, pixels exposed to higher intensities saturate faster. The effect

can be modeled with the following relationship
m = nexp{—7mn} (4.14)

where m is the measured intensity per pixel and exposure, n the expected
intensity per pixel and exposure and 7 the so called saturation coefficient
[BPAT13|. For an exposure time of 61 ms a saturation coefficient of 7 = 1.214
was determined for the x-ray intensifier camera at BLOSW by Brancewicz et al.
[BPAT13]. An exposure time of 61 ms corresponds to the standard operation
mode of the detector in the Compton scattering experiment. The factor itself
was determined by comparing measurements on an aluminum sample with
a very short exposure time of 706 ps (to avoid saturation) and the standard

exposure time.

10000 ‘
| |
9000 | Koymi Ko s 160
8000 ) !
— 7000 | | 0.7ms |l 110
= ' I
= 6000 | j
55000 - Ko, Bi 60320
£4000 | Koo i
= 3000 + 61 ms -
2000 m |
1000 |- J k 1
0 —— e A M _..4/\4_ -
0 100 200 300 400 500 600
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Figure 4.10 Spectra measured with an exposure time of 61 ms and 0.7ms on a BiTI
sample. Both spectra are normalised to the same total exposure time. The inset
shows a zoom into the Compton region between channel 320 and 380. The black lines
show polynomial fits and serve as a guide to the eye.

However, the comparison of two spectra of a BiTl sample taken with different

exposure times of 61 ms and 0.7 ms reveals some problems. In figure 4.10 the
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two spectra are normalised to the same total acquisition time (equal to the
number of acquisitions multiplied by the exposure time). The high peaks show
a clear saturation effect of the spectrum with the long exposure time (brown).
This makes sense, since the CCD will saturate more if the exposure time is
increased. Anyway, the inset, which shows a zoom into the Compton scattering
region, still reveals a huge saturation effect of the same order of magnitude. As
we can see from equation 4.14 the CCD should saturate more, the higher the
count rate is. Furthermore, the fluorescence peaks show a strange behavior as
well. The ratio of the two T1 Ko lines (two peaks on the left in figure 4.10)
changes much more between the two exposure times than the ratios between
the two Bi Ka lines (peak three and four from the left) of the two spectra.
Since the number of counts is very similar for both pairs of Ka lines, also the
ratio should be very similar.

One possible explanation of this observation might be a varying efficiency
of the detector with at different exposure times. This does not mean different
efficiencies for the creation of visible light in the Csl screen (further explanation
in section 4.2.3) since there is no physical reason for such an effect, but a
changing efficiency on the software level of the single photon detection. If this is
the case, determining the saturation coefficient by using two different exposure
times might lead to a wrong value. Since all measured spectra are corrected
for saturation, this can lead to mistakes in following steps of data processing
like, e. g., the correction of detector efficiency. A possible improvement might
be the utilization of two different incoming beam intensities instead of different
exposure times for the determination of the saturation coefficient.

Even if it is not mentioned as the first correction, the saturation correction
should be the first correction to be applied, especially since the distortion
correction is redistributing intensity between the pixels and thus would change

the n on the right side of equation 4.14.

Efficiency

To calibrate the efficiency of the detection system, the eight most intensive
fluorescence lines (see table 4.1) from a specially prepared calibration sample
made of Bi- and Tl-oxides (in the following only called BiTl-sample) are
measured. The relative intensities of the different fluorescence lines are known
and thus the measured intensities can be corrected.

To determine the measured intensities a sum of Voigt profiles (one for each
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Table 4.1 Fluorescence lines and corresponding energies, relative intensities and
natural line widths of the eight most intensive fluorescence lines of Bi and TI taken
from [TAGT09, KOT79.

Fluorescence Energy Intensity Natural line width

Element line [keV] 1%] (FWHM) [oV]

Ko, 70.8319  29.557 63.8

- Ko, 728715 49.261 63.1
K, 82.118 5911
K, 82576 11.330
Ko, 748148 29.412 70.1

. Ko, 771079 49.020 69.4
K, 86.834  5.882
K, 87.343  11.275

peak) is fitted to the spectrum. A Voigt profile V (z) is the convolution of
a Lorentzian function L (z) with a Gaussian function G (x) where z is the

channel number as follows:

Viz) = (G ) ( /G L(z—7)dr

G (2) = U\/_W (;:;) (4.15)

_ v
L( )—W((.QZ—LUQ)Q—F’}Q).

The Lorentzian models the natural lineshape of the emission line, while the
convolution with the Gaussian accounts for the experimental resolution. By
setting the width of the Lorentzian function 7 to the natural linewidth of
the according emission line (taken from [KO79|), the energy resolution of
the spectrometer can be directly found from the standard deviation o of the
Gaussian function. The third fitting parameter is the position of the Lorentzian
To, which corresponds to the energy of the fluorescence line.

Figure 4.11 shows the relative efficiency, determined from the spectra taken
with an exposure time of 61 ms (brown) and 0.7ms (blue), as a function of the
channel number. The spectra are corrected for distortion and saturation and
the peaks were fitted with Voigt functions. To get the expected intensities, the
theoretical intensities from [TAGT09| are corrected for the absorption cross-
section and internal absorption. Finally, the measured intensities are divided

by the expected intensities to obtain the relative efficiency. For both curves
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Figure 4.11 Relative efficiency of the spectrometer determined by fluorescence lines
of Bi and T1 with an exposure time of 61 ms (brown) and 706 ps (blue). The solid
lines show polynomial fits to the data.

the second order polynomial fit describes the data well.

The measured data is corrected by the 61 ms curve as this corresponds to the
exposure time in standard operation mode. As the difference in the detector
efficiencies with 61 ms and 706 ps cannot originate from a different efficiency of
the CsI screen 2, it has to come from a difference on the electronics level as
already mentioned in the saturation correction part. So this is another clear

sign that the saturation correction procedure should be improved.

Energy Calibration

The fluorescence lines of BiTl are also used for the energy calibration of the
spectrometer. Since the energies of the lines are well known (see table 4.1), a
relationship between channel number and energy can be established. Figure

4.12 shows the non-linear calibration line.

From the non-linear connection between the channel and energy scale it
becomes obvious that an energy bin in the high and low energy regions cor-
responds to smaller or larger channel bins, respectively. Therefore, a naive
interpolation onto the new scale would change the measurement statistics. To
solve this problem, within this project, a redistribution of the intensity in the

channel bins into the energy bins was chosen.

2The screen does not know about the detector settings.
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Figure 4.12 Second order polynomial fit (blue) to the experimental Bi/Tl data
showing the energy calibration of the spectrometer. The insert text shows the
equation of the parabola.

Absorption

The next step is the correction for the x-ray absorption in the sample. Instead
of looking at the absorption we look at the percentage of photons being
transmitted from source to detector without being absorbed. Since the energy
of the scattered photon Es is not fixed, the transmission 7'(F») is a function of

the energy and can be described by

e - n = LSO, o (B KBy

where I; and FE; are the flux and energy of the incoming beam while I
corresponds to the rate of photons hitting the detector [CMST04]; i (F) is the
photon absorption coefficient at the energy F and d is the thickness of the
sample (see blue line in figure 4.14). The angles o and /3 are the angles between
incoming and outgoing beams and the surface normal, respectively (see inset of
figure 4.13). The Compton profiles are then divided by this energy dependent

transmission factors.

Figure 4.13 shows the transmission factors for four different scattering geome-
tries of the Pd sample used for the study in chapter 6. Due to the comparably
high? atomic number of Pd in some geometries more than 80 % of the incoming

x-rays are absorbed.

3High in the context of Compton scattering experiments.
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Figure 4.13 Transmitted intensity for Compton scattering in Pd with an incoming
energy of; = 115.6keV. The transmitted intensity is shown for four different
scattering geometries for a crystal of 1 mm thickness and with a surface normal along
the (110) crystal direction. The inset on the upper left shows the definitions of the
angles « and 3. Indices 1 and 2 are used for initial and scattered beam respectively.

Multiple Scattering

The correction for multiple scattering in the sample is of crucial importance
to obtain physically meaningful Compton spectra. In most x-ray experiments,
multiple scattering does not influence the results significantly since in the
relevant energy range the absorption cross section is much higher than the
scattering cross section. The situation changes completely in the Compton
scattering regime. Figure 4.14 shows the cross sections for different kinds of
photon-matter interactions in Pd* and shows clearly that at energies used
for Compton scattering (typically ~ 100 keV) the cross sections for Compton

scattering (green line) and photoabsorption (red line) become equal.

At the beginning of Compton scattering era, in the 1970s, this issue was solved
by using samples of different thickness for the measurements and extrapolating
to zero thickness, where the multiple scattering contribution is assumed to
be zero [RE72, TET4|. Felsteiner etal. [FPC74]| could solve the multiple
scattering problem for the first time using Monte Carlo simulations. Later
the simulations were adapted to linearly polarized photons from a synchrotron
source |CLF85, BF95, FHBS98| which build the basis for Compton profile

evaluation nowadays.

4The spectra are calculated with the XCOM program created by the NIST (National
Institute of Standards and Technology).



64 Chapter 4 Methods

104 .
T, 10° .
o0 N Photoabsorption
E 10 E 3
= i

10t | ]
o g :
2 100 © Compton 1
3 Scattering
o 1 att g ]
g,
c% 102 E

10—3 L Ll Ll Ll "

100 10! 102 103 104
Energy (keV)

Figure 4.14 Cross section for different photon-electron interactions in Pd.

In this thesis, the MUSCAT program developed by Brancewicz et al. [BIS16|
is used to calculate the double scattering and higher order contributions. Figure
4.15 shows a typical multiple scattering spectrum as simulated by MUSCAT.
The diagram shows single scattering, double scattering, higher order scattering
(triple+) and total scattering intensities. Typically in metallic samples the
multiple scattering contribution can be around 10 %. However, the size and

especially thickness of the sample play a crucial role.
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Figure 4.15 Multiple scattering profiles for single, double, triple and higher order
(triple-+) scattering in Pd obtained with the Monte Carlo program MUSCAT. The
sum of all scattering processes is also shown (total).

Cross Section

The double differential cross section df)zg@ is related to the Compton profile

J(p.) via a factor C (wq,ws, v, p,) depending on the scattering parameters.
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Figure 4.16 (a) Correction function of the Compton scattering cross section calculated
for an incoming energy of w; = 115.6 keV and a scattering angle ¢ = 165°. (b) Transfer
function between the energy and momentum scales.

The following equations will only give the result (using natural units) on how
to calculate C-factor without further explanation. For the full relativistic

derivation please refer to the work by Holm [Hol88|.

d*c
z) — ) y Vo lz) " 4.1
J(p:) = C (w1, w2, ¢, p2) dondy (4.17)
2K Elp,
C(w17w27907pz> = : (p ) (418)

m2riws Xin(|p:|)

_ R, R 11 1 1\
Sollpe) = B L2y o2 (— - —) o (— - —) (4.19)

R2 Rl Rl RQ Rl R2
Ry = wi [E(pz) = D(|p-])] (4.20)
Ry = R — wjws(1 — cos p) (4.21)
1
D= ?(wl — wy cos p)A(p) (4.22)
1
A= e (w1 — w2)E(p,) — wiwa(1 — cos )] (4.23)
E(p.) = vm® + p3 (4.24)
K 1 m? 12
S Y 495
=g W) [ s o) (4.25)
K = |k — ka| = (wi + wj — 2wws cos p) 1/ (4.26)

Here m is the electron rest mass, r( is the classical electron radius, ¢ is the
scattering angle and w; and w, are the frequencies or energies of the incoming

and scattered photons, respectively.
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The cross section correction function for incoming energy of w; = 115.6 keV
and a scattering angle ¢ = 165° is shown in figure 4.16 (a). Those parameters
are typical for a scattering vector perpendicular to the surface normal of the
sample at the SPring-8 spectrometer. All Compton profiles are multiplied by

this function.

Calibration of Momentum Scale

Until this step, all corrections have been applied either on the channel or energy
scale. Finally the energy scale can be transferred to momentum scale using
equations 4.26 and 4.25. The transfer function for the standard parameters at
the SPring-8 spectrometer (w; = 115.6keV, ¢ = 165°) is shown in figure 4.16
(b). As already explained in the energy calibration part, rebinning should be

used instead of interpolation as this is a non-linear relationship.

Normalisation of the Profile

Finally all profiles are normalized to the number of electrons involved in
the Compton scattering. As the accessible momentum range of the BLOSW
spectrometer is approximately —9.9 to 9.9 a.u. the number of electrons is usually

determined in this range from Hartree-Fock Compton profiles [ BMM75].



Chapter 5

Reconstruction in Higher Dimensions

While calculating projections from a higher dimensional distribution is math-
ematically trivial, the inverse transformation is more complex. Usually, the
1D-to-2D reconstruction problem, relevant e.g. in Compton scattering, or
the 2D-to-3D reconstruction problem, e.g. from 2D-ACAR data, is solved by
methods either inspired by the analytical inversion of the Radon transforma-
tion or by series expansion, as e.g. applied by the Cormack’s method (CM)
[KS09]. In this work, a more general approach to solve this inverse problem is
presented!. It employs linear matrices to model the experiment and a quadratic
regularization functional to reduce experimental noise in the reconstruction.
Thus, the solution of the reconstruction problem is the solution of a linear
system of equations, which can be found by direct inversion. This is why this
method is called the direct inversion method (DIM).

In the first two sections of this chapter an overview of the most established
reconstruction methods is given. First the approaches based on the analytical
inversion of the Radon transform namely the direct Fourier transformation (DT)
and filtered back-projection (FBP) are introduced. After that, CM, which is
based on series expansion, is explained. As this is the most frequently used
algorithm in ACAR and Compton scattering experiments in the last thirty years,
the new DIM algorithm is benchmarked against CM in chapter 6. The last two
parts of this chapter introduce the algebraic reconstruction technique (ART)

and the DIM as a realization of it.

IParts of this chapter, in particular section 5.4, have been published elsewhere [KBD*21].
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5.1 Analytical Reconstruction

The Radon Transformation

Starting point for all analytical reconstruction techniques is the Radon trans-
formation R [Rad17]. In his work Radon proofed three theorems that relate
a 2D density f(x,y) and its projection F'(6,p) onto a line p = x cos + ysin 6
with the projection angle 6. The first one,

+o0o

F(p,0) = R{f(z,y)}(p.0) = f(pcos® — ssinf, psinf + scosf) ds

—00

://f(g;,y)é(mcos@—ysin@—p)dﬂfd%
(5.1)

is the forward integral, commonly known as Radon transformation, which gives
the projection from 2D densities to 1D line integrals. Here, § is the delta
distribution and s is the second polar coordinate perpendicular to p. Already
at that time, Radon found an analytical solution to the inverse problem, which
is given by the following two equations. In a first step the mean of F(p, ) for
the tangential lines of a circle around the center P = (z,y) with radius ¢ is
calculated by

_ 1

2w
Fp(q) = Py /0 F(xcosf+ysinf + ¢, 0)do. (5.2)

Finally, f(x,y) can be recovered by

fz,y) = llim (FP(€) _ /;OO P(q) dq) . (5.3)

T e—0 € q?

However, this solution to the reconstruction problem, nowadays known as
simple backprojection, is often not useful in real world, as experimental noise

leads to blurring in the reconstructed image.

The Fourier Slice Theorem and Direct Fourier Transform

A first practically useful solution to the reconstruction problem is the so-
called direct Fourier transformation (DT), which employs the Fourier slice
theorem, that directly connects the Radon transformation and the Fourier

transformation (FT). Figure 5.1 depicts the Fourier slice theorem in 2D.
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F(p,0)

Figure 5.1 The object function f(x,y) is projected by forming the line integral
F(0,r). According to the Fourier slice theorem the 1D Fourier transformation (FT)
of a single projection F'(,r) corresponds to a slice of the 2D FT of f(z,y) under the
same angle §. The object function f(x,y) is determined via a 2D inverse FT.

Starting point is the FT of a 1D projection F(p,#) of a 2D density f(x,y). The
following equations show the equality of this 1D Fourier transform to a slice in

the 2D Fourier space, also known as frequency space:

Fio{F(p.0)} = [ Fp.0)e " ap
G.1) / {// f(z,y)8(zcosf — ysinh — p)e ™ P dp| dz dy
_ // f(.T, y>€—2ﬂ'iw($0089—ysin9) dx dy

— Fon{ F(@,9)} (1 0) umarcost.0=wsine:
(5.4)

This can be generalized to three dimensions, meaning that in general the
FT of a projection of a density p(x,y, z) along an arbitrarily chosen direction
corresponds to a slice in the three dimensional Fourier space. Therefore, by
knowing all projections the full Fourier space can be recovered and thus p(x, y, 2)
can be determined by an inverse FT. In reality, a finite number of projections
is sufficient for the DT, which enabled the first application of this analytically
exact algorithm in the reconstruction of 3D structures in electron microscopy
[DRK68, CDK70].

However, even if DT is a straight forward and fast technique it also inhibits
some drawbacks. As the middle plot in figure 5.1 illustrates the data gets more
sparse at higher frequencies, if we consider the u,v space as frequency. Thus,
the necessary interpolation of the data to perform the inverse F'T may introduce

artifacts especially if high experimental noise is present. These drawbacks can
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be compensated by measuring a high number of projections (less sparse data
points) with high statistics. Even if this two requirements are rarely fulfilled
in ACAR and Compton measurements at the same time, the DT technique
was applied for both experiments multiple times. When it became popular in
Compton scattering [e.g. TSST01, KNST06] it was already applied in ACAR
[e.g. SOTT89, KKN*91, KKN192| for about ten years.

Filtered Back Projection

The FBP, a technique that is closely related to the DT method was developed
in 1971 [RL71]. It is the inverse process of getting the object function f(z,y)
from the experimentally measured projections F(p,#) by applying the Fourier
slice theorem. The original density f(z,y) can be expressed as the inverse F'T

as follows:

x,y) = o ond flx w, )2 Y oy do
faw) = [ Falfenhwo dud -

2m 400
_/ / FID{F<p, ‘9)}(0‘)7e)lwle%riw(mcos@—ysin@) dw d9,
0 —o0

where dudv = |w| dw df originates from the Jacobian matrix of the coordinate
transformation. If we now apply the symmetry of the F'T with respect to the
radial frequency FlD{F(p, 0)}(w, 0) = FlD{F(p, 9)}(—w, 0 + ), equation 5.5

can be simplified to
™ +o0 . .
f<x> y) = / / FlD{F(p7 9)}(“‘)7 9)’w’62ﬂlw(zcosei‘ysma) dw dé. (5.6>
0 —00

To understand the principle of FBP from this equation, it can be separated

into two parts. The inner integral,
o0 )
F0) = [ Fin{F(p.0)} w0l d, (5.)

weights the FT of the projection, and hence the measurement, with |w| and
transforms it to real space. This step is equivalent to applying a Fourier filter

to the measurement. The outer integral

flz,y) = /OTr F(zcosf —ysinb, 6)do, (5.8)
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Figure 5.2 Different FBP filter functions. The basic Ram-Lak filter which originates
from the coordinate transformation may lead to noise amplification at higher frequen-
cies. This can be suppressed by the increasing roll-off at higher frequencies of the
other filters.

defines the back projection. F(p, ) is smeared out along the direction of
projection as for a fixed projection angle 6 and without the integration of all
points (z,y) on the line p = (z cos§ — ysin#) have identical values. To finally
arrive at the reconstruction the integral forms the mean of all filtered back

projections over all angles 6.

As the |w|-factor, first introduced by Ramachandran and Lakshminarayanan
[RL71] and thus called Ram-Lak filter, leads to an amplification of high fre-
quency noise, over the years several other filter functions g(w), rolling off in
comparison to the linear Ram-Lak filter, at higher frequencies, were introduced.

Some examples are shown in figure 5.2. These filter functions are defined as

follows:
(
|w] [0.5 4+ 0.5 cos(2mw)] Hamming
|w] [0.54 + 0.46 cos(2mw)] Hann
g(w) = (5.9)
|w| cos(mw) Cosine
| |w|sinc(w) Shepp — Logan  [SL74|

As all of those functions roll off at higher frequencies they are capable of

reducing the noise. However, this comes with the trade-off of reduced spatial
resolution.

While several examples for the application of FBP in 2D-ACAR exist
[FSBBT79, Man82, JMP83]|, to the authors knowledge it was not used in the

analysis of Compton scattering data so far.



72 Chapter 5 Reconstruction in Higher Dimensions

5.2 Cormack’s Method

In contrast to the analytical inversion of the Radon transformation discussed
in the previous chapters, Cormack’s method (CM) uses the expansion of
measurements into a set of orthogonal functions for the reconstruction. An
important feature of this function set is their known transformation from Radon
space to real space. The starting point of CM is the expansion of both, the
measurement F'(p, #) under angle § and the original density in polar coordinates

f(r,®) into Fourier series:

+o0o
F(p,0) = Y Fulp)e™
S (5.10)

flr,®) = Y falr)e®”

n=—oo

where the expansion coefficients are given by

1 27 )
Rp) =5 [ Py

™

| 0o | (5.11)
falr) = 5~ ; f(r,@)e”"" do.

Cormack derived a solution for the coefficients f,,(r) from the projections
coefficients F,,(p) based on Chebyshev polynomials of the first kind, 7),(z) =

cos(narccos z) [Cor63|:

_ 11 " Fu(p)Ta(r/p)

Twdrfy 2o p2

As this analytically exact solution has the practical disadvantages of the

Ju(r) dp. (5.12)

necessary numerical differentiation and integration, Cormack only applied it
to the most simple case, namely a density f(r) which was only varying with
radius r but not with angle ®. However, just one year later he published two

solutions to this drawback by expanding f,(r) and F,(p) themselves [Cor64].

The first solution is valid inside the unit circle and uses the expansion into
Zernicke polynomials R (r) [Zer34|, defined by

i m —1)%(n 4+ 2m — s)! n+2m—2s
) :;S!Enjé_s)!(m _)8)!7~ . (5.13)
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If the F,(p) are expanded into

F,.(p=cosy) =2 Z al, sin[(n + 21 + 1)1 (5.14)

1=0
the coefficients f,(r) are given by

400
falr) = (n+ 20+ L)al, RL(r). (5.15)

1=0
In practice, the theoretical limitation to the unit circle hardly plays any role as
most problems can be mapped to the unit circle. However, even this limitation
was overcome by Cormack through expansion into Hermite polynomials H,,(p).

Thus, if the measurement coefficients are given by

“+oo
Fo(p) = e ) bl Hyp(p), (5.16)
=0

the density coefficients can by calculated as

_»2 400
e

£ulr) = \/; S (=12 L (r2), (5.17)
=0

where L3, (r?) are the Lageurre polynomials as defined in [Erd53].

As the whole reconstruction is basically an expansion into orthogonal func-
tions it is easy to take into account the statistical accuracy of the data. Further-
more, in the reconstruction, the crystal symmetries can be taken into account
by replacing the Fourier expansion with an expansion into lattice harmonics
[Mij67]. Due to these two advantages CM was regularly used in both the
analysis of Compton scattering and ACAR data. In a review article Kontrym-
Sznajd [KS09| counted more than twenty publications using CM between 1989
and 2007. Two recent examples for Compton scattering and 2D-ACAR are
measurements on PdCrO, [BEM™15] and Ni,MnGa [HWL*12], respectively.
In chapter 6 the CM as modified by Kontrym-Sznajd [KS90] in the particular

implementation of Dugdale [Dug96| was used.
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5.3 Algebraic Reconstruction Techniques (ART)

There are four conditions which make all the previously explained reconstruction

methods analytically exact:
e infinitely good statistics
e homogeneous resolution function
e projected data measured in continuous space
e measuring all projection angles.

In x-ray computed tomography (CT) those conditions may be almost fulfilled.
However, neither in Compton scattering nor in ACAR experiments any of the
conditions is fulfilled. Statistics of a measurement are not infinitely high due to
limited measurement time and only a few projections of a crystal are measured.
Furthermore the data are always measured for a limited number of bins/pixels
and are thus far from being continuous. Also the resolution function is not
homogeneous. The most simple reasons are the non-linear binning between
channel and momentum scale in Compton scattering, or the limited spot size
in an ACAR experiment.

Therefore, Gordon et al. [GBH70| used a new approach, which they called
ART. They replaced the continuous projection integral by an algebraic equation
which calculates the measured projection y* of a density p along at angle «

through a matrix multiplication with a linear projection operator T“
y* =T. (5.18)

Here, p can either be a 2D or a 3D density, as the pixels or voxels can be
rearranged as a 1D vector. Already in the first years, several solutions for
the inversion of equation 5.18 were found [HL76]. However, due to high
dimensionality of the problem and limited computer power, most of those
methods used iterative approaches.

In the last twenty years ARTs were regularly used in the 2D-to-3D reconstruc-
tion in 2D-ACAR [CMST04, FPP*10, PDKS11, PKSD11, WBB*15, WBA 17|
due to advantages like the relatively simple consideration of the experimental
statistics or resolution. However, as all of those approaches use an entropy-like,

non-linear regularization functional, iterative algorithms are required to find a
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reconstruction even if modern computers would be capable of performing the
inversion of large matrices within reasonable time. In contrast, the new direct
inversion method (DIM), introduced in the next section, uses general cases
of the Thikonov regularization [Tik63] to reconstruct a large area of interest

without iterations.

5.4 Direct Inversion Method (DIM)

The DIM was first published for the reconstruction of Compton data measured
on Pd [KBD*21]. The following section is adopted from chapter II.B. of this
paper.

The starting point for this approach is a linear operator, T* (dimension
n x m), which projects a density p (m voxels or pixels rearranged as a 1D
vector), onto a 1D or 2D spectrum, y®, and thus mimics the Compton scattering
or 2D-ACAR experiment. Therefore y* either describes the Compton profiles,
each of which is a vector of intensity values with length n, or the 2D-ACAR
spectrum with a total number of n pixels, again rearranged as a 1D vector.
One fact that we implicitly take into account is that a 3D-to-1D projection
can be seen as successive projections from 3D to 2D and then from 2D to
1D. T“ distributes the density in every element of p into the bins or pixels of
y“, where a indexes the N measured projections, as shown in equation 5.18.
While y* can be computed easily from a given p, solving the inverse problem,
i.e. finding p from a small number of projections, is more complex since it is
under-determined.

Many elements of p are equivalent due to the crystal point symmetry. There-
fore, we can introduce the symmetry operator, S, which reduces the dimension
of the problem to the independent degrees of freedom, z, representing the

irreducible area or wedge of the reconstructed density,
p=Sz. (5.19)

The exact dimensions of S and x depend on the symmetry of the reconstructed
density. However, as a rule of thumb, we can state that x has approximately
the length of m divided by the number of symmetry operations.

By concatenating the y® vectors to a vector y with length | (where [ = nN

for Compton profiles or ACAR spectra of equal size), representing all of the
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measured data, and the T“ matrices to a corresponding projection operator,
T (dimension [ x m) the « index can be neglected in the following. The
maximum-likelihood estimation of x, can now be obtained by minimizing the
x2-functional,

Y} (z) = (y—TSz) W (y —TSx). (5.20)

The weighting matrix, W (dimension [ x [), is a diagonal matrix with the

values o, 2 where o; are the uncertainties of each measured data point.

Since the inverse problem is under-determined, a large number of different
reconstructions, =, may give x? values in accordance with the correct statistical
accuracy. Additionally, were x? (z) to be minimized without any additional
regularization, the Poisson noise of the data would arguably lead to noise in the
reconstruction, commonly known as over-fitting. A regularization functional,
r (), is therefore introduced to find a smooth and, thus, physically meaningful

solution. This leads to the new functional,

f@)=x*(z) +7(2), (5.21)

which has to be minimized.

One problem, which especially arises in Compton scattering is the fact, that
the momentum density decays only slowly with increasing momentum as all
electron states (including the strongly localized core states) contribute to the
measurement signal. Conventionally, a large momentum range thus has to be
reconstructed in order to avoid reconstruction artefacts, implying either an
excessive increase of the required computational power or a coarse sampling of
momentum space. We solved this problem by utilizing the fact that the core
levels, which are exclusively responsible for the densities at large momenta,
have a signature that is isotropic for all practical purposes. This leads us
to the following procedure: All spectra, y*, are averaged and fitted with a
sum of Gaussians centered at zero momentum. The sum of Gaussians is then
subtracted from every Compton profile, giving the 1D anisotropies. From those,
the anisotropy of p is reconstructed and, since the transformation of a Gaussian
from 1D to 2D or 3D is known, the isotropic higher dimensional Gaussian
functions can be added to the reconstruction of the anisotropy afterwards,
which gives the reconstruction of the full signal. Even if this problem is not
equally present in ACAR experiments, as due to influence of the positron, the

TPMD decays much faster in momentum space (see chapter 3.3.6), subtracting
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the isotropic part of the measured data and reconstructing only its anisotropy
can still minimize the dimensionality of the problem.

As the anisotropy of the data comprises positive and negative values, the
classical maximum entropy regularization |GD78| cannot be applied since the
logarithm can only deal with positive densities. Additionally, the logarithm
is not linear and thus the direct inversion would not be possible. Therefore,
another functional which is both linear and able to deal with positive and
negative densities has to be found. Here it is necessary to distinguish if the
reconstructed density is 2D, and thus a projection of the EMD or TPMD itself,
or 3D. While the 3D-EMD or TPMD shows sharp steps at the FS, their 2D

projection is smeared. Thus different regularization functionals are used.

Reconstruction of a 2D density

The projection integral, in general, leads to continuous 2D spectra. To bias the
reconstruction towards the aforementioned behavior, the use of a sum of first
and second derivatives as a regularization functional seems reasonable. The
first derivative operator D, can be expressed as a discrete difference operator
which, by operating on p, gives the difference between every pixel and the
pixel to the right, and the difference between the pixel and the pixel below.
Thus, if p consists of m pixels, D; has a dimension of 2m x m (neglecting
boundary effects). The second derivative operator Dy can easily be derived by
multiplying D; with its transpose matrix. To summarize, f (z) can be written

as follows,

f(x)=x*(z) + \a' STU"D{ D,USx

(5.22)
+ Mz ' STUT D, D,USr,

where \; 5 are positive real numbers. As a given absolute variation of anisotropy
is more likely where the intensity itself is high, we scale the trial densities so as to
correspond to the relative deviations from the isotropic 2D reconstruction. This
is achieved through multiplication by a diagonal scaling matrix U (dimension
m x m) before applying the derivative operators.

To find the minimum of the quadratic function f (x) we have to find the
x obeying Vf(x) = 0. The matrices associated to both the x? and the
regularization functionals can be written as the square of real matrices (or a

sum thereof) and are consequently positive semi-definite. The null space of
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the regularization functional matrix consists of the space of constant densities,
which is not in the null space of the x? functional matrix, thus the quadratic
form f (x) is positive definite, its associated matrix is invertible, and the linear

system of equations

0=-28"T"W' (y — TSx)
+2,8'U' D] D,U Sz (5.23)
+2X8'U " D, DU S,

has exactly one solution. This unique x can easily be calculated by standard

methods for solving linear systems of equations and is formally given by

z= S (T"WT+\U' (D{D,)U+
- (5.24)
MU' (D{DD;{D,)U)S| (STT"Wy).

Reconstruction of a 3D density

The 3D EMD and TPMD both show sharp steps at the F'S. Therefore, the first
and second derivative regularization would smooth this step as variations of
neighbouring voxels would be punished. This can be inhibited by using the zero
order derivative, meaning the reconstructed anisotropies as a regularization.
By that, strong deviations from zero originating from noise are reduced, but
neighbouring voxels can behave independently. Since variations are more likely
to be stronger, if the intensity itself is larger, analogically to above, the scaling
matrix U is used.

Thus, the final functional f(x) can be written as
f(x)=x*(2)+ \e"STU'USx (5.25)

and the reconstruction is given by

-1

z=|ST(T'"WT+ANU'U)S| (S'T'Wy). (5.26)

The fact that the results for both cases can be found by direct inversion,

makes the DIM reconstruction technique fast and efficient in comparison to
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reconstruction algorithms applying non-linear regularization functionals. Fur-
thermore, in case of the iterative methods, a convergence criterion has to be
defined. This is not necessary for the DIM as the inversion directly gives the
final result.

For simplicity additional information like the resolution function or the MSF
of an ACAR experiment were neglected in the derivation above. However, as
generally in ART, such effects can easily be incorporated by simply introducing

additional matrices.






Chapter 6

2D-ACAR and Compton Scattering on
Pd

The electronic structure of the 4d transition-metal Pd is well studied, both
theoretically and experimentally. Figure 6.1 shows the F'S obtained from first-
principles calculations within this project. In 1970 already all F'S sheets were
predicted theoretically. Miiller et al. [MFDF70] found a I'-centered electron
sheet and three hole-like sheets. The first of which is a series of cubic-arranged
interconnecting pipes, while the other two are small hole pockets centered at
the high symmetry X- and L-points, respectively. Since the L-hole pockets have
not been seen experimentally before [VP65], Miiller et al. did not believe that
it exists in reality. Two years later, however, its existence was confirmed by
means of magnetoacoustic quantum oscillation measurements [BKMP72| and
thus all F'S sheets of Pd, as we know them today, were determined theoretically
and experimentally. Nowadays it is the exact F'S topology which is still subject
of different studies. Ostlin etal. [DADM*16], e. g. have investigated the exact
shape of the L-hole pocket influenced by local and non-local correlations which
they have taken into account by different theoretical frameworks like local
density approximation (LDA)+DMFET or the GW method [Hed65|.

Another reason for the large interest in the high-susceptibility paramagnet
Pd in condensed matter research is its proximity to ferromagnetism. It shows
a high density of states at the Fermi level and a large Stoner enhancement
in the magnetic susceptibility [CFGT68], which makes it a good candidate
for the observation of spin fluctuations. The reduction of the electronic heat
coefficient of 7.8 % at 11T in specific heat experiments [HRW*81| suggested
that this might originate from reduced spin-fluctuations at high magnetic fields.

Such a reduction of spin-fluctuations should subsequently lead to a difference
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Figure 6.1 (a) I'-centered electron sheet and X-hole pockets of the Fermi surface of
Pd in the first Brillouin zone. The I', X, K, and L high symmetry points are shown in
red (with I" at the zone center). (b) Open-hole sheet and L-hole pockets of the Fermi
surface. Additionally, the dHvA « and e-orbit are shown. The e-orbit lies in the (001)
plane through the center of the Brillouin zone (plotted in XCrySDen [Kok99]).

in the volume between the spin-up and spin-down FS and a reduction of the
cyclotron effective mass [DE66]. This could, however, not be seen in magnetic
field dependent dHVA measurements up to 15T [JHCV84, JC84]. Finally the
nontrivial magnetic properties and dynamical fluctuations could be explained by
Larson et al. by considering the mean-square amplitude of the spin-fluctuations
instead of their average as commonly done [LMS04].

In this study Pd, is serving as a model system with a well characterized
electronic structure. The main focus, however, is put on the experimental
comparison between ACAR spectroscopy and Compton scattering. Although
there have been measurements of both 2D-ACAR and Compton scattering
on the same material (for example, Mg [NKKT92, BPA*13] or Y [DFAT97,
KSSCP*02]) it is very unusual for measurements to be made on the identical
single crystalline sample. Here, 1D and 2D projections of the EMD and TPMD
are compared in p space as well as in the reduced zone scheme of the first
Brillouin zone (k space). Additionally, the experimental data are compared
to first-principles calculations. For the comparison in 2D, the direct inversion
method (DIM) algorithm introduced in section 5.4 is applied to experimental
data for the first time. To benchmark its performance, the results are compared
to a reconstruction by Cormack’s method (CM). Main parts of this chapter
have recently been published elsewhere [KBD*21].



6.1 Experimental Details 83

6.1 Experimental Details

In this study, 2D-ACAR and Compton scattering are compared in a systematic
manner by performing measurements on the same disc-shaped Pd single crystal.
The surface polished crystal has a diameter of 10 mm, a thickness of 1 mm and
the surface normal is oriented along the [011] direction.

During the Compton scattering experiment, ten Compton profiles were
measured at room temperature along crystallographic directions spaced equally
between I'-X and I'-K. For the measurement of the Compton profiles, the
crystal was mounted on a rotating stage with the [001] crystallographic direction
oriented along the vertical rotation axis. For every profile, data was collected
for at least 380min leading to more than 1.6 x 10° counts in the Compton
peak. Additionally, calibration measurements using a BiTl sample were made
(see section 4.2.4). Background spectra were taken along the I'-X and I'-K
directions and halfway between them. The background for all other directions
was linearly interpolated. As explained in section 4.2.4 the measured raw data
were corrected for several systematic effects to retrieve the Compton profiles
from the measured data. The 1D-profiles were at the end normalized to the
number of electrons in the corresponding momentum range (determined from
Hartree-Fock free-atom Compton profiles [ BMMT75]) and have units of electrons
per atomic unit of momentum space (el./a.u.). The momentum resolution of
the measurement was 0.14 a.u..

In total, five 2D-ACAR measurements within the (011) plane were performed.
The projections were taken along the crystallographic cubic high symmetry
directions [100], [011] and [111], and at 27.4° and 72.4° away from [100] in
the (011) plane. All measurements were conducted at 10 K to minimize the
resolution degradation due to the thermal motion of the positron, and more
than 5 x 107 coincident counts were collected per spectrum. The experimental
resolution (FWHM) was 0.21 and 0.17 a.u. in the phorizontar @0d Pyerticar direc-
tions, respectively [LCW12|. Both momentum directions are perpendicular to

the detector-detector direction.
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6.2 First-Principles Electronic Structure Calculation

Ground-state electronic structure calculations were performed, in order to
compare theoretical spectra with the experimental momentum densities. The
calculations have been performed by collaborators from Cardiff University and
University of Bristol. The ELK code [DSN¥], a highly-accurate full-potential
augmented plane-wave plus local orbital (FP-APW+lo) method, was used to
calculate the ground-state electronic structure of fcc Pd at the experimentally-
determined [MB71] cubic lattice constant, a = 3.890 A. Convergence was
achieved with a 16 x 16 x 16 k-point grid with a plane-wave cut-off in the
interstitial region of |G+k|mez = 8.0/ Ry (where Ry = 2.57 a.u. was the muffin-
tin radius) and the Perdew-Burke-Ernzerhoff general gradient approximation
(GGA) [PBE96| was used for the exchange-correlation functional. The valence
electron configuration was 4s524p%4d'°, and the remaining 28 electrons were
considered to be core. Since Pd has a relatively high atomic number, the
spin-orbit interaction was included in the calculations by adding a term of the
form o - L (where o is the spin vector and L is the orbital angular momentum

vector) to the second variational Hamiltonian.

Because the Compton scattering and 2D-ACAR experiments were performed
at room temperature and at 7' = 10 K, respectively, smearing widths (effective
electronic temperatures) of 300K and 30K were used in the ground-state
calculations from which the EMD and TPMD, respectively, were calculated
using the method of Ernsting et al. [EBHT14]|. Compton scattering is equally
sensitive to all electrons (core and valence) and, while the EMD was calculated
only for the valence electrons, the momentum cut-off was |p|ma. = 16.0 a.u.
to include contributions from the most tightly bound semi-core valence states.
In the case of the TPMD this cut-off could be reduced to |p|me: = 8.0 a.u.
due to the small overlap of the positron wave function with the more tightly
bound electron states. In order to understand the effect of electron-positron
correlations on the measured densities, two different TPMD calculations were
performed namely one with the independent particle model (IPM), assuming
no enhancement [y (r) = 1] and a second applying the positron enhancement
model proposed by Drummond et al. [DLRNP11| with gradient corrections
[BPTNO5].
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6.3 Results and Discussion

6.3.1 2D-ACAR and 1D Compton scattering: Experiment and
Theory

First, we compare the experimental results with the corresponding theoretical
calculations, namely the experimental 2D-ACAR data to TPMD calculations
and Compton data to EMD calculations. One of the first useful quantities to
consider is the radial anisotropy. In the case of a simple metal, this radial
anisotropy can be dominated by the presence of the Fermi surface but it also
contains information about the anistropy of the wavefunctions of electrons
in filled bands. Figure 6.2 shows the radial anisotropy of the five 2D-ACAR
measurements and the corresponding theoretical TPMD calculations (IPM
and Drummond enhancement). The theoretical spectra are convolved with a
two-dimensional Gaussian function accounting for the instrumental momen-
tum resolution. All experimental spectra were symmetrized according to the
expected crystal symmetry. Comparing the calculation with Drummond en-
hancement to the IPM, we can see that the enhancement generates stronger
anisotropies at higher momenta due to the fact that the positron, which is
screened by an electron cloud, has an increased overlap with the more tightly
bound electrons (which contribute at larger momentum) due to the weaker
Coulomb repulsion [Rub08|. Overall we can state that, while there are regions
of the experimental data which agree more closely with either one or the other
approximations, it is certainly not the case that the enhancement produces a
significant improvement in the radial anisotropy.

Figure 6.3 shows the directional difference between four Compton profiles
measured along different directions and the Compton profile measured along
the I'-K direction. In all but the lowest Z elemental metals, the anisotropy
between directions is usually dominated by the electrons in filled bands (since
there are many more of them), rather than the (small number of) partially
filled bands which give rise to the FS. All measurements show very good
agreement with the first-principles calculations (which have been convolved
with a one-dimensional Gaussian accounting for the experimental resolution).
This is also true for the other five directions which are not explicitly shown here.
The uncertainties are calculated from counting statistics propagated through

the corrections.
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Figure 6.2 2D radial anisotropy of the five measured ACAR spectra (left half of
each subplot) and the corresponding theoretical calculation, with (bottom right) and
without Drummond (top right) enhancement. All calculations have been convolved

with the experimental resolution, and all experimental spectra were symmetrized to

the according crystal symmetry. The angle ® denotes the angle measured from the
[100] direction within the (011) plane.
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Figure 6.3 Directional differences of experimental (blue) and theoretical Compton
profiles (brown). The labeled angles are measured from the I'-K direction towards the
I'-X direction of the fcc Brillouin zone. The calculated profiles are convolved with a
one-dimensional Gaussian accounting for the experimental resolution. For every third
experimental data point an errorbar showing the statistical error of one standard
deviation is plotted. The plots have been offset by 0.4 el./a.u. from one another for
clarity.

6.3.2 2D-Reconstruction from 1D-Compton Profiles

As the Compton experiment measures 1D projections of the EMD, the 2D
projection has to be reconstructed from a series of 1D measurements to compare
it with the 2D-ACAR measurements. This was achieved with both the new
DIM algorithm and the well-known CM [KS90] in order to benchmark the new
algorithm. The required computational effort is much higher in DIM compared
to CM due to the high number of free parameters in the DIM. However, a
standard PC is still capable of calculating a reconstruction of 512 x 512 pixels
from the ten Compton profiles within several minutes. In order to compare the
results of both algorithms, it is, again, useful to consider the radial anisotropy
of the (projected) EMD. This anisotropy will have contributions from both
filled (due the anisotropy of the electron wavefunctions) and from partially
filled bands (which additionally contains information about the FS). Figure
6.4(a) shows the radial anisotropy of the reconstructed spectra and of the first-
principles calculations. All of the main features of the theoretical spectrum are
reconstructed comparably well by both methods. At high momenta, the noise

of the DIM reconstruction is more isotropic and, compared to CM, exhibits
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Figure 6.4 (a) 2D radial anisotropy of the projected EMD calculated by DFT (left),
reconstructed from ten 1D Compton profiles by DIM (top right) and by CM (bottom
right). The theoretical spectrum was convolved with a two-dimensional Gaussian
accounting for the experimental resolution. (b) Cut through the 2D radial anisotropy
along the red path (1—+2—3) shown in (a).
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Figure 6.5 2D LCW of the experimental and theoretical 2D-EMD: Reconstructed
experimental spectrum by DIM (top left) and by CM (bottom left); theoretical EMD
(bottom right); reconstruction from theoretical 1D Compton profiles by CM (top
right, T.C.) and DIM (top right, T.D.). The theoretical data in the right half of the
plot was convolved with a two-dimensional Gaussian accounting for the experimental
resolution, before back-folding.

smaller variation in the radial direction than the tangential direction. Figure
6.4(b) shows a cut through the 2D anisotropy along high-symmetry directions
according to the red path (1—+2—3) shown in (a). This cut highlights more

clearly the good agreement of both reconstructions within the error bars.

The LCW back-folded data, presented in figure 6.5, is almost identical
for both reconstruction methods. One interesting difference between theory
(bottom right) and experiment (left) is the intensity distribution around the
center (projected I'-point), where the theory shows a high intensity while both
reconstructions give a clear dip. The possibility of this behavior being an
artifact of the reconstruction was excluded by reconstructing the 2D LCW from
theoretically calculated 1D Compton profiles (top right), which did not show
a dip in the center of the LCW. Typically, theoretical calculations using the
LDA or GGA are not fully capable of reproducing all parts of the FS equally
well [HLJD21|. From our FS calculations (figure 6.1), we numerically extracted
multiple dHvA orbits using the SKEAF code [RJ12]. Most of the orbits agree
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well with dHvA measurements [DCC*81]| and the area of the so-called e-orbit,
which originates from a heavy electron band with an effective cyclotron mass
of 12.5m, agrees with our calculations within 1% [VHG99]. However, the area
of the so-called a-orbit is about 11.5% smaller in DFT in comparison to the
dHvA experiment [DCC7*81]. As this orbit also originates from a heavy band,
such differences might be expected as a slight change in the position of the band
relative to the Fermi energy and can hence strongly influence the FS created
by the band. To get a feeling of the size of the F'S tube corresponding to the
a-orbit in our Compton experiment, we calculated the first derivatives of cuts
through the LCW along the I'-X and I'-K directions. Both curves indicate a
hole pocket at the projected X-points which is larger than expected from theory.
Therefore, we attribute the dip in the experimental LCW at the center of the
projected Brillouin zone (where the X-points also projects) to this difference
between theory and experiment.

To model the statistical error propagation of the reconstruction algorithms,
LCW error maps were calculated [KSSCO05|. For this, one hundred Compton
profiles were simulated for each measured direction by adding statistical noise
with the same error distribution as the experiment. From those one hundred
data sets, reconstructions were performed with both methods and the standard
deviation for each reconstructed pixel was calculated as shown in the error
maps (figure 6.6). For the reconstruction using the DIM exhibits this standard
deviation is smaller than that from the Cormack method over the whole
projected Brillouin zone. As has been observed before, the error is largest at
the points and along lines of highest symmetry, particularly at the center of
the projected Brillouin zone. In the DIM reconstruction, the errors along the
projected I' = L — I" and X — L — X directions are of a similar magnitude, while
the error along the X — L — X directions is strongly reduced in the Cormack

reconstruction.
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Figure 6.6 2D error map of the two reconstruction approaches DIM (left) and
Cormack (right) calculated from 100 reconstructions from noisy theory data. The
color bar indicates the percentage error per pixel. The positions of the projected
high-symmetry I', L, and X points are indicated.
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Figure 6.7 2D radial anisotropy of the EMD reconstructed (DIM) from ten 1D
Compton spectra (left) and the corresponding 2D projection obtained by 2D-ACAR
(right). Both spectra were normalized to the corresponding electron density of
the EMD before calculating the radial anisotropy. The positions of the projected
high-symmetry I', K, and X points are indicated.

6.3.3 Comparison of ACAR and Compton (in 2D and 1D)

Now, we compare the results of ACAR and Compton using the new DIM
algorithm. Figure 6.7 shows the experimental radial anisotropy of the DIM-
reconstructed 2D-EMD (from Compton) and the 2D-TPMD (from 2D-ACAR).
The labelled T', K, and X points are the projected positions of the high sym-
metry points of the three-dimensional face-centered cubic Brillouin zone. The
2D-ACAR shows significantly larger anisotropy, especially at low momenta,
compared to Compton scattering (note the scale of the colorbar). This behavior
is expected because the positron wavefunction overlaps strongly with that of
the delocalized electrons (particularly with electrons at the FS), but overlaps
only very weakly with that of the most tightly bound states. Most of the
main features like the low intensity pocket around X and the butterfly shaped
high intensity around the K-point are revealed by both techniques. However,
obvious differences are also present, particularly at higher momenta, e. g. for

|p| > 2a.u., where 2D-ACAR hardly reveals any anisotropy, again due to the
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Figure 6.8 2D-LCW of the reconstructed (DIM) Compton spectrum (top left) and
the 2D-ACAR spectrum (top right). 2D-LCW calculated from the radial anisotropies

of the reconstructed (DIM) Compton spectrum (bottom left) and the 2D-ACAR
spectrum (bottom right).

small overlap of the wavefunctions of positrons and (core) electrons.

For a further comparison, the spectra are back-folded into the first Brillouin
zone [LCW73|. The Compton LCW is normalized, so that the integral over
one Brillouin zone equals 18 valence electrons and a constant (k-independent)
contribution of 28 core electrons is added, since Compton scattering probes
every electron equally. Although this normalization is not technically valid
for the TPMD measured by 2D-ACAR, the LCW is also normalized in the
same way for easier comparison. In the upper half of Fig. 6.8, the LCWs of
the experimental 2D-EMD and 2D-TPMD are shown on the left and right
side, respectively. In contrast to the Compton experiment, the 2D-ACAR
spectrum does not show a dip in the center of the Brillouin zone. This is not
expected from positron enhancement effects because the difference between
the theoretical calculation including positron enhancement and the calculation
using the IPM suggests a reduced intensity at the projected I'-point (see figure
6.9). We attribute the increased LCW back-folded density at low momenta

to a contribution of positrons annihilating in vacancy-type defects. As shown
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Figure 6.9 Difference between the TPMD calculation including enhancement (Drum-
mond model [DLRNP11|) and the IPM calculation in the reduced zone scheme.

by Dugdale and Laverock [DL14]|, the FS information can still be recovered by
instead back-folding the radial anisotropy to the first Brillouin zone instead of
calculating the LCW from the full density. This is shown for Compton data
(left) and 2D-ACAR data (right) in the lower half of Fig. 6.8. As depicted, the
LCW of the back-folded anisotropies agree very well over the whole Brillouin

zone, including the zone center.

To get a more quantitative comparison between 2D-ACAR and Compton
scattering, 1D projections of the the 2D-ACAR measurements along the I'-K
and I'-X directions are retrieved by summation of the [011] projection along
the horizontal and vertical measurement directions, respectively. In order to
visualize details of anisotropic features of the distributions more clearly, the di-
rectional differences of the two 1D profiles are calculated. The results are shown
in figure 6.10 for Compton and 2D-ACAR measurements as well as for the
EMD and TPMD (IPM and including enhancement) calculations. First, com-
paring the results of the DFT calculations, as expected, we can see significant
differences between EMD and TPMD, which can be attributed to the influence
of the positron. The same holds true if we compare the ACAR and Compton
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Figure 6.10 Directional differences between 1D projections along I'-X and T'-K of the
Compton and 2D-ACAR experiments (purple and red points, respectively), together
with the calculated (lines) EMD (blue) and TPMD, calculated with (brown) and
without (yellow) positron enhancement. The calculated profiles are convolved with
Gaussian functions accounting for their respective experimental resolutions. For every
fourth experimental data point, error bars show the statistical error of one standard
deviation.

measurements, especially in the region from 1 to 2.2 a.u.. Furthermore, we can
clearly see an enhancement effect on the TPMD calculations by comparing the
results from the IPM and the calculation using the Drummond enhancement
model. Comparing experimental data to theory we see that the Compton
experiment is very well described by the calculated EMD. The 2D-ACAR
data is not equally well described by either of the two TPMD models over
the whole momentum range. At low momenta and around 1.6 a.u. the data is
better described by the IPM, while, at other momenta, the Drummond model
seems to deliver the better approximation. This clearly shows how strongly
TPMD calculations and 2D-ACAR experiments are influenced by positron wave
function and enhancement effects that make theoretical modelling of positron

spectra more difficult compared to Compton profile calculations.
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6.4 Conclusion

We performed Compton scattering and 2D-ACAR measurements on a high-
quality Pd single crystal in order to compare the results from both experiments
and reveal the influence of positron probing effects on the measured electronic
structure. In order to allow a reliable comparison of the 2D projections of the
TPMD from 2D-ACAR with 1D Compton profiles, a new, direct reconstruction
technique was developed for the 1D-to-2D reconstruction of Compton data.
Our DIM algorithm uses the direct inversion of linear matrices and is a general
case of Thikonov regularization to solve the reconstruction problem. The results
from the DIM agree well with a reconstruction by the well-known CM method.
Even if the new approach is computationally more demanding than the CM,
with modest computational power, the DIM algorithm still enables an efficient
method to get a high quality reconstruction of the 2D electron momentum
density.

Differences between theory and experiment in the LCW back-folded spec-
tra support earlier findings by dHvA experiments that the DFT calculations

underestimate the size of the so called a-orbit.

In order to analyze the influence of positron probing effects on the deter-
mination of the electronic structure, first-principles calculations of the EMD
and TPMD were performed. For the TPMD, clear differences between both
models (namely, the IPM and the Drummond enhancement model) can be
found, however, neither are fully capable of describing the experimental data

over the whole momentum range.

A huge advantage of 2D-ACAR is the direct measurement of a 2D projection
of the TPMD compared to a 1D projection of the EMD measured in Compton
scattering. This drawback can be compensated by reconstruction of the 2D
information from 1D Compton profiles along different directions. Although in
this work an efficient reconstruction technique was used, the data treatment
including the reconstruction of the 2D spectrum needed in Compton scattering
is much more demanding compared to 2D-ACAR. Besides the fact that Comp-
ton scattering is practically insensitive to vacancy-type defects, the biggest
advantage of Compton scattering is the much simpler calculation of theoretical
spectra, compared to the calculation of 2D-ACAR spectra in which enhance-
ment and positron wave function effects, which are difficult to calculate, might

play an important role. This can be clearly seen in the directional differences
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between the EMD and TPMD calculations, as well as the convincing agreement

between EMD and Compton measurements.






Chapter 7

Fermi Surface Modeling of
Light-Rare-Earth Hexaborides

The experimental work of the study presented in this chapter was conducted
by the author while the theoretical calculations were done by collaborators
from the University of Halle-Wittenberg, University of Bristol and University
of Augsburg. The main part of this chapter was recently published elsewhere
[KLB*21].

The rare-earth hexaborides (RBg, R=La, Ce, Pr, Nd, and Sm) provide an
interesting subject for experimental and theoretical studies because of a wide
variety of macroscopic properties. Within those compounds, LaBg is considered
as the reference non- f-electron system, CeBg is a Kondo lattice - heavy fermion
system, whereas PrBg and NdBg are local-moment magnetically ordered metals.
Among these compounds, SmBg is considered to be a "topological Kondo
insulator" [DSGC10] due to the narrow hybridization band gap that opens at
the Fermi level. In Kondo materials [Kon64|, which are materials showing a
resistance minimum at low temperatures, the width of this hybridization band
gap is described by the Kondo temperature Tk . All of those features of the
rare-earth hexaborides are usually ascribed to the particular role played by their
4 f-electrons [DFOT97, Ris00|. For the theoretical modeling of such systems,
the unfilled 4 f-states are a challenging problem for an accurate description
of the electronic structure of rare-earth compounds. Usually the 4f levels
are treated as core states even if they often overlap with the non-4f broad
bands and form narrow resonances. A proper description, however, requires
inclusion of the 4 f-states in valence bands where these states are also subjected
to a strong on-site Coulomb repulsion. A simple theory that can capture this

strong on-site Coulomb repulsion for 4f orbitals at the mean-field level is the
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LDA(+U) approach [AAL97|. Another important ingredient in the physics
of the rare-earth compounds is the presence of significant spin-orbit coupling,
which fortunately can be included on an equal footing with strong on-site
Coulomb interactions, which is modeled by the so-called Hubbard U. The
recent theoretical models beyond the LDA, such as the GW method, which
approximates the self-energy of a many-body system by a product of the single
particle Green’s function (G) and the screened Coulomb interaction W [AG9S|,
or dynamic electronic correlations such as DMFT [KV04, KSH*06], however,
are difficult to use in case of multiorbitals (like 4f) and strong spin-orbit
coupling.

In DFT calculations for SmBg [CDCT15] topologically non trivial phases
were found, which can be ascribed to the band-character inversion due to the
spin-orbit coupling between the rare-earth 4f/5d states situated around the
Fermi level Ep. This can be understood as in general, some of the 4 f-bands of
the rare-earth elements are located close to Ex, and are crossed by the more
dispersive 5d band. The finite spin-orbit coupling splits these crossings and
opens a gap. Also in other rare-earth hexaborides it was searched for such
effects [HJ20]. The effects due to a finite Hubbard interaction, U, were also
investigated for Sm-4f and it was found that the topological features in SmBg
are insensitive to the values of on-site Coulomb interaction. The latter, however,

plays a crucial role in the other isostructural hexaborides [HJ20].

This study focuses on the electronic properties of two members of the RBg
family, namely LaBg and CeBg. Although the f-shell of La is empty while
Ce has a single f-electron and CeBg exhibits a far richer phase diagram
than LaBg, undergoing several different magnetic phase transitions, dHvA
measurements [JVRC187] yielded similar F'S features for both CeBg and LaBg.
The FS of CeBg consists of large "ellipsoid" pockets around the X points
of the BZ, whereas the states around the zone center (I'-point) are shifted
away by band-renormalization effects leading to a hole pocket [NABT15|. The
first-principles calculations agree with the experimental results around the
X-points but fail to capture the strongly renormalized electronic states around
the I'-point [NAB*15]. The dHvA measurements [JVRCT87] at temperatures
T < Tk below the Kondo temperature can be brought into accordance with a
model in which f-electrons do not contribute to the Fermi volume. Above the
Kondo temperature T' > T, in the paramagnetic phase, dHvA measurements
and 2D-ACAR results were also in agreement in the case of CeBg [JVRCT87].
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Results of the 2D-ACAR experiments on LaBg were reported earlier in the
literature [BADT97, BFD"97|, where the analysis in terms of the back-folded
momentum densities were conducted. 3D reconstruction of the FSs using
2D-ACAR projections was also reported [BMKS'01], and contrary to the
electronic structure calculations, the strong hybridization between B-p and
La-d states (f-states are unoccupied) that produced additional FS sheets was
not detected in the experiment.

The two compounds, LaBg and CeBg, are investigated with 2D-ACAR spec-
troscopy and first-principles DFT calculations [HK64, JG89, Koh99, Jonl5|.
The experimentally determined and theoretically calculated momentum den-
sities of LaBg are analyzed by means of radial anisotropies in the extended
momentum p space Furthermore, the data was LCW backfolded into the
crystal-momentum k space to identify the different FS features. Additionally,
possible similarities between the theoretical spectra with the isostructural CeBg
are also discussed. For the CeBg compound, in the absence of recent exper-
imental measurements, the effects of the different U values of the Hubbard
interaction and diverse double-counting schemes of the LDA+U method are

studied theoretically.

7.1 Methods

7.1.1 Experimental Details

The crystal structures (see figure 7.1) of RBg belong to the simple cubic CsCl
structure type (Pm3m), with lattice constant a = 4.1569 A and a = 4.1391 A,
for LaBg and CeBg, respectively. The rare-earth atoms occupy the corner
of the unit cell, corresponding to the 1a(0,0,0) Wyckoff site, whereas the B
atoms are located at the octahedral sites in the body-centered position at the
6£(0.5,0.5, z) Wyckoff sites, where z is 0.2011 for CeBg [TO02] and 0.1996 for
LaBg [CATT04].

The LaBg sample used in the 2D-ACAR experiment was a cuboid-shaped
high-quality single crystal of 10 x 5 x 2mm? size provided by N. Shitsevalova
of the National Academy of Sciences of Ukraine. It was grown by the vertical
crucible-free inductive floating zone melting in argon gas atmosphere. The grown
crystal was characterized by Laue backscattering, optical spectral analysis, X-

ray diffraction, and density measurements. The surfaces of the plate were
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Figure 7.1 Crystal structure of the rare-earth hexaborides RBg. The rare-earth atoms
are shown in blue; the boron atoms at the octahedral sites in brown (created using
VESTA [MI11]).

polished with diamond powder. More details on the preparation are given in
the appendix. The 2D-ACAR measurements were carried out at 15 K to reduce
the contribution of the thermal motion of the positron and the positrons were
guided onto the sample by a magnetic field of 1.2T at the sample position.
2D-ACAR projections along the high-symmetry [110], [001], and [111] directions
within the (110) plane were measured and for each spectrum, more than 9 x 107

events were collected.

7.1.2 Electronic Structure Calculation

Electronic structure calculations were carried out by our collaborators (see
above) using the ELKcode [DSNT|, which is an all-electron full-potential
linearized augmented plane-wave (LAPW) code for determining the properties

of crystalline solids.

TPMD Calculations

For the calculations of the TPMDs the valence electron configuration for the
rare-carth atoms (La=Ce) was 6s6p5d4 f, whereas the valence electrons of
B were located in the 2s and 2p orbitals. The self-consistent calculations
were carried out using the LDA exchange-correlation functional parameterized

by Perdew and Wang [PW92|. The k-summations were conducted using the
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tetrahedron method, with a 20 x 20 x 20 k-mesh in the irreducible part of
the BZ, and convergence was achieved in total energy with an accuracy of
better than 1 x 10~° Ry. For the detailed FS calculations, a significantly larger
80 x 80 x 80 k-mesh was used.

The DFT can be generalized to electron-positron systems by including the
positron density in the form of the two-component DFT [BanN86, PN94|,
where the positron was considered to be thermalized and described by a state
with p, = 0 with s-type symmetry at the bottom of the positronic band. The
photons resulting from the electron-positron annihilation carried the momentum
of the annihilated pair, up to a reciprocal lattice vector, reflecting the fact that
the annihilation took place in a crystal. Hence, an electron with a transverse
wave vector k contributes to the spin-resolved TPMD, p? (p), not only at
p = k (normal process) but also at p = k + G, with G being a vector of
the reciprocal lattice (Umklapp process). In the LDA(+U) framework (details
below), the TPMD p (p) was computed directly with the spin-resolved versions
of equations 3.33 and 4.3. The 2D-ACAR spectra were calculated according to
the method described in the study by Ernsting et al. [EBH"14]. These TPMDs
were calculated to a maximum momentum of 6 a.u. and the enhancement factor
v(z) (see chapter 3.3.6) accounted for the electron-positron correlations. Here
two approaches for the treatment of the enhancement were used. Firstly, the
IPM (y(x) = 1) and secondly the Drummond parametrization [DLRPN10,
DLRNP11], which considers the momentum and energy dependencies and a

separate treatment of f and d states in comparison with the s and p states.

LDA+U Calculations

Among the most frequently used techniques to include short-range Coulomb
interactions between the electrons in the frame-work of DFT are the self-
interaction-corrected local-spin-density approximation (SIC-LSDA) [PZ81] and
LDA+U [AAL97|. In particular, LDA+4U calculations are computationally less
demanding and hence can be easily used for systems with unit cells consisting of
a considerable number of atoms. Therefore, in this study the rationally invariant
formulation of the Coulomb interaction between the valence electrons was used
[AAL97|. Furthermore, its flexibility allows a systematic study of effects of the
on-site repulsion U, on the ground-state properties such as equilibrium lattice
parameter, magnetic moment, and - in the current work - 2D-ACAR spectra.
The orbital-dependent LDA+U functional used in the present work is given by
[AAL9T7|
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U—-J
Erpatv = ErLpa + Y Z [trp” —tr(p”p”)] . (7.1)

(e

Here, p? is the density matrix for the f-states and should not be confused with
the TPMD. U and J are the local Coulomb and exchange Hund’s parameters.

The lack of a diagrammatic expansion of the DFT total energy makes it
difficult to model the effect of the local Coulomb interactions beyond the effects
already captured by the exchange-correlation functionals. Here possible double
counting of such effects have to be considered. Therefore, several schemes have
been proposed for different kinds of materials, to avoid this double counting.
One of them is the mean-field approximation to the Hubbard correction, the
so-called fully localized limit (FLL). This formulation of the double-counting
term mimics an expansion of the electronic energy around the strongly localized
limit, by considering each localized (e.g. atomic) orbital as either full or
completely empty, and thus tends to work quite well for strongly correlated
materials with localized orbitals. However, for metals or "weakly correlated"
materials for example, the excessive stabilization of occupied states due to the
"+ U" potential may lead to unphysical results. In weakly correlated metals like
FeAl, e.g., this can lead to the enhancement of the Stoner factor [PMCLO03|. A
different double-counting scheme, the around mean-field (AMF), was introduced
in the study by Czyzyk et al. [CdzS94| and further developed in the study by
Petukhov et al. [PMCLO3]. In the present study, the AMF double-counting
scheme failed to produce the correct position of the 4f bands; therefore, FLL

double counting was used in all presented results.

7.2 Results and Discussion

7.2.1 LaBg: Experiment and Theory

To compare experimental and theoretical data on LaBg in the p-space, the radial
anisotropy pPaniso (Pz» Py) is calculated, to emphasize the spectral contribution
from electrons near the Fermi level. Figure 7.2 shows the radial anisotropy
for all three measured projections (from left to right (110),(001), and (111))
in the upper half and the corresponding theoretical calculations in the lower
half of the plots. The calculated results are for the momentum distributions

with IPM (left) and Drummond enhancement (right). As the experimental
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Figure 7.2 Radial anisotropy of measured and symmetrized LaBs ACAR spectra
(top) and theoretical spectra calculated in the IPM (bottom left) and with the
Drummond enhancement (bottom right). The spectra from first-principle calculations
are convolved with a Gaussian accounting for the experimental resolution of 0.60 mrad.
The borders of the projected first BZ (gray lines) in a repeated zone scheme are shown
in all plots. From left to right, (110), (001), and (111) high-symmetry projections.

data are symmetrized according to the crystal symmetry, the theoretical data
are convolved with an isotropic Gaussian with an effective resolution of gey, =
0.60 mrad calculated as the quadratic mean of the experimental resolutions

given in section 4.1.3.

Overall, a very good agreement between theory and experiment was obtained.
The theoretical calculations were able to reproduce the dominant features
of the experimental data, which is especially fulfilled for the four-fold and
sixfold symmetric projections. Some minor differences can be seen in the (110)
projection. Particularly, the weight distribution in the region between —5 to
S5mrad on both axes shows a significant departure between the theory and
experiment. However, the high-intensity positive signal along [110] direction
at about 8 mrad is well reproduced. The better agreement between the theory
and the experiment for the (001) and (111) projections can be attributed to
the higher point symmetry of these directions. In all experimental projections,
the anisotropy profiles are slightly stretched out within the plane. Even if
the differences between the IPM and Drummond model are marginal, similar
behavior is also observed when the Drummond enhancement is included in the
computation. However, the radial expansion of the profile is not sufficient to

match the observed stretching in the experimental measurement.

Figure 7.3 shows the LCW back-folded data, experiments as well as theory,
and is organized according to the structure of figure 7.2. The top part of each

plot shows the k-space experimental 2D-ACAR spectrum, whereas the bottom
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Figure 7.3 LaBg LCW back-folded k-space density of the ACAR measurements (top)
and the theoretical calculations in the IPM (bottom left) and the Drummond model
(bottom right). The spectra from first-principle calculations are convolved with a
Gaussian accounting for the experimental resolution of 0.60 mrad. The borders of
the projected first BZ (white lines) in a repeated zone scheme are shown in all plots.
From left to right, (110), (001), and (111) high-symmetry projections.

part is split between the calculated results using IPM (left) and Drummond
enhancement (right), convolved with the experimental resolution function.
The measured and calculated LCW back-folded spectra show an overall good
agreement. The (001) and (111) projections show the expected features of the
F'S topology (see figure 7.4). In the (111) projection, the sixfold rose structure
around the I'-point becomes apparent. As expected from the calculated FS,
there is no density at the I'- and R-point in the BZ. Note that one can
not see the hole space around the I'-point in the (001) projection, as it is
covered by the "ellipsoids" along the [001] direction. While the theoretical
calculations explicitly reproduce the "ellipsoid" structure in (110) projection,
the experimental (110) projection shows stripes along [110] direction. The
latter can be also attributed to the observed substantial discrepancies between

the theory and experiment in the radial anisotropy (see figure 7.2).

7.2.2 Fermi Surface Modeling

The FS of LaBg is shown in figure 7.4 in the simple cubic BZ where the
high-symmetry points are I' = [0,0,0], X = [1/2,0,0], M = [1/2,1/2,0], and
R = [1/2,1/2,1/2]. The FS of LaBg consists of a set of equivalent "ellip-
soids" centered at the X-points and connected by necks which intersect along
¥ (I' — M) direction. In the panels (b) and (c) in figure 7.4, we show a cross
section in the I' — X — M-plane (kpgo) = 0 plane). The DFT (LDA) FS calcu-

lation for SmBg with a downward shift of the Fermi energy is presented in the



7.2 Results and Discussion 107

CeBg, U =6eV

Figure 7.4 FS in the first BZ from first-principle LDA calculations for LaBg (a) and
LDA+U calculation with U = 6¢eV for CeBg (d). I' = X — M cross section ([010]-[001]
cut) of FS for LaBg (b) and CeBg (c), respectively. On plots (c) and (d), the FS
sheets of CeBg for two different spin projections are depicted in the left and the right
half of the plots, in blue/orange and deep sky blue/red colors, respectively. The
borders of the first BZ (gray lines) and high-symmetry points (I', X, M, and R) are
shown on all plots as well.

study by Tan et al. [THZ"15] and has a FS similar to that of LaBg, as shown
in figure 7.4. The angular variations of the dHvA frequencies and the disap-
pearance of oscillations in some angular regions have been recently discussed
for both SmBg and LaBg [THZ15]. These quantum oscillation frequencies
identify the so-called «,~,e branches associated with FS regions visible in
the I' — X — M plane, see figure 7.4. The a-branches were associated with
the ellipsoids centered at the X-point. As one can see, the nearest-neighbour
ellipsoid F'S pieces touch along the I' — M line and connect through the small
distorted circular shape neck, building up a multiple connected FS. Both the ~
and e-orbits are hole-like orbits and are centered around M-point and I'-point,
respectively. According to the dHvA frequencies the angular region for the
hole-like 7- and e-orbits is significantly larger in SmBg than in LaBg which may
be the cause of different physical properties of these two compounds. From
our calculations we can compare linear dimensions of the FS features to both
previous computations and the present experimental data. The corresponding
values are 0.848, 0.668, and 0.624 for the X —I', X — M, and X — R directions,
respectively, as a fraction of the BZ size. Our results agree with the previous
results reported in the literature [BMKS*01].

In a next step, the FS linear dimension are determined from the experi-
mental data [BMKST01, LWC16]. Taking into account a finite experimental

resolution, the electron-momentum density is modeled with prolate ellipsoids
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with equatorial radius R., and polar radius R, centered at the X points in

reciprocal space and pointing toward the neighbouring I' points:

(k—G) xb]* |(k—G—b;/2) b]?
F(k;Requpl) = ZZ@ (1 — 2 ‘b2’ — R21|b2| .
G b eqlYi plIY

k3

(7.2)

Here, O(-) is the Heaviside step function and summation is over reciprocal
lattice vectors G' and reciprocal primitive vectors b; € bpiog], bjo10], bjoo1]- Adding
a flat background TPMD due to fully occupied bands described by a third
parameter Fi.., projecting along the given direction and convolving with the
anisotropic Gaussian kernel that models the experimental resolution, the result-
ing simulated projections are fitted to the correspondingly normalized LCW
back-folded data for all measured projection directions by varying the three
free parameters. From that 2R., = 0.662 £ 0.002 and 2R, = 0.952 4+ 0.002
in units of the reciprocal lattice constant are obtained, where the reported
uncertainties are statistical precision due to counting noise. The equatorial
diameter R, agrees well with the calculated X — M length of 0.668, whereas
the length along the X —I' direction is about 12 % larger than the theoretically
predicted value. This difference is attributed to positron wave-function and/or
electron-positron correlation effects, as both are neglected in the LCW theorem
[LCW73]. The determination of the equatorial diameter seems to be much less
influenced by this effects as it is directly accessible in particular in the (001)
projection, where the contrast between the filled ellipsoids and the background
density is large. From figure 7.4 (a) it should be clear that there is no projection
direction that would afford an unobstructed view on the polar termination of
the ellipsoids. Thus, a larger band weight of the conduction and/or core bands

toward I' would necessarily result in an overestimated R2.

As the X — M — R cross section of the FS shows fourfold deviations from
circular symmetry, the model was extended to an ellipsoid cross section cor-
responding to a "squircle" to detect such deviations from a circle. However,
this modification worsened the agreement between model and experimental
data. One explanation would be, that either a better experimental resolution
would be required to detect those deviations or contradicting the theoretical

prediction the deviation from a circular cross section is smaller than predicted.
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Figure 7.5 Unconvolved radial anisotropy of the calculated ACAR spectra for LaBg
(upper left) and CeBg for U = 0 (upper right), U = 4eV (bottom left), and U = 6eV
(bottom right). Results correspond to LDA (LaBg and CeBg U = 0) and LDA+U
(the rest) calculations with the Drummond parametrization of the electron-positron
enhancement factor. The borders of the projected first BZ (gray lines) in the repeated
zone scheme are shown in all plots. From left to right, (110), (001), and (111)
high-symmetry projections.

7.2.3 CeBg: Theory

This section on the theoretical calculations on CeBg is included in this work for
the sake of completeness of our study on the rare-earth hexaborides. However, it
should be clearly stated here that the main work on this section was performed

by our collaborators from the theory side and corresponds basically to section
3.2 of the joint publication [KLB*21].

The DFT band structure of CeBg produces the manifold of Ce-4 f orbitals
in the close vicinity of the Fermi level. According to the experimental study
of Neupane et al. [NAB*15], they have to be located at around 2eV in the
conduction band. Therefore, for the FLL limit, a reasonable parameter for the
effective Coulomb interaction would be U = 4eV. The band structure and
the density of states (not shown) in the ferromagnetic states are characterized
by dispersive 5d- and flat 4 f-bands along the M — X — M and X — ' — X
directions. The flat bands are purely built from Ce-4f states. The dispersive
5d band around the X-point is situated at 2eV below Ep and touches the
B-2p states at the I' point. The position of these bands agrees fairly well with
experiments [NAB*15, KHK*16].

Figure 7.5, presents the results for the calculated radial anisotropy of the
2D-ACAR spectra of LaBg compared with CeBg. While the electronic cal-
culations for LaBg were done using DFT only, for CeBg, LDA+U was used.

The value of U was varied between 0 and 6eV. Here, the results for the
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Figure 7.6 Unconvolved LCW back-folded k-space density of the calculated ACAR
spectra for LaBg (upper left) and CeBg for U = 0 (upper right), U = 4eV (bottom
left), and U = 6eV (bottom right). Results correspond to LDA (LaBg and CeBg,
U = 0) and LDA+U (the rest) calculations with the Drummond parametrization
of the electron-positron enhancement factor. The borders of the projected first BZ
(white lines) in the repeated zone scheme are shown in all plots. From left to right:
(110), (001), and (111) high-symmetry projections.

extreme U values as well as an intermediate value of U = 4eV are shown.
The corresponding LCW back-folded k-space densities are presented in figure
7.6. One can clearly see the similarity between LaBg and CeBg, U = 4eV
and 6eV spectra. This can be attributed to the on-site Coulomb repulsion
(Hubbard U), which pushes unoccupied 4 f manifold above the Fermi level and
localizes the remaining filled 4 f-orbitals. The localization of a single electron
in the 4 f-orbital causes the fully ferromagnetic ground state with the magnetic
moment of about 1 ug.

The shown spectra agree with the 2D-ACAR measurements presented in the
study by Biasini et al. [BFD'97] for both structures (LaBg and CeBg). In
particular, the LaBg spectra are similar to CeBg for U = 4eV and 6eV in all
shown high-symmetry projections. This can be explained by the localization of
the 4 f-orbital position on the energy scale being pushed further below the Ep
with increasing values of the Hubbard U parameter.

On the central panel of the LCW back-folded unconvolved data in figure
7.6 ((001) projection), the FS "ellipsoids" in [100] and [010] directions can
be identified. The rounded-square cross sections of the same ellipsoids along
the [001] direction also becomes apparent. This demonstrates that the high-
resolution 2D-ACAR spectra can be used to deduce bulk FS features of the RBg
family of compounds, which also includes 4 f-valence electron bands. However,
the availability of high quality single crystals of the RBg family is a limiting

factor.
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7.3 Summary and Outlook

The study of the electronic structure of light rare-earth hexaborides was moti-
vated by the unusual features found in this family of compounds. The definition
of SmBg as a interaction-driven topological insulator [DSGC10, DXGC16], for

example, is largely accepted.

The accuracy of any specific electronic structure model can in principle
be assessed by comparing computed 2D-ACAR spectra with the correspond-
ing measurements. Thus, in the present study, 2D-ACAR measurements on
single-crystalline LaBg along three high-symmetry directions were performed.
The experimental spectra in both p- and k-space were compared with LDA
calculations and showed good agreement. In particular the quantitative results
extracted from the experiment agree excellently with the corresponding the-
oretical values of the FS along X — M and X — R directions. In the X — T’
direction, however, a larger value as theoretically predicted was determined,
which is attributed to positron wave function and/or enhancement effects and

to the fact that this direction is experimentally not directly accessible.

For another member of the rare-earth hexaboride class, the CeBg compound
with 4f-states in the valence band, in absence of the recent experimental
measurements, the LDA+U method has been applied with different values
of the Hubbard parameter U. The two compounds, LaBg and CeBg, exhibit
a metallic ground state, involving predominantly conduction electrons with
low residual resistivity, and are characterized according to the DET (LDA)
calculations by a multiple-connected F'S of distorted ellipsoids. Band structure
calculations for these metallic compounds showed that these types of "ellipsoids"
are universal FS features for these materials. In addition, the same types of
calculations revealed similar features for SmBg, when the Fermi level is shifted
by hand from the computed position, which is in the gap, either up in the

conduction bands or down in the valence bands [THZ*15].

The experimental and theoretical results show that the "ellipsoid" cross
sections (a-orbit) and neck sizes increase and hence, 7 and ¢ hole orbits of
LaBg andCeBg are significantly reduced in size in comparison to SmBg. This
supports the findings from dHvA measurements that both, LaBg and CeBg,
are topological trivial but correlated materials. Therefore, as a complementary
approach to the present LDA(+U) treatment of LaBg and CeBg, DMFT, in

which the role of the crystal electric field becomes apparent, as it is able to take
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into account the full local correlation effects and its extensions also including
intersite correlations, could be considered.

Finally it can be concluded, that the study of the RBg with respect to their
electronic structure remains a highly interesting topic. Therefore, 2D-ACAR
measurements on other compounds of the RBg family would be extremely
beneficial, to benchmark theoretical findings against measured data. However,
those measurements are strongly limited by the availability of high quality
single crystals, as their growth in the millimeter range (& > 5mm) is a very

demanding process.



Chapter 8

Conclusion and Outlook

This work was focused on two experimental techniques namely 2D-ACAR
and Compton scattering, which both measure the bulk electronic structure of
materials in momentum space. Pd was measured by both techniques and a
novel reconstruction algorithm was implemented in order to enable a profound
comparison of the experimental results. Furthermore, the electronic structure
of the rear earth hexaboride LaBg was measured by positron annihilation and
compared to theoretical calculations. Towards the end of this project the
sample holder of the 2D-ACAR experiment at TUM was upgraded in order to
simplify the alignment of the experiment and to reach temperatures as low as
10K.

Upgrade of the 2D-ACAR setup

The sample holder, which enables measurements below room temperature was
replaced by an upgraded version. This new version significantly minimizes
the effort for the alignment of the setup. Furthermore, it was shown by finite
element method (FEM) simulations that temperatures in the range of 10 to 15 K
should be reachable. Additionally, the angular positioning of the samples was

simplified by allowing the rotation of the sample by a programmable interface.

Novel reconstruction algorithm

In order to compare results from Compton and 2D-ACAR measurements a
novel reconstruction algorithm was implemented. The so-called direct inversion
method (DIM) uses direct inversion of linear matrices and a general case of
Thikonov like regularization functionals in order to reconstruct higher dimen-

sional densities without iteration. This kind of functionals additionally enables
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the reconstruction of only the anisotropic signals as both, positive and negative
densities are allowed. This was shown to be highly beneficial in Compton
scattering were contributions from core states (which are mostly isotropic)

persist up to high momenta.

ACAR and Compton on Pd

In total ten Compton profiles and five 2D-ACAR projections have been mea-
sured for Pd and were compared to first-principle EMD and TPMD calculations.
The comparison of 2D-ACAR and Compton scattering clearly revealed specific
strengths and drawbacks of the two techniques. The data treatment in ACAR
is straight forward in contrast to a comparably demanding multi step process in
Compton scattering. On the other hand the theoretical calculation of Compton
profiles is well established, while the exact influence of the positron probing
effects on the EMD are still not completely understood. Still nowadays the
existing enhancement models are not fully capable to theoretically predict the
TPMD. However, the comparison of experimental results from both techniques
and the corresponding theoretical calculations support the underestimation of

the so called dHvVA a-orbit by first principle calculations.

Rare Earth Hexaborides

Three high symmetry projections of LaBg were measured and compared to
theoretical calculations. This comparison as well as theoretical LDA+U calcu-
lations on CeBg with varying electronic correlation strength, suggest that both
LaBg and CeBg, are topologically trivial but correlated metals. Therefore, it
can be stated that future studies with DMFT, which takes into account the
full local correlations starting from itinerant (valence) 4 f-states, will provide a
suitable description of the electronic structure of the rare-earth hexaborides.
Furthermore, the FS of LaBg was modeled from the measured data. The agree-
ment to the theoretical prediction was excellent along the X — M and X — R
directions. Along the X —I' direction the theoretical prediction underestimated

the experimentally found length of the F'S ellipsoid by around 12 %.

Future Work

Both experimental techniques, 2D-ACAR and Compton scattering have shown

their great potential for the investigation of the electronic structure. The main
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drawback of Compton scattering lies in the demanding data analysis process.
For example, the saturation correction could highly benefit from changes in the
standard experimental procedures. An option might be the determination of
the saturation effect from measurements with varying beam intensities instead
of measurements with different camera exposure times.

The main goal for the future development of the 2D-ACAR setup is the
increase of the experimental resolution. This could be achieved by either
increasing the detector-sample distance, improving the position resolution of
the detectors or the reduction of the beam spot size. This would enable further
in-detail investigation of the F'S of materials like the rare-earth hexaborides.
However, the availability of large high quality single crystals always remains a
challenge.

Another important step to extend the usability of 2D-ACAR to the inves-
tigation of layered systems or the evolution of the electronic structure from
surface to bulk will be the transfer to the experimental east hall and the
connection to the high positron source NEPOMUC. This will open completely
new applications for positron annihilation physics like the investigation of the

electronic structure in thin films.






Appendix

Preparation of the LaBg single crystal

The following information on the preparation of the LaBg single crystal was
provided by Natalya Shitsevalova from the National Academy of Sciences of
Ukraine.

The LaBg single crystal was grown by a crucible-free inductive floating zone
technique with a "Crystal-111A" special unit at the Institute for Problems of
Materials Science, National Academy of Sciences of Ukraine (Kyiv). The source
LaBg sintered rod for melting was prepared from the powder synthesized by a
borothermal reduction of the lanthanum oxide at 1900 K in vacuum according

to the routine solid-state reaction:
LayO5 + 15 B — 2LaBgz + 3BO?T

A small excess of boron (3wt%) was introduced into the initial charge to
compensate for possible boron losses due to its high vapor pressure at the
synthesis temperature. The basic substance content in the initial La,O3 oxide
was 99.997 wt% and the content in the amorphous natural boron was higher
than 99.5wt%. The highly volatile impurities presented in boron were deleted
during the synthesis procedure and, after that, in the zone melting process.
In the grown crystal the amount of impurities does not exceed 1 x 1072 wt%
(except for rare earth) according to the optical spectral analysis. Rare earth
impurities are determined by the purity of the initial lanthanum oxide, the total
content of accompanying rare earth impurities did not exceed 2 x 1072 wt%.

Zone melting is carried out in a closed chamber under the pressure of high-
purity argon (volume fraction of argon is not less than 99.993 %). Preliminary
the chamber is pumped out to 0.1333 Pa, then it is filled with argon up to
0.2 MPa and pumped out again, after which it is filled with argon to 0.1 MPa,
and the melting process begins. The crystal was grown with one pass, the

seed was fixed in the lower shaft and the feed rod in the upper shaft, and the
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Figure Al (a) LaBg Laue pattern of the [100] direction. The deviation from [100] is
approximately 2°. (b) LaBg Laue pattern of the [110| direction. The deviation from
[110] is about 1.5°.

linear velocities were 0.55 and 0.45 mm min~! for the growing crystal and the
feeding rod respectively. During the growth of the crystal, both the feed rod
and the growing crystal rotated in opposite directions at rates of 8 and 2 rpm,
respectively, which favored to a more uniform temperature distribution in the
melt zone and equalization of the crystallization front, reducing thermal and
mechanical stresses in the crystal. LaBg single crystal was grown with diameter
of about 6 mm and 50 mm in length. The oriented experimental sample with
dimensions 2 x 5 x 10 mm? was cut with an electric spark machine; its lateral
surfaces are polished with diamond powder. Laue patterns from their two
surfaces are presented in figure A1l. The absence of the reflexes splitting, i.e.
the mosaic structure, indicates the high quality of the single crystal. The lattice
constant from the crushed single crystal is equal to (4.156 & 0.031) A. The
hydrostatic density is (4.708 £ 0.002) gcm ™3, which is less than the theoretical
density 4.7118 gem 3. The formula composition of the crystal is LaBs g5 or
Lag.g99Bs in dependence on supposition of incompleteness of the boron or

lanthanum sublattice respectively.
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(C)DBS
1D

2D

3D

DBS
1D-ACAR

2D-ACAR

ACAR

AMF
ARPES
ART
bcc

BZ
CCD
CDBS
CM
CcT
DFT
dHvA
DIM
DMEFT

(Coincident) Doppler Broadening Spectroscopy
One Dimensional

Two Dimensional

Three Dimensional

Doppler Broadening Spectroscopy

One-Dimensional Angular Correlation of Electron Positron

Annihilation Radiation

Two-Dimensional Angular Correlation of Electron Positron

Annihilation Radiation

Angular Correlation of Electron Positron Annihilation

Radiation

Around Mean-Field

Angle Resolved Photoemission Spectroscopy
Algebraic Reconstruction Technique
Body-Centered Cubic

Brillouin Zone

Charge-Coupled Device

Coincident Doppler Broadening Spectroscopy
Cormack’s Method

Computed Tomography

Density Functional Theory
de-Haas-van-Alphen

Direct Inversion Method

Dynamical Mean Field Theory



v Abbreviations
DOS Density of States

DT Direct Fourier Transformation
EMD Electron Momentum Density
FBP Filtered Back-Projection

fcc Face-Centered Cubic

FEM Finite Element Method

FLL Fully Localized Limit

FS Fermi Surface

FT Fourier Transformation

GGA General Gradient Approximation
HKS Hohenberg-Kohn-Sham

IPM Independent Particle Model
LCW Lock-Crisp-West

LDA Local Density Approximation
MSF Momentum Sampling Function

NEPOMUC Neutron Induced Positron Source Munich

o-Ps
p-Ps
PALS
PAS
PLEPS
PMT
PSD
Ps
SIC-LSDA
TPMD
TUM

Ortho-Positronium

Para-Positronium

Positron Annihilation Lifetime Spectroscopy

Positron Annihilation Spectroscopy

Pulsed Low-Energy Positron System

Photo Multiplier Tube

Position Sensitive detector

Positronium

Self-Interaction-Corrected Local-Spin-Density Approximation
Two-Photon Momentum Density
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