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Abstract

Today’s challenges in production motivate the development of flexible production systems.
Larger product varieties are to be manufactured in a shorter time while using resources more
efficiently. The use of flexible robotic assembly systems is a promising part of the solution
to meet these requirements. In this context, robotic assembly systems have to deal with the
uncertainty about which products are demanded in the future and the uncertainties during
the actual execution of the physical manufacturing process. In this work, a planning and
execution framework for such a flexible robotic assembly system is proposed, which reduces
manual effort throughout the overall process chain and enables the efficient manufacturing
of individual products. The framework accepts specifications of desired products as input
and manufactures them without any further manual steps. An assembly planner is integrated,
which finds suitable task sequences. In order to solve the tasks, robotic skills are developed
that can be mapped to particular tasks in the sequences with a task classification approach.
These skills are implemented in a reusable and object-centric fashion such that they can be
applied in multiple situations. The manufacturing of one-of-a-kind products is successfully
demonstrated for structures made out of aluminum profiles with a varying number of parts
and various geometric configurations.

In general, the fact that each product has individual properties makes it impossible to optimize
for all possible cases beforehand. Therefore, the skills need to be able to deal online with
the present uncertainties. Here, the impedance-based compliant control of the considered
lightweight robot enables a robust and reliable assembly in the presence of uncertainties.
Additionally, in this work, it is demonstrated how intrinsic tactile sensing using joint torque
measurements enables an improved observation of the execution. In particular, a particle
filtering method is implemented with a focus on part localization during insertion tasks. It is
shown how heuristics inspired by probabilistic roadmap planning can improve observation
performance in such contact-rich tasks. The approach uses explicit models of the kinematics
and the contacts and thereby is suitable for industrial settings in which structured information
is available. A contact model known from haptic rendering is integrated, which is able to deal
with complex and non-convex geometries. Furthermore, methods for tracking moving objects
are proposed and evaluated, namely a constraint-based propagation model and a constant
velocity model. The developed observation methods allow the accurate online estimation of
uncertainties and thus enable the adaption of the task execution. For this purpose, an adaptive
motion generation algorithm is developed, which can be used to execute an assembly strategy
with respect to the currently estimated part poses. The motion generator is demonstrated with
an object-centric peg-in-hole skill. A further method developed in this work takes into account
the local shape of the relative configuration space between the parts to select the next best
motion toward the task goal. Overall, the methods for adaptive task execution developed in
this work enable reusing skills in various situations with uncertainties as required for flexible
robotic assembly.



Zusammenfassung

Die heutigen Herausforderungen in der Produktion motivieren die Entwicklung flexibler Pro-
duktionssysteme. Eine größere Produktvielfalt soll in kürzerer Zeit und mit effizienterem
Ressourceneinsatz hergestellt werden. Der Einsatz von flexiblen Robotermontagesystemen
ist ein vielversprechender Teil der Lösung um diese Anforderungen zu erfüllen. In diesem
Zusammenhang müssen Robotermontagesysteme mit der Unsicherheit umgehen können,
welche Produkte in der Zukunft nachgefragt werden, und mit Unsicherheiten bei der tatsäch-
lichen Ausführung des physischen Fertigungsprozesses. In dieser Arbeit wird ein Framework
zur Planung- und Ausführung für ein solches flexibles Robotermontagesystem vorgeschlagen,
welches den manuellen Aufwand in der gesamten Prozesskette reduziert und die effiziente
Herstellung individueller Produkte ermöglicht. Das Framework akzeptiert die Spezifikationen
der gewünschten Produkte als Eingabe und fertigt diese ohne weitere manuelle Schritte zu
erfordern. Es ist ein Montageplaner integriert, der geeignete Reihenfolgen der Aufgabenaus-
führung ermittelt. Zur Lösung der Aufgaben werden Roboterfertigkeiten entwickelt, die mit
einem Klassifizierungsansatz auf bestimmte Aufgaben in den Sequenzen zugewiesen werden
können. Diese Fertigkeiten sind wiederverwendbar und objektzentriert implementiert, so dass
sie in verschiedenen Situationen eingesetzt werden können. Die Herstellung individueller
Produkte wird erfolgreich für Strukturen aus Aluminiumprofilen mit einer unterschiedlichen
Anzahl von Teilen und verschiedenen geometrischen Konfigurationen demonstriert.

Die Tatsache, dass jedes Produkt individuelle Eigenschaften besitzt, macht es im Allge-
meinen unmöglich, eine Optimierung für alle möglichen Fälle in Voraus durchzuführen. Daher
müssen die Fertigkeiten in der Lage sein, während der Ausführung mit den vorhandenen Un-
sicherheiten umzugehen. Hier ermöglicht die impedanzbasierte Nachgiebigkeitsregelung des
verwendeten Leichtbauroboters eine robuste und zuverlässige Montage in Gegenwart von
Unsicherheiten. Darüber hinaus wird in dieser Arbeit gezeigt, wie eine intrinsische taktile Sen-
sorik, realisiert durch Drehmomentmessungen in den Gelenken, eine verbesserte Beobach-
tung der Ausführung ermöglicht. Insbesondere wird eine Methode mit einem Partikelfilter
implementiert, die sich auf die Lokalisierung von Bauteilen bei Fügeaufgaben konzentriert.
Es wird gezeigt, wie Heuristiken, die von der probabilistischen Roadmap-Planung inspiriert
sind, die Beobachtung bei solchen kontaktreichen Aufgaben verbessern können. Der Ansatz
verwendet explizite Modelle der Kinematik und der Kontakte und ist damit für industrielle Ein-
satzumgebungen geeignet, in denen strukturierte Informationen verfügbar sind. Hierbei wird
ein Kontaktmodell verwendet, welches aus dem haptischen Rendering bekannt ist, und das
in der Lage ist, mit komplexen und nicht-konvexen Geometrien umzugehen. Darüber hinaus
werden Methoden zum Tracking von bewegten Objekten vorgeschlagen und evaluiert, näm-
lich ein Systemmodell welches geometrische Randbedingungen einbezieht und ein Modell,
welches konstante Geschwindigkeiten in der Bewegung annimmt. Die entwickelten Beobach-
tungsmethoden erlauben die genaue Online-Schätzung von Unsicherheiten und ermöglichen
so die Anpassung der Aufgabenausführung. Zu diesem Zweck wird ein adaptiver Algorithmus



zur Bewegungsgenerierung entwickelt. Dieser kann verwendet werden um eine Montages-
trategie unter Berücksichtigung der aktuell geschätzten Bauteilpositionen auszuführen. Der
Bewegungsgenerator wird anhand einer objektzentrierten Fertigkeit für die Ausführung von
Fügeaufgaben demonstriert. Eine weitere in dieser Arbeit entwickelte Methode verwendet
die lokale Repräsentation des relativen Konfigurationsraums zwischen den Bauteilen, um
die nächstbeste Bewegung zur Zielerreichung der Aufgabe auszuwählen. Insgesamt er-
möglichen die in dieser Arbeit entwickelten Methoden zur adaptiven Aufgabenausführung die
Wiederverwendung von Fertigkeiten in verschiedenen Situationen mit Unsicherheiten, wie sie
für die flexible Robotermontage erforderlich sind.
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1 Introduction

Customized and one-of-a-kind products are everywhere. Examples are highly specialized
machines and devices, such as satellites and spacecraft. Typically, they are required only
for a single use or mission and are individually designed and manufactured. Even in the
high-volume car industry, the variants and available feature combinations are constantly rising,
making each car a unique product (Fig. 1).

Figure 1: Product variants and a custom choice of available equipment features make each individual
car a unique product.

Although a high rate of automation has been reached in specific processes, the production of
custom products mainly relies on human labor as the effort to automate infrequent processes
or processes under varying conditions exceeds the effort needed for manual execution.
Consequently, in this work, a framework for flexible robotic assembly is developed and
evaluated, together with methods to make robotic assembly adaptable to various situations,
and thereby reducing the manual effort in the process chain.
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Introduction

1.1 Motivation

Until now, industrial robots have mainly been used in mass production. Typical examples are
the automotive and the consumer electronics market, in which standardized products are
offered for low prices in high quantities. The traditional assembly line concept, established
from the early 20th century on by Ransom E. Olds and Henry Ford in the automotive sector
[May77, p. 192; For23, p. 81], is specialized in producing single types of products, which
are then offered for low prices to the customers. Thus, it became affordable for many people
to own complex products like cars and electronic devices and, therefore, to benefit from the
technical developments. In simple terms, increasing production volumes and standardization
enabled a cost-effective production. However, there are general trends that require more
complex and elaborate solutions, which are discussed in the following.

1.1.1 Challenges in Production

Modern societies express individuality in many facets, and therefore the demand for cus-
tomized products has increased over the last century. The term mass customization (MC)
was promoted to describe a concept that combines the demand for individual goods with the
efficiency of a high-volume production [Dav87; Pin93]. One solution at the product level is
the modularization of the product portfolio, for example, by applying product design methods
such as modular function deployment (MFD) [Eri98]. Nevertheless, as a consequence of MC,
the facilities and production methods need to be adapted as well in order to stay economically
feasible while addressing the individuality of a product. Having solutions applicable for multiple
use cases allows the production to become flexible with respect to the variety of products
manufactured in the same facility. Flexibility1 is therefore an important requirement for future
production systems.

Besides product variety, there are further factors that require greater flexibility in production.
In the automotive sector, the trend has been observed for a long time that, in parallel to the
rising number of model types, product life is being shortened (e.g., [NKW10, p.5; Cac+09]).
The increasing speed at which products change, new products are envisioned and brought
to the market has a major impact on production. In the field of consumer electronics, as
well, new models are released at an increasingly frequent rate. Consider, for example, the
model evolution of the Apple iPhone starting in 2007 with a new model every year at the
beginning, and reaching a number of five models just in 2020 [Car21]. In order to keep up
with these trends, the implementation of new manufacturing processes needs to be simplified
and provide solutions that can be adapted to new tasks efficiently in a short amount of time.

Furthermore, due to the shorter lifespan and the limited availability of resources, it is required
that sustainable value chains are established. Therefore, the producers will have more

1See, e.g., Rogalski [Rog11] for general definitions and methods to evaluate flexibility in production systems.

2



Introduction

responsibility not only to produce efficiently according to the market desires, but also to
provide economical and ecological solutions for the full life cycle of a product.

In summary, the trends require that more product variants are manufactured in less time
while using resources more efficiently. As a natural consequence, overall productivity must
be raised significantly as the effort required for a single product tends to increase when its
entire life cycle is taken into account. Automation and robotics technology could then play a
key role in solving these challenges by reducing manual effort in multiple steps of the process
chain.

1.1.2 Productivity and Assembly Automation

In today’s factories, human labor is of central importance due to the high flexibility, dexterity,
and general abilities of people to adapt to new situations and find efficient solutions for
complex and delicate tasks. For example, the automation proportion in final assembly is
estimated at only 10-15 percent.2 Modern production facilities such as the Daimler Factory 56
put the “focus on people” in the design of the plant [Dai21]. However, in addition to the trends
mentioned above, factors like demographic change will reduce the availability of human labor
for certain tasks and increase the need for enhanced productivity even more.

While the positive effect of information technology on productivity was not always clearly
visible in the data, which is discussed under the term productivity paradox, it seems that
robot technology improves productivity [MA15]. In their recent study, Graetz and Michaels
[GM18, p. 766] conclude after analyzing the development of industries in several countries
from 1993 to 2007 that “increased use of industrial robots is associated with increase in
labor productivity”. In the long term, robot technology could therefore help to compensate for
the expected shortage of skilled human workers and to implement sustainable and flexible
production systems.

These circumstances were already investigated in the early eighties by Geoffrey Boothroyd
and colleagues, who conducted an economic comparison of various assembly systems by
computing the assembly cost per part [Boo82; BCM82, p.240ff]. Factors considered were the
number of parts per assembly, the number of different products, styles of each product and
occurring design changes. For high volumes of single products, dedicated machines were
most economical as expected. Whereas for different products, the assembly line with human
workers was the best choice even for high volumes. Only the hypothetical universal assembly
center could be competitive, especially for a high number of different products [BCM82, p.
254]. The concept of these universal assembly centers consists of two robotic arms, which
can handle all the necessary assembly tasks for different products. This can be achieved by a
close collaboration with the product design; for example, it is ensured that parts are graspable
with the same universal gripper and insertable from above [BCM82, p. 241]. The optimization

2Compare, e.g., the percentages given by [BRS18, p.554; SM21, p.41].
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Introduction

of product design to ease assembly described here is the core idea of methods summarized
under the term design for assembly (DFA) and were increasingly developed from the eigthies
on [BA92].3

In line with these concepts, a concrete example for a flexible assembly system is the SMART
(Sony Multi-Assembly Robot Technology) system, which is optimized for small lot sizes and
aims to be adjustable to new products by using multi-function machines instead of specialized
stations for single tasks [Hit88]. Similarly, the MARK III flexible assembly automation (FAA)
cell [EGO94; Lan98; OG98] demonstrated the assembly of about 120 known variants of
electronic connectors, and the applicability to three other use cases [ELO98]. With these
and other FAA systems4 it was demonstrated that large product varieties can be assembled
automatically on the same shop floor enabled through a close interaction of product design
and automation engineering.

1.1.3 Robotic Autonomy for Flexible Assembly

However, the manual effort did not vanish completly, but was shifted to the design phase
to optimize the products and the production for specific applications and expected variants.
Finally, the concept of creating a “multi-purpose machine that tries to cover a wide range
of functionalities” at the center of flexible manufacturing system (FMS) showed to be inef-
ficient as there are too many uncertainties on future requirements, as for example Onori
et al. [OAH11, p.5] conclude. Instead, Onori et al. [OAH11, p.5] suggest implementing
evolvable assembly systems (EASs) using “truly re-configurable modules with embedded
control that evidence autonomous behavior to react to disturbances” (compare also: [Ono02;
OBF06]). As a consequence of the downsides of FMS, concepts for reconfigurable and
changeable manufacturing systems were developed providing solutions that can deal better
with uncertainties about future requirements and react faster on market changes, for example,
reconfigurable manufacturing systems (RMSs) [Kor+99; ElM06; Wie+07], cognitive [Zäh+09]
and agile factories [SVB15].

Although these concepts and frameworks exist, there is still a gap between theory and practice
when it comes to robotic solutions providing sufficient capabilities to fulfill their role in such
a rapidly changing production environment. A major factor is still the actual implementation
effort. To this day, the implementation of robot applications in industry is done manually
by robotic experts and specifically for every new use case. Of course, there have recently
been some great improvements through rich offline planning tools, intuitive programming,
programming by demonstration (PbD), and human robot interaction (HRI) in general that
make it significantly easier and faster to implement robotic solutions for specific use cases.5

3Compare also [Esk01] with a stronger focus on design for automatic assembly.
4See Chapter 4 of Johansson [Joh02] for an extensive overview of FAA systems from this period.
5Offline planning tools are, e.g., Visual Components, Dassault Systèmes DELMIA, Siemens Tecnomatix Process
Simulate etc.; see, e.g., [Vil+18] for a survey on HRI for robot programming in industrial applications.
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However, for long-term development, it is required that the robotic systems in such dynamic
manufacturing environments provide more capabilities to adapt flexibly to new tasks without
increasing manual efforts. This can only be achieved if the robotic systems find solutions
autonomously on multiple stages and execute them reliably under varying conditions without
the need for human intervention. Therefore, in this thesis, it will be investigated how individual
products can be manufactured using robotic systems that can plan and execute autonomously
the given assembly tasks.

1.2 Problem Statement

The implementation of an assembly application goes typically through multiple stages. First,
there is a design and planning phase in which possible assembly sequences need to be
defined. The major factors of the physical assembly process to consider here are the
mechanical properties of the parts and the constraints of the desired connections. Then in
a next phase, it is required to map identified assembly steps to available resources in the
production facilities, which provide the capabilities to solve these tasks. Before the execution
can finally be started, it is necessary to prepare the facilities, provide instructions, and
implement machine programs for an automated execution. The effort needed to realize the
assembled product accumulates along this process chain and iterations in the development
add additional delays. Consequently, an important goal for flexible assembly of individual
products is to eliminate unnecessary manual effort and support the process steps with
automation methods for an efficient development chain with fewer manual iterations.

In this thesis, it will therefore be investigated how a flexible robotic assembly system can be
realized that reduces manual effort in the overall implementation pipeline from product design
to assembly execution. Accordingly, the goals of the thesis can be assigned to three major
research questions as will be described in the following.

1.2.1 Flexible Robotic Assembly System

Research question 1
How can complex individual products be assembled with less manual effort using robots
equipped with advanced sensing and control capabilities?

Ideally, the designer of an individual product only needs to specify the parts and the constraints
under which they are connected. The role of the designer could be taken by an engineer in
the company or even by a customer using dedicated product configuration tools (Fig. 2).
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Figure 2: By using a dedicated product configurator with an intuitive interface, customers are able to
design individual products without considering the required production processes. Here, the products
are aluminum structures composed of parts from a modular construction set. Source: Courtesy of
DLR (left)

Given such a product specification, a robotic assembly system with sufficient planning
capabilities could then decompose the assembly into tasks and assign appropriate resources.
Then the necessary actions could be planned and executed in a reliable and efficient manner.
Tasks to be solved by the robotic system would be, for example, sequencing of assembly
operations, selection of appropriate grasps to manipulate the parts, planning motions and
finally a robust execution of the assembly process.

In this work, steps toward this ultimate vision of mass customization will be investigated
and implemented, with a special focus on handling the physical assembly process using
the sensing and control capabilities of robotic systems. Note that flexibility of production
systems needs to be implemented on multiple levels of the manufacturing process. In this
work, mainly the robotic perspective is taken on a workstation level to realize the actual
process. Furthermore, the scope of this work is a fully automated system, in contrast to hybrid
systems, which also incorporate human labor for execution of tasks.6

1.2.2 Contact Sensing

Research question 2
How can assembly tasks be observed using intrinsic tactile sensing with joint torque
sensors?

The assembly process itself is a transition of a part from a free configuration to a typically
very constrained configuration at its goal pose. Contacts are obviously both a natural and, at

6Although a focus is solely put on methods for automated execution, it is the author’s strong belief that future
production facilities will be collaborative environments shared by human workers and robotic agents.
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the same time, critical factor for the success of the process. For example, Fig. 3 shows the
insertion of an aluminium profile into an assembly fixture, which requires a specific sequence
of contacts.

Figure 3: Insertion of an aluminum profile into an assembly fixture. A specific sequence of robot
motions and contacts is required to align the geometric features until the part reaches the specified
goal pose.

The sense of touch provides feedback about contacts and helps humans execute such tasks
under difficult and varying conditions. Especially, it complements sensory feedback when
vision fails due to occlusions or unsuitable lighting conditions. In robotics, the sense of touch
can be classified according the location of the sensor: extrinsic and intrinsic tactile sensing.7

Extrinsic tactile sensing aims to measure the effects of contact directly in the contact interface
(e.g., with tactile skins), and intrinsic tactile sensing from measurements of internal joint and
force/torque sensors [Dah+10, p. 3].

Intrinsic tactile sensing is especially relevant for industrial applications as the used grippers
typically provide no (or only incomplete) tactile information. Furthermore, extrinsic tactile
sensing directly in the contact interfaces of assembly parts is, in general, physically not
possible. Therefore, it will be investigated how intrinsic tactile sensing can be used for the
observation of assembly tasks. It is expected that feedback from the observation will allow
the implementation of flexible and adaptive assembly operations that can deal autonomously
with present uncertainties.

In the considered assembly cases, it can furthermore be assumed that the parts are grasped
stably with a known relative pose between parts and gripper.8 This is a feasible assumption in
many industrial scenarios, where parts are provided to the assembly system in well-oriented
configurations on transport trays.9 Under this assumption, it is expected that intrinsic tactile

7The term intrinsic tactile sensing was introduced by Bicci and Dario in contact sensing with humanoid hands
measuring the resulting force and torque with sensors inside the mechanical structure and not measuring the
pressure distribution directly at the surface [BD88; BSD89; BSB93; MDR21].

8The in-hand localization of objects inside a gripper or humanoid hand is a related problem, but will not be
investigated here. Compare, e.g., the approaches of [CRP13; Pfa+18].

9This can be achieved by special devices like the advanced parts orientation system (APOS) [Hit88] or by the
combination of perception and grasp planning in the field of bin picking, e.g., [Kle+20].
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sensing provides sufficient information about the occurring contacts. In particular, the joint
torque sensors of a light-weight robot (LWR) provide information about external contacts and
will be used in this work to observe uncertainties during the assembly task execution.

1.2.3 Adaptive Task Execution

Research question 3
How can contact information from online observation be used for a flexible and adaptive
execution of assembly tasks?

Since the development of force control and compliant assembly devices and methods, it is
technically feasible to assemble parts with robots, even with tight fittings and low tolerances.10

Using impedance control [Hog84; AOH07] and an appropriate motion strategy, it was suc-
cessfully demonstrated by Stemmer et al. [Ste+06] how complex shaped parts can be mated
under the presence of uncertainties in the part poses.

The major challenge on process level is nowadays to reduce the implementation and pro-
gramming efforts for individual assembly tasks. A programming paradigm on task-level would
reduce the complexity of programming and focus on the requirements of the process. Com-
bined with a library of modular and reusable robotic operations, which are capable of solving
the process under the given constraints, a flexible robotic assembly system could be created.
These robotic skills could then be selected manually by a user or automatically by a task-level
based planning system and thereby reduce the implementation effort drastically.

In order to achieve high reusability, it is necessary that the skills support a wide range of
application cases and can adapt to the present constraints autonomously. Consider, for
example, the application of a skill for insertion tasks with parts of varying geometric properties
as shown in Fig. 4, but also cases in which the location of execution is different and part
geometries are less similar.

In this work, it will therefore be investigated how adaptive task execution can be achieved
for assembly tasks. Existing solutions often do not actively use sensory feedback during the
insertion or have only limited capabilities to react to the present situations. Therefore, it will be
investigated how the feedback from tactile sensing can be incorporated to deal with geometric
uncertainties in the part poses. This is of special interest for flexible scenarios in which the
need for accurate calibrations of workcell components should be reduced or less specialized
fixtures should be used to have fewer constraints in the product variability. A special focus in
this work lies on insertion tasks, as they serve as a critical benchmark for a large variety of
assembly tasks.

10See, e.g., [Ino74; Dra78; WN79; GTI80; Mas81]; [MF12, Section 5] for an overview of force control methods
used for robotic assembly.
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Figure 4: Insertion of aluminum profiles of varying length into an assembly fixture. The execution
should adapt autonomously to the individual constraints of the tasks without generating manual
programming effort.

1.3 Related Work

The goal of developing an autonomous robotic assembly system capable of producing a large
variety of product variants can be found in related works. A brief overview of flexible and
autonomous robotic assembly systems is provided in the first part of this section. Further
on, existing methods for contact sensing in robotic assembly are described in short and
approaches for task execution under the presence of uncertainty are presented.

1.3.1 Flexible Robotic Assembly System

As stated above in the motivation for this work (Section 1.1), the FAA systems [Joh02]
provided a high grade of flexibility, but still required a substantial design and implementation
effort, and as a consequence it was suggested to employ modules with autonomous behavior
to circumvent the drawbacks (e.g., [OAH11]).

The concept of autonomy itself was introduced in the field of robotics early in the sixties by
the development of the SHAKEY robot [Nil69; Kui+17]. In general, autonomy in robotics is
understood as the “ability to perform intended tasks based on current state and sensing,
without human intervention” [ISO12, p.1]. Accordingly, also in the manufacturing domain, the
development of systems has begun that could plan and execute sequences of assembly tasks
autonomously, and thus realize “manufacturing plants of great flexibility” [Rem88, p.598].

One of the first autonomous robotic assembly systems was described by Ejiri et al. [Eji+72]. It
was able to understand a production goal given as assembly drawing, and plan and execute
necessary steps autonomously. Another example is the Karlsruhe Autonomous Mobile Robot
(KAMRO) [Rem88; HR91; LR94], which also provided the capabilities to autonomously
assemble products. Problems to be solved are, on the one hand, sequencing of actions
related to the (automatic) assembly sequence planning (ASP) and, on the other hand, dealing
with uncertainties in the environment during the execution using perception and control

9



Introduction

strategies, and the integration of these functionalities in an appropriate robotic platform and
software framework.

In recent years, multiple autonomous and flexible robotic assembly systems have been pre-
sented for various application scenarios, for example: the assembly platform MARVIN using a
three-level cognitive system [Sav+18] evaluated with the Cranfield Benchmark [CPR85], the
flexible assembly of hydraulic valve sections [LSW16], IKEA chair assembly using bi-manual
robotic motions for handling larger parts [SZP18], the assembly of modules on hot-top rails
of control cabinets using an hierarchical planning approach [Kas+19], and the assembly of
LEGO constructions [May+11; Näg+20]. Furthermore, corporate research departments in
automation industry have identified autonomous assembly as a core technology for future
production (e.g., Siemens [Zis17]).

It can be stated that higher levels of autonomy show huge potential in reducing manual
planning effort and relaxing requirements on the workcell and production line design. Nev-
ertheless, drawbacks of multiple proposed approaches are still the partially unreliable task
execution, simplified and non-industrial scenarios, the low complexity of the considered
assembly processes, as well as the limited performance compared to manual execution.

1.3.2 Contact Sensing

For the execution of assembly tasks, which are typicaly contact-rich manipulation tasks,
it is required to maintain and establish contacts between the parts in a particular manner
in order to have a successfull execution. Contact sensing enables the robotic system to
gather information about the present contact situation, and thus provides a basis to adapt the
execution accordingly, which is especially important under the presence of uncertainty. The
observation of contacts by force measurements was pioneered by the work of Salisbury in
the context of robotic hands using extrinsic tactile sensing [Sal84; Sal85; De +99, p. 1164].
Since then, various approaches have been investigated that deal with mainly two problems:
recognition of contact states and estimation of uncertainties.11

The recognition of semantic contact states, which are associated with particular types of
contacts, is often motivated by necessary switches of the active control law or the motion
strategy according to the current contact situation. For example, the method by Hirai and Iwata
[HI92] models the space of possible contact wrenches for a certain contact with polyhedral
convex cones (PCCs) [GT56], which can be derived from the geometries of the parts in
contact. The PCCs are then used as discriminant functions for classifying contact states.
Following similar model-based principles, multiple approaches were proposed, for example by
[DV89; Xia93; MA93; MF94; DDH04; LBD05]. Further, methods from machine learning were
investigated for contact state recognition using, for example, stochastic gradient boosting

11See [Lef+05] for a survey about (traditional) methods in the field of uncertainty estimation and contact state
recognition for compliant motions (as well as for related planning and control methods).
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[CCS10] and support vector machines (SVMs) [JPH11; YR18]. The early works used rather
simple part geometries; later, algorithms were developed for automatic generation of so-
called contact state graphs of complex shaped and curved 3D geometries [XJ01; Tan07;
TX08], which were used as prior knowledge about possible states and transitions for online
recognition [Mee+04; Mee+07; Her+12; LLT15]. However, the methods for contact state
recognition were mostly demonstrated only with simple shaped geometries. In addition to the
modelling of states for complex geometries, another difficulty is the clear matching between
measured forces and discretized contact states, which makes it challenging to handle complex
geometries.

Besides recognition of discrete or semantic contact states, estimation of (geometric) un-
certainties is useful to adapt the execution according to the actual situation, for example
according to the location of contact surfaces or part dimensions. Especially, Bayesian state
estimation methods were investigated for this purpose, which provide the possibility to include
prior model knowledge and update it through observation using sensory data. In particu-
lar, the (extended) Kalman filter was used in multiple approaches (e.g., [BB87; De +99]).
Those approaches provided accurate estimates, but were assuming particular contact states
and required filter switching for new contact situations [De +99, p.1172]. Then, Gadeyne
et al. [GLB05] proposed a hybrid framework based on a particle filter to simultaneously
estimate contact states and geometric parameters, which was generalized by Meeussen
et al. [Mee+07] and applied for compliant motion control [Mee+08]. Particle filters, which
are Bayesian estimation algorithms using sequential Monte Carlo (SMC) methods [DFG01;
CGM07; DJ11], have become popular in robotics, at first, for localization of mobile robotics
[TBF05]. Advantages of SMC methods are that they can handle nonlinear and non-Gaussian
models [DFG01], which makes them suitable for observing contacts which are strongly non-
linear due to the contact transitions. Consequently, multiple approaches propose to estimate
geometric uncertainties during execution of assembly tasks with particle filters [GLB05; CB05;
Mee+07; Tho+07; TMO10; AJT16; Wir+19].12

1.3.3 Adaptive Task Execution

Especially in a fast changing setup, it is of major importance that implemented solutions
can be reused under varying conditions and without requiring new manual effort. Therefore,
one prerequisite for reusing assembly solutions is that they need to be able to compensate
for uncertainties that might arise in novel situations. In the early seventies, Inoue [Ino74]
described in detail two different types of “stereotyped actions” for shaft-bearing assembly,
one for a loose and the other for a close fit with small tolerances. Both contain a sequence
of dedicated shift and tilt motions to compensate for pose uncertainty. Such object-centric
and feature-based behavior was later formalized, for example, using the task frame formalism
(TFF) [Mas81; BD96], task functions [SEL91], or the constraint-based task specification

12Similary, these methods found application in grasping and in-hand localization, e.g., [ZT12] and [CRP13].
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(iTaSC) methodology [De +07]; and furthermore got embedded in the concept of robotic
skills [HST92; Tho+03; Bjö+11; Bøg+12; Tho+13; WKW14; Wah+15; SW16]. Although there
are slight differences in the detailed definitions, skills act in overall as an intermediate layer
between task description and robot control to improve reusability and provide implemented
strategies for execution of certain classes of tasks.13

In order to implement adaptive behavior on motion level and to deal with uncertainties
during assembly, various approaches have been proposed in the past that typically rely on
compliance and force control [VD16], and use dedicated strategies to improve success rates.
For example, force guided strategies [SP94] and methods to (passively) align geometric
features of complex shaped parts were developed [Ste+06; SAH07; SKS16]. For larger
uncertainties, so-called blind-search strategies were proposed that cover relevant regions with
random or systematic search movements, as suggested for example by [Bad+91; New+99;
CB01; Jok+16].14 These strategies often suffer from a weak performance due to the time
spent in the search phase and have only limited capabilities to interpret sensor measurements.
Through the use of dedicated planning methods for fine motions, for example, [LMT84; Don86;
Erd86; RBS05; SAH07; Wir+18], the aim is to precompute optimal and reliable movements
even under the presence of uncertainties. However, these plans are typically computed offline
and do not incorporate reasoning about the actual state in the workcell.

The early work of Bolles and Paul [BP73] already demonstrated how sensory feedback
could be used directly for uncertainty reduction in automated assembly. Accordingly, a
common strategy is to use sensors to localize parts as accurately as possible before the
actual execution of the assembly task starts. In particular, vision systems are appropriate
for determining an initial pose of an object (e.g., in [Ste+06]), and work for moving parts
[Jör+00; Che+09; LSH10]. Nevertheless, lighting conditions and the setup need to be carefully
configured, and the remaining error is usually so large that compliant motions are still required
during the assembly process.

Besides visual sensing, passive alignment, and search strategies mentioned above, it is
therefore also of importance that robotic assembly skills can actively adapt using a richer
interpretation of the feedback from contact sensing. The interpretation of sensed contacts
can be used, for example, to recover from failures due to undesired contacts using motion
replanning [XV89; Xia90], to build a complete framework for planning and execution of
compliant motions [Mee+08], and to switch between certain phases of the process and adapt
the controllers accordingly (e.g., [AVK16; Sto15]). In particular, feedback from contact sensing
enables implementing object-centric assembly strategies that actively adapt to the present
contact situation.

13In this context, the concept of skills is mainly related to robot motion control. A generalization of it is possible,
in which a skill could be seen as an agent behavior that allows to reach arbitrary desired goal states in multiple
situations and under varying conditions.

14Compare also [MBF18, Section 3] for a review of common motion and search strategies in robotic assembly.
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1.4 Approach and Contributions

In this work, a flexible robotic assembly system is developed, which is capable of producing a
large number of product variants by only providing the specification of the desired product.
Furthermore, methods for contact observation are proposed and embedded in reusable and
adaptive robotic assembly skills. An overview of the contributions of this thesis is given in this
section sorted according to the three main research questions.

1.4.1 Flexible Robotic Assembly System

In Publication 1 [Not+16a] of this dissertation, a flexible assembly system is presented
that is capable of assembling unique products with parts from a modular aluminum profile
construction set (see Fig. 5, left). It was developed within the EU project SMErobotics [Per+19]
to showcase a fully automated pipeline from intuitive product specification to robot execution.

Figure 5: Single-arm robotic assembly system as part of this work (left). Extension to a dual-arm
robotic system (right).

The main features of this system and contributions of the work are:

• Integration of an automatic assembly sequence planner on task-level using CAD data

• Mapping of tasks to skills using a task classification approach

• Implementation of a skill library for assembly tasks with multiple abstraction levels

• Integration of grasp and path planning components for solving geometric subproblems

• Simulation of the overall execution for checking feasibility and storing solutions

• Usage of impedance control for robust execution under the presence of uncertainties

• Tracking of object state changes during the execution in an online world model
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Besides the system presented in this dissertation, significant contributions were made to the
further development of main aspects of such a flexible robotic assembly system in further
extensions and publications (not part of this dissertation):

• Extension of the original single-arm system to a dual-arm robotic assembly system
[Rob20a; Roa+17] together with Andreas Stemmer, Tim Bodenmüller, Maximo Roa,
Daniel Seidel, Arne Sachtler, Ismael Rodríguez, Michael Kaßecker, Timo Bachmann,
Peter Lehner, Jan Cremer, Andrea Schwier and further colleagues at DLR RM; The
goal was to make the system more flexible with respect to the possible product variants
by removing constraints from fixtures and by adding more degrees of freedom into the
overall system (see Fig. 5, right).

• Methods for making ASP more efficient were further investigated with Rodríguez et
al. in [Rod+19] and [Rod+20]; While traditional methods often focus on the assembly
itself without considering the robotic system, a major goal was to incorporate feasibility
checks on different levels of complexity and to improve the reusability of found solutions
through pattern matching.

• Methods for task specific analysis of the workspace for solving the geometric workpiece
placement problem and optimization of workcell layouts were developed together with
Bachmann et al. [Bac+20; BNR21].

• Knowledge representation for flexible robotic assembly systems using an ontology
[Sch+21b] based on the IEEE Std 1872™-2015 [IEE15]

• Transfer of methods into the in-space assembly domain [Roa+17; Roa+19] and ground
based demonstration [Rob21; Roa+22] within the EU project PULSAR; The goal is
to apply similar methods for the autonomous assembly of (large) structures in space
where teleoperation is not economical or technically feasible, for example due to
communication delays.

1.4.2 Contact Sensing

In this work, a sequential Monte Carlo (SMC) approach is chosen to enable intrinsic tactile
sensing using sensory input provided by a LWR [Alb+07]. The primary focus is on the
estimation of part locations during assembly and, in particular, on insertion tasks, which
are difficult to observe due to tight constraints in the configuration space, so-called narrow
passages in the configuration space. Insertion tasks (also: peg-in-hole tasks) are very
frequent in manufacturing in various forms and serve as a well established benchmark for
contact-rich manipulation tasks in robotics.
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Furthermore, although Bayesian filtering methods are in general suitable for tracking, existing
works in contact sensing usually assume a static environment. Therefore, a further important
aspect is to extend the methods so that they can deal with non-static objects. This could
reduce the requirements on dedicated fixtures in flexible robotic workcells.

Note that the used impedance controller of the LWR is robust with respect to uncertainties
in the contacts [AOH07, p.37] and stable in contact without exact knowledge about the
constraints. The recognition of contact states for enabling compliant motions is therefore not
investigated in this work,15 but could be inferred from estimation outputs using knowledge of
the parts geometries. However, knowledge about the locations of the parts obtained from
contact sensing can be used for adapting the execution.

The general SMC algorithm recursively propagates samples of a state (i.e., the particles) with
a propagation model and then updates their distribution according to their consistency using
measurements and observation models [DJ11]. From the sample distribution, estimates of
the uncertain (and typically partially hidden) state can be computed.

In Publication 2 [Not+16b] heuristics from probabilistic roadmap planning (PRM) [Kav+96]
are adopted in the propagation step of the filter to improve sampling performance in narrow
passages of the configuration space (see Fig. 6). The contributions of this publication are:

Part
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Figure 6: Evolution of the samples used for state estimation during the placement of a part into a
fixture for which a tilt-and-align strategy is implemented. Each sample represents a possible pose of the
fixture. The distribution of the samples condenses to a small region in the relative configuration space
which correpsonds to an accurate localization. Source: Revised diagram from Publication 2 (Fig. 6)

15Contact state recognition was investigated by the author in [Not12] using kinematic contact models.
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• Formulation and evaluation of propagation steps using heuristics inspired by the Gaus-
sian sampler of Boor et al. [BOS99] and the bridge test by [Sun+05]; Particles are
collected at the regions of the configuration space in which contacts are expected.

• Integration of an efficient contact model using an accurate and fast implementation
of the voxelmap-pointshell algorithm [MPT05], which supports complex non-convex
geometries [Sag19]

• Formulation of the observation model using joint torque and position measurements
from a LWR16

Publication 3 [NH17] and Publication 4 [NSA21] consider cases in which parts are not fixed
in the environment, and suggest two possibilities to efficiently incorporate motion of parts in
the propagation model:

• Constraint-based propagation using information about the local shape of the contact
surface; A formulation is derived using the reciprocity property [Bal98] in the contact
and a method inspired by time-domain passivity control to compensate superfluous
virtual energy.

• Integration of a constant velocity model (CV) for tracking moving objects [Cha+11, p.
57ff, p.64] in the propagation step.

Besides investigating intrinsic tactile sensing using joint torque sensors in this dissertation,
it was researched how other sensor modalities could be used to retrieve information from
sensed contacts. Contributions were made to the following publications in this context (not
part of this dissertation):

• Fusion of visual and tactile sensing for probing-based localization of objects using
circular features together with Sachtler et al. [Sac+19]; Parts of the visual likelihood
model were reused in Publication 4 [NSA21].

• Measuring structure-borne sound could be an alternative sensory modality to get
information about the contact. Together with Neumann et al. [Neu+18] a material classi-
fication method using a variational auto-encoder (VAE) was developed and evaluated.

1.4.3 Adaptive Task Execution

In Publication 4 [NSA21], the method of Stemmer et al. [SAH07] is adopted and combined
with an online approach for intrinsic contact sensing and adaptive motion generation. The
methods are implemented within an object-centric assembly skill. The combination of contact
sensing and motion generation allows to execute assembly tasks with moving objects also in
cases where the field of view of a vision system is occluded (see Fig. 7).

16A preliminary version of the observation model was presented as poster at the DGR Days 2013 [Not+13].
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Figure 7: Adaptive execution of an assembly task with moving hole using state estimation based on
intrinsic tactile sensing in combination with visual perception and the adaptive motion generator in the
assembly skill. Source: Pictures taken and rearranged from Publication 4 (Fig. 8 and Fig. 10).

The main contributions of this work are:

• Integration of intrinsic tactile sensing and visual perception in a recursive Bayesian
estimation framework using SMC.

• Continuous online estimation of part poses also in cases where only a single sensing
modality is available.

• Development of an adaptive path execution framework and demonstration with a
predefined motion strategy.

In Publication 5 [NSA20], the observed configuration space is explored to generate motion
towards a defined goal pose instead of using a predefined motion strategy. During estimation,
it can be observed that the particles condense within the feasible regions of the relative
configuration space between both parts and describe thereby a space of possible local
motions. In this space, a next motion for reaching the desired goal pose can be selected. The
concept of reusing the particles from estimation for motion generation makes an additional
sampling step superfluous. In short, the contributions of this work are:

• Reduction of programming effort by only requiring part geometry as mesh data and a
relative assembly pose as goal specification.

• Integration of a sample-based motion generation step in the recursive estimation frame-
work; The locally sampled configuration space can be exploited for motion generation.

• Introduction of a task-specific sample weight to guide relative part motion.
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Furthermore, Bayesian estimation methods were used in an approach related to active
uncertainty reduction through touch-based probing of circular features [Sac+19] (not part
of the dissertation). Based on the distribution of the features in state space, the algorithm
decides upon the next probing action to reduce uncertainty subsequently and localize the
part with respect to the robotic system. Through this autonomous registration method, the
manual calibration effort for new workcell components and parts in a flexible robotic assembly
system can be significantly reduced.

1.5 Structure of Work

This work is a publication-based dissertation and is structured as follows (see also Fig. 8):

Chapter 3 introduces the methods and fundamentals of this work.

In Section 3.1, the background of task-level abstraction and robotic skills is briefly introduced
before presenting the developed skill concept and implemented framework for flexible robotic
assembly (relates to Research Question 1).

In Section 3.2, Section 3.3 and Section 3.4, fundamentals of robotic manipulation, probability
theory and Bayesian estimation are described in short, as well as the basic models for
representing manipulator kinematics and contacts.

Based on these basic methods, Section 3.5 explains the considered uncertainty model and
introduces the developed methods for contact sensing in this work for static setups and
scenarios with moving parts in the environment (relates to Research Question 2).

Similarly, Section 3.6 describes the methods for adaptive task execution using an
adaptive path executor and a locally guided motion generation method (relates to
Research Question 3).

Chapter 4 provides short summaries of the individual publications on which this dissertation
is based. Full text versions are attached in the Appendix.

Chapter 5 discusses the developed approaches and further development steps from a
general perspective and includes references to the latest developments in current and related
works. Among others, it is discussed how the flexible system can be embedded in production
networks, the framework for contact sensing can be further developed and more learning can
be included in skills in the future.

Chapter 6 summarizes the results in short and concludes with possible future research
directions.
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3 Methods and Fundamentals

The robotic assembly of products is a complex process involving various steps and compo-
nents for planning and execution. This chapter introduces basic methods and fundamentals
used and developed in this thesis.

First, the overall topic is approached from a high abstraction on task-level in Section 3.1. The
robotic skill concept is introduced in this section, as well as the developed framework for
flexible robotic assembly in which it plays a central role.

Then, fundamentals of robotic manipulation (Section 3.2), modelling of contacts (Section 3.3),
probability theory and Bayesian estimation (Section 3.4) are described in short in order
to provide the theoretical background for the developed methods for adapting the process
execution.

The connection to the physical assembly process is finally made by the presentation of the
developed contact sensing approach and the adaptive execution of tasks under the presence
of uncertainties in Section 3.5 and Section 3.6, respectively.

3.1 Task-Level Abstraction and Robotic Skills

In general, describing a goal to be reached or a problem to be solved should be the hard-
est part, the solution should then come by itself. Naturally, also in robotics research and
assembly automation, a driving goal is to develop methods that allow (automatic) generation
of robot programs from the specification of desired goals. With such methods, the process
of implementation can be transformed to a process of specifying only tasks with goals to be
achieved, thus reducing the effort significantly.

Accordingly, at least two levels can be distinguished in robotic applications and programming:
Taylor [Tay76, p.2] describes the “task-level” and the “manipulator-level”, whereas the first
contains the descriptions of tasks to be performed and the second specifies how to use the
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Methods and Fundamentals

functions provided by the robotic system to solve them.1 In this context, so-called task-level
languages were developed to support easy programming and the automatic planning of task
sequences from a geometric model using an assembly planner [Wol89]. The search for a
solution for a particular task on manipulator-level is traditionally associated with geometrical
planning of grasps, gross and fine motions for the process execution [Xia90, p.2f; Wol89,
p.62]. The combination of task-level description and planning methods on various levels
enables the automatic assembly planning from assembly specifications.

Today, task-level programming approaches are provided through intuitively usable user inter-
faces, and desired task sequences can even be derived from human demonstration [SWW18;
SNS19]. Furthermore, at manipulator-level, the concept of robotic skills is nowadays2 used
to describe and implement reusable robotic capabilities. The concept can be employed for
solving tasks and extends the traditional planning approach with further modalities. Skills can
be implemented or acquired following various paradigms, for example, through manual imple-
mentation by a robotic expert, geometric reasoning, or learning from human demonstration
[SV00].

In this work, a framework for flexible robotic assembly is developed, which is able to plan
assembly sequences for customized products at task-level and map tasks to reusable robotics
skills. The following parts of this section provide a brief overview of assembly sequence
planning (Section 3.1.1), the applied concept of robotics skills (Section 3.1.2) and the proposed
framework for implementing a flexible robotic assembly system (Section 3.1.3).

3.1.1 From Assembly Specification to Task Sequence

The assembly specification describes the desired product and contains, in its minimal form, a
list of parts and their relative poses with respect to a common reference frame. More complex
specifications might contain the description of further aspects like tolerances on geometric
features, material and surface properties, constraints and kinematic degrees of freedoms, type
and strength of connections, or even detailed instructions on how to manufacture certain parts.
The assembly specification is typically the output of the product design or construction process
and documented with technical drawings or in a digital model generated by computer-aided
design (CAD).

Although the product designers ensure that an assembly is in principle feasible, an exact
sequence is not always documented, and it is typically not guaranteed that available robotic
systems are able to directly realize the associated tasks. The subsequent process of detailing

1Similarly, Ejiri et al. [Eji+72, p.161] distinguish between “macroscopic” and “microscopic instructions”. Additional
levels of abstraction are sometimes added, e.g., to represent multiple workstations in a production on which
the tasks can be distributed [Bar77, p. 23ff]; or when a distinction is made between task-level programs with
motions of the end-effector only and execution on joint level [Wol89, p.62]. With respect to robotic assembly
planning, [Des89, p.2] specifies four levels: assembly level, task level, robot level and controller level.

2See, e.g., [HST92; Tho+03; Bjö+11; Bøg+12; Tho+13; WKW14; Wah+15; SW16].
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the setup and implementing the programs is commonly referred to as assembly (and task)
planning [Wol89; GRL94].3

The framework presented in Publication 1 deals with the automation of assembly and task
planning, which is especially critical for reducing the manual effort for customized and one-of-
a-kind products. Therefore, the robotic systems should be able to solve assembly problems
autonomously and provide early feedback to designers or customers if certain products can
be manufactured using the available machinery and robotic systems.4

The understanding and planning of assembly tasks is part of robotics research since the
1960s and 70s and was strongly influenced by the rise of artificial intelligence methods at
that time. One of the pioneering works is the one by Ejiri et al. [Eji+72], which presents a
prototypical robot that is able to autonomously assemble constructions made out of polygonal
prisms. It understands assembly goals provided in the form of 2D drawings, recognizes
objects in scene images, automatically finds an assembly order and autonomously handles
the parts till the goal is reached. Although the approach was restricted to simple geometries,
it already showcased fundamental planning techniques like assembly-by-disassembly, a
method that aims to find a feasible sequence order by starting from the assembled state and
trying to remove parts one-by-one.

Furthermore, at that time, fundamental steps towards intelligent robotic systems were taken,
for example, in the field of problem-solving using the PLANNER language of Hewitt [Hew70],
or natural language understanding in the blocks world using SHRUDLU by Terry Winograd
[Win71]. This was an inspiration to investigate similar methods to abstract geometric features
and use those representations for decision-making in the domain of construction and assembly
planning,5 for example, as done in the BUILD system of Fahlman [Fah74], or in the symbolic
description of geometric features and their relations by Ambler and Popplestone [AP75].
Further on, dedicated task-level languages were developed to describe and support the
(automatic) assembly planning on higher abstraction levels [Wol89, p.62]: AL [Tay76], LAMA
[Loz76], AUTOPASS [LW77]. More specific methods for sequencing of assembly operations
were then developed later on, for example, by [Bou84; DW87; HS89; Wil92; LW93; Kau+96;
HLW00].6

While the early approaches focused more on semantic and symbolic representations of
the planning problem, the availability of improved CAD programs and collision detection
algorithms helped to handle complex geometries and allowed an increase in the number
of parts involved in an assembly. The Archimedes 2 system [Kau+96] used a geometric

3Note that since a longer time, efforts have been made to reduce the separation between product design and
manufacturing engineering also known as the “Over the Wall” design, compare, e.g., [BA92].

4In this work, the robotic setup is considered to be fixed; a step towards full assembly planning including the
placement of workcell components is given in [BNR21].

5Compare the statements by Fahlman [Fah74, p.42, p.140].
6See [GRL94, Section 2.3] for an overview of traditional methods in assembly sequence planning and [Jim11;
Dan+22, Section II] for more recent surveys.
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engine to find optimized sequences and is probably one of the earliest systems that was
capable of generating robot control code for complex assemblies derived from CAD files as
input. Halperin et al. [HLW00] describe a general framework based on analyzing constraints
between subassemblies in the “motion space” and transferring it to a non-directional blocking
graph, which can be used for sequence planning.

The sequence planners of [RMW96; MW01; TW01] combine the symbolic spatial relations of
[AP75] with CAD data and generate an AND/OR graph [HS90], which contains all possible
assembly sequences. Later, in the conceptional line of [HLW00], Thomas et al. [TBW03]
integrate an efficient method for sequence planning using stereographic projections of configu-
ration space obstacles. The assembly sequence planning algorithm, which was integrated into
the flexible assembly system in Publication 1, is an improved version of [TBW03; TW10].7

The approach combines geometrical checks for assembly motions on part level with a grasp
planner to check feasibility of intermediate subassemblies, and allows furthermore to prioritize
part types as described in [TSR15].

The exemplary use case investigated in this thesis is the assembly of unique products
with parts from a modular aluminum profile construction set. The assembly specification is
obtained through an intuitive interface by a user who does not require any knowledge about
robotics. Just by demonstrating an arrangement of parts in front of a vision system, the
desired product8 is recognized with its parts and their relative poses. This specification is
then passed to the planner, which decomposes the assembly into a sequence of tasks. An
example of the output is shown in Fig. 9. Note that at this stage, the task description does not
yet contain information about which robotic system to use and which motions to execute, but
only the parts and subassemblies to be joined.9

The decision about which skill to select for a particular task is made here using a task
classification approach as described in Publication 1. The approach involves identifying
specific patterns in the assembly sequence, which may include properties and relationships
of subassemblies from the current, previous, and future assembly steps. In the presented
application, the pairs of subassemblies in each assembly step are classified into specific group
types. The combinations of these group types then determines the type of assembly task.
For the solution of each of the possible task types a skill sequence is known in advance,10

and can be used to map each task in the sequence to the available robotics skills. These
skills provide capabilities of the robotic system to solve tasks as described in the following.

7Sequence planning was further investigated in [Rod+19; Rod+20] using the dual-arm version of the system.
8Later in the dual-arm system, this was replaced by a graphical user interface on a tablet with similar functionali-
ties, see [Rob20a].

9Further available information from the geometry, as the approach direction, is not used in this work.
10The initial assignment of skills to task types needs to be done only once and there are multiple possible ways

to do it. Right now this is implemented manually by the robotic expert in the form of a classification and
mapping function. However, this principal assignment can be solved automatically as well, e.g., by using a
logic planner and modeling the preconditions and effects of each skill as done by Sürig [Sür21].
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3.1.2 Reusable Object-Centric Robotic Skills

The concept of robotic skills is introduced in multiple related works with slightly varying
definitions, for example, by [HST92; Tho+03; Bjö+11; Bøg+12; Tho+13; WKW14; Wah+15;
SW16].11 In this work, a robotic skill is considered to be a “robotic behavior that reaches
desired goal states in multiple situations and under varying conditions” (Publication 4 ,
p. 3). An important aspect connected to this skill definition is the high reusability, which is
also highlighted by the work of Björkelund et al. [Bjö+11]. Furthermore, skills are typically
implemented object-centric or object-centered [Bøg+12], namely, using features of objects as
motion references instead of absolute coordinates provided in a global coordinate frame.12

This way it is for example possible to use perceived feature poses as an online input for
motion generation instead of only relying on offline pre-determined static frames in absolute
coordinates.13 In summary, robotic skills can adapt to various situations without human
intervention, in contrast to traditional industrial implementations of robot applications with
fixed programmed solutions for specific tasks.

Skills are located in the abstraction level between task-level planning and low level functions
of the robots and devices in a workcell, so-called device primitives.14 It should be noted that
the separation between skills and device primitives cannot always be clearly determined, but
some guidelines can be formulated. A skill typically includes goal-directed interaction with an
environment and uses feedback and sensory information to reason and adapt the behavior.
On the other hand, a device primitive typically has a local scope, internal state changes,
and no clear effect on the environment in varying situations. For example, a humanoid hand
might have device primitives to open and close the fingers, but the outcome is unknown
under varying conditions. Whereas a grasping-skill implements a behavior that has the clear
effect of achieving a stable grasp for various object types at different locations. The larger the
variety of possible conditions under which a skill can be successfully executed, the clearer it
can be distinguished from a device primitive and the more powerful it is.

In the developed robotic assembly system, skills with different abstraction levels are collected
in a modular skill library (Publication 1, Section 6.1). Skills at lower level can be used to
compose hierarchical skills at a higher abstraction level (as suggested by, e.g., [Bøg+12;
Tho+13]). An example at the lowest level is a skill that allows the robot to move collision-free
within a known environment to a goal pose as parameter. The implemented version of this
example uses a motion planner connected to a world state representation and standard

11A more general discussion about skills (or abilities) of agents is also carried out in philosophy, e.g., see [Jas20].
12Both terms, object-centric and object-centered, are often used with similary meaning. In this work, the term

object-centric is used.
13An early example for the object-centric paradigm is explained by Taylor [Tay76, p.22ff]: motions are defined

relative to a “fiducial mark”, which could be obtained from a vision system.
14In Publication 1 they are called device primitives. In literature, they are furthermore called motion primitives

[Bøg+12], elemental actions [Tho+13] or similar. In the specification of the Factory of the Future Ontology
[Sch+21a, Section 7.1] we refer to atomic functions in this context to generalize and include as well non-
hardware and non-motion primitives.
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device primitives of the robot such as point-to-point motions. The higher abstraction levels in
the skill library provide the interface to the task-level description of the assembly planner, for
instance, by referring directly to the objects to be manipulated as symbolic parameters. An
example is a skill that enables the robot to pick up an object from a storage device, which
is associated with a particular step in the overall assembly sequence. The only necessary
parameter is the reference to the part in the assembly plan; where to find the object in the
workspace and the motions to pick it up are determined within the skill.

The proposed skill model in Publication 1 (Section 6.2) is inspired by the skill concept of
Bøgh et al. [Bøg+12]. Similar to it, skills take a set of parameters as input and have an
execute-mode, which is responsible for achieving the desired state changes in the real world.
A difference is that less importance is given to (logic) pre-condition checks at the beginning of
each skill execution. Of course, certain critical states are checked throughout the execution
(e.g., if the gripper is free, an object is grasped, etc.), but overall, an optimistic approach
is taken, which assumes that the known skill sequence is able to solve a particular task in
the given situation. For the case that a skill sequence leads to an error, feedback can be
provided to the deliberative task planning components in order to find a feasible solution.15

For synchronizing local state changes of multiple objects, the skills are connected to a central
world state representation [LBH12]. An alternative to execute it in the actual world is to switch
to a virtual world by selecting the simulate-mode, which works on virtual representations of
the objects and system components, but uses the same skill implementations. This can be
used for pre-computing relevant data in the skills, and furthermore, to validate the execution
of assembly plans on particular robot systems by checking their feasibility as done together
with Rodríguez et al. [Rod+19]. Additionally, the skill model features an observe-mode to
monitor the progress of the state changes, for example, by providing the estimated distance
to the motion goal. Methods for state estimation during the execution of assembly skills are
developed in this work and explained in more detail in Section 3.5. The implementation of
adaptive motion generation in an assembly skill is described in Section 3.6.

3.1.3 Framework for Flexible Robotic Assembly

As described above, the framework in this work combines deliberative planning on task-level
with reusable object-centric robotic skills for flexible execution of assembly tasks. The robotic
skills are at the core of the software framework and are responsible for collecting and merging
the information from the distributed components, and the coordination of the actions of all
components of the robotic system during execution. The processes of the components are
connected via the communication interfaces offered by the DLR RMC middleware links and
nodes (LN) [SB14]. The main components of the overall framework are depicted in Fig. 10
and listed with their main functions in the following:16

15This is investigated for the dual-arm extension of the system in [Rod+19; Rod+20].
16Note that only the contributions of the author described in Section 1.4 and Chapter 4 are part of this dissertation.
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• Task Planning: The assembly sequence planner by Thomas et al. [TSR15] is used in
the presented work to decompose the specified assembly into tasks, which are then
mapped to skills provided by the skill collection using the described task classification
approach. In the later dual-arm version of the system, the assembly sequence planner
got replaced by a new implementation as described in [Rod+19].

• Knowledge Base: Object information and knowledge about the world state are pro-
vided centrally by two components that are developed in their original form by Leidner
et al. [LBH12, Sec. III].17 The knowledge base contains physical properties and states,
as well as pure symbolic states of objects. The dynamics of the physical objects are
by default not modelled, that is, the objects are represented in a static state. However,
the properties and states can be updated by the skills, which can observe a local state
change during the execution in the actual environment, and commit it to the central
world state. Known physical side effects and events that lead to state changes, for
example, parts sliding down in a gravitation-based feeder after the removal of a part,
can be applied locally through external simulation processes such that (potentially
unobservable, but known) state changes are represented as well. The functionality of
the world representation was furthermore enhanced such that assemblies can be repre-
sented as groups of parts and that available parts in the workcell are mapped to parts
referenced in the assembly specification.18 If the skills are executed in the real physical
environment (execute-mode), then the component keeps track of all observed or known
state changes in the real workcell. If the skills are executed in the virtual environment
(simulate-mode), then the world state tracks the state of the virtual environment (but is
itself not the simulation of the virtual environment).

• Scheduling: A skill execution engine is implemented in Java on top of the (proprietary)
robot controller. It takes descriptions of skill sequences in XML-format as input, which
includes skill type and parameters, and abstracts the implementations from the pure
motion commands. The engine allows the execution either in the mentioned simulation-
or execution-mode. For this purpose, all relevant processes of the execution software
are duplicated in the LN setup such that they are available in either case and can be
accessed in parallel.19 In the later dual-arm extension, RAFCON [Bru+16] is used as a
state machine to control the overall execution flow on top of the skill executor with an
interface to the task planning unit.

• Robotic Skill: As mentioned above, the skill is at the core of the execution framework.
The skill executor instantiates a skill of the required type and passes the parameters

17In this work, the “action templates” of the world representation [LBH12] are not used.
18Each object in the world representation has a unique identifier. At planning time it is usually not yet known

which individuals are present later during the assembly process. Therefore, a mapping between identifiers of
objects in the plan to the identifiers of the objects in the workcell needs to be done.

19The framework supports a multitude of virtual environments distributed over the network so that theoretically
an arbitrary number of product plans can be generated and validated in simulation in parallel.
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from the planning unit. The skill itself is responsible to orchestrate all necessary
functions to achieve the desired effects. For this purpose, it can interact with all
other software components via LN. Local state changes are synchronized with the
central world state representation. If uncertainties are present, then a state estimator
as described in Section 3.5 can be employed. Based on the desired effect the skill
generates the desired motion commands; see Section 3.6 for the developed adaptive
motion generation methods in this work.

• Geometric Reasoning: In order to provide the skill with geometric reasoning capabili-
ties, various planning components can be used. These are needed because the motion
targets of a skill are in general referenced with respect to the objects following the
object-centric paradigm. However, the poses of the objects change during the execution
of the application, and therefore the local targets need to be resolved in the global
context of the world state. For this purpose, the skill can query geometric solutions from
these reasoning components.

For example, an approach pose for the tool is given with respect to the object coordinate
frame and not with respect to the robot base frame. A path planner provides then the
functions to generate collision free-paths from the current pose of the tool to the desired
approach pose considering the motion obstacles registered in the current world state.
A motion planner was at first provided by KUKA within the SMErobotics project. For the
dual-arm version this component was replaced by RMPL [LA17].

Additionally, a runtime interface to the grasp planner of [TSR15] provides the capability
to determine grasps for individual assemblies. During the assembly planning at task-
level, graspability is in general verified for all subassemblies. However once a plan is
executed on a particular robotic system, the world state needs to be incorporated, and
grasps need to be selected that are reachable for the actual poses of the objects.

Furthermore, in the dual-arm system, the part placement is also decided online using
a workspace analysis and planning component [Bac+20]. The reachability of object-
centric motion paths can be verified and parts can be placed such that manipulability is
optimized.

• Interfaces to Environment: The execution software interacts through dedicated inter-
faces with the environment. These provide functions (i.e., device primitives) to send
motion commands through device controllers to the actuators of the robot hardware,
and furthermore, functions to retrieve feature poses and sensor measurements. Notably,
the interface components are able to communicate with the real hardware or alterna-
tively with a virtual representation if the skill is executed in the simulate-mode. For this
purpose, each relevant object in the environment is abstracted by an implementation
that can use an interface to the virtual or to the real object.
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In this work, the virtual representations are however simplified and do not simulate
the dynamics of the real objects or hardware. In future work, the degree of realism
could be increased by a full physics simulation of the virtual environment. However,
in the presented form, it is sufficient to check feasibility on a kinematic level (compare
[Rod+19]).

• Utilities: Multiple software utilities are available to improve the usability, efficiency, and
the comfort during setup of the system. The viewer DLR MediView is used to visualize
the world state and the robot movements. Furthermore, a software tool for workcell
calibration enables the intuitive manual teach-in of workcell components. Methods
for automatic self-calibration of components are investigated together with Sachtler et
al. [Sac16; Sac+19]. By default, it is assumed that the poses of part storages and
fixtures are initially known from the manuel teach-in and calibration process. However,
in this dissertation, it is investigated how remaining or newly arising uncertainties can
be estimated using tactile sensing. With the help of such methods, the initial calibration
effort can then be reduced.

• Storage: Each new individual product to be manufactured obtains a dedicated storage
place in the file system to keep and document data from planning and execution
persistently. Data generated by a skill can be stored inside a tree structure that
represents the task sequence and skill hierarchy. For example, path data generated in
a simulated run in the virtual environment can be kept for later reuse in the actual run
on the real system. Furthermore, the world state at the beginning and at the end of the
skill execution is stored by default for error recovery.

3.2 Robotic Manipulation

This section introduces basic methods and fundamentals in the field of robotic manipulation,
which are required to describe and implement robotic skills in this work. In general, various
types of manipulation can be distinguished. Mason and Lynch [ML93, p. 152] suggest a
taxonomy of manipulation that includes: kinematic manipulation, static manipulation, quasi-
static manipulation, and dynamic manipulation. In this work, although dynamic effects occur
during the real execution and the applied low-level impedance controller considers flexible
joint models, a description of the assembly problems will be used that is based on static
manipulation, meaning, “operation[s] that can be analyzed using only kinematics and static
forces.” [ML93, p. 152]20

20In the same line, the term kinestatics was introduced by Staffetti [Sta09, p.80]: ”[...] kinestatics [...], the statics
and instantaneous kinematics of a rigid body constrained by one to six contacts with a rigid static environment.”
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Therefore, the description of rigid body motions using screw theory will be introduced at first
from a general view point in Section 3.2.1. This is followed by the modeling of kinematic
chains with details on robotic manipulators with serial kinematics in Section 3.2.2. Finally, a
brief introduction to compliance and force control methods is provided in Section 3.2.3.

3.2.1 Rigid Body Motions

The theorem by Chasles [Cha30; MLS94, p. 49] and further works on rigid body displace-
ments21 conclude that a rotation about a certain axis in combination with a translation in the
direction of that axis is sufficient to describe every possible motion of a rigid body.

The theory of screws by Sir Robert Ball [Bal98] is based on this insight and provides the
methods to describe rigid body motions and forces in a unified framework using the concept
of a screw. The works of Hunt [Hun78], Lipkin [Lip85], Murray et al. [MLS94], and Husty
et al. [Hus+97], and others, introduced screw theory in the field of robotics for modeling the
kinematics and statics of manipulators. The description of rigid body motions in this section
uses methods of screw theory and is mainly based on the book by Murray et al. [MLS94] with
minor differences in the notation.

First of all, for the purpose of providing a reference, a right-handed, orthonormal coordinate
frame is attached to each rigid body or to dedicated features rigidly connected to a body.
The position and the orientation of a coordinate frame A of a body with respect to an inertial
frame B, represented by a position vector BrBA ∈ R3 and a rotation matrix RBA ∈ SO(3),
form together the configuration gBA = (BrBA,RBA) ∈ SE(3) of the frame A relative to the
frame B. The special Euclidean group SE(3) = R3 × SO(3) is also called configuration
space of a rigid body [MLS94, p.35]. The homogeneous representation of the configuration is
given by the 4× 4-transformation matrix :

HBA =

[
RBA BrBA

01×3 1

]
. (3.1)

If the configuration of frameD relative to frameA is known, then the configuration ofD relative
to frame B can be composed using matrix multiplication: HBD = HBAHAD. Furthermore, it
appliesHBAHBA

−1 = I4, where I4 denotes the 4× 4 identity matrix, and the inverse matrix
of the transformation is given by:

HBA
−1 =

[
RT
BA −RT

BABrBA

01×3 1

]
=

[
RAB ArAB

01×3 1

]
= HAB, (3.2)

using the general property of rotation matrices: R−1
BA = RT

BA = RAB.

21See the historical review by Dai [Dai06].
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The twist of a rigid body describes its instantaneous motion with respect to an inertial frame
D. It consists of the angular velocity Dω ∈ R3 and the linear velocity component Dv ∈ R3. In
general, the instantaneous motion can be interpreted as a screw motion. The angular velocity
vector defines the direction of the screw axis. The linear velocity component is the sum of the
linear velocity Dv‖ in direction of the axis and the linear velocity Dv⊥ induced by the rotation
about the axis measured in the origin of the inertial reference frame D: Dv = Dv‖ + Dv⊥,
with Dv‖ = h · Dω and Dv⊥ = [Dr]×Dω. Here, h ∈ R is the pitch parameter that describes
the coupling of linear and angular velocity of the screw motion, h = Dω

T
Dv/|Dω|2. The

position vector Dr ∈ R3 points from the origin of D to an arbitrary chosen point on the screw
axis. The vector norm is denoted | • |, and [ • ]× denotes the conversion of a vector to a
skew-symmetric matrix according to

[ r ]× =




0 −rz ry

rz 0 −rx
−ry rx 0


 . (3.3)

The angular velocity and the linear velocity vector can be combined to a single vector

Dt = [Dv
T ,D ω

T ]T ∈ R6 called the twist coordinates.22 The twist coordinates can be
converted to another (inertial) reference frame by using the adjoint operation:

Ct = Ad(HCD)Dt, (3.4)

where the adjoint matrix is given with

Ad(HCD) =

[
RCD [CrCD]× RCD

03×3 RCD

]
. (3.5)

The twist describes a velocity field from which displacements can be computed, which
represent changes of the configuration of a rigid body. Formally, a twist is an element of the
Lie algebra se(3) of the Lie group SE(3), which are connected via the exponential map.23

Accordingly, a rigid body transformation HEF can be obtained from the exponential map of a
twist:24

HEF = exp([Et]∆T ), (3.6)

22More specifically, the components are denoted here in axis coordinates order of a screw; in contrast to the ray
coordinates order in which the components are interchanged, compare [Hun03, p. 326; LD85, p. 378].

23See, e.g., the appendix of [MLS94] for details; furthermore, [SDA18] provides a compact summary to important
concepts of Lie theory for robotics.

24Here the frame F can be seen as a frame that coincides with frame E at the beginning of the motion, i.e., at
time t = tk−1: E = Fk−1 and HEFk−1

= I4; then at t = tk : HEFk
= exp([Et]∆T ) with ∆T = tk − tk−1.

If the frames do not coincide, then the change of the frame F due to the screw motion can be computed with:
HEFk

= exp([Et]∆T )HEFk−1
according to [MLS94, (2.37) on p.42].
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where ∆T is the duration of the screw motion with constant velocity, and [Et] ∈ se(3) is the
(unnormalized) twist, and written in the form of its matrix representation:

[Et] =

[
[Eω]× Ev

03×3 0

]
. (3.7)

Analogous to velocities, forces and moments can be represented in screw theory using
wrenches. Similar to a twist, a wrench uses the concept of a screw. Here, the direction of
the screw axis is defined by the direction of the force DF ∈ R3. The location of the screw
axis can be specified by an arbitrary point on the axis. The moment DM ∈ R3 is composed
of the moment DM⊥ induced by the force and an additional moment DM ‖ parallel to the
screw axis. The wrench coordinates are given by the vector Dw = [DM

T ,DF
T ]T ∈ R6. The

reference frame can be changed as well using the adjoint matrix Aw = Ad(HAD)Dw.

The instantaneous work or power generated by a wrench w acting on a body moving with
twist t can be computed in any inertial reference frame using the reciprocal product :

P = wT∆t = M Tω + F T v, (3.8)

where ∆ denotes the interchange operator introduced by Lipkin [Hun03, p. 328f; LD82, p.
365; Lip85, p. 33f]:

∆ =

[
0 I3

I3 0

]
. (3.9)

Note that the instantaneous work is invariant with respect to the chosen reference coordinate
frame. In the case that it vanishes (P = 0), the body is in equilibrium and the screw pair of
twist and wrench are reciprocal [Bal98, p.26].25

3.2.2 Kinematic Chain of a Serial Robotic Manipulator

Using the concepts of screw theory, the kinematics and statics of a robotic manipulator can
be described. A robotic manipulator consists of links connected by joints that provide degrees
of freedom such that the links can move relative to each other [Cra09, p. 5]. In this work,
serial manipulators are considered in which the links are connected one after the other with
revolute joints forming an open kinematic chain. In particular, robotic arms of the LWR-type
[Alb+07] with n = 7 joints are investigated.

Throughout this work, the frame B is located at the center of the robot base by convention,
which is rigidly attached to the environment. The frame A is located at the last link of the
robotic arm. The frame D represents the reference frame of a manipulated or grasped

25The term reciprocity goes back to the work of [Bal98]; Ohwovoriole and Roth [OR81] introduces furthermore
the notion of contrary and repelling screws (using the virtual coefficient of [Bal98, p. 17]).
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object, and is typically located at one of the geometric features of the object. An object in the
environment has the reference frame C (compare Fig. 13).

The configuration of the robotic arm is given by its joint positions q = [q1, ..., qn]T ∈ Rn. The
forward kinematics of the robotic arm can be computed by the product of exponentials formula
by Brockett [Bro84; MLS94, p. 85ff]:

HBA(q) = exp([Bt1] q1) · ... · exp([Btn] qn)HBA(0). (3.10)

The homogeneous transformation between frame B and A at time t = tk will be denoted as
HBA,k := HBA(qk) with qk = q(tk).26

In (3.10), the twists Bti of the joints i ∈ {1, 2, ...., n} are normalized and represent unit twists.
For the case of having only revolute joints, the twists are zero pitch screws (h = 0) with
normalized angular velocities |Bωi| = 1 pointing into the direction of the joint axes:

[Bti] =

[
[Bωi]× −[Bωi]×BrBJi
01×3 0

]
, (3.11)

where BrBJi connects B with a point Ji on the joint axis i (at the joint configuration q = 0).

The Jacobian matrix of a manipulator contains the information about the possible motions
given the current joint configuration. Each column of the Jacobian Bji(q) is a unit twist
associated with a single joint, which is transformed from the initial reference configuration
to the current configuration of the robot using the adjoint operation in combination with the
product of exponentials [MLS94, p. 116]:

Bji(q) = Ad(exp([Bt1] q1) · ... · exp([Bti−1] qi−1))Bti, (3.12)

with Bt1, ..., Bti−1 written in matrix representation (3.11).

The Jacobian BJ(q) = [Bj1(q), ..., Bjn(q)] ∈ R6×n with reference frame B is called spatial
manipulator Jacobian. Whereas the body manipulator Jacobian refers to the frame A and
can be obtained with the help of the adjoint operation [MLS94, p. 117]:27

AJ(q) = Ad(HBA(q))−1
BJ(q). (3.13)

26For convenience in the notation: functions can only be identified by the presence of an argument, i.e.,
variables in brackets. For example, constant transformations between two frames R and S will be denoted
with HRS = const. ∈ SE(3); functions that map a variable q ∈ Q to a transformation are written as
HRS(q) ∈ SE(3). So a transformation without argument is always considered a constant value and no
function. The outcome of a function associated with a value qk of the argument can be marked with a
dedicated subscript, e.g., HRS,k.

27Note that A is viewed here as an inertial frame that coincides with the last link at the current instance of time,
but has no own motion.
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The resulting velocity of a manipulator motion is then the combination of joint motions,
specifically, the linear combination of the columns of the Jacobian with the joint velocities
q̇ = [q̇1, ..., q̇n]T ∈ Rn as factors.28 The summation written as matrix multiplication gives:

At =
n∑

i=1

Aji(q) · q̇i = [Aj1(q), ..., Ajn(q)] q̇ = AJ(q)q̇. (3.14)

In the implementation, the joint velocity at time tk is approximated using q̇k ≈ (q(tk)− q(tk −
∆Trob))/∆Trob with sample time ∆Trob ∈ R of the joint position measurement.

An external wrench acting on the end effector at frame A can be mapped to an equivalent
manipulator joint torque τ = [τ1, ..., τn] ∈ Rn using the Jacobian:29

τ = AJ
T (qk)∆Aw. (3.15)

Such external wrenches are typically induced by the contact of the manipulator with the
environment, for example, during execution of an assembly task. The modeling of contacts
and the used implementation of a contact model will be described in detail in Section 3.3.

3.2.3 Compliance and Force Control

Compliance and force control methods deal with the behavior of the manipulator being in
contact with the environment. Compliance in robotics is defined as the “flexible behavior of a
robot or any associated tool in response to external forces exerted on it” [ISO12, p. 20]. For
realizing such a compliant behavior, dedicated hardware adapters were developed, which
can be attached to the end of the manipulator and provide a passive compliant mechanical
structure to compensate geometric uncertainties during assembly (e.g., by Drake [Dra78]
and Watson [Wat78]). Furthermore, compliance can be achieved by sensory feedback in
a control loop. Force control provides methods for achieving stable and robust compliant
behavior and consequently enables successful handling of contacts between the robot and
the environment [VD16, p.195]. An overview of force control methods for robotic assembly is
provided by Marvel and Falco [MF12].

In this work, the implementation of robotic assembly skills is based on impedance control,
which was proposed by Hogan [Hog84] as a unifying framework for robotic manipulation in free
space and especially in contact with the environment. Hogan distinguishes two fundamental
types of physical systems: admittances, which in the context of mechanical systems take a
force as input and can respond with a motion; and impedances which have a motion input
and respond with a force. Furthermore, he suggests to control deviations of a robot from a
desired motion with the help of impedances in order to “ensure physical compatibility” during

28Compare also the derivation of the screw Jacobian by Lipkin and Duffy [LD82, p.364].
29This can be derived using the principal of virtual work, compare [LD82, p. 365f; MLS94, p. 121].
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the interaction with static rigid objects in the environment, which cannot move and can only
be represented as admittances [Hog84, p. 305].30

Following this concept, such impedance behavior can be implemented in a very basic form
through a spring-like model that relates position errors as input to a force response as output,
for example:

Fx = K(xd − x). (3.16)

Here, Fx ∈ R is a force acting in the x-direction of a one-dimensional system with current
coordinate x, the motion reference is provided as a desired equilibrium position xd, and
K ∈ R is a (virtual) linear stiffness constant. A deviating motion consequently produces a
force pointing back towards the equilibrium point. In practice, the value of the force Fx can be
used as input for the low-level control interface of a system actuator to generate this force
effect.

The basic principle in (3.16) can be expanded to systems with multiple degrees of freedom,
such as robotic manipulators. Impedance controllers for robotic manipulators can be imple-
mented on joint level and in Cartesian coordinates.31 Furthermore, also nonlinear stiffness
can be modeled and additional components can be added, for example, a damping term
relating velocity errors to forces, or a term to compensate the gravity effect on the dynamics.

An impedance control framework was established by Albu-Schäffer and Ott [AOH07; Ott+08]
for robots with flexible joints and redundant kinematics. In particular, the DLR LWR [Alb+07]
is a torque-controlled robot, which uses this impedance control framework to enable sensitive
interaction with the environment. The feedback provided by the integrated joint torque sensors
(besides measurements of the motor positions) allows the implementation of a torque control
loop on joint level, which reduces friction effects and can be interpreted as “shaping of the
motor inertia” [AOH07, p.25]. A (Cartesian) impedance controller can then be used on top of
the low-level torque controller and allows a task dependent parameterization of the spatial
stiffness. The performance of the control framework has been demonstrated in multiple
scenarios including human-robot collaboration and sensitive execution of assembly tasks.

Due to its relevance in the industrial domain, the technology of the DLR LWR was transferred
to the company KUKA [Bis+10] and became part of the product LBR iiwa (iiwa), which had its
premiere on the 2013 Hannover Fair [KUK13]. The implementation of this work is based on
the controllers and interfaces provided by the KUKA RoboticsAPI of the iiwa robot.

30The interaction between two systems along a certain degree of freedom is only possible if the systems
physically complement each other: “Along any degree of freedom, if one is an impedance, the other must be
an admittance and vice versa” [Hog84, p. 305].

31However, an appropriate choice needs to be done with respect to the representation of orientations, e.g.,
compare [Cac+99].
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3.3 Rigid Body Contact Representation

The assembly of parts involves the sequential closure of contacts until the final pose of a part
according to the assembly specification is reached. During this transition from a non-contact
configuration to the final pose, parts get successively constrained in multiple spatial directions.
At each stage of this assembly process, a particular fine motion of the manipulator must
be executed to continue. The necessary knowledge about geometric constraints, feasible
motions, and physical effects can be provided by contact models.

In this section, a subset of general contact modeling is presented. Although friction and local
deformations are effects that influence the execution in practice, the focus lies mainly on
modeling frictionless contacts between rigid bodies.32

First, the relative configuration space between rigid bodies in contact is introduced in Sec-
tion 3.3.1. Then, a brief review on representing constrained motions using twists and wrenches
is provided in Section 3.3.2. Finally, the contact model based on haptic rendering used in the
implementation of this work is described in Section 3.3.3. Fig. 11 shows an overview of these
contact representations.
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Figure 11: Overview of considered rigid body contact representations. The real contact situation
corresponds with the relative pose of the parts on the configuration space border. Geometric con-
straints can be described using a kinematic representation. Specialized data structures, for instance,
voxelmaps and poinshells, are used in haptic rendering to efficiently compute contact forces.

3.3.1 Configuration Space of Rigid Bodies in Contact

In general, the configuration is a set of (generalized) coordinates that uniquely describes the
locations of every point of a physical system. The possible values of the coordinates span the
configuration space. For example, the locations of every point of a robotic manipulator can be

32A general overview of contact modeling considering contact dynamics and other effects is provided, e.g., by
[GS02] and [FL16].
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described uniquely using the joint positions. Thus, the configuration space of a robot can be
associated with a space that contains combinations of all possible joint positions.33

Furthermore, as stated above in Section 3.2.1, the configuration of a rigid body is given by a
tuple consisting of a position and an orientation, and accordingly, the configuration space is
the SE(3) with 6 degrees of freedom. For example, a possible set of coordinates for a rigid
body can contain 3 coordinates for the position and 3 Euler angles [MLS94, p.31ff; Cra09,
p.43ff] for the orientation [Loz81, p.682; Mas01, p.12].

However, the motion of a single object is constrained by the presence of other objects in the
environment. As suggested in the approach for motion planning by Lozano-Pérez [Loz83],
the configuration space can be divided into a space in which objects are free to move, and
spaces in which other objects block the motion (i.e., obstacles). The associated configuration
space obstacles can be derived from the geometry of the objects [Loz83].

In this work, the relative pose of an object, which might be attached to the end-effector of a
robotic manipulator, with respect to another object in the environment is called the relative
configuration between the objects. The relative configuration between two objects at time
t = tk with reference frame C and D can be represented by a homogeneous transformation
matrix HCD,k =: Hk.

The relative configuration space C is then defined implicitly using the contact distance dk =

d(Hk) ∈ R between the surfaces of the objects:

{
Hk ∈ C : dk ≤ 0

Hk /∈ C : dk > 0.
(3.17)

The contact distance is measured along the contact normal defined by the surface normals of
the objects. If the objects do not intersect, then the contact distance represents the shortest
possible distance between the surfaces, in the other case the maximal distance inside of
the intersecting volume. Note that the convention is used that the distance is defined to be
positive for intersecting objects. The boundary of the relative configuration space (dk = 0) is
denoted by ∂C and represents closed contacts between the objects.34

The boundary of the relative configuration space can be subdivided into regions according to
the number and types of occurring contacts between the objects surfaces. Such a region is
called contact formation (CF) and can be defined using a set of elemental contacts [Des89;

33Note that the configuration space of the end-effector for all possible joint configurations is also called workspace
of a manipulator [MLS94, p. 95]. In this work it is assumed that the considered object motions are within the
workspace of the manipulator, which can be verified using methods for workspace analysis as done together
with Bachmann et al. [Bac+20].

34Contacts are sometimes also modeled as unilateral constraints using a complementary condition, the so-called
Signorini-(Fichera) condition g ≥ 0, λ ≥ 0, g · λ = 0, where g = −d is the gap, i.e., contact distance, and
λ ∈ R is the intensity of a normal reaction force; see, e.g., [Gei+06, p. 796; KLB16, p. 1208].
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DV89, p.802; Tan07, p.43].35 The set of possible CFs can be automatically computed from
the geometry of the objects and stored together with the information of adjacent regions in
contact state graphs [XJ01; Tan07]. Each CF can be associated with a kinestatic description
as will be described in the following Section 3.3.2.

3.3.2 Twist and Wrench Spaces of Contacts

The instantaneous motions of rigid bodies in contact are directly related to the local con-
tact geometry. Waldron concludes, based on the reciprocity condition of Ball [Bal98] (see
Section 3.2.1), that the possible motions of a rigid body in contact can be derived from
the contact geometry [Wal72, p.347]. In general, the twist space and the wrench space
of a constrained body are dual screw systems. This principle of duality is summarized by
Lipkin and Duffy [LD82, p.364] as follows: “a rigid body in space that can twist about n
independent screws (1 ≤ n ≤ 6) has the same instantaneous mobility when constrained by
(6 - n) independent reciprocal wrenches”. Accordingly, the twist space is a vector space of
n-dimensions and can be represented as matrix in which the columns are the basis vectors
given as independent unit twists: T = [t1, ..., tn] ∈ R6×n. A twist of a constrained object
that maintains the contact can therefore be represented as a linear combination of the basis
vectors. Similarly, the wrench space is represented as matrix consisting of unit wrenches as
basis vectors: W = [w1, ...,w6−n] ∈ R6×(6−n), and all reaction forces can be obtained from
it as linear combination. Following the principle of duality, each combination of basis vectors
of the wrench and twist space needs to fulfill the reciprocity condition (3.8) [BDD93, p.351].

The matrix T can be interpreted intuitively as Jacobian matrix of a so-called virtual contact
manipulator (VCM) as suggested by Bruyninckx et al. [Bru+95; Bru95]. This allows the
use of the same modeling methods as known from robotic manipulation and, furthermore,
representing the motion space up to the second order, which enables accurate estimation
of geometric uncertainties. In the general case of a single point contact between curved
surfaces, the VCM consists of 5 revolute joints, one in the contact point aligned with the
contact normal and for each body two joints that directly relate to the principal curvatures of
the surfaces in contact. The wrench space is one-dimensional and defined by a unit force
along the contact normal. Other contact types as vertex, line and plane contacts can be
handled as limit cases. If multiple parallel contacts are present then an intersection of the
twist systems is required [Bru+95, p.471]. An approach to representing multiple contacts
using Grassman-Cayley algebra, which allows obtaining closed-form expressions for such
intersections, is presented by Staffetti [Sta09] and was used by the author for contact state
recognition using analytical contact models in [Not12].

35Elemental contacts are also called principal contacts in the context of polyhedral objects [Xia93, p. 66] as well
as for curved objects [Tan07, p.42]; and should not be confused with elementary contacts, which denote the
three types of contacts between polyhedrons (face-vertex, vertex-face, edge-edge)[Mee+08, p.438].
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The exact kinematic information about contacts helps to identify uncertainties and setup
controller models. Meeussen et al. [Mee+07, p.225] present a method using singular value
decomposition (SVD) to obtain twist and wrench spaces from elementary contacts between
polyhedrons. The knowledge about the twist space is also used in this work to implement a
constrained-based propagation step in the observation algorithm (see Section 3.5.3).

However, in practice, the accurate computation of the twist space is expensive if mesh models
are the only input for the algorithm and the geometries are complex (fine features, convex,
large size etc.). Common collision detection libraries only provide information about the
contact point and possibly the contact normal. The next Section 3.3.3 describes the default
contact model used in this work for handling contacts between mesh models.

3.3.3 Contact Model Implementation Using Haptic Rendering

According to Gilardi and Sharf [GS02], contact models can be divided into discrete and
continuous models, where the first are mainly used to model short impacts between rigid
bodies on impulse level, and the latter have advantages in representing flexible multi-body
systems with non-impact dynamic problems, including the possibility to use various types
of contact dynamics models. In the continuous case, the contact force can be written as an
explicit function of the local deformation and its derivatives [GS02, p.1227, p.1231]. For this
purpose, implementations using explicit contact models need to be able to detect if contacts
between objects occur and compute the minimal distance or penetration depth from the
geometries.

In this work, the haptic rendering algorithm for collision and distance computation of Mikel
Sagardia [Sag19] is used as basis of the applied contact model. The implementation is based
on the penalty-based voxelmap-pointshell algorithm (VPS) by McNeely et al. [MPT99] and
optimizes it in several aspects to obtain results faster and more accurate. It can answer
collision queries with complex and non-convex geometries in less than 1ms. The algorithm
uses two specialized types of data structures to represent the objects and to efficiently
support the computation of collisions. Both can be generated offline from triangle mesh
data. The pointshell consist of fine sampled surface points, where each point is associated
with a surface normal vector. The voxelmap discretizes the volume of an object into cubic
elements and corresponds to a signed distance field. Typically, objects in the environment
are represented by voxelmaps and the manipulated objects by pointshells. Once two objects
intersect, the basic algorithm computes a penalty force by averaging the normals of the
pointshell weighted by the individual penetration depths of the points obtained from the
distance field in the voxelmap [Sag19, p.76]. Especially for planar contact cases, the resultant
force can be interpreted as buoyancy force as it is directly proportional to the intersecting
volume [Sag19, p.77f].
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Given a relative transformationHCD between two rigid bodies, VPS computes multiple proper-
ties of the contact. The relevant quantities in this work are the penalty force DF P (HCD) ∈ R3

and, furthermore, the contact distance d̃(HCD) ∈ R associated with the deepest point of the
pointshell in contact Q (or the closest point in the case of no penetration). The applied contact
model in this work uses only the directional information of DF P to compute a virtual contact
wrench Dw̃ = Dw̃(HCD). The resultant force is shifted such that it is acting on the deepest
point Q instead of on the (approximated) center of the intersecting volume.36 Together with
an explicit linear elastic stiffness model FC(HCD) = kC · d̃(HCD) ∈ R; kC = const. ∈ R+

the wrench is then computed according to:

Dw̃(HCD) =

[
DM̃

DF̃

]
= FC ·

[
[DrDQ]× DFP

|DFP |
DFP

|DFP |

]
, (3.18)

where DrDQ ∈ R3 is the position vector from the object reference frame D to the deepest
intersecting point Q of the pointshell.

Furthermore, the computed contact distance can be used to implicitly define the configuration
space between the objects in the virtual contact model. As the algorithm requires the
intersection of the geometries to generate a contact force, a minor penetration must be allowed,
and thus, the theoretical configuration space (3.17) needs to be expanded. Consequently, in
this work, a configuration space C̃ is defined for the virtual contact model:





no contact, HCD ∈ C̃ : d̃ < 0

contact, HCD ∈ ∂C̃ : 0 ≤ d̃ < dt

invalid, HCD /∈ C̃ : dt < d̃.

(3.19)

The offset dt expands the boundary of the configuration space to a contact zone ∂C̃ where
feasible contacts can be established. It is clear that the range of force intensities is bounded
by dt, that is, the width of the zone, and the assumed virtual contact stiffness kC . In practice,
the values of these parameters are chosen such that the contact model can represent the
force intensities that are expected during assembly execution.

Overall, the used contact model is a simplification of the physical effects of a real contact.
However, it provides fast and reasonable information for contact sensing, which also takes
model and measurement errors in the observation algorithm into account (see Section 3.5).

36This improves the reproduction quality of the moment induced by the normal contact force in edge contacts.
This can be illustrated in a planar case in which a slightly rotated rectangle is in contact with a plane. The
force naturally acts on the corner of the rectangle. To obtain a higher intensity of the force, the penetration
depth in the model must be increased. In the default model, an increase of the depth would shift the point
on which the force acts to the center of the intersecting area (buoyancy). In the here used model, the force
still acts on the corner as it is the deepest point (and uses the directional information of the buoyancy) and is
therefore closer to the real effect of the contact. A drawback might be that the model is more sensitive to small
variations in the orientation, which produce larger changes in the moment as in the default case.
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3.4 Bayesian State Estimation

The general idea of Bayesian reasoning or Bayesian inference is to update prior knowledge,
taking into account newly available information from observations, in such a way that the
uncertainty contained in the prior knowledge is ideally reduced. Probability theory permits
describing uncertainties with probabilities and probability density functions, and provides a
mathematical framework for Bayesian reasoning. In particular, the Bayes’s theorem relates
the prior with a posterior distribution using the likelihood of observing a certain value given a
state hypothesis.

The Bayesian approach is nowadays a central method in state estimation and (nonlinear)
filtering to reduce uncertainties and estimate hidden states of various systems. A general
introduction for engineers into filtering using the Bayesian approach for stochastic processes
is given by the well known work of Jazwinski [Jaz70]. The history of Bayesian filtering is
covered in large parts by the comprehensive survey of [Che03]. Bayesian methods for the
application in object tracking are collected and described by [Cha+11]. The contact sensing
approach in this work builds upon these methods as will be described later in Section 3.5.

In this section, the fundamentals of probability theory and Bayesian state estimation are
presented in short. First, a brief review of basic terms in probability theory is provided, covering
probability density functions and fundamental relations as the Bayes’ theorem (Section 3.4.1).
Then, an introduction into recursive Bayesian estimation is given (Section 3.4.2). The last
part describes the basics of particle filtering (Section 3.4.3), which is at the core of the state
estimator implemented in this work. Fig. 12 shows the main step of the recursive algorithm
for state estimation.

3.4.1 Probability Theory and Density Functions

In this section, basic terms and relations of probability theory are briefly introduced, which
are used for modeling stochastic processes and uncertainties in this work. The text in this
section is partially based on the introduction by [Jaz70; Chi09, p.64ff; Tab17].

In general, the value of a random variable X depends on the outcome of a probabilistic
experiment, is not fixed and a priori unknown. Multiple random variables can be grouped into
a random vector X = [X1, ..., Xn]T , also called multivariate random variable.

In the case of a continuous random vector X ∈ Rn with an uncountable number of possible
values, there exists a probability density function pX(x) ≥ 0 ∀ x ∈ Rn according to which the
vector values are distributed: X ∼ pX(x).37 In contrast to X, the vector x = [x1, ..., xn]T ∈
Rn denotes a concrete and clear value, also called realization of the random vector [Jaz70,

37It can be also seen as a joint probability density function of the (scalar) jointly distributed random variables
pX(x) = pX1,...,Xn(x1, ..., xn); see, e.g., [Jaz70, p.31f].
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Figure 12: Recursive Bayesian state estimation using a particle filter. Samples of the state are
propagated and weighted according to the observations made from the real system. An estimate of
the hole pose can be computed as the mean of the sample values. A resampling step selects the best
fitting samples for the next iteration of the algorithm.

p.13]. By definition, such probability density functions integrate to unity
∫
Rn pX(x)dx = 1 with

dx = dx1dx2...dxn.

The probability that the outcome of the random experiment lies within in a certain region
X ∈ Dn ⊂ Rn is given by the integral:

Pr[X ∈ Dn] =

∫

Dn

p(x) dx. (3.20)

Furthermore, the expectation or expected value of a function h(X) is given by:38

E[h(X)] =

∫

Rn

h(x) p(x) dx. (3.21)

In particular, the mean value of a random vector X is obtained from the expected value of
the random vector itself:

µ := E[X] =

∫

Rn

x p(x) dx, (3.22)

and the covariance by Σ := E[(X − µ)(X − µ)T ].

38The expected value E[h(X)] of a function h(X) is sometimes also denoted as ĥ or 〈h〉.
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The normal distribution, or also Gaussian distribution, is relevant in many areas of probability
theory and the description of stochastic processes. In the multivariate case, the density of the
normal distribution is given by the function:

N (x|µ,Σ) := pX(x) =
1√

(2π)n det Σ
exp

(
−1

2
(x− µ)TΣ−1(x− µ)

)
(3.23)

with the covariance matrix Σ ∈ Rn×n and the mean µ ∈ Rn.

In the special case of a diagonal covariance matrix Σ = diag(σ2
1, . . . , σ

2
n), in which the

random variables are mutually independent, see (3.26), the density function can be written as
product of univariate normal density functions N (xi|µi, σ2

i ):

N (x|µ, diag(σ2
1, . . . , σ

2
n)) =

n∏

i=1

N (xi|µi, σ2
i ), (3.24)

where µ = [µ1, ..., µn]T , and σi :=
√
E[(X − µi)2] ∈ R denotes the standard deviation.

The probability density function of a univariate normal distribution is given as

N (x|µ, σ2) := pX(x) =
1

σ
√

2π
exp

(
−1

2

(x− µ
σ

)2
)
. (3.25)

Note that the first argument x is often omitted when referencing the density itself and not
a particular value of it. For example, when expressing that a random variable is distributed
according to a normal distribution: X ∼ N (µ, σ2).

Random variables X1, ...Xn are mutually independent if their joint probability density function
satisfies [Jaz70, p.28, (2.67)]:

pX1,...,Xn(x1, ..., xn) = pX1(x1) · ... · pXn(xn). (3.26)

Furthermore, X = [X1, ...Xn]T and Y = [Y1, ...Ym]T are (jointly) independent, if their joint
probability pX,Y (x,y) is given by [Jaz70, p.28]:

pX,Y (x,y) = pX1,...,Xn,Y1,...,Ym(x1, ..., xn, y1, ..., ym)

= pX1(x1) · ... · pXn(xn) · pY1(y1) · ... · pYm(ym)

= pX(x) · pY (y).

(3.27)

The marginal density function of a joint density is given by:

pY (y) =

∫

Rn

pX,Y (x,y)dx. (3.28)
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The conditional density function pX|Y (x|y) is the “the fundamental entity” in filtering for
stochastic processes in which x represents the state of the system and y is the available
measurement [Jaz70, p. viii]. In general, the conditional density function of X given Y can
be obtained from the joint and the marginal densities [Jaz70, p.36ff]:39

pX|Y (x|y) =
pX,Y (x,y)

pY (y)
=

pX,Y (x,y)∫
Rn pX,Y (x,y)dx

. (3.29)

Rearranging the first part of (3.29) provides a generalized version of (3.27), which is some-
times also referred to as the product rule:40

pX,Y (x,y) = pX|Y (x|y) · pY (y)

= pY |X(y|x) · pX(x).
(3.30)

Finally, this leads to the equation of the well-known Bayes’ theorem for continuous random
vectors [Jaz70, p.39, (2.102)]:

pX|Y (x|y) =
pY |X(y|x)pX(x)

pY (y)
, (3.31)

which plays the key role in (recursive) Bayesian estimation as will be presented in the next
section.

Note that (3.29),(3.30) and (3.31) are in some standard references only presented for continu-
ous random variables, but in general, they apply to random vectors as well, as pointed out by
Jazwinski [Jaz70, p.39].

For convenience in the notation, the subscripts naming the random vectors in the probability
density functions will be omitted in the following, and it will be only referred to the realizations
of the random vectors in the arguments, for example: p(x,y) = p(x|y) · p(y). Furthermore,
the notation will not strictly distinguish between random vectors and their realization.41

3.4.2 Recursive Bayesian Estimation Methods

Recursive Bayesian estimation methods can be used to estimate the state of systems
whose dynamics can be represented as stochastic processes.42 The underlying models use
random variables to model uncertainties and random effects in the state evolution. In this

39Jazwinski shows there how the conditional density function for continuous random vectors can be derived
starting from the conditional probability Pr[A|B] = Pr[A ∩B]/Pr[B] with the random events A and B.

40For independent random vectors it applies pX(x) = pX|Y (x|y) and pY (y) = pY |X(y|x); (3.27) can then be
obtained from (3.30).

41See [Jaz70, p.47; DFG01, p.5; Chi09, p.65] for comparable conventions in notation.
42See Table 3.1 of [Jaz70] for a classification of stochastic processes.
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work, continuous state spaces with a discrete time parameter are considered, which can be
described with nonlinear state space models of the form [CGM07, p.899]:

xk = a(xk−1,uk), (3.32)

yk = b(xk,nk), (3.33)

where (3.32) is the system model with the random vector xk that represents the state at time
t = tk, k ∈ N0, and which is modeled as a function of the state xk−1 of the previous time step
and the state disturbance uk ∼ p(uk). The measurement model is given by (3.33) with the
available measurement yk as a function of the current state and the noise nk ∼ p(nk).

Associated with the system model is a transition probability density function or transition
density f(xk|xk−1) ∀ k > 0, which also describes the state changes and can for example be
obtained through rearranging (3.32) or from experiment data and model identification; similarly,
the observation probability density function or observation density g(yk|xk) is associated
with the measurement model [CGM07, p.899]. The initial state is assumed to be distributed
according to the initial state density p(x0). Examples for system models of this category are
provided by [Kit87; DFG01; DJ11; CGM07].

Such a model of a stochastic process is also called a Markovian model or hidden Markov
model (HMM) as it assumes that the state evolution only depends on the values from the
previous time step and not on values further in the past and, furthermore, that the state
itself is hidden, meaning that it is not directly observable. Consequently, the HMM with the
Markovian assumption can be represented as well using the transition and the observation
density [CGM07, p.900]:

xk ∼ f(xk|xk−1), (3.34)

yk ∼ g(yk|xk). (3.35)

In general, a goal in Bayesian estimation is to estimate the posterior distribution p(x0:k|y1:k)

of a state trajectory, and in particular, its marginal distribution p(xk|y1:k), which is the state at
the current time based on the knowledge of the values of all past measurements.43 The latter
problem is typically called filtering, and the first (fixed interval) smoothing [CGM07, p. 900].
The set of (hidden) states until time t = tk is here denoted as x0:k := {x0, ...,xk}, and the
set of all past measurements as y1:k := {y0, ...,yk}.

The theoretical solution for estimating the posterior distribution p(x0:k|y1:k) follows from the
Bayes’ theorem, and is described, for example, by Doucet et al. [DFG01, p.6]. Using the
Bayes’ theorem and the Markov assumption, a recursive method can be derived for estimating
the marginal distribution p(xk|y1:k) as well, as will be described briefly in the following.

43The posterior is in some works also called belief, denoted as bel(xk); especially in robot localization and
motion planning.
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An iteration of a recursive method in Bayesian estimation consist conventionally of a prediction
and an update step (compare, e.g., Kitagawa [Kit87, p.1033]). The prediction step provides
the prior density p(xk|y1:k−1). It can be derived by applying (3.28), (3.30), and using the
Markovian system model (3.34) together with the estimate p(xk−1|y1:k−1) from the previous
time step:

p(xk | y1:k−1) =

∫

Rn

p(xk,xk−1 | y1:k−1)dxk−1

=

∫

Rn

f(xk | xk−1) p(xk−1 | y1:k−1)dxk−1.

(3.36)

This prediction can then be corrected in the update step, taking into account the newly
available measurement yk to obtain an estimate of the marginal distribution, namely, the
posterior density p(xk | y1:k). The posterior is computed using Bayes’ theorem (3.31) and
the Markovian assumption:

p(xk | y1:k) = p(xk | yk,y1:k−1)

=
p(xk,yk | y1:k−1)

p(yk | y1:k−1)

=
p(yk | xk,y1:k−1) p(xk | y1:k−1)

p(yk | y1:k−1)

=
g(yk | xk) p(xk | y1:k−1)∫
g(yk | xk) p(xk | y1:k−1)dxk

.

(3.37)

Note that (3.37) is a function of xk as the observations y1:k are assumed to be known from
all past measurements carried out. Furthermore, the denominator does not depend on xk
and represents a normalizing constant.44 For a known value yk, the observation density
g(yk | xk) as function of xk is also called likelihood function (compare, e.g., [Cha+11, p.9]).

The prediction (3.36) and update (3.37) step can be called recursively starting with an initial
prior density p(x0). However, closed-form solutions of the equations only exist in special
cases, for example, where the equations are linear and densities are represented with
Gaussians [DJ11, p.4]. The Kalman filter [Kal60] for stochastic processes with zero-mean
Gaussian noise falls into this category and an optimal estimate of the (hidden) state can be
obtained.45

Because of these limitations in finding a closed-form solution, several approaches have
been developed to handle systems with nonlinear stochastic processes, for example: ex-
tended Kalman filter (EKF) [Jaz70; AM79], Gaussian quadrature Kalman filter (QKF) [IX00],

44The equation is sometimes simplified to a proportional relation written as p(xk|y1:k) ∝ p(yk|xk)p(xk|y1:k−1),
compare, e.g., [Cha+11, p.9; IB96, p.344].

45Ho and Lee [HL64] derive solutions for this type of stochastic processes using a Bayesian approach.
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unscented Kalman filter (UKF) [JU04], probability hypothesis density (PHD) filter [Mah03],
Gaussian sum filter [SA70; AS72], point mass and grid-based filters [BS71], numerical approx-
imation of density functions [Kit87], (sequential) Monte Carlo and particle methods [HM69;
AK75; ZSŠ75; Del94; GSS93; KKR95; IB96; Kit96]. An overview of the various (nonlinear)
filtering methods is given by [CGM07, p.900f; DFG01, p.6; Cha+11, p.22ff].

In particular, the sequential Monte Carlo (SMC) methods have advantages due to their
support of multi-modal and non-Gaussian distributions, and nonlinear system dynamics, as
well as their straight-forward implementation without the need for closed-form solutions. These
methods became especially popular in robotics for localization and contact state estimation
(e.g., [TBF05; GLB05]), and are also used in this work for contact sensing. The next section
presents the basics of the SMC framework in more detail.

3.4.3 Particle Filtering

The basic idea of SMC and particle filtering methods goes back to the insight that the outcome
of complex processes for which no closed-form solutions exist, or for which solutions are
too expensive to compute, can be investigated statistically by simulating a set of samples
in individual runs; each sample represents alternative (start) conditions as suggested by
the Monte Carlo method of Stan Ulam [MU49; Eck87; DPV13, p.2]. The outcome of all
simulations can then be used to find an approximation for the actual system behavior.

The idea was later adopted in the field of nonlinear filtering [HM69; AK75; ZSŠ75; DGA00,
p.197] and had its breakthrough in the nineties with the works of [GSS93; Del94; KKR95;
IB96; Kit96]. While the early approaches had only little impact in practice, the so-called
bootstrap filter of Gordon et al. [GSS93] is commonly considered to be the “first successful
application of sequential Monte Carlo techniques to nonlinear filtering” [CGM07, p.900]. Del
Moral [Del96] provided the first theoretical convergence results on this class of approaches.46

Today, multiple variants and extensions of the method are available, for example, the Rao-
Blackwellized particle filter [DGA00; AD02; SGN05] and the auxiliary particle filter [PS99].
Furthermore, efficient libraries and techniques for the (parallel) implementation exist, for
example, by [Joh09; HKG10; Chi+13; Zho14; Dem+14; Lin+17].

In the following, this section introduces the basics of particle filtering. It is mainly based on
the introductions and tutorials by [DFG01; CGM07; DJ11]. Furthermore, a recent hands-on
tutorial on particle filtering is provided by [ETM21].

The basic idea of particle filtering is to approximate probability density functions by a set Xk
of weighted samples of the state (i.e., particles): (xk

( i ),Wk
( i )) ∈ Xk, where i ∈ {1, ..., N}

denotes the index of the ith particle, N is the total number of particles and the (normalized)

46See furthermore [CD02] for a survey on convergence results.
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weight is defined as Wk
( i ) ≥ 0 with

∑N
i=1Wk

( i ) = 1. The posterior density p(xk|y1:k) can
then be represented using the discrete distribution of the particles:

p(xk|y1:k) ≈
N∑

i=1

Wk
( i )δ(xk − xk( i )), (3.38)

where δ( • ) denotes the Dirac delta function.47

Based on the distribution of the particles, the expectation of a (nonlinear) function h(x) (3.21)
can be approximated by a weighted average48 of the function values evaluated for each
sample [CGM07, p.903]:

E[h(X)] ≈
N∑

i=1

Wk
( i )h(xk

( i )). (3.39)

If perfect Monte Carlo sampling would be used, that is, random samples are independent
and identically distributed (i.i.d.) and directly drawn from p(xk|y1:k), each of the weights
would be equal (Wk

( i ) = 1/N ) and by increasing the number of samples, the result of the
approximation (3.39) would converge (almost sure) to the exact expectation (3.21), which
follows from the strong law of large numbers [DFG01, p.7].

However, it is usually not possible to sample directly from complicated probability density
functions, which is typically the case for the posterior density [DJ11, p.8; CGM07, p.902]. This
leads to the methods based on importance sampling that are used to compute the weights
Wk

( i ). Instead of sampling directly from the target density, an importance density49 is used,
which can be selected such that samples can easily be drawn from it. A prerequisite is that
the support of the importance density function contains the support of the target density
function, meaning that if p(x) > 0 then also q(x) > 0.

The expectation of a function h(x0:k) can then be computed using the importance density

47Compare the notation in, e.g., [DFG01, p.8f, (1.5); DJ11, p.8; Cha+11, p.43, 46f; HSG06, p.1; ETM21, p.11].
48In general, the computation of the expected value is interpretable as the minimization of a cost function

using the squared 2-norm in Rn [Chi09, p.66]. However, expected values of elements of non-Euclidean
spaces (like SO(3) or SE) need to be handled in a special way. The Riemannian center of mass [GKR74;
Kar77] (or Karcher mean as it was called by [Ken90, p.395]) minimizes the quadratic distance defined on any
Riemannian manifold. The Riemannian center of mass for averaging of rotations is investigated by Moakher
[Moa02] (Section 5 for weighted averages). An algorithm is implemented by [Man04] for (compact) Lie groups.
Furthermore, the method by [Mar+07] based on quaternions is also suitable for particle filtering. A general
review of methods for averaging rotations is provided by [Har+13].

49The importance density is called differently in various combinations of the terms {importance, instrumental,
proposal, propagation} and {density, distribution}, e.g., [DJ11, p.9; CGM07, p.902].
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q(x0:k|y1:k). From (3.21) follows [CGM07, p.902f, (3), (8)]:

E[h(X)] =

∫
h(x0:k) p(x0:k|y1:k)

q(x0:k|y1:k)

q(x0:k|y1:k)
dx0:k

=

∫
h(x0:k) r(x0:k|y1:k)q(x0:k|y1:k)dx0:k

≈
N∑

i=1

W̃k
( i )

∑N
j=1 W̃k

( j )
h(x0:k

( i )) =
N∑

i=1

Wk
( i )h(x0:k

( i )),

(3.40)

where samples x0:k
( i ) were now drawn from the importance density q(x0:k|y1:k), and the

importance function r(x0:k|y1:k) corrects the bias that was introduced by not directly sampling
from the posterior.50

The value of the importance function evaluated for a sample is the so-called unnormalized
importance weight defined as [CGM07, p.902ff]:

W̃k
( i ) := r(x0:k

( i )|y1:k) =
p(x0:k

( i )|y1:k)

q(x0:k
( i )|y1:k)

. (3.41)

Normalized importance weights can always be obtained using

Wk
( i ) = W̃k

( i )/
N∑

j=1

W̃k
( j ). (3.42)

By decomposing the importance and the posterior density in (3.41) into factors, a recursive
computation of the importance weights can be derived:51

W̃k
( i ) ∝ Wk−1

( i ) g(yk|xk( i )) f(xk
( i )|xk−1

( i ))

q(xk( i )|x0:k−1
( i ),y1:k)

, (3.43)

where Wk−1
( i ) is the importance weight from the previous timestep, and the so-called incre-

mental weight on the right consists of the likelihood, the transition density and the importance
density.52

If the so-called prior kernel is used for the importance density (as done by [GSS93]), where
the importance density equals the transition density of the system model, then (3.43) simplifies
to [CGM07, p.905]:

W̃k
( i ) ∝ Wk−1

( i ) g(yk|xk( i )). (3.44)

The filtering method that draws samples from q(xk
( i )|x0:k−1

( i )) and weights them according
to the above equations is called sequential importance sampling (SIS).

50Note that in (3.40) a renormalization of the importance weights is carried out [CGM07, Remark 1, p.902].
51Compare, e.g., [ETM21, p.8, (13); DFG01, p.9, (1.6); CGM07, p.903f, (10)], and Ho and Lee [HL64, p.335f].
52An additional constant term in the denominator was omitted as the weights are in any case unnormalized.
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The downside of SIS is that the weights degenerate quickly after a few time steps due to
the multiplication of the previous weight with the incremental weight (compare, e.g., [DFG01,
p.10]). Resampling can help to remedy this effect.

The sampling and importance resampling (SIR) algorithm of [Rub88] draws samples from an
importance density (sampling), weights them (importance weighting), and then resamples
from this set the ones with high weights (resampling) by setting the resampling probability
equal to the importance weight. The classical SIR algorithm aims to concentrate the samples
in regions with relevant data, but is not meant to be applied iteratively.

A resampling step was then also suggested by Gordon et al. [GSS93] in the (sequential)
bootstrap filter, which reduced the degeneracy effect SIS suffered from. This finally led to
successful applications of the sequential Monte Carlo methods in practice. At each time step,
N particles are selected from the original population for the next iteration. The probability
of a particle being selected is given by its importance weigth: Pr[xk( i ) = x?k

( j )] = Wk
( i )

[GSS93, p.108], where x?k
( j ) is a copy of xk( i ) and is passed to the next filter iteration. After

the resampling step, all selected particles obtain the same weight Wk
( i ) = 1/N and the

posterior is represented by

p(xk|y1:k) ≈
1

N

N∑

i=1

Nk
( i )δ(xk − xk( i )) =

1

N

N∑

j=1

δ(xk − x?k( j )). (3.45)

Here, Nk
( i ) ∈ N0 indicates how often a particle xk( i ) was selected and copied for the next

iteration, compare [DFG01, p.10; HSG06, p.1].

The bootstrap filter by Gordon et al. [GSS93] is the basis of the common particle filtering
methods and also of the implementation in this work. Alg. 1 shows the main function calls
of a general estimation step (DOESTIMATIONSTEP), which is executed sequentially after
initialization of the particles in the implementation of the state observer used for contact
sensing.

1: function DOESTIMATIONSTEP(Xk−1,yk )
2: for all (Wk−1

( i ),xk−1
( i )) ∈ Xk−1 do

3: xk
( i ) ← PROPAGATESAMPLE(xk−1

( i ),yk)
4: W̃k

( i ) ← WEIGHTSAMPLE(xk( i ),yk)

5: X̃k ← {(W̃k
( i ),xk

( i ))}
6: Xk ← NORMALIZE(X̃k)
7: X ?k ← RESAMPLE(Xk)
8: return X ?k

Algorithm 1: The general estimation step of the state observer.
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First, each sample is propagated with PROPAGATESAMPLE using the importance density
function. Then, the samples are weighted according to the newly available measurement yk
in WEIGHTSAMPLE and normalized in NORMALIZE. Finally, the resampling step selects the
samples for the next call of the estimation step (RESAMPLE).

In this work, systematic resampling [HSG06] is used for selecting the particles for the next
iteration. Note that resampling is carried out here at every timestep, but it could be also
omitted in cases where the effective sample size (ESS) is above a certain threshold [DJ11,
p. 14]. The overall algorithm is implement in a custom C extension for Python with parallel
execution of the propagation and weighting step.

Functions for the propagation (PROPAGATESAMPLE) and weighting (WEIGHTSAMPLE) of
the samples in Xk are developed and investigated in this work; see Section 3.5 for more
details. The integration of this estimation step in algorithms for adaptive motion generation is
presented in Section 3.6.

3.5 Uncertainty and Contact Sensing

Contact sensing is considered a prerequisite for adaptive execution of assembly tasks, as it
provides necessary awareness for decisions about the strategy and, in particular, about the
next motion commands. In this work, it is mainly investigated how geometric uncertainties can
be reduced and observed with the help of contact sensing during the execution of assembly
tasks. This section provides the description of the uncertainty model and the developed
system models within the estimation framework.

First, the model of the uncertainty is described in Section 3.5.1. Then, the propagation
models for static setups (Section 3.5.2) and for setups with moving parts in the environment
(Section 3.5.3) are presented. Finally, Section 3.5.4 describes how the sensory input is taken
into account in the likelihood function of the estimator.

3.5.1 Uncertainty Model

Geometric uncertainty can arise from various sources. Considered in robotic assembly
are typically: manufacturing tolerances, the imprecision in the pose of static objects in the
environment, imprecision in the pose of the gripper, and in the pose of the manipulated
object in the gripper [Dut98, p.43; RBS05, p. 568f]. Furthermore, Rosell et al. [RBS05,
p.568] distinguish between global and local sources of uncertainty: ”A source of uncertainty
is considered global if it determines the deviation of either all the topological elements
of the manipulated object or of all the topological elements of all the static objects, and
it is considered local otherwise.” In this work, mainly a global source of uncertainty is
considered.
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Besides the sources of uncertainty listed above, the pose of an object in the environment can
have additional uncertainty as soon as it is not fixed in a static pose, but is free to move. The
motion might come from an external actuation (e.g., conveyor belt), a human co-worker, or
might be induced by the robotic arm itself (pushing manipulation). In this work, mainly the
uncertainty in the pose of an object in the environment is treated. Cases with static and with
moving parts are considered.

For robotic assembly, an important question is how the uncertainty affects the success and
performance of an assembly process. Taylor [Tay76, Ch. 7; TR88] and Brooks [Bro82, Sec.
2] investigated early the propagation of uncertainty through kinematic structures using (in-
equality) constraints. Their methods provide worst-case bounds on the size of the uncertainty
to find a feasible system setup such that a given task can be executed. Later, Dutré [Dut98,
p.55ff] models (dependent) kinematic uncertainties of various types considering a manipulator,
which is in contact with the environment, and using VCMs by Bruyninckx et al. [Bru+95].
Finally, De Schutter et al. [De +07] propose a general formalism to specify uncertainties in
kinematic structures consisting of robots and features of objects.

Although the actual uncertainty may have different sources in the kinematic structure, the
errors eventually add up to an overall uncertainty in the relative pose between the parts to
be mated in the assembly process. Therefore, and under the assumption that uncertainties
along the kinematic chain are considerably small, a model is used in this work in which all
uncertainty is located in the pose of the object in the environment.

Accordingly, it is assumed that the grasp transformation between end-effector with frame A
and manipulated object with frame D is known and constant: HAD = const. ∈ SE(3), and
furthermore, that the pose of the frame A with respect to the robot base B can be accurately
computed from the measured joint positions qk at time t = tk using forward kinematics:
HBA,k = HBA(qk), see (3.10). The actual pose of the object in the environment with frame
C relative to the robot base B is subject to uncertainty and given by:

HBC,k = HBC̄H C̄C(xk), (3.46)

where the uncertainty is located in the transformation H C̄C(xk) represented by the state
xk (see Fig. 13). The frame C̄ is assigned to the nominal or initially assumed pose of the
object.53

The initial pose is considered available from prior knowledge about the workcell setup or
from a preliminary localization process. The considered uncertainty at the beginning of
the assembly process is in a small range of a few centimeters and with small errors in the
orientation. In this case, no global search phase is required beforehand. However, the

53This corresponds to the formulation of Taylor in which the actual transformation is composed of a nominal
transformation and a perturbation [Tay76, p.142; TR88, p.231].
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Figure 13: Frames of the robotic manipulator, the manipulated object and the object in the environment,
and the camera, as well as available measurements and the considered uncertain transformation.
Source: Figure taken and modified from Publication 4 (Fig. 4)

combination of contact sensing with visual sensory inputs as carried out in [Sac+19] and
Publication 4 allows for an increase in the size of the uncertainty.

The state variables (or error variables) xk = (x1, ..., xU ) encode the uncertainty in the position
and orientation. As long as not stated differently, it will be assumed that the state encodes full
3D-uncertainty in the position and orientation with:

x = (x, y, z, α, β, γ) ∈ R6, (3.47)

where α, β and γ are Z-Y-X Euler angles [Cra09, p.43].

By closing the kinematic chain, the actual relative pose between the parts can be expressed
in dependency of the state and the joint position measurement with the transformation:

Hk := HCD(qk,xk) = HCC̄(xk)H C̄BHBA(qk)HAD, (3.48)

which can be used to compute the contact distance d̃k and the wrench w̃k from the virtual
contact model as described in Section 3.3.3.

Note that the investigated methods would in principle allow to handle uncertainties at dif-
ferent locations in the kinematic structure, for example, in the grasp transformation or in
the dimensions of the elements of the robot. On the side of the robotic arm, it would then
additionally require to model the influence of the uncertainty on the manipulator dynamics.
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However, higher dimensional spaces will also be more challenging to treat in the estimation
framework.54 It is therefore recommended to identify kinematic and dynamic properties
related to the robotic arm itself beforehand through calibration routines, and furthermore,
ensure stable grasps before the actual assembly process starts.

3.5.2 Propagation Models for Static Setups

Although the considered uncertainty is small, the distribution can be strongly nonlinear and
multi-modal due to the possible contact situations, which can vary strongly under small
perturbations of the poses of the objects. Therefore, the SMC framework is used in this work
to develop observation methods for the uncertainty in the kinematic chain. Accordingly, the
uncertainty is represented by a set of N samples xk( i ), which will be propagated and updated
in the sequential estimation algorithm (see Section 3.4.3).

As a starting point, a static setup is considered in which the components and parts are at fixed
locations in the robotic workcell. The main uncertainty arises from inaccurately known poses
of part feeders and fixtures, which might not be calibrated in an exact manner to save efforts
during setup in a flexible production, for example. In this case, as no further information is
available, the initial uncertainty is assumed to be uniform around the nominal location and the
initial set of particles X 0 is initialized by drawing samples from an uniform distribution.

Furthermore, as the parts in the setup are static, estimating the uncertainty may be seen as a
parameter estimation process. For this purpose, a common practice is to add artificial noise
in the propagation step to circumvent the degeneracy of the sample population [CGM07,
p.918], also known as sample impoverishment during the identification of supposedly constant
parameters.55 Accordingly, the system dynamics are described with a random motion model
of the form:

xk = xk−1 + ux , (3.49)

where ux is the artificial noise with covariance matrix Σx,p.

The propagation model can be implemented by a function PUREDIFFUSION that draws a
sample from a multivariate Gaussian (Alg. 2).

1: function PUREDIFFUSION(xk−1
( i ))

2: draw xk( i ) ∼ N (xk−1
( i ),Σx,p).

3: return xk( i )

Algorithm 2: Propagation function representing a pure diffusion of the samples.

54The treatment of higher dimensional spaces is discussed briefly in Section 5.2.
55Compare the roughening procedure by Gordon et al. [GSS93, p.112], and the self-organizing state-space

model by Kitagawa [Kit98] using state augmentation for parameter identification; further examples of artificial
noise in [CB03] and [TMO10] with similar application scenarios as in this work.
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Without update and resampling, the samples would randomly diffuse in all directions gov-
erned by the specified covariance and ignoring the constraints from the geometries of the
objects. The necessary consistency with the configuration space will be established after
the propagation in the update step using a likelihood function on the poses of the parts (see
Section 3.5.4).

Note that the small variations induced by the artificial noise will furthermore be necessary to
establish the consistency between the measured contact wrench and the virtual contact model
through small changes of the relative pose within the contact zone between the objects.

The function PUREDIFFUSION is used as the default propagation model in the estimation
framework if no additional prior knowledge about the task is available. However, especially in
scenarios with tight constraints, it requires a high number of samples to increase the density
in the relevant regions. It is difficult to place and keep samples in so-called narrow passages
of the configuration space that enclose a small volume compared to the free space.

In the field of probabilistic roadmap planning (PRM) [Kav+96] techniques where developed to
increase the sample density in such regions. As described in Publication 2 , two heuristic
sampling methods were integrated in the propagation step to improve the sampling perfor-
mance for assembly tasks (see Alg. 3 and Fig. 14).

1: function GAUSSIANSAMPLER(xk−1
( i ), qk)

2: xI := xk−1
( i )

3: CI ← EVALCONTACT(xI , qk)
4: if CI 6= contact then
5: for j = 1 to Lmax do
6: draw xII ∼ N (xI ,Σx,g)
7: CII ← EVALCONTACT(xII , qk)
8: if CII = contact then
9: return xII

10: return PUREDIFFUSION(xI )

1: function BRIDGETEST(xk−1
( i ), qk)

2: xI := xk−1
( i )

3: for j = 1 to Lmax do
4: draw xII ∼ N (xI ,Σx,b)
5: CII ← EVALCONTACT(xII , qk)
6: if CII = invalid then
7: xIII ← AVERAGE(xI ,xII )
8: CIII ← EVALCONTACT(xIII , qk)
9: if CIII 6= invalid then

10: return xIII
11: return PUREDIFFUSION(xI )

Algorithm 3: The propagation functions of the Gaussian and the Bridge Test sampler.

The propagation function GAUSSIANSAMPLER is inspired by the PRM method of [BOS99]. It
collects samples that represent configurations at the border of the configuration space inside
of the contact zone ∂C̃, and thus increases the density in the regions where potential contacts
can occur and the first feedback from tactile sensing will be received. The BRIDGETEST

function adopted from [Sun+05] pulls the samples into the narrow passage and increases the
performance especially for insertion tasks. Both functions draw auxiliary samples in a loop
and evaluate their contact situation according to (3.19) with EVALCONTACT. The number of
iterations Lmax controls the search effort and finally how dense the regions will be filled with
samples.
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Figure 14: Conceptual visualization of the propagation models for static setups. The Pure Diffusion
method spreads samples around the nominal pose of the hole comparable to a diffusion process, the
Gaussian sampler collects samples at the border of the configuration space, the Bridge Test method
favors samples in so-called narrow passages of the configuration space.

As shown in Publication 2 , the application of these propagation functions produces reliable
estimates in assembly tasks with fewer particles, and the risk of sample impoverishment can
be reduced.

3.5.3 Propagation Models for Moving Parts in the Environment

The setup in which assembly tasks are carried out is not always static. Typically, products
are carried by logistic systems (e.g., on mobile transport systems and conveyor belts) for an
efficient production flow, especially in large facilities. The conventional approach is to directly
measure the position and velocity of the logistic system and communicate it to the robot.56

However, although these velocities are ideally constant and continuous there is uncertainty
due to fluctuations and unplanned stops, or the measurements cannot be forwarded due to
the lack of an appropriate communication infrastructure.

Another aspect is relevant in scenarios with small lot sizes. In order to stay flexible with
respect to product variants, there might be fewer specialized fixtures in the workcell, which
adds additional uncertainty to the poses. With fewer constraints, parts might be pushed and
moved during the assembly process. However, if the robot is capable of executing assembly
tasks in such an unstable environment this would clearly increase the flexibility of the overall
system.

In either case, it is advantageous if the robot can adapt autonomously to moving objects
without depending on further external measurement devices to reduce the overall setup
complexity. Therefore, it is desirable that additional intrinsic sensory input supports the
localization and tracking of parts.

56See related products of robot suppliers for motion tracking, e.g., [Yas17; KUK20].
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Existing approaches dealing with moving objects using sensor guided motions in assembly
are, for example, the insertion of a piston using visual servoing in combination with a force
controller [Jör+00] or the assembly of car wheels on conveyor systems [Che+09; LSH10]. In
this work, methods are investigated that support the observation of moving parts using the
Bayesian estimation framework as will be described in the following.

The first considered case is a moving object actuated by an external motion source (e.g., a
conveyor belt). A common approach for a propagation model from the field of general object
tracking is a constant velocity model (CV) model [Cha+11, p. 57ff, p.64]. In this work, it is
assumed that the object in the environment is moving with an unknown translational motion
in an arbitrary direction. Accordingly, the state is augmented with velocity variables for the
position components of the object pose: x = (x, ẋ, y, ẏ, z, ż). Then, the model assumes that
the object moves with constant velocity and the artificial noise uk corresponds to changes of
the motion:57

xk =

(
I3 ⊗

[
1 ∆T

0 1

])
xk−1 + uk, (3.50)

with the 3× 3 identity matrix I3 and ⊗ denotes the Kronecker product.

This propagation model is investigated in Publication 4 for peg-in-hole assembly, in which
the (unknown) motion of the hole is simulated with a second robotic arm and intrinsic
tactile sensing is used for tracking the object pose during the insertion phase when the
vision system is occluded (see Fig. 7). It is shown that using object tracking methods
in a Bayesian framework allows implementing adaptive assembly skills that have motion
commands specified relative to feature frames of moving objects (see also Section 3.6.1).

The implementation of the CV model is summarized in Alg. 4 and visualized in Fig. 15.

1: function CONSTANTVELOCITY(xk−1
( i ))

2: x̄k ← INTEGRATEVELOCITY(xk−1
( i ),∆T )

3: draw xk( i ) ∼ N (x̄k,Σx).
4: return xk( i )

Algorithm 4: Propagation of the samples using a constant velocity motion model.

The CV model as presented does not incorporate the current velocity of the robotic arm in
the propagation of the samples and does not directly model the effect of the contact on the
motion of the object. In general, the reaction of the object in the environment after contact
with a robotic arm could be described physically with the equations of motion. However, those
are typically nonlinear differential equations, which require specific solution strategies. In
the context of particle filtering, it was investigated to use linear models for known contact

57Various motion models exist in the field of tracking [LJ03]; commonly used is a random acceleration process
noise [Sah18, p.237]. In this work, a random velocity change is assumed, which is applied at the last instance
of each time period, compare [Li14, p.4] and see Publication 4 [NSA21, p.12].
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situations in a hybrid filtering approach [LLT15; LLT18], or to integrate a physics engine for
simulating the state dynamics [Duf+11; ZT12; Wir+19]. However, for complex geometries and
contacts with tight clearances it is still computationally very expensive to reach an update rate
in simulation that is sufficient for the online integration of the simulation into the estimation
framework and guaranteeing real time execution. Note that this simulation would need to be
called not only once, but multiple times at each estimation step.

A cheap, naive approach without simulation or knowledge of the contact situation would be to
propagate the samples with the same velocity as the robot by assuming a fixed attachment of
the object to the end effector. Unfortunately, ignoring the possible relative motions in contact
leads to estimation errors in the direction of unobservable relative motions.

As a compromise between full physics simulation and estimation accuracy, a method is
developed in Publication 3 that pushes the samples into the direction of motion of the robotic
arm, but only if this motion would violate the contact constraints. A violation is present when
negative virtual energy ∆Ẽ( i ) ≈ Dtk

T
Dw̃k−1

( i )∆T < 0 is generated in the virtual contact
model. This can be addressed in the propagation step by applying a compensation motion

Dt
( i ) for each particle computed from the the currently measured twist Dtk of the robot motion

and the virtual contact wrench Dw̃k−1
( i ) with the relation:

Dt
( i ) =

∆Ẽ( i )

(C̃ ( i )
Dtk)TDw̃k−1

( i )∆T
C̃ ( i )

Dtk. (3.51)

The matrix C̃ ( i ) ∈ R6×6 is a twist filter [DMB93, p.13f] that selects the motion directions that
should be used to neutralize the superfluous virtual energy. By setting C̃ ( i ) = I − T ( i )T ( i ),#

with the twist space of the contact T ( i ) = [Dt1, . . . ,DtNC
], NC ≤ 5 (see Section 3.3.2) the

compensation motion of the object corresponds to the motion of the robot that violates the
contact.58 A proposal for the state transition can then be computed for each particle from the
twist Dt( i ) with the exponential map (see Section 3.2.1).

By using the knowledge from the local geometry to construct the twist space and the mea-
surement of the current robot motion, this constraint-based propagation model improves the
state estimation for assembly cases in which the robot pushes the parts in the environment.
Therefore, there is now a second propagation function (CONSTRAINTBASED) available besides
the CV model to handle moving objects (Alg. 5).

In summary, multiple methods for propagating samples were investigated in this work. Ta-
ble 3.1 provides an overview of the presented functions that can be used as implementation
for the propagation step (PROPAGATESAMPLE) in the estimator (Section 3.4.3).

58The weighted generalized inverse is computed with T ( i ),# = (T TMvT )−1T TMv using the kinetic energy
metric [DMB93, (38) and (83)] and selecting the mass matrix of the moving object for Mv.
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Figure 15: The constant velocity model (left) contains the velocity of the moving hole in the state and
can use it for the propagation function. Each sample is propagated according to its assumed velocity.
The constrained-based model (right) propagates samples via a compensation motion as soon as a
constraint is violated in the virtual contact model.

Table 3.1: Propagation models investigated for contact sensing in various situations

PUREDIFFUSION default model
⊕ fast implementation
	 high number of particles required

GAUSSIANSAMPLER contact-rich tasks
⊕ more particles in contact relevant regions
⊕ reduced risk of particle impoverishment
	 additional contact model queries

BRIDGETEST insertion tasks
⊕ more particles in narrow passages
⊕ reduced risk of particle impoverishment
	 additional contact model queries

CONSTANTVELOCITY moving objects ⊕ fast implementation

CONSTRAINTBASED push motions
⊕ efficient incorporation of current robot motion
	 requires model of twist space in contact
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1: function CONSTRAINTBASED(xk−1
( i ), qk, q̇k,Dw̃k−1)

2: Dtk ← COMPUTECURRENTTWIST(qk, q̇k)
3: ∆Ẽ( i ) ← COMPUTEVIRTUALENERGY(Dtk,Dw̃k−1)
4: if ∆Ẽ( i ) < 0 then
5: T ( i ) ← GETCURRENTTWISTSPACE(xk−1

( i ), qk)
6: xk

( i ) ← COMPUTECOMPENSATIONMOTION(∆Ẽ( i ),T ( i ),Dtk,Dw̃k−1,xk−1
( i ), qk)

7: else
8: xk

( i ) ← xk−1
( i )

9: return xk( i )

Algorithm 5: Constraint-based propagation function.

3.5.4 Intrinsic Tactile Likelihood

After the propagation of the samples, the next step in the estimation framework is the update
of the (hidden) state distribution by evaluating how well the current measurement yk can be
explained by the state samples. For this purpose, the likelihood g(yk|xk( i )) is computed for
each sample (compare general algorithm in Section 3.4.3).

In tactile sensing, general properties of contacts can be used for setting up a likelihood
model. For rigid bodies with frictionless contacts, it is a well-known condition that no power is
generated through the contact forces during the constraint motion, which can be derived from
the general reciprocity condition [Bal98, p.26] for bodies in equilibrium (see 3.2.1). A second
property is the consistency condition, which states that the actual velocity and the acting
forces in contact must match the constraints defined by the local geometry, which means that
they are composed of a linear combination of the basis vectors of the twist and wrench space,
respectively.

Reciprocity and consistency conditions were used for setting up equations for estimating
geometric uncertainties and formulating likelihood models [Bru+95; Mee+07]. However,
applying the consistency conditions in the update step has advantages if various different
contact formations (CFs, see Section 3.3.1) may occur as Meeussen et al. [Mee+07, p.229]
conclude: “Therefore, while the reciprocity model is only appropriate to distinguish between
two models in the same CF, the consistency model can also be used to distinguish between
different CFs.” In this work, the consistency of the measured external wrench with the contact
wrench from the virtual contact model will be considered for the likelihood computation as
described in the following.

The considered robot types provide joint position and joint torque measurements as input for
the computation of the likelihoods.59 The measured joint torque contains the effects of the
gravitation, the robot dynamics and the influence of external contacts. In this work, only the

59The fusion with measurements of visual features is described in [Sac+19] and used in Publication 4 [NSA21],
but is omitted here to keep a brief description.
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external torque induced by the contact with the environment is of interest. The external joint
torque can be estimated from the joint torque sensor measurements taking into account the
joint positions and their derivatives [Had+08, p. 3357]. In the implementation of this work, an
estimate of the external joint torque τ k is provided by the controller of the robot.60

The external joint torque is the first ingredient for the likelihood needed for the update step of
the filter, see (3.44). It is compared with the hypothetical joint torque that is computed with the
virtual contact model (see Section 3.3.3) for a particular sample value xk( i ) and the current
joint position qk. For this purpose, the virtual contact wrench Dw̃k

( i ) = Dw̃(HCD(xk
( i ), qk))

is mapped into the joint space using the Jacobian Jk = JA(qk) according to:

τ̃ k
( i ) = JTk Aw̃k

( i ) = JTk∆ Ad(HAD)∆Dw̃k
( i ), (3.52)

where ∆ is the interchange matrix and Ad(HAD) is the adjoint of the transformation
HAD = const. between the object and the last frame of the manipulator (see Section 3.2.2).

The error in the joint torque measurements is assumed to be normally distributed, and thus
the likelihood can be calculated by evaluating the Gaussian probability density function with
mean τ̃ k( i ) and covariance Στ (compare Publication 2 ):

sF (τ k|xk( i )) = N (τ k|τ̃ k( i ),Στ ). (3.53)

Note that the likelihood depends on the kinematics and the current configuration of the robotic
arm. However, the computation of the likelihood in the joint space has the advantage that
there is a uniform metric space and no artificial metric in the wrench space needs to be
defined to compare the effect of the contacts.

As a second ingredient for the likelihood, the pose measurements are incorporated by
evaluating the contact distance. This ensures consistency with the relative configuration
space of the parts. Note that the contact distance cannot be measured directly with a sensor.
Instead, only the position measurement from the robot joints is available. Together with
a hypothetical pose of a sample, a virtual contact distance d̃k can be computed from the
geometrical model (see Section 3.3.3). Accordingly, the purpose of this likelihood is to keep
the sample distribution consistent with the measured pose of the robotic arm (and not to
incorporate a direct distance measurement of an actual real sensor).

The likelihood is computed using the virtual contact distance and the following observation

60The controller of the KUKA LBR iiwa provides such an estimate through the RoboticsAPI. Additionally, a
driving torque filter [DMB93, p.14] is applied to process only the torque induced by the external wrench acting
at the end-effector.
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density as introduced in Publication 2 :

sd(qk|xk( i )) = (σd
√

2π)−1 ·
{

1, Hk
( i ) ∈ C̃ ∪ ∂C̃

exp(− (d̃k−dt)2
2σ2

d
), Hk

( i ) /∈ C̃. (3.54)

Samples representing invalid contacts (with penetrations exceeding the boundaries of the
configuration space) are punished immediately by a reduction of their likelihood. The parame-
ter σd is a parameter to smooth the transition between valid and invalid contacts. In this way,
particles that are very close to the configuration space boundary do not immediately vanish,
and sample impoverishment can be reduced.61 Consequently, the sample distribution also
approximates locally the configuration space between the parts.

Note that the joint position measurement errors are not modeled here and are furthermore
considered to be neglectable. The likelihood therefore can be interpreted as a constraint in
the state space model integrated in the update step of the estimator.62

Furthermore, due to the feasible contact zone defined by dt in the virtual model, compare
(3.19), the likelihood on the distance does not interfere with the likelihood on the contact force
in the relevant space (i.e., in ∂C̃ and C̃). Under the assumption of independence, the total
likelihood for contact sensing is then obtained by the multiplication of the likelihood on the
external contact and the likelihood on the configuration space consistency:

p(yk|xk( i )) = sd(qk|xk( i )) · sF (τ k|xk( i )). (3.55)

This is the basic likelihood function suggested and used for instrinsic tactile sensing throughout
this work. In Publication 4 it is furthermore demonstrated how to include visual detections in
the likelihood based on the approach developed together with Sachtler et al. [Sac+19].

3.6 Adaptive Task Execution

The robotic skill is the core element of the flexible robotic assembly system. It is an object-
centric and reusable implementation of a robotic behavior to reach the goals from the task
specification (see Section 3.1). In order to be able to deal with varying conditions and
uncertainties an adaptive task execution needs to be achieved.

The awareness about the present situation obtained from contact sensing (Section 3.5) allows
to implement such an adaptive execution inside of the skills. The combination of a (Bayesian)

61A sharp transition with a binary function was used in [Sac+19].
62Compare also the statement by Lefebvre et al. [LBD03, p. 29] and the mentioned modeling of the closure

condition as a state constraint in the measurement equations of a Kalman Filter in [De +99, p. 1171].
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state estimator with decision-making about future actions applied in this work is also known in
a related form in the field of motion planning under uncertainties (e.g., [KL13]). Furthermore,
visual servoing describes methods in which the motions of a manipulator are guided by the
visual sensor input.63 The methods developed in this work mainly focus on using the input
from intrinsic tactile sensing and use it to adapt the assembly motions. The approach may be
interpreted as a form of tactile servoing.

This section presents and summarizes the methods developed in this work, which use state
estimation as a basis for the implementation of adaptive assembly skills. First, the adaptive
path executor is described in Section 3.6.1, which enables the robotic system to follow
paths specified relative to (non-static) objects. Then in Section 3.6.2, the developed motion
generation algorithm is presented that uses the sample distribution of the estimator to locally
guide the parts during assembly tasks.

3.6.1 Adaptive Path Executor

Many existing assembly strategies assume static environments. Poses of the objects are
fixed, and need to be identified before the actual execution of the task starts with costly
calibration routines. In contrast, the adaptive path executor presented in Publication 4 can
be applied inside of a robotic skill to execute assembly motions under the presence of pose
uncertainties, which may arise due to inaccurately known poses of workcell components or
moving parts. As a result, the effort required to design and implement the application can be
reduced, and the overall system can become more flexible.

Following the object-centric paradigm of robotic skills (see Section 3.1.2), the path to be
executed is given with respect to object frames as a reference, as opposed to globally fixed
reference frames. In particular, the path is specified as a sequence of transformations
HCT,l ∈ T , l ∈ {1, ..., L} (see Fig. 16). The frame T with index l denotes a path point for
the manipulated object with frame D. The final configuration is given by the transformation
HCD = HCT,L relative to the object in the environment with frame C. The feasibility of
executing such an object-centric path with a robotic manipulator, for example, with respect to
reachability, can be verified using task specific workspace maps as developed together with
Bachmann et al. [Bac+20].

The path already includes the knowledge about an appropriate strategy to solve the task.
Such a strategy might be generated offline by fine motion planners [LMT84; Don86; Erd86;
RBS05; SAH07; Wir+18], or specified by a user through demonstration or CAD interfaces.
In this work, the method by Stemmer et al. [SAH07] is applied as an example to define a
nominal assembly motion. The method allows to analyze the shape of the parts and identifies
a suitable geometric region to execute a compliant assembly motion such that the parts can
be mated successfully.

63See, e.g., the survey of [KC02].
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moving hole

Figure 16: Adaptive execution of an object-centric motion strategy considering the currently estimated
pose of the hole. Source: Taken and adapted from Publication 4 (Fig. 7)

The implemented adaptive motion generation algorithm uses the estimate of the relative
pose ĤCD between the parts obtained from contact sensing as a progress measure during
execution. As soon as a desired intermediate path point HCT,l is reached, the next motion
goal is scheduled. Thereby, the skill adapts the motion to the currently estimated part pose.
Here, the Euclidean dT and geodesic distance dR for the rotation component of the path
deviations are used.64 Alg. 6 summarizes the general implementation of the adaptive path
executor.

1: function GENERATEMOTION(T )
2: for l := 1 to L do
3: reached← false
4: while not reached do
5: yk = (qk, τ k)← GETMEASUREMENTS( )
6: Xk ← DOESTIMATIONSTEP(Xk−1,yk)
7: ĤBC ← ESTIMATEPARTPOSE(Xk)
8: ĤCD ← GETRELATIVEPOSE(ĤBC , qk)
9: dT , dR ← GETDISTANCES(ĤCD,HCT,l)

10: if dT ≥ dT,max ∨ dR ≥ dR,max then
11: HBD,d ← COMPUTENEXTMOTION(ĤBC ,HCT, l)
12: else
13: reached← true
14: HBD,d ← COMPUTENEXTMOTION(ĤBC ,HCT, l+1)

15: EXECUTEMOTION(HBD,d)
16: k ← k + 1

Algorithm 6: Motion generation algorithm of the adaptive task executor.

64See, e.g., [Huy09] for a discussion of distance functions and metrics for rotations.
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3.6.2 Locally Guided Motion Generation

The general adaptive path executor does not explicitly use further information from the
estimator besides the expected values of the particle distribution to estimate the pose of the
part in the environment. However, the distribution of the particles provides hints on the local
shape of the relative configuration space, which can be exploited to generate a motion towards
a motion goal. The motion goal might be given as a single target frame T specified relative to
the part in the environment with a relative transformation HCT = const. ∈ SE(3).

In Publication 5, a method is proposed and evaluated that guides an object to the target
frame using the information about the relative configuration space between the objects in
contact. This information is captured by the spatial distribution of the particles. During the
estimation, the particles distribute in the feasible regions of the relative configuration space.

The particles in the neighborhood Bm(Ĉ) = {xk( i ) | dist(HBC
( i ), ĤBC) < rm} of the

currently estimated pose of the object frame Ĉ can be analyzed to determine possible
and desired relative motions (see Fig. 17). For this purpose a task-specific weight Lk( i ) is
assigned to each particle in the neighborhood:

Lk
( i ) = L(xk

( i )) = dist(HBT
( i ),HBD,k), (3.56)

which measures a distance between the manipulated object frame D and the frame T ( i ). The
frame T ( i ) is the target frame in the hypothetical case that the object in the environment is
located at xk( i ), that is, HBT

( i ) = HBC(xk
( i ))HCT .

Execution
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Figure 17: Locally guided motion generation as part of an assembly skill following the state estimation
step and reusing the information about the local configuration space contained in the distribution of
the samples. Source: Based on Fig. 1 in Publication 5
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A local search for the smallest task-specific weight provides the hypothetical pose of the
object HBC

? that reduces the distance to T :

HBC
? = arg min

HBC∈Bm

(Lk
( i )). (3.57)

This hypothetical pose can then be converted to a executable motion by switching the
reference frame to the frame of the grasped object D, using HDD? = HDĈHC?ĈH ĈD,
which delivers HBD,k+1 = HBD,kHDD? .

The procedure for computing a local motion, which guides the object to the target frame, is
summarized in Alg. 7. The function COMPUTELOCALMOTION is called within the adaptive skill
at each cycle after the DOESTIMATIONSTEP.

1: function COMPUTELOCALMOTION(ĤBC ,HCT ,Xk)
2: Bm(Ĉ)← GETNEIGHBORHOOD(ĤBC ,Xk)
3: for all xk( j ) ∈ Bm(Ĉ) do
4: Lk

( j ) ← WEIGHTSAMPLETASKSPECIFICALLY(HCT ,xk
( j ),yk)

5: PL ← {(Lk( j ),xk
( j ))}

6: HBC
? ← SELECTBESTPARTPOSE(PL)

7: HBD,d ← CONVERTTOROBOTMOTION(ĤBC ,HBC
?)

8: return HBD,d

Algorithm 7: Locally guided motion generation using task specific sample weights.

Note that instead of reusing the samples from the estimation step, new samples could be
generated in a neighborhood around Ĉ. The exploration of new motions could then be made
independent of the estimation, but would also require additional efforts to sample from the
configuration space C. In contrast to PRM, the motion is generated online and samples are
present with a density around the current pose such that fine motions can be planned when
needed.

The method provides the capability to adapt the motion locally, however for complex geome-
tries it can get stuck in local minima due to its gradient descent character. This can be avoided
by combining the approach with an appropriate strategy using the adaptive path executor in
which then the function COMPUTELOCALMOTION is called instead of COMPUTENEXTMOTION.
Alternatively, further reasoning could be integrated in future work to detect local minima and
actively decide to continue exploration of the configuration space.
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4 Summary of Publications

This chapter provides one-page summaries of the publications on which this dissertation is
based.

• Publication 1 introduces a flexible robotic assembly system combining planning meth-
ods and reusable assembly skills (Research Question 1).

• Publication 2 , Publication 3 and Publication 4 provide methods for the observation
of assembly tasks using intrinsic tactile sensing (Research Question 2).

• Publication 4 and Publication 5 describe methods usable in the implementation of
robotic skills for adaptive execution of assembly tasks (Research Question 3).

For each publication the reference and abstract is provided. The individual contributions of
the author of the dissertation are summarized textually for each publication.

Additionally, the contributions of all authors are provided using the roles defined by CRediT.1

Further contributions of other persons mentioned in the acknowledgments are listed in gray
text color. Note that the roles funding acquisition, project administration and resources are
not documented.

The full text versions of the publications are enclosed in the Appendix together with copyright
information.

Furthermore, all publications can be found using the ORCID iD2 of the author of the disserta-
tion ORCID: 0000-0002-6016-6235.

1Contributor Roles Taxonomy, http://credit.niso.org/
2Open Researcher and Contributor ID, https://orcid.org

71

https://orcid.org/0000-0002-6016-6235
http://credit.niso.org/
https://orcid.org


Summary of Publications

Publication 1: Flexible Robotic Assembly System

Reference and Abstract

Nottensteiner, K., T. Bodenmüller, M. Kaßecker, M. A. Roa, A. Stemmer, T. Stouraitis, D.
Seidel, and U. Thomas (2016): “A Complete Automated Chain for Flexible Assembly us-
ing Recognition, Planning and Sensor-Based Execution”. 47st International Symposium
on Robotics (ISR).

Full text of the publication enclosed in the Appendix, reference in bibliograpy [Not+16a].

Abstract – This paper presents a fully automated system for automatic assembly of aluminum
profile constructions. This high grade of automation of the entire process chain requires novel
strategies in recognition, planning and execution. The system includes an assembly sequence
planner integrated with a grasp planning tool, a knowledge-based reasoning method, a skill-
based code generation, and an error tolerant execution engine. The modular structure of the
system allows its adaptation to new products, which can prove especially useful for SMEs
producing small lot sizes. The system is robust and stable, as demonstrated with the repeated
execution of different geometric assemblies.

Author’s Contributions

The author of the dissertation contributed substantially to the publication. He refined the
skill concept and integrated existing components for assembly grasp and sequence plan-
ning [TW10; TSR15], as well as motion planning and the component for visual assembly
recognition. With the support of the co-authors, he implemented the method for mapping
tasks to robotic skills and the skill library for the robot control using the execution engine and
integrated it in the entire system architecture. He furthermore carried out the experimental
validation of the overall process chain, contributed substantially to multiple parts of the original
draft and created the visualizations (except Fig. 2).

CRediT: K. Nottensteiner: Conceptualization, investigation, methodology, software, visualization, writing –
original draft T. Bodenmüller: Conceptualization, methodology, software, supervision, writing – review &
editing M. Kaßecker: Conceptualization, investigation, methodology, software, writing – review & editing M.
Roa: Conceptualization, methodology, supervision, writing – original draft A. Stemmer: Conceptualization,
investigation, methodology, software, supervision, writing – review & editing T. Stouraitis: Conceptualization,
investigation, methodology, software, writing – review & editing D. Seidel: Conceptualization, investigation,
methodology, software, writing – review & editing U. Thomas: Conceptualization, investigation, methodology,
software, supervision, writing – original draft M. Danzer, C. Scheurer, U. Zimmermann: Software.
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Summary of Publications

Publication 2: Observation of Robotic Assembly Tasks

Reference and Abstract

Nottensteiner, K., M. Sagardia, A. Stemmer, and C. Borst (2016): “Narrow Passage
Sampling in the Observation of Robotic Assembly Tasks”. IEEE International Conference
on Robotics and Automation (ICRA).

Full text of the publication enclosed in the Appendix, reference in bibliograpy [Not+16b].

Abstract – The observation of robotic assembly tasks is required as feedback for decisions and
adaption of the task execution on the current situation. A sequential Monte Carlo observation
algorithm is proposed, which uses a fast and accurate collision detection algorithm as a
reference model for the contacts between complex shaped parts. The main contribution
of the paper is the extension of the classic random motion model in the propagation step
with sampling methods known from the domain of probabilistic roadmap planning in order
to increase the sample density in narrow passages of the configuration space. As a result,
the observation performance can be improved and a risk of sample impoverishment reduced.
Experimental validation is provided for a peg-in-hole task executed by a lightweight-robot arm
equipped with joint torque sensors.

Author’s Contributions

In order to describe the assembly tasks, the author of the dissertation developed the model of
the geometric uncertainties in the kinematic chain and combined it with a contact model based
on the voxelmap-pointshell algorithm, whose implementation was provided by M. Sagardia.
The sampling methods in the propagation model based on approaches from probabilistic
roadmap planning were adapted and integrated by the first author into a state estimator for the
observation of assembly tasks under the supervision and with the support of the co-authors.
The evaluation of the method including the data curation and analysis based on simulations
and experiments with the robotic system were carried out solely by the first author, as well as
the writing of the original draft of the publication.

CRediT: K. Nottensteiner: Conceptualization, data curation, formal analysis, investigation, methodology,
software, visualization, writing – original draft M. Sagardia: Methodology, software, visualization, writing –
review & editing A. Stemmer: Conceptualization, methodology, supervision, writing – review & editing C.
Borst: Supervision, writing – review & editing.
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Summary of Publications

Publication 3: Constraint-based Sample Propagation

Reference and Abstract

Nottensteiner, K. and K. Hertkorn (2017): “Constraint-based Sample Propagation for
Improved State Estimation in Robotic Assembly”. IEEE International Conference on
Robotics and Automation (ICRA).

Full text of the publication enclosed in the Appendix, reference in bibliograpy [NH17].

Abstract – In fast changing assembly scenarios, it is required to adapt the task execution to
the current state of the setup without extensive calibration routines. Therefore, it is important
to estimate the geometric uncertainties and contact states during the assembly execution. We
use a sequential Monte Carlo (SMC) method to track the relative poses between workpieces
during a robotic assembly based on joint torque and position measurements only. In contrast
to existing approaches, we focus on assembly tasks where the workpiece is not fixed in the
workcell, but can, for example, slide on a table surface. We propose a new constraint-based
propagation model for the SMC approach: a compensation motion for the samples dependent
on the violation of contact constraints is derived. This allows us to track the motion of the
workpieces in cases where a common random diffusion model fails. The method is evaluated
with experiments using an assembly scenario with two KUKA LBR iiwa robot arms and shows
accurate tracking performance.

Author’s Contributions

The author of the dissertation derived theoretically the model for constraint-based propagation
of part motions in the observation framework and implemented it for the robotic testbed with
two manipulators. The model was discussed and analyzed with the support of the co-author K.
Hertkorn. The experimental evaluation of the method and the comparison with an alternative
velocity-based method was carried out by the first author, as well as the visualizations and
documentation in the publication.

CRediT: K. Nottensteiner: Conceptualization, data curation, formal analysis, investigation, methodology,
software, visualization, writing – original draft K. Hertkorn: Conceptualization, formal analysis, methodology,
writing – review & editing F. Stulp, A. Stemmer, M. Kaßecker: Writing – review & editing M. Sagardia:
Software.
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Publication 4: Adaptive Assembly Task Execution

Reference and Abstract

Nottensteiner, K., A. Sachtler, and A. Albu-Schäffer (2021): “Towards Autonomous
Robotic Assembly: Using Combined Visual and Tactile Sensing for Adaptive Task
Execution”. Springer Journal of Intelligent & Robotic Systems (JINT).

Full text of the publication enclosed in the Appendix, reference in bibliograpy [NSA21].

Abstract – Robotic assembly tasks are typically implemented in static settings in which parts
are kept at fixed locations by making use of part holders. Very few works deal with the problem
of moving parts in industrial assembly applications. However, having autonomous robots
that are able to execute assembly tasks in dynamic environments could lead to more flexible
facilities with reduced implementation efforts for individual products. In this paper, we present
a general approach towards autonomous robotic assembly that combines visual and intrinsic
tactile sensing to continuously track parts within a single Bayesian framework. Based on this,
it is possible to implement object-centric assembly skills that are guided by the estimated
poses of the parts, including cases where occlusions block the vision system. In particular, we
investigate the application of this approach for peg-in-hole assembly. A tilt-and-align strategy
is implemented using a Cartesian impedance controller, and combined with an adaptive path
executor. Experimental results with multiple part combinations are provided and analyzed in
detail.

Author’s Contributions

The concept for the adaptive task execution was designed and modelled by the author of
the dissertation with the support of the co-authors. Ideas discussed with A. Stemmer on
robust assembly strategies helped to develop the approach. In particular, the tilt-and-align
strategy from [SAH07] was adopted in this work. The visual likelihood model and the fusion
with a tactile likelihood for multiple features was published together with the co-authors in
[Sac+19]. The implementation of the framework was done by the author of the dissertation
and used software components from A. Sachtler and M. Kaßecker for the visual detection and
the haptic rendering algorithm of M. Sagardia. The evaluation was carried out and analyzed
with the support of A. Sachtler and under supervision of A. Albu-Schäffer. The author of the
dissertation made all figures and wrote the original draft of the publication.

CRediT: K. Nottensteiner: Conceptualization, data curation, formal analysis, investigation, methodology,
software, visualization, writing – original draft A. Sachtler: Conceptualization, data curation, investigation,
methodology, software, writing – review & editing A. Albu-Schäffer: Conceptualization, supervision, writing –
review & editing A. Stemmer: Conceptualization M. Kaßecker, M. Sagardia: Software M. Roa: Writing –
review & editing.
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Publication 5: Locally Guided Peg-In-Hole

Reference and Abstract

Nottensteiner, K., F. Stulp, and A. Albu-Schäffer (2020): “Robust Locally Guided Peg-
in-hole with Impedance Controlled Robots”. IEEE International Conference on Robotics
and Automation (ICRA).

Full text of the publication enclosed in the Appendix, reference in bibliograpy [NSA20].

Abstract – We present an approach for the autonomous, robust execution of peg-in-hole
assembly tasks. We build on a sampling-based state estimation framework, in which samples
are weighted according to their consistency with the position and joint torque measurements.
The key idea is to reuse these samples in a motion generation step, where they are assigned
a second task-specific weight. The algorithm thereby guides the peg towards the goal along
the configuration space. An advantage of the approach is that the user only needs to provide:
the geometry of the objects as mesh data, as well as a rough estimate of the object poses in
the workspace, and a desired goal state. Another advantage is that the local, online nature
of our algorithm leads to robust behavior under uncertainty. The approach is validated in
the case of our robotic setup and under varying uncertainties for the classical peg-in-hole
problem subject to two different geometries.

Author’s Contributions

The concept for the locally guided task execution and the method for reusing the samples
from an estimator in a motion generation step was developed by the author of the dissertation
and discussed with the co-authors, who supervised the work. The experimental evaluation
with the robotic system, analysis and documentation of the results in the publication were
carried out by the first author. F. Stulp supported the writing of the original draft and helped
to increase the overall quality, especially by streamlining the introduction and improving the
general style of presentation.

CRediT: K. Nottensteiner: Conceptualization, data curation, formal analysis, investigation, methodology,
software, visualization, writing – original draft F. Stulp: Conceptualization, supervision, visualization, writing –
original draft, writing – review & editing A. Albu-Schäffer: Conceptualization, supervision, writing – review &
editing.
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5 General Discussion

This work investigated how to realize a flexible robotic assembly system that reduces the
manual effort in the overall pipeline from product design to assembly execution. Such systems
allow to get closer to the ultimate vision of mass customization, in which manufacturing
processes of custom products are planned and executed with similar efforts as high volume
products. This chapter will discuss what has been accomplished so far and what further
development steps are possible.

5.1 From Flexible Robotic Assembly Systems to

Production Networks

The framework for flexible robotics assembly developed in this work provides the ability to
solve assembly tasks within known classes of problems using a dedicated robotic system. It
was shown that product variants can be assembled without knowing the exact configuration of
possible products during the setup and implementation of the system. Variations in the spatial
configuration of the desired structure and the number and type of elements are possible, which
covers theoretically an infinite number of distinguishable products. Compared to related work
(Section 1.3), a high number of possible product variants can be treated, and furthermore,
delicate assembly tasks that require fine manipulation skills can be handled.

At the core of the framework are reusable and adaptable robotic skills. These skills can be
configured by using only a few parameters such that they can be applied to various tasks in
the manufacturing processes of individual products. Contact sensing, compliant control and
strategies, as well as integrated planners for geometric reasoning are used to adapt to the
given situation. Thus, the considered robotic system implements multiple forms of flexibility to
reduce the manual effort required to produce individual products. This includes the flexibility
to find appropriate grasps and assembly sequences, which was extended and investigated
in more details in [Rod+19; Rod+20], and furthermore, the flexibility to find appropriate
placements of parts and components in the workspace, which was further developed based
on the results of this work in [Bac+20; BNR21]. Using the planners and the robotics skills,
solutions for assembly tasks can be solved autonomously on multiple stages and executed
reliably under varying conditions.
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However, further developments are necessary in order to scale up the concept from a single
robotics assembly system to fully reconfigurable and flexible production systems and factories.
As stated in the introduction, concepts for such systems were proposed by [Kor+99; ElM06;
Wie+07; Zäh+09; SVB15] and others. For example the cognitive factory by Zäh et al. is a
factory, “where machines and processes are equipped with cognitive capabilities in order to
allow them to assess and increase their scope of operation autonomously” [Zäh+09, p.355].

An important step towards the realization of such a vision is that the knowledge about
the capabilities and skills of production entities, in particular robots, is made explicit and
accessible, as suggested for example by [Bjö+11; Bjö+12]. Ontologies [GOS09] are commonly
used to represent and share knowledge, and were also applied in the field of autonomous
robots to describe tasks and systems [Oli+19]. Examples of ontological descriptions in
the assembly domain are given by [Per+15; Bal+17; Pan+20]. Using such knowledge
representations in a production network will increase the overall flexibility as concepts and
solutions can be shared between various entities, and can then be used during planning
and execution to reduce the manual effort. Robotic systems, human co-workers, and agents
[FG96] in general can offer their capabilities in such a network, realizing a fully reconfigurable
and flexible production system.

Within the project Factory of the Future at DLR concepts for realizing such a flexible production
network are investigated. An ontological description was developed [Sch+21b] based on
the IEEE Std 1872™-2015 [IEE15] standard, which further formalizes the concepts of the
robotic assembly system of this work and merges it with concepts and description of other
developments. The midterm goal is to demonstrate a flexible production network in which
multiple robotic stations can be reconfigured autonomously with respect to flexibly assigned
tasks and to execute assembly tasks autonomously, as well as in cooperation with human
co-workers.

5.2 From Contact Sensing to Scene Awareness

The methods for contact sensing proposed and evaluated in this work provide the capability
to reduce geometric uncertainties during skill execution and monitor the progress towards
reaching a goal configuration. This allows for adaption to the situation and reduces the need
for accurate calibration steps beforehand. As a result, contact sensing provides greater
flexibility as requirements on accuracy are minimized and efforts to achieve accuracy in the
production facilities become smaller. In Publication 2, Publication 3 and Publication 4 mul-
tiple methods are proposed to support assembly scenarios in static setups and in setups with
moving parts (see Section 3.5). The chosen contact sensing approach is embedded in a
Bayesian framework using particle filters for state estimation. In the following, advantages
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and limitations are discussed, as well as how the approach could be extended to provide
more scene awareness to robotic systems.

Although this framework is open to being used with data-driven models, an approach was
chosen that relies on explicit contact and kinematic models. For example, the methods
presented in this work strongly depend on accurate geometric models in the form of 3D-
meshes. The used implementation of the contact model supports non-convex geometries in
a high spatial resolution. This allows handling a broad class of part geometries and obtaining
accurate estimates, which was at this level not yet demonstrated in related work for complex
geometries.

However, there are physical effects that are difficult to model efficiently in the current approach.
These include realistic friction effects in multi-contact situations, large deformations, and
flexible bodies, as well as mechanisms and subassemblies with many degrees of freedom.
Overall, there are two distinct development directions to solve these issues.

On the one hand, more complex environments and physical effects can be modeled inside
dedicated physical simulations and embedded in this estimation framework, e.g, as suc-
cessfully demonstrated by Wirnshofer [Wir21]. Nevertheless, the dependency on accurate
geometric and physical models is not vanishing, and the required fidelity of the simulator might
conflict with real-time constraints in an online application. Consider, for example, the realistic
modeling of a snap-fit connection that requires specialized and computationally expensive
simulations using finite-element analysis (FEA) or comparable approaches to handle the non-
linear dynamics.1 A common pragmatic approach in robotics is to use simplified mechanical
models, but these might not be able to generalize well and require manual modeling efforts.

On the other hand, an alternative to modeling the details is to use learned representations
of contacts. However, learning such representations typically requires a large number of
training examples, and it is unclear how well they generalize over complicated geometries.
A promising future trade-off might be the combination of physical simulations and learned
models, as, for example, the data-augmented physics engine suggested by [Aja+19]. In
conclusion, an appropriate balance between data-driven and model-based methods need to
be found to represent complex scenes within the estimation framework.

A further aspect of providing more scene awareness relates to the dimensions of the state that
represents the space to be observed. In this work, only a few state variables are considered.
However, in order to handle more complex scenes, it is desirable to support states with larger
dimensions, which shall be discussed in the following.

In general, the rate of convergence of a particle filter does not directly depend on the state
dimension and therefore does not suffer from the curse of dimensionality in the classical

1See for example [JS09] for handling snap-fits in simulation. [Wah+15] uses a force-over-position profile of a
simplified mechanical model for a robotic assembly skill; see also [Sto15] for robotic snap fit assembly.
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sense as other estimation methods do [CD02, p.744]. However, the computational complexity
increases for higher dimensions [DH03]. As a rule of thumb, state dimensions > 10 are
considered to be challenging (e.g. [Che03, p.33]), and might require dedicated strategies
and methods. The consequences of high-dimensionality on particle filters are specifically
discussed by [DH03; Che03, p.53f; BLB08; Sny+08]. Critical issues are an increased risk
of the distribution collapsing to the value of a single particle and the rising computational
complexity with an increase of the number of particles to keep a high effective sample size.
The number of effectively needed particles typically increases exponentially with the number
of dimensions.2

In order to deal with these issues, various methods are proposed, for example, the block
particle filter [RV15], the coordinate particle filter (CPF) [Wüt+15], the space-time particle filter
(STPF) [Bes+17], or nested SMC [NLS19]. These approaches need to be considered in more
detail as soon as the number of variables in the observed state space is increased more.

Further methods and techniques to handle the computational complexity are the online
adaption of the number of particles, for example, via KLD-sampling [Fox03], and Rao-
Blackwellized particle filters [CGM07, p.910ff], compare [ETM21, p.22ff]. Rao-Blackwellized
particle filters use state marginalization to implement a staged estimation scheme in which
only certain (nonlinear) parts of the state are represented with samples, and estimates of
other parts are obtained from other sources such as a Kalman filter, for example. This
approach was used by Taguchi et al. [TMO10] in the localization of objects by dividing the
uncertain pose into a translational part and a part for the orientation, and thus showed a
significant reduction in the number of required particles.

Furthermore, there are efficient techniques and libraries using parallel implementations
for handling the computational complexity, for example: [Bas+03; HKG10; Chi+13; Zho14;
Dem+14; Lin+17]. The parallel implementation also helps to reach sufficient observation
rates for online applications with respect to real-time constraints.

Overall, methods for dealing with higher dimensions and handling the computational complex-
ity are available and discussed in the filtering community, but must be carefully revisited and
selected when larger scenes with multiple sources of uncertainties should be simultaneously
observed.

A great advantage of the Bayesian framework is the possibility to incorporate various sources
of measurement, which thus has the potential to improve the observability of states and
improve scene awareness. In this work, the focus was put on intrinsic tactile sensing using
joint torque sensors of a LWR, which has the advantage that no additional sensing device
besides the robotic arm itself is needed. With the measurement model used, accurate
estimates of object poses could be obtained from contact sensing.

2See [Che03, p.41] for an approximate measure of the effective sample size dependent on the volume of the
search and target space. However, it strongly depends also on the given problem and used proposal densities.
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However, the assumption was made that errors in the external joint torques are independent of
the robot configuration and that they are distributed normally. This measurement model could
be refined with experimental data obtained from measurements in various joint configurations
to reach higher sensitivity when smaller contact forces are present. The alternative evaluation
of the contact wrench in Cartesian space using a force/torque-sensor at the end-effector,
which is independent of the joint configuration, is known from related work (e.g., [Mee+07])
and could also be considered again to reduce the effect of errors in the joint measurements
and in order to support a larger class of robotic manipulators.

The combination of tactile and visual sensing in Publication 4 showed that multiple modalities
can be used to provide continuously accurate estimates throughout the overall assembly
process. Therefore, the developed framework is suitable to incorporate various sensory
inputs, which might be needed to increase the observability in more complex scenarios.

Once more awareness about the scene exists, it can be shared across mutliple components
of the robotic system to enhance online planning and execution. In this work, the state
estimates are already shared with a central world state component, which keeps track of
the individual objects in the environment. However, the task planning components do not
yet take uncertainties in the scene into account. In future developments, a goal could be to
connect the probabilistic world state with reasoning entities on a logical layer, and connect
the planning components closer to the perceived world state. In particular, this would be
necessary if the system should not only deal with assembly but also with disassembly tasks,
in which even more uncertainties are present in the process.

Overall, the combination of Bayesian estimators and a probabilistic representation of object
states is a promising approach to provide more scene awareness and enable decisions at
higher abstraction levels. This would potentially reduce the implementation effort even more
and open up new fields of applications for autonomous robotic assembly systems.

5.3 From Adaptive Robotic Skills to Learning Systems

As demonstrated in this work, the awareness of a particular contact situation enables the im-
plementation of adaptive assembly skills that can deal with present uncertainties (Section 3.6,
Publication 4, Publication 5 ). The object-centric specification of assembly strategies to-
gether with a contact sensing implementation, which supports complex geometries, makes it
possible to reuse skills in various situations and provides more flexibility and requires less
implementation effort to solve assembly tasks. However, there are important aspects to be
discussed in this section, which would make the system more performant and, furthermore,
would allow dealing with a larger class of assembly scenarios.
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Being flexible is definitely one of the key factors for successfully handling today’s challenges
in production with respect to fast and unforeseen market changes, larger product varieties,
and smaller lot sizes (see Section 1.1). Besides the need for solutions that can be quickly
and effortlessly adapted, it is also required that solutions are performant during execution.
Applications in the industry show that dedicated and specialized production facilities can
achieve very high performance when product volumes are high. For example, the Sony
Playstation 4, with a volume of over 100 million sold units, is manufactured using an assembly
line consisting of 32 robots that are finalizing one device every 30 seconds [Nit20]. In order to
approach such performance levels with smaller quantities, an optimal setup is required as
well as, in addition, the reliable and fast execution of manufacturing processes.

With respect to an optimal setup, the automated optimization of the layout of a robotic
assembly system for given task sequences is investigated by [BNR21] for the two-arm version
of the considered assembly system (see Section 3.1). With respect to the execution itself, a
focus was put on handling geometric uncertainties in this work. Only single runs of skills were
considered, and the goal was to achieve a successful execution at the first trial. Optimizing
the performance with respect to execution time was not investigated, and data from past runs,
which could be collected over multiple executions, was not yet used.

In related work, various approaches from the fields of machine learning and optimization are
proposed that can be applied to speed up such robotic assembly processes automatically.
For example, Nuttin and Van Brussel [NV97] demonstrated in simulation how the insertion
time in a peg-in-hole task can be decreased while maintaining process quality using a
reinforcement learning (RL) approach. [Hod+18] investigated how an automatic optimization
of robot motions using reinforcement learning can be integrated into production environments.
Recently, Johannsmeier et al. [JGH19] compared various learning algorithms for minimizing
execution time of a manipulation skill, which is modeled as a sequence of parameterized
motions according to a task-dependent structure.3 It was shown that the required time can be
efficiently reduced with a few trials and that human performance can be exceeded.

Overall, as shown in multiple works, performance can be optimized autonomously by the
robotic systems, but challenging aspects are to provide an appropriate and safe training
environment, to ensure a minimal time for optimization runs, and the transferability to new
situations. In this context, the knowledge about the shape of the configuration space obtained
during contact observation in this work could potentially also be used to support such an
optimization.

Apart from the performance of a skill in a particular use case, it is generally desirable that
skills can be applied to multiple problems in varying situations. As mentioned in Section 3.1.2,
a skill implementation can be considered more powerful if it supports a larger range of tasks
that can be solved. For example, a skill that can only handle screw connections using a

3See also [VJH21] for the latest extension of this approach.
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specific type of screw is less powerful compared to a skill that can deal with screws of various
types and lengths. In this work, the supported task range is mainly predetermined by the
implemented solution and strategy envisioned by the developer. The implemented skills
support a large class of objects, for example, objects for which grasps with a two-finger
gripper are known or can be determined with the integrated grasp planner. The access to
geometric planners in the developed system and also the approach in Publication 5 enables
the system to handle various geometries and assembly types. However, the current system is
not able to autonomously expand its capabilities to handle new task types with new strategies.
In future work, it should therefore be investigated how a learning assembly system can be
implemented to reduce implementation efforts for new task types.

Skill acquisition and the learning of new assembly strategies could be based on different
inputs. In Publication 4 the model-based strategy of [SAH07] was applied to realize an
efficient insertion process. Similarly, [JGH19; BDD95; Ino74] and others used modeled
strategies for solving assembly tasks. Such modeled strategies are often inspired by human
manipulation strategies but are implemented manually by the programmer or developer.
Recent works in the field of kinesthetic teaching and imitation learning try to adopt such
strategies directly from human demonstration, for example: [De 16; Kra+17; Vec+19; SRD19].
Another source for skill acquisition is represented by machine learning methods in general
(also without human demonstration or supervision). For example, self-learning controllers
for assembly were implemented early by using reinforcement learning and neural networks,
for example, by [Sim+82; Asa90; GGB92; PC94]. Further variants of reinforcement learning
and new approaches using deep learning and unsupervised learning became popular in
recent years, for example, [Ino+17; Luo+18; Tho+18; Lee+19; Wu+21; Bel+22]. These rapidly
evolving approaches could be an important component of autonomous learning systems
that expand their capabilities through experience from past executions in simulated or real
worlds.
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Today’s challenges in production motivate the development of flexible production systems.
Larger product varieties are to be manufactured in a shorter time while using resources
more efficiently. In addition to appropriate product design and general production planning
and management, the use of flexible robotic assembly systems is a promising part of the
solution to meet these requirements. Such systems could increase overall productivity by
reducing manual effort throughout the process chain. In this context, robotic assembly
systems have to deal with the uncertainty about which products are demanded in the future
and the uncertainties during the actual execution of the physical manufacturing process. In
this work, a framework for such a flexible robotic assembly system was proposed. This final
conclusion provides a summary of the results and possible future research directions.

6.1 Summary

The first central research question in this work is how to assemble individual prod-
ucts with less manual effort using robots equipped with advanced sensing capabilities
(Research Question 1). The proposed solution is a planning and execution framework that
accepts assembly specifications of desired products as input and immediately manufactures
them without any further manual steps. An integrated assembly planner finds suitable task
sequences by analyzing the product structure and part geometry. In order to solve the tasks,
robotic skills are developed that can be mapped to tasks with a task classification approach.
These skills are a central component of the execution framework and are implemented once
by a robotic expert in a reusable and object-centric fashion such that they can be applied in
multiple situations and for various parts. The assembly motions within the skills are executed
with respect to local features of the objects. The skills have access to planning units that
provide solutions for dedicated problems, for example, for grasp selection or planning of
collision free paths. It was shown that, without further manual programming efforts, the
system can assemble individual products that are composed out of a set of known part types.
This was demonstrated for structures made out of aluminum profiles with a varying number of
parts and various geometric configurations (see Fig. 18).
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In general, the fact that each product has an individual structure makes it impossible to
optimize the setup and execution for all possible cases beforehand. The geometrically and
logically planned assembly sequence therefore requires a robust physical execution as a
supplement. Here, the impedance-based compliant control of the used LWR enables a robust
and reliable assembly in the presence of uncertainties.

Figure 18: Assembly of aluminum profile structures with a flexible robotic assembly system. Source:
Courtesy of DLR, CC-BY 3.0, also appearing in Publication 4 (Fig. 1)

In addition to the passive compliant features of the used robot type in the implementation of
the skills, it was investigated how the task execution can be observed using contact sensing
and state estimation. Contact sensing and state estimation should enable the robotic system
to actively react to the current situation and compensate for geometric uncertainties in the
setup. This is of special interest for flexible scenarios where the need for accurate calibrations
of workcell components should be reduced or specialized fixtures should be removed.

In particular, the investigated research question was how intrinsic tactile sensing using joint
torque sensors can be implemented (Research Question 2). Due to its capabilities to handle
nonlinear and non-Gaussian problems, as they are present in multiple forms during contact-
rich tasks, a recursive Bayesian estimation framework based on SMC (i.e., particle filtering)
was implemented. The primary focus was put on part localization during insertion tasks. Such
tasks are a critical benchmark and are difficult to observe due to the tight constraints in the
configuration space. However, the approach can similarly be applied to less constrained
manipulation tasks and provides a general framework. It was shown how heuristics inspired
by PRM (i.e., motion planning) can improve observation performance in narrow passages and
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reduce the risk of sample impoverishment in contact-rich tasks. A contact model known from
haptic rendering was integrated such that objects with complex and non-convex geometries
can be handled.

Furthermore, methods dealing with moving objects were investigated, namely a constraint-
based propagation model was derived and a constant velocity tracking model was applied.
The estimator mainly uses the joint positions and external joint torques for the update.
Additionally, it was shown how visual feature detection can be used in combination with
contact sensing. The developed methods allow accurate online estimation in parallel to the
execution. The overall observation approach uses explicit models of the kinematics and the
contacts and thereby is suitable for industrial settings in which structured information about
the tasks is available.

In a flexible production network, the robotic assembly skills should be reused in multiple
situations with varying constraints and uncertainties such that the implementation effort for
the specific solution vanishes. Therefore, the third research question refers to the adap-
tive execution of assembly tasks using the contact information from online observation
(Research Question 3). In particular, methods were developed that incorporate the sensory
information from intrinsic tactile sensing.

First, an adaptive motion generation algorithm was developed, which can be used to execute
an assembly strategy with respect to the currently estimated part poses. The motion generator
is demonstrated with an object-centric peg-in-hole skill, which is reusable for different part
combinations, different initial positions, and also for scenarios with moving parts. The skill
leverages a robust tilt-and-align assembly strategy implemented with a Cartesian impedance
controller. In general, it is possible to execute arbitrary paths, which are defined with respect
to an object feature frame. The path execution is monitored and the motion commands are
chosen online according to the current progress. Compared to a solely passive compliant
approach, the method tracks the parts over longer distances and supports various situations
as it is able to deal with non-contact situations through the integration of visual perception
and with occlusions with the help of tactile sensing.

While this method only uses the pose estimate obtained from contact sensing, the method
studied second takes into account the local shape of the relative configuration space between
the parts. The samples of the estimator approximate this space, and accordingly the next
best motion can be selected in the neighborhood of the currently estimated relative part
pose. This approach shows one possibility of how the information about the locally sampled
configuration space can be exploited for motion generation. Overall, the methods for adaptive
task execution developed in this work enable reusing skills in various situations.
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6.2 Future Directions

The principal assembly framework consisting of a task planning unit and a skill-based execu-
tion, which was developed in this work, is also the basis for an extended dual-arm robotic
assembly system [Rob20a], on which multiple topics associated with flexible assembly sys-
tems are researched in more depth [Rod+19; Sac+19; Rod+20; Bac+20; BNR21; Sch+21b].
Furthermore, concepts were transferred and expanded into the domain of the assembly of
modular structures in space [Roa+17; Mar+21; Rod+21; Roa+22](see Fig. 19).

Figure 19: Application of the developed concepts for in-space assembly as showcased with demon-
strator for precise assembly of mirror tiles of the H2020 PULSAR project using a KUKA KMR iiwa
system and robust assembly skills for single, double and triple connections (left to right). Source:
Figure from [Roa+22](Fig.8)

The investigation of flexible robotic assembly systems is continued within the DLR project
Factory of the Future and associated research activities. In particular, variable workstations,
consisting of the new lightweight robot SARA (Safe Autonomous Robotic Assistant) [Rob20b]
at their core, will provide the capability to adapt the setup autonomously according to the
given task, which includes the spatial arrangement of workcell components as well as the skill
set of the robotic agent by interchanging tools and sensors flexibly in a production network
(see Fig. 20, left). Thus, the flexibility of the robotic systems with respect to different products
will significantly be increased compared to the system presented in this work.

The proposed combination of state estimation and motion generation in the implementation of
a robotic skill has shown that it can increase the reusability and the robustness against uncer-
tainties in various situations. A prerequisite for the approach is the availability of geometry and
uncertainty models. As the used particle filtering method requires the evaluation of multiple
hypotheses at each time step, a trade-off was implemented between physical accuracy and
model complexity. Interesting in this context is the integration of more advanced simulation
steps in the filtering framework, which could be investigated in future work. Furthermore, it
could be researched how models can be enriched with data from previous executions or even
completeley replaced by data-based approaches, reducing the need for exact and explicit
models.
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Figure 20: DLR SARA integrated in a variable workstation for flexible assembly execution (left). The
autonomous handling of end-of-life products is an essential part for future production scenarios (right).
Source: Courtesy of DLR

An important aspect, which was not yet investigated in this work, is to improve the performance
of skill execution while maintaining flexibility and process quality. There are multiple possible
directions to increase the overall performance. On the one hand, the methods for observation
and online motion generation require an implementation such that they run fast and resource-
efficient in order to keep track of the changes in more complex scenes in real-time. Several
improvements are here possible in the implementation of the current methods. On the other
hand, it is required that the robotic assembly system is able to autonomously improve the
performance of the skill execution. Therefore, the overall framework of the assembly system
requires the connection to a learning framework in which performances of the skill execution
can be improved and novel solutions can be generated through learning and optimization
methods.

The field of application of this work mainly deals with the manufacturing of new custom
products. However, in order to achieve sustainability goals in future markets, it is critical
to consider the entire product life-cycle. It can be expected that producers will have more
responsibility to take back end-of-life products and establish a circular economy. Robotic
disassembly is a technology that could support to realize a circular economy, see, for example,
the disassembly robots of Apple Inc. [App21, p.45]. From a process perspective, disassembly
has much in common with the assembly process, and methods from this work could be
extended, see, for example, [Dan+22; HC22]. However, the robotic systems need to have
the capability to deal with a much higher degree of uncertainty. It requires a close integration
of perception, reasoning, and execution methods and is therefore an important research
field from a methodical perspective. For example, the sorting and disassembly of electronic
waste as shown in Fig. 20 (right). Providing the automation technologies to handle end-of-life
products efficiently is therefore one of the most urgent, and at the same time, most challenging
tasks. The idea of mass customization will only be sustainable if this is successful.
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Abstract
This paper presents a fully automated system for automatic assembly of aluminum profile constructions. This high
grade of automation of the entire process chain requires novel strategies in recognition, planning and execution. The
system includes an assembly sequence planner integrated with a grasp planning tool, a knowledge-based reasoning
method, a skill-based code generation, and an error tolerant execution engine. The modular structure of the system
allows its adaptation to new products, which can prove especially useful for SMEs producing small lot sizes. The
system is robust and stable, as demonstrated with the repeated execution of different geometric assemblies.

1 Introduction

In large-scale manufacturing, automation with industrial
robots is a key technology for production at sustained
high quality with low cost. Compared to this well-
established domain, the application of robots in small
and medium-sized enterprises (SMEs) is still challeng-
ing. Here, the production is typically dominated by
small lot sizes and a high number of variations in the
products. Altogether, this requires the possibility of
fast changeovers and reconfiguration of production pro-
cesses [5]. Conventional automation solutions are far too
complex, specialized for a certain product variant, and of-
ten involve expensive facilities with several assembly sta-
tions. Reconfiguration of assembly lines from one variant
to another is time-consuming and usually requires careful
re-engineering and re-programming, hence it is too ex-
pensive and often dominates the production costs. There-
fore, SMEs demand more flexible systems that can be
installed and configured by factory floor workers rather
than robotic experts, thus reducing programming and en-
gineering efforts.
In recent years, new robotic technologies like the
lightweight-robot arm (LWR, [2]) became available,
which meet the special requirements of flexible environ-
ments like the production facilities of SMEs. Robots
equipped with torque measurement units in their joints
allow safe interaction with the factory floor worker [6].
Assembly strategies using the variable stiffness provided
by the impedance control show that a robust handling
of tight fittings and sensitive parts is possible with-
out specialized and therefore expensive additional hard-
ware [15]. Despite this new robotic technology, there are
still barriers for applications in real SME productions,
as nowadays the programming and installation of these
robots is complex and requires the intervention of robotic
experts.

Figure 1: The user initiates the assembly process by
showing the desired product on the demonstration table
(left). This assembly is visually recognized, planned and
automatically transferred to a sequence of robotic skills
executed in the workcell (right).

This work tries to fill such gap by providing a new as-
sembly planning algorithm tightly integrated with a grasp
planner, a robotic skill engine, and a reasoning system to
map the assembly tasks to executable skills. Fig. 1 pro-
vides an overview of the integrated system, the imple-
mented components and the interaction between them.
This system is applied to the flexible assembly of struc-
tures based on the item MB Building Kit System, con-
sisting of aluminum profiles and angle brackets as con-
nectors. First, the desired assembly is recognized and
the poses of individual parts are located (Section 3).
A knowledge base provides a set of grasps for each single
object, calculated by a generic grasp planner (Section 4).
Then, an assembly planner generates feasible assembly
sequences (Section 5). It calls the grasp planner when



needed to prune potential sequences and retain only the
feasible ones. The output is an assembly sequence con-
sisting of an order of tasks. Based on a task to skill map-
ping algorithm, the tasks are instantiated automatically
with executable skills whose parameters come from the
actual desired assembly. After this instantiation of skills,
the robot program is executed and the product is assem-
bled by the application of assembly skills (Section 6).
The approach is implemented and applied to the gener-
ation of geometrically different assemblies (Section 7).
The following sections summarize the related work and
provide the relevant details of the system.

2 Related Work
Providing a fully automated chain from assembly speci-
fication to execution tackles many different issues, both
in the planning and execution domains. Assembly se-
quence planners are available since the early 80s, based
for instance on information gathered from questions for
end-users [4], on the automatic analysis of directional
and non-directional-blocking graphs [10], or on geomet-
rical information obtained with the analysis of the motion
space [7]. However, these planners are still not widely
used in industry nowadays, mainly due to the difficulty of
dealing with uncertainties and to the inherent complexity
of assembly sequencing. Although modern CAD soft-
ware assists the engineers with the planning process, the
validation of a plan in the available robotic system is still
weak and requires high amount of manual labor and ex-
pert knowledge. In order to cope with these limitations,
we have developed a new planning algorithm and a skill
execution engine that offers a symbolic interface to the
assembly system components.
The sequence planner is coupled with a grasp planner
which is required to deal with the large number of prod-
uct variants in our automated one-of-a-kind production.
Grasp planners automatically generate feasible grasps for
a part based on geometrical and physical analysis [3].
The generic grasp planner used here was developed for
multi-fingered hands, and generates force closure grasps
for any gripper and object geometry [14]. It is adapted to
provide fast answers to grasp feasibility queries, which
help to prune the search of an executable assembly se-
quence.
Various concepts of manipulation skills have been in-
troduced to tackle uncertainties during robotic execu-
tions [8, 12, 18]. For assembly tasks, [15] demonstrates a
method to increase robustness against pose uncertainties.
Robustness is especially important when actions are se-
lected and parameterized automatically and success rates
have to be guaranteed in changing contexts. In the pre-
sented system, the sensing and control capabilities of the
LWR are used to implement a library of assembly skills
ensuring high execution rates.
To the best of the authors’ knowledge, the system de-
scribed in this paper is the first one integrating all the
described components to automatically generate assem-
bly programs for each individual product.

3 Visual Assembly Recognition
A completely untrained layman is able to instruct the pro-
posed assembly system to manufacture a wide variety of
product variants. This section discusses how to achieve
this goal without actually feeding blueprints to the sys-
tem. According to the social cognitive learning theory,
humans learn by observing behaviors, thus an effective
and intuitive way to teach people is by using demonstra-
tions. The same theory was applied to the proposed sys-
tem, where the demonstration consists of arranging pro-
files and brackets on a workbench (Fig. 1), while the sys-
tem is supervising the process with a camera. A visual
feedback of the systems’ understanding of the desired as-
sembly is given on a monitor (Fig. 2).

Figure 2: Recognition of the desired assembly by the
camera above the workbench, and visual feedback to the
user highlighting the detected structure (in green).

The recognition process is made up of three major phases.
In a perceptive phase, profiles and brackets are visually
identified, and the pose of each structural element is es-
timated. The result is a structure containing an error at-
tributed to both sensoric inaccuracies and human impre-
ciseness. The former error mainly stems from lighting
effects, whereas the latter is caused by human inability to
accurately position elements. Therefore, a rule set with
heuristics is applied in the next phase to obtain the nomi-
nal assembly requested by the user.
In the cognitive phase, the detected parts are aligned
with respect to constraints coming from the fact that the
demonstration contains an arrangement of profiles lying
on a flat table. Thus, it is assumed that the elements are
in-plane, not rotated, connected orthogonally and strictly
joined. To keep the character of the whole structure as it
was supposedly meant by the user, an optimization step
is introduced to minimize the shifting error. Without this
step, geometrical errors would be accumulated for the po-
sition of the element that was aligned in the last step. For
that purpose L-, I- and T-shaped substructures are identi-
fied and aligned bottom-up, and are successively grouped
into larger structures, with priority to L- and T-shapes.
At last, brackets are detected and if necessary aligned,
shifted and rotated. Hidden elements in the camera view,
such as screws and nuts, are added according to prede-
fined rules, in order to complete the assembly.
The third and final phase creates an assembly specifica-
tion, including type and relative poses of the parts.



4 Assembly Grasp Planning

A generic grasp planning module was developed to gen-
erate feasible grasps for any object described as a point-
cloud, using any type of end effector [17]. The grasp
planner generates a database of feasible grasps for a free-
floating object using a sampling-based approach that cre-
ates different possibilities for grabbing the object. These
possible grasps can be later filtered in an online process
to discard possible collisions with supporting surfaces or
obstacles in the scene.
In the assembly grasp planning module, the objects are
grouped in two categories: objects that allow only a re-
duced set of grasp configurations (according to the grip-
per selected for the application), like the angle bracket
and slot nut, and objects where a variety of grasps can
be applied on continuous regions, like the profiles and
all the subassemblies. For the objects of the first cate-
gory, feasible grasps can be predefined by the user and
employed throughout the assembly process. The second
category requires an automatic determination of feasible
grasp regions and a process to generate grasps on it. The
geometry of the subassemblies is known only at planning
time, therefore the system must provide a quick answer to
queries on feasible grasps for different groups of objects.

assembly B

assembly A

feasible grasp

COM join A and B

b)
a)

constraints:

Figure 3: Grasp planning for assemblies with con-
straints. Feasible grasps are sampled for assembly A
and sorted by their distance to the COM. Assembly B is
grasped considering the constraints from the joining op-
eration.

The grasp planning process is illustrated in Fig. 3. A large
number of samples allows the planner to choose an ap-
propriate grasp for different scenarios and assembly se-
quences. As the end-effector for this system is a 2-finger
gripper, one point defines the position of the end-effector.
For example, samples for possible grasp poses are taken
along the main axes of the profiles. All the suggested
grasping poses are good grasps as long as the object is
isolated. When the part must be grasped to join a sub-
assembly, all candidate grasps in the database have to be
verified with respect to the constraints that might arise.

The constraints are represented as restriction areas whose
size and location depend on the nature of the constraint,
and have two different sources: a) Constraints due to
the subassembly (the space required for the angle-bracket
that joins the parts must be free), and b) Constraints due
to the joining action (the areas required for mating the
parts must not be occupied by the gripper). Fig. 3 illus-
trates both types of constraints.
During the assembly planning process, described in the
next section, two or more parts are combined to create
subassemblies. As there is a previously generated grasp
database for all the individual parts, the union of the in-
dividual grasp sets generates a pool of candidate grasps
for the subassembly. A filtering process discards unfeasi-
ble grasps due to collision with other parts in the group.
This strategy is conservative, in the sense that it does not
generate new grasps for combined parts, but provides a
sufficient number of possible grasps. The remaining can-
didate grasps are then evaluated and sorted according to a
convenient robustness criterion. In the current system, the
considered criterion is the distance of the grasping point
to the center of mass (COM) of the subassembly; the
smallest the distance to the COM, the lowest the torque
on the end effector.

5 Assembly Sequence Planning
The aim of assembly sequence planner is to find a suitable
sequence to assemble a product. This is, in general, an
NP-hard problem [11]. Moreover, the geometric assem-
bly planner must also cope with uncertainties in shape
and poses of the parts. The proposed solution to deal with
this problems is presented in this section.

5.1 Disassembly Analyzer
One common way to generate feasible sequences is to
start with the entire product and sequentially remove sin-
gle parts or subassemblies. For each pair of parts (pi, pj)
from the assembly, the so-called disassembly maps are
generated, based on a geometric approach [16]. Fig. 4 il-
lustrates the disassembly algorithm, which follows these
steps:

1. Decompose the surfaces of the objects
into convex patches; here, let pi con-
sists of Si = {s1, s2, . . . sp} and pj of
Sj = {s1, s2, . . . sq} convex patches.

2. In order to deal with uncertainties, the convex
patches are shrinked according to a tolerance value.

3. The C-space obstacle of the active part pi due to
the passive part pj is computed using the union of
the Minkowski differences of the surface patches:

si1 	 sj1 ∪ si1 	 sj2 ∪ . . . ∪ sip 	 sjq.

4. The above steps lead to a mesh soup that could be
united. However, this is an expensive calculation;
instead, all the triangles are inserted in a voxel-
space for fast ray-casting tests.



5. Each disassembly direction corresponds to a ray
that intersects the triangle soup. If there is no colli-
sion, free motion is possible. All the directions are
registered in a disassembly map.

For n parts, 1
2 (n2 − n) disassembly maps are obtained.

The next step is the generation of the AND/OR-graph,
a well known graph to efficiently store variants of se-
quences [9].

A B
AB

disassembly 

space

C-space obstacle

Figure 4: Calculation of disassembly maps with the
Minkowski operation and ray casting tests. Profile B can
be removed in any direction of the disassembly space.

5.2 Generation of the AND/OR-graph
The disassembly maps are used to efficiently determine
the geometric feasibility during the generation of the
AND/OR-graph. An excerpt of an AND/OR-graph is
shown in Fig. 5, where the circles describe the disassem-
bly maps, and white color in them corresponds to free
disassembly directions. The feasibility is obtained by the
union of the disassembly maps. The generation of the
AND/OR-Graph uses the following algorithm [17]:

1. It starts with an assignment of standard priorities to
single parts, and predefined priorities to subassem-
blies. The subassemblies and parts are sorted ac-
cording their priorities.

2. The algorithm tries to cut the head from the tail
(i.e. create two separate entities). If this is a valid
cut, a new edge and two nodes are inserted into the
AND/OR-graph, if they do not exist already.

3. With the knowledge of the cuts, the priorities are
assigned again. For example, if the very last cut
caused a screwing operation, then all screws in
short distance to this screw obtain high priorities.

4. The queue is reordered according to the newly as-
signed priorities.

5. If a cut is not feasible, the priority of the subcom-
ponents is assigned again, and the head is inserted
at the appropriate position in the queue.

6. When the entire queue has been investigated, a
shuffle method is called to reassign priorities such
that the order of the queue can be adapted to a new
situation.

ABC

A
B

C

AB BC

AC

Figure 5: Excerpt of the AND/OR Graph for a particular
example, where unconnected subassemblies are pruned.

Thus, priorities can be considered as a penalty function,
which causes the algorithm to behave in a similar way
to a Markov decision process. Note that the assembly
sequence planner is so far fully deterministic; the only
variation can be caused by objects with the same pri-
ority. The process is repeated until no change in the
queue occurs. The process stops when a predefined num-
ber of sequences has been analyzed. After that, the
AND/OR-graph keeps all possible sequences. The final
assembly sequence is obtained after searching through
the AND/OR-graph in a deterministic order, according
to certain evaluation functions.

5.3 Evaluating the AND/OR-graph

The AND/OR-graph has to be evaluated in order to
find a feasible assembly sequence. A major criterion is
that each node holds at least one feasible grasp, nodes
which do not own feasible grasp configurations are dis-
carded [17]. The remaining AND/OR-graph is searched
according to further criteria. Factors such as prefer-
ring mating actions with the lowest difficulty, or a min-
imization of the number of tool changes, are considered.
Finally, a sequence is selected through a search in the
AND/OR graph. Fig. 6 illustrates for a particular exam-
ple the assembly tree generated by the assembly sequence
planner, which specifies the task sequence.

6 Robotic Assembly Skills

The assembly system in an SME production has to pro-
vide robust robotic skills that are able to incorporate the
uncertainties in the workcell and that are highly reusable
for a wide set of assembly tasks. This section describes
the skill-based execution engine and the skill library used
in the proposed system.
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Figure 6: An automatically generated assembly se-
quence tree with its classification of tasks. In total, five
different task types are identified by analyzing the pairs
of assembly groups.

6.1 Skill Library

In the current work, robotic skills are considered as en-
hanced robot actions that use the device capabilities in
order to solve certain types of tasks. They are built upon
device primitive functions, and are instantiated through
parameters that makes them adaptable for specific sit-
uations. For instance, a typical assembly task is the
peg-in-hole task, which can be realized by a LWR or by
a generic industrial manipulator. Both robots can solve
the task, but will have different strategies and implemen-
tations. Nevertheless, the high level parameters given by
the task specification are the same. Fig. 7 shows the lev-
els of abstraction and the connected parameter types used
in the presented assembly system.
On the lowest level there are skills that implement the
basic capabilities of the system, such as a collision free
motion of the robot arm in the workcell or a controller
for doing a peg-in-hole insertion. At this level, param-
eters are spatial coordinates or controller values. Close
to this level is an object level, in which direct actions on
physical objects are implemented and parameters are on
a symbolic level, e.g. available grasps that are symboli-
cally annotated and referenced. These skills are logically
composed on the higher abstraction levels, where the de-

pendency on the devices disappears and parameters of the
assembly process itself are explicitly stated. The final
application level contains the interface to the assembly
planner, where references to certain nodes in the assem-
bly tree are given. A skill library structured according to
this abstraction levels guarantees re-usability for differ-
ent task sequences. Altogether, the implemented system
uses about 25 skills.

LIN

device
primitive

device
primitive

PTP

robot.iiwa.skills

MovePlanned

MoveJoints

control and motion level

object level

intermediate levelsintermediate levels

application parameters

related to the process
e.g. speed, strength, ...

logic parameters

related to the control flow and abstraction
e.g. loops and breaks, decisions, ...

application levels

assembly.skills.pick

PickUpObject

PickUpObjectFromStorage

PickUpScrew

assembly.skills.pick.ap

ApPickUpGroup

ApPickUpObjectFromStorage

ApPickUpScrewFromStorage

object specific parameters

related to the manipluated objects
e.g. physical properties, features, ...

device specific parameters

related to the control of the device
e.g. motion, controller parameter, ...

Figure 7: Hierarchical abstraction of skills and types of
parameters.

6.2 Skill Integration

The assembly skills require information about the prod-
ucts and resources in the workcell. This knowledge
should be accessible and updated directly by the robotic
system without needing human assistance during the
nominal execution. In the presented assembly system,
a world representation [13] is used in order to keep track
of properties and states of the parts and workcell. It con-
sists of a database with general object properties filled
with prior knowledge, e.g. from the product data-sheet,
and a runtime model of object instances, where proper-
ties can be automatically updated according to the obser-
vations made by the robotic system. This knowledge is
accessible by all system components through services on
a symbolic level.

commitupdate
sets subset of 
global state in 

local world
model

predicts the local state changes

predict

set 
parameters forwards the 

local state change
to the world 

model

changes the local state
execute / simulate

observe
observes the state changes

SKILL EXECUTION 

WORLD REPRESENTATIONstate state

get 
parameters

assembly planner 

Figure 8: Conceptual execution flow of a skill;
parametrization and synchronization of the local state to
an external world representation.

In particular, the skills synchronize their state changes as
depicted in Fig. 8, which shows a conceptual execution
flow diagram. At the beginning, the skill is configured
by the required parameters from an external source, i.e.,
the assembly planner or the user input. Then comes an



update step, where a local state of the affected objects is
obtained, which is committed back to the world repre-
sentation after the actual skill execution. The skill execu-
tion itself features various modes that interact in different
ways with the local state and which can be executed in a
parallel manner. The execute/simulate-mode implements
the complete actions of the skills, either on the real sys-
tem or on a virtual simulation. An observer mode is used
to monitor the progress and evaluate the outcome of the
execution, and a predict-mode is used to preview the (log-
ical) outcome. If not only the state but also parameters
are changed, e.g. after a performance optimization in the
simulate-mode, parameters can be transferred back to the
external source. The globally shared knowledge guaran-
tees an easy integration of additional system components,
and the various skill modes support a situation-dependent
execution of the skill, e.g. the simulation mode is used to
validate the generated assembly plan in the current work-
cell setup, while the observation-mode is important in an
autonomous assembly system for error detection and han-
dling.

6.3 Skill Robustness

In the autonomous assembly scenario, the robot system
must reliably cope with uncertainties present in a typical
SME environment. As classical assembly tasks are typi-
cally sequences of various contact states, it is especially
important to deal with pose and contact uncertainties.
Fig. 9 shows a collection of particular device capabilities
of the LWR, enabled by its intrinsic torque-sensing [1],
and which are used throughout the skill implementa-
tions to achieve the required robustness during the execu-
tion. The impedance controller allows the passive align-
ment with objects in the environment with inaccurately
known poses by setting a virtual stiffness, as used for in-
stance in the PlaceObject-skill; compliant search strate-
gies actively reduce larger uncertainties, and oscillating
force patterns decrease the risk of jamming in peg-in-hole
tasks, e.g. in PickUpScrew- and PlacePegInHole-skill.

compliant search force patternspassive alignment

Figure 9: Manipulation capabilities of the LWR robot,
enabled by its torque-sensing and impedance control
mode, which are used to implement robust assembly
skills, e.g. in the PlaceObject-, the PlacePegInHole- and
the PickUpScrew-skill.

6.4 Mapping Tasks to Skills

The assembly of product variants requires an automatic
mapping from specified assembly tasks in the generated
sequence plan to skills that are available in the skill li-
brary. The reasoning about which skill to choose for a
specific task is achieved here using a task classification
approach. The concept requires the identification of spe-
cific patterns in the assembly sequence and its relation to
a skill chart, which captures the knowledge of an expert.
These patterns can incorporate properties and relations of
the subassemblies from the current, the previous and the
future assembly steps.

In the presented application, the pairs of subassemblies
at each assembly step are classified into certain group
types. The combinations of these group types determine
then the type of assembly task. In the testbed there are
five major tasks, e.g. inserting a slot nut in a profile or
adding an angle bracket for joining the profiles. In order
to automatically classify the tasks, the patterns, i.e. the
combinations of group types, can be collected in a simple
look-up-table where the rows and columns are specific
group types and the cells of the matrix are task types, as
illustrated in Fig. 10.

+

+

insert first

slot nut

insert additional

slot nut

add 

angle bracket

add 

angle bracket

add 

screw

position 

two profiles

position 

two profiles

Figure 10: Task pattern matrix in which specific combi-
nations of group types from the assembly sequence tree
are related to assembly task types. Every cell represents
a specific task type that is later mapped to an appropriate
skill execution.

For example, if one step in the assembly sequence
is a joining operation between a group with a sin-
gle profile and a group with a single slot nut, the
task insert first slot nut is selected. If in the next
step another slot nut should be added, the task
insert additional slot nut is selected. Each task type is
mapped to a known skill sequence that can solve the spe-
cific task with the available devices. In this specific use
case of a single robot arm and a given workcell layout, it
is straightforward to have a one-to-one (injective) func-
tion, but nevertheless a generalization would allow hav-
ing different mappings according to the target robot sys-
tem. Fig. 11 shows for example the skill sequence in the
testbed for solving the task insert additional slot nut. The
complete task classification for an S-shaped structure is
shown in Fig. 6.



Figure 11: An example of skill sequence for the insert first slot nut-task, from left to right: ApPickUpGroupFromStor-
age, ApPlacePegInHole, ApPickUpGroupFromStorage, ApPlaceSlotNutIntoProfile, ApMoveSlotNutInProfile, ApPick-
UpAndPlaceGroupInAssemblyFixture.

7 System Evaluation
The presented assembly system is applicable to product
families which are based on a modular construction de-
sign. Basic parts are tailored or combined according to
individual requests of the customers.

7.1 Experimental Setup
The system is evaluated in an one-of-a-kind production
scenario realized in the SMErobotics-testbed (Fig. 1),
shown for the first time at AUTOMATICA 2014. A
demonstration module allows to intuitively specify the
desired assembly, as described in Section 3. In par-
ticular, the available basic parts for the assembly are a
set of 40× 40 aluminum profiles with various lengths.
They can be joined together to create complex assem-
blies with angle brackets, button head M8× 16 screws
and slot nuts. CAD-data from the vendor is available for
each single part, which is used during assembly planning
and for the object representation in the run-time world
model. The robotic workbench contains the robotic de-
vices, part storage and primitive fixtures, as it might be
available in a SME workshop. The available devices are
a KUKA LBR iiwa arm, a Schunk WSG 50 gripper, and
a modified off-the-shelf power screwdriver, which can be
grasped and used by the robot. There is one fixture in
which a single profile can be inserted for the slot nut as-
sembly. Another fixture on the assembly table prevents
sliding of the parts during assembly operations.

7.2 Assembly Execution
Our robotic assembly system is capable of autonomously
building a large variety of demonstrated structures.
Fig. 12 shows some examples obtained with the system.
The execution system can build profile connections with
one- or two-sided angle bracket connections. Multiple
profiles can be attached on one or two sides of a profile.
A theoretical infinite number of structures can be assem-
bled with this system.
As there is only a single robot arm in the setup, the as-
semblies need to be reoriented in the fixtures of the work-
cell. These operations are included in the skill imple-
mentations, and the system automatically decides the cor-
responding steps and computes the required grasps and
paths. The simulation mode of the skills allows the pre-
computation of a sufficient number of assembly steps to

validate the feasibility of the plan in the current state of
the workcell, which can differ from the state during as-
sembly sequencing.

Figure 12: Examples of assemblies that were tested and
successfully assembled.

A robust assembly process is achieved by using the
impedance controller mode of the robot. Multiple runs
showed that the main sources of failure are due to a
not optimal workcell setup and to currently unobservable
events. In order to increase the ability to detect errors,
the integration of vision systems in the workcell is con-
sidered. The current strategy for solving intractable as-
sembly steps, which can in certain cases be discovered in
the simulation, is the assistance from a human worker.
The execution time of the test-bed has not been opti-
mized, as the main objective was not increasing the ex-
ecution speed in order to outperform a skilled human
worker. In the current implementation, the execution
time lies in the range of 5 minutes per joining opera-
tion. Instead, the setup demonstrates how a robotic sys-
tem can autonomously solve different and complex as-
sembly tasks with minimal human intervention, thus in-
creasing the flexibility of a SME production facility. The
time required from a client order for an individualized
product to the final delivery with the proposed system is
considered competitive, as no human labor is needed at
this stage anymore.

8 Conclusions
This paper describes a complete system that demonstrates
how variations of a relatively complex assembly task can
be automatically solved. It demonstrates how the robot
can create new assemblies of aluminum profiles with-
out the intervention of a robotic expert, thus meeting
the requirements of a SME production facility. A lay-
man is able to show the desired product without need-
ing any knowledge about the robotic system. The rec-



ognized assembly is automatically transferred to the as-
sembly sequence planner; using CAD data as direct input
is also possible. The system autonomously generates the
code required to produce the desired assembly, consider-
ing the feasibility of the assembly sequence, reachabil-
ity of the parts and robust and feasible grasping of the
parts. A novel reasoning system to map assembly tasks
to executable robot skills allows the direct generation of
robot executable code. A skill execution engine was de-
veloped for dealing with uncertainties; it adapts to the
current state of the work cell as it is connected to a world
representation, and provides methods to presimulate and
observe the assembly progress.
Altogether, the fully automated assembly system is ca-
pable of building new assemblies from combinations of
basic parts. The developed system can be easily re-
configured for generating new product families. Current
limitations of the system are due to the work cell setup,
e.g. location of the fixturing units. In the future, the sys-
tem will be extended to deal with more complex assem-
blies, e.g. 3D constructions. Finally, the efficiency of the
automated workflow will be compared to manually pro-
grammed systems to prove its competitiveness for high
variation and low volume productions.
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Narrow Passage Sampling in the Observation of Robotic Assembly Tasks

Korbinian Nottensteiner1 , Mikel Sagardia1, Andreas Stemmer1, and Christoph Borst2

Abstract— The observation of robotic assembly tasks is re-
quired as feedback for decisions and adaption of the task
execution on the current situation. A sequential Monte Carlo
observation algorithm is proposed, which uses a fast and
accurate collision detection algorithm as a reference model
for the contacts between complex shaped parts. The main
contribution of the paper is the extension of the classic random
motion model in the propagation step with sampling methods
known from the domain of probabilistic roadmap planning in
order to increase the sample density in narrow passages of the
configuration space. As a result, the observation performance
can be improved and a risk of sample impoverishment reduced.
Experimental validation is provided for a peg-in-hole task
executed by a lightweight-robot arm equipped with joint torque
sensors.

I. INTRODUCTION

Typical assembly processes consist of sequences of various
contacts transferring parts from free configuration space to
constrained goal configurations. In robotic assembly execu-
tion (Fig. 1), the observation of such processes is required to
detect and handle errors, adapt action parameters and robot
controllers, or even to learn strategies and perform high-level
reasoning. A major goal of assembly observation is to pro-
vide information about partially hidden states, e.g. geometric
uncertainties or contact states. In recent years, especially
sequential Monte Carlo (SMC) approaches showed their
advantages in the observation of robotic assembly processes.
The SMC framework allows not only to deal with non-linear
models, but also with non-Gaussian and multi-modal distri-
butions, cf. [1] and [2], which are obviously present when
multiple contact states are possible. Within this probabilistic
framework, state estimates are obtained by the sequential
propagation, weighting and selection of a set of samples
according to their consistency with the sensory information
and the assumed system and measurement models.

In particular, Chhatpar and Branicky [3] propose a probing
based localization method and demonstrate it in a lock-key
assembly. Hypotheses of relative poses are initially spread in
a pre-generated map of the configuration space and further
updated by subsequent probes until the samples converge,
i.e. the lock is localized. Thomas et al. [4] also apply pre-
generated maps to localize the parts in an assembly task. The
so-called force-torque maps contain additional information
about expected contact forces and torques, which is used as
further input in the weighting of the samples. A drawback of
the pre-generated maps is the high preparation effort needed
to ensure completeness in a sufficient level of detail.

1 Institute of Robotics and Mechatronics (RMC-RM), German Aerospace
Center (DLR), 82234 Wessling, Germany

2 KUKA Roboter GmbH, 86165 Augsburg, Germany
Contact: korbinian.nottensteiner@dlr.de

Fig. 1. Peg-in-hole insertion of an aluminum profile into an assembly
fixture with a LWR robot arm. The peg is tilted, aligned in contact and
inserted with impedance control.

Further SMC approaches use contact state graphs [5],
which add a higher semantic layer to the observation by
partitioning the configuration space into distinct regions,
so-called contact formations. The knowledge of the prop-
erties and the transitions between certain contact formations
can then be used to improve the performance of the obser-
vation algorithm [6] or resolve ambiguous force and torque
measurements [7]. While these methods perform well, it is
not clear how they scale to realistic examples, as they are
only demonstrated for simple geometrical objects with a few
possible contact states.

A general issue of the SMC methods is the num-
ber of samples required for reliable observation results,
what consequently becomes a question of computational
resources for high state dimensions and complex models.
Taguchi et al. [8] reduce the number of samples significantly
by the help of a Rao-Blackwellized particle filter (RBPF) that
combines a sample based position estimation with a Kalman
filter for orientation uncertainties. The additional usage of
vision systems to initialize the sample distribution [9] or the
fusion of tactile and vision measurements, [4] and [10], can
also help to improve the observation performance. Although
progress has been made, problems remain in cases with
highly constrained configurations, as also concluded in [10].
Especially the transitions from free space into narrow pas-
sages in the configuration space, as in peg-in-hole assembly
tasks, are still challenging with respect to sample impoverish-
ment. This particular effect is characterized by the selection
of only a few high-weighted samples in the resampling step.
In the further observation, the samples might then not be
sufficient to approximate the full posterior distribution and
thus lead to strong biases in the estimates.

Avoiding the narrow passage during the localization,
which is suggested by [3] and [8] by probing before the inser-
tion, is not always feasible considering practical constraints



in real applications, and focuses not on the observation of the
actual assembly process. Therefore, in the presented work,
the particular cases of transitions into narrow passages before
the final convergence of the sample set are considered, and
two alternative sampling policies are compared with the
commonly used random motion model. Both policies are
rooted in probabilistic roadmap planning (PRM, [11]) and
are used here for the first time in the context of sampling
based observation of assembly processes. The Gaussian
sampler [12] allows the generation of higher sample densities
near the border of the configuration space. The random
bridge builder (RBB), presented by [13], increases the sam-
ple density especially in narrow passages. By increasing the
density in these critical regions a reduced risk of sample
impoverishment and a higher performance is expected.

The sampling policies are adapted and integrated directly
in the propagation model of the SMC algorithm. Here, the
configuration space is sampled locally around each contact
hypothesis and thus only the relevant space is considered and
no pre-generated maps are required. As a contact model, the
voxelmap-pointshell algorithm (VPS, [14]) is used, which is
a penalty based collision algorithm, commonly used in haptic
rendering for the computation of contact forces. Our fast and
generic implementation [15] of the VPS is able to handle
complex geometries given as CAD data. The developed ob-
servation framework is experimentally validated with sensory
information of a lightweight-robot arm (LWR) executing a
peg-in-hole task with complex shaped aluminum parts. The
measurements include the current joint position and torques
and therefore allow for the observation of contact states. The
LWR is able to robustly execute such peg-in-hole tasks by the
help of the impedance control mode [16]. But, on a higher
abstraction level, these assembly strategies are feed-forward
controllers, which do not directly incorporate the current
state of the execution and thus are not capable of adapting the
strategy to the current situation. This motivates the presented
observer algorithm that monitors the assembly progress and
provides state information for high level controllers and
reasoning systems in future applications that increase the
overall performance of the assembly system.

The work is presented as following, the applied robot and
contact models are presented in Section II, together with the
observation framework, and followed by the description of
the sampling policies in the propagation step in Section III.
Simulations and experimental results are provided for a
peg-in-hole insertion in Section IV. Finally, the results are
discussed in Section V and concluded in Section VI.

II. MODELS FOR CONTACT OBSERVATION

In contact tasks, the uncertainties from the robot arm
combine with further uncertainties in the kinematic chain,
which is closed in the contact between an environment object
(EO) and a manipulated object (MO). In this section, the
robot and uncertainty models are presented, as well as the
contact models used for the observation of the assembly
task. An overview of the observation framework is given,
for which different sampling policies are investigated later.

D

C̄
B

C

qk, τ k

A

x

(MO)

(EO)

wk

Fig. 2. Kinematic chain consisting of the robot flange A, the base B, the
initial reference frame C̄ and the frame C of the EO, and the frame D of the
MO. The geometric uncertainties are summarized in the state x as parameter
in the transformation HC̄C . The contact wrench wk induces a torque τk

in the robot joints; together with the current robot configuration qk the
state x is estimated.

A. Robot and Uncertainty Model

A general formalism on how to model the uncertainties in
a kinematic chain can be found in [17]. As the observation
of the assembly task is in focus of this work, not the identifi-
cation of individual uncertainties is of interest, but rather the
cumulative relative uncertainty between MO and EO, where
the kinematic chain will be closed during the assembly.
Exemplary in this work, the state x ∈ Rm shall therefore
be defined as geometric uncertainty in the transformation
HC̄C(x) ∈ SE(3) between an initial reference pose C̄ and
the actual pose C of the EO. It is assumed that the EO and
MO are statically fixed to the environment and the robot,
respectively. In the nominal case, x contains m ≤ 6 constant,
but unknown parameters affecting positions and orientations.
In the real case, the specific source of uncertainty vanishes
within the state x, i.e. inaccurately known object poses or
model errors are not separable without adding further error
models in the relevant parts of the kinematic chain. The here
chosen approach of a cumulative uncertainty is reasonable
as long as unmodelled effects in the remaining kinematic
chain are bound on a small scale. Note also that the presence
of unmodelled effects, e.g. a not completely fixed EO, can
produce a time varying state. Therefore, the state value at a
specific instant of time k will be denoted as xk.

A rigid body model of the robot arm is assumed. The for-
ward kinematics are then given by the transformation func-
tion HBA(q) ∈ SE(3) with the joint configuration q ∈ Rn,
where B represents the base and A the flange of a robot arm
with n ≥ 6 degrees of freedom (Fig. 2). The MO is attached
to the robot flange with a known and fixed transformation
HAD ∈ SE(3), where D is the coordinate system of the
MO. At time k, the relative pose Hk := HCD ∈ SE(3)
between MO and EO is obtained for a given state xk and
the current joint configuration qk from the closed kinematic
chain by

Hk(qk,xk) = HCC̄(xk)HC̄BHBA(qk)HAD, (1)

where HC̄B is given by the inverse of the initially assumed
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Fig. 3. (a) Real contact situation. (b) Contact model. (c) Implementation of
contact model with VPS. d̃k denotes the contact distance and dt a threshold
on the maximal feasible virtual penetration, w̃k the virtual contact wrench.

pose HBC̄ ∈ SE(3) of the EO relative to B, see Fig. 2.
The considered robot arms are equipped with torque

sensors in their joints. When MO and EO are in contact,
a torque τ k ∈ Rn can be obtained from the intrinsic sensors,
which is dependent on the robot configuration by the well
known relation:

τ k = JTkwk, (2)

where Jk := JDBD(qk) ∈ R6 x n is the Jacobian of the
robot arm with respect to D and the external wrench
wk :=Dwk = (F k

T,Mk)T)T ∈ R)6 acting on the MO at D.

B. Virtual Contact Model

A contact model is needed as a reference model in the
observation process. It connects a state value xk and the joint
measurement qk to a hypothetical contact situation, which
provides information about the expected measured torques.
The model is based on our improved implementation [15]
of VPS [14]. The basics of VPS are visualized in Fig. 3
for a simplified contact situation. A cylindrical object is
pressed on a flat surface, which induces a wrench wk in the
contact. The virtual model represents the wrench in form
of the force w̃k, which acts on the intersecting volume
of the virtual representations of the objects, and is in its
physical meaning comparable to the buoyant force [18].
While this is a simplification of the possible effects in a
real contact, the directions of the virtual wrenches provide
reasonable information for the comparison of various contact
hypotheses. The VPS implementation approximates the force
by the help of so-called pointshells and voxmaps, which
are, respectively, discretizations of the geometry in surface
points including surface normals and cubic volume elements
which conform signed distance fields. These data structures
are generated from CAD for arbitrary complex parts.

Dependent on the relative pose Hk of the objects, the
virtual contact model provides the contact forces and torques
w̃k(Hk) = (F̃

T

k ,M̃
T

k )T ∈ R6, and additionally the contact
distance between the virtual objects d̃k = d̃(Hk) ∈ R.
The contact distance defines implicitly the relative config-
uration space C̃ between the virtual representations of the
MO and EO:





no contact (Hk ∈ C̃) : d̃k < 0

contact (Hk ∈ ∂C̃) : 0 ≤ d̃k < dt
invalid (Hk /∈ C̃) : dt < d̃k,

(3)
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Fig. 4. The observation cycle of the basic SMC algorithm applied for
assembly observation. Hypotheses {xk

(i)} with i = 1, ..., N of the state x
in the kinematic chain of the robot, are propagated, then weighted according
their consistency with the measurements and finally resampled.

where dt > 0 is a threshold on the maximal feasible vir-
tual penetration. As no additional force/torque-measurement
device will be used, w̃k is transformed to a virtual contact
torque τ̃ k according to Eq. (2).

C. Framework for Contact Task Observation

At each time step k the robot provides the measurements
yk = (qk, τ k). The observation model uses this sensory
information together with the contact model in order to
estimate the current state value xk. Formulated in terms
of Bayesian estimation, the objective is to infer the current
state distribution density p(xk|y0:k) given the set of past
measurements y0:k = {y0, . . . ,yk}. Changes in the contact
state are in general nonlinear and the distributions of the un-
certain state are not completely describable by methods based
solely on Gaussian distributions. Therefore, the observation
is carried out with a SMC approach, which can deal with
nonlinear and non-Gaussian systems, compare [1] and [2]
for a general introduction. A main idea of SMC is that
probability densities, like the posterior density p (xk|y0:k),
are approximated by a set of samples or so-called particles
instead of using continuous model functions. The general
procedure of the applied SMC algorithm for assembly ob-
servation is visualized in Fig. 4.

The relevant uncertainty space is initially approximated by
a set of N samples {x0

(i)}, followed by sequential processing
of the set. The basic SMC algorithm for filtering, as it is
described by [2], consists of a sampling or propagation step,
a weighting and a resampling step. In the first step, samples
are drawn from an importance distribution q(xk|yk,xk−1

(i)).
A commonly used importance model for the estimation of
geometric uncertainties assumes a normal distributed random
diffusion of the samples, e.g. [3] and [8],

q(xk|xk−1) = N (xk|xk−1,Σxk
), (4)

with the covariance matrix Σxk
. In stiff and accurate kine-

matic systems, the geometric uncertainties are often rather
constant parameter values and the sampling step produces
mainly artificial noise in order to avoid particle impoverish-
ment [8]. This random diffusion model will be compared to
two further propagation models, which will be presented in
the next section in more detail.

The second step is the weighting step, in which the
samples obtain weights Wk

(i) according to their consistency



with the observation

W
(i)
k ∝

g(yk|x(i)
k )f(x

(i)
k |x

(i)
k−1)

q(x
(i)
k |yk,x

(i)
k−1)

. (5)

Here, g(yk|xk) is the observation density and f(xk|xk−1)
the transition density of the (hidden) system dynamics.
Choosing q(xk|yk,xk−1) = f(xk|xk−1) leads to the classic
weight computation proposed in the bootstrap filter, com-
pare [1]:

W
(i)
k ∝ g(yk|x(i)

k ). (6)

In the presented approach, the observation density distribu-
tion consists of two factors. First, the measured torques τ k
are compared to the virtual contact torques provided by the
VPS algorithm assuming normal distributed errors in the
measurements:

pτ (τ k|x(i)
k ) = N (τ k|τ̃ (i)

k ,Στ ). (7)

Compared to other approaches, where the residuum is cal-
culated in the wrench space, cf. [4] and [6], a formulation in
joint space is chosen in order to directly refer to the errors
in the joint torque measurements and in order to avoid the
nonuniform metrics of the wrench space. Second, the contact
distance is used to filter out the impossible configurations that
violate the relative configuration space between the objects:

pq(qk|x(i)
k ) = (σd

√
2π)−1·

{
1, H

(i)
k ∈ C̃

exp(− (d̃k−dt)2
(2σ2

d)
), H

(i)
k /∈ C̃.

(8)
This density ensures that the virtual objects stay in the valid
configuration space given by the threshold dt on the virtual
contact distance d̃k. The usage of a contact distance in the
update step is also described by [6], where combinations
of relevant elemental contacts for a given discrete contact
state are evaluated. [9] proposes a combination of distance
measures in the inhand-localization of objects with robotic
hands, which incorporates the information from tactile sens-
ing in a further zero-mean Gaussian distance density. In
contrast, the tactile information is explicitly considered in
the torque residuum Eq. (7) above. Thus, also the direction
of the contact forces are evaluated and certain contact states
can be distinguished, which is important for the convergence
of the filter in the peg-in-hole task. Under the assumption of
independence, the total observation density is then given by
the product:

g(yk|x(i)
k ) = pq(qk|x(i)

k ) · pτ (τ k|x(i)
k ). (9)

Finally, the weights are used in the resampling step in or-
der to select best fitting hypotheses with a higher probability.
Expected values of a function V (xk) can be approximated
by the evaluation of the particle distribution:

〈Vk〉 ≈
N∑

i=1

W
(i)
k V (x

(i)
k ), (10)

which can be used to indicate the current progress of the
assembly process and to infer further information from the
current state. Note that after resampling, the weights are set
to Wk

(i) = 1/N .

III. SAMPLING POLICIES

In this section alternative sampling policies for the propa-
gation step of the observer are introduced. They are known
from PRM and increase the sample density at the border
and in narrow passages of the configuration space C. In the
context of contact task observation, it is expected that they
decrease the number of required samples for convergence of
the estimates and reduce the effects of sample impoverish-
ment.

A. Pure Diffusion Sampling

The first policy is based on the random diffusion model,
which was already presented shortly in the previous section,
see Eq. (4). It is a default model for unknown or uncertain
state dynamics. The samples are propagated according to a
given covariance matrix Σx,p:

1: function PUREDIFFUSION(xk−1
(i))

2: x← N (xk|xk−1
(i),Σx,p).

3: return x
If no joint torque is measurable, then the samples will
evolve in a diffusion process governed by Σx,p. In this
sampling model, no contact information is evaluated with the
advantage of a fast implementation. The diffusion is limited
in the constrained regions through the observation density
given by Eq. (8) in the update step of the observer.

B. Gaussian Sampler

The Gaussian sampler is known from robot motion plan-
ning with PRM [12]. It concentrates samples close to ∂C by
selecting only samples for which a second sample outside
of C can be found within a certain distance. In the here
presented work, the method is adapted to concentrate the
samples in ∂C̃ as defined in (3). Therefore, the function
EVALUATECONTACT tests whether a sample with state x is
within the configuration space of the virtual contact model:

1: function EVALUATECONTACT(x, qk)
2: if dt < d̃(x, qk) then
3: return invalid
4: else if 0 ≤ d̃(x, qk) < dt then
5: return contact
6: else if d̃(x, qk) < 0 then
7: return no contact

The return value is used to decide on the propagation strat-
egy. If a sample A is already in contact it will be propagated
according to the PUREDIFFUSION-function above. If the
sample A is not in contact, a second sample B is drawn
according to a distance measure. This is repeated until the
locally sampled B is in contact or a maximal number of
trials Lmax is reached. This sampling policy is applied for
every hypothesis xk−1

(i) and is summarized as:
1: function GAUSSIANSAMPLER(xk−1

(i), qk)
2: xA := xk−1

(i)

3: A← EVALUATECONTACT(xA, qk)
4: if A 6= contact then
5: for j := 1 to Lmax do
6: xB ← N (xB |xk−1

(i),Σx,g).



7: B ← EVALUATECONTACT(xB , qk)
8: if B = contact then
9: return xB

10: return PUREDIFFUSION(xA)

In contrast to the classical policy of [12], the samples A
are not discarded completely in the case that the collision
conditions are not satisfied, but rather resampled locally.
Lmax controls the effort in order to find a solution and
finally how dense the border will be filled with samples.
For Lmax → ∞ all samples will be concentrated in ∂C̃;
for small values of Lmax the pure diffusion dominates the
sample propagation. The parameter Σx,g controls the search
distance in the local resampling loop.

C. Bridge Test Sampling

The following policy is also motivated by PRM. The
RBB [13] favors samples in narrow passages of the configu-
ration space. The method is also adopted for the propagation
context. Here again, a second sample B is created for a initial
hypothesis A:

1: function BRIDGETEST(xk−1
(i), qk)

2: xA := xk−1
(i)

3: for j := 1 to Lmax do
4: xB ← N (xB |xA,Σx,b).
5: B ← EVALUATECONTACT(xB , qk)
6: if B = invalid then
7: xC ← (xA + xB)/2
8: C ← EVALUATECONTACT(xC , qk)
9: if C 6= invalid then

10: return xC
11: return PUREDIFFUSION(xA)

In the case B is invalid, a bridge point C will be created
which is located at the half distance between A and B. If this
bridge point is valid, i.e. contact or no contact, it will be
propagated as the new hypothesis. This pulls samples into
the narrow passages of the local configuration space. The
covariance matrix Σx,b is related to the gap size of the ex-
pected narrow passages. Here, a Gaussian density is chosen.
As the authors of [13] note, if prior knowledge about the
narrow passage is available, a more suitable function could
be used. Similarly to the GAUSSIANSAMPLER-function a
higher number of maximal iterations Lmax increases the
admissible effort, but also the density in the narrow passage.

IV. EXPERIMENTS AND RESULTS

The three sampling policies are validated based on
measurements obtained from the KUKA LBR iiwa robot,
which is the new industrial version of the LWR developed
by [19]. The observation is carried out for a peg-in-hole
task, where an aluminum profile is inserted in an assembly
fixture (Fig. 1). The profile is tilted, aligned and inserted with
enabled impedance control mode, which allows implement-
ing a robust assembly strategy. Nevertheless, an observation
of the process is requested in flexible production facilities,
as the workcell setup is not guaranteed to be fixed and high-
level monitoring and decisions are desired.

A. Experimental Setup

The peg-in-hole task is part of a larger assembly testbed
previously shown at AUTOMATICA 20141. The MO is a
200 mm long 40 mm× 40 mm aluminum profile of the item
MB Building Kit System2 and the EO is the assembly fixture,
which provides form-closure with the longitudinal slots of
the profile at two sides. The depth of the fixture is 100 mm,
the clearance is below 1 mm. The voxmap of the EO in the
VPS has a resolution of 1 mm, and the pointshell of the MO
contains in total 5666 points. A world model [20] provides
the assumed pose of the fixture relative to the robot base
HBC̄ and the grasp transformation HAD. The desired goal
pose at the bottom of the fixture is given by the nominal
transformation HCD,goal. Measurements of the current joint
pose qk and the torque τ k are taken at a rate of 33 Hz
and evaluated offline in order to compare the effects of the
sampling policies.

B. Simulated Sample Evolution at Narrow Passage

Simulations are carried out in order to validate the spread
of the samples. Therefore, the relative transformation HCD

is kept constant at the entrance of the narrow passage at
CxCD = 95 mm (Fig. 5). In this configuration, no torque
is measured and the samples mainly evolve according to
the propagation model and the boundaries of the config-
uration space. In the given example, the threshold on the
maximal penetration is set to dt = 2 mm and the number
of allowed iterations is Lmax = 5. Position uncertainties
x = C(x, y, z)C̄C of the fixture relative to its assumed
pose are considered here to show the basic results. The
initial samples are uniformly drawn from a cubic uncertain
volume around C̄ with a side length of 20 mm and a
shifted mean of one third of the dimensions. The covariance
matrices are assumed to be diagonal Σx = diag(σ2

x, σ
2
y, σ

2
z)

with σx = σy = σz = σ. For the pure diffusion sam-
pling is chosen σ = σp = 0.1 mm, for the Gaussian sampler
σ = σg = 2 mm, and for the bridge test σ = σb = 6 mm.
The Gaussian sampler should place the samples close to the
border, therefore, we set σg ≤ dt. The bridge test apparently
requires a high mobility of the samples in order to build
a bridge in the narrow passage, thus σb ≥ 2dt provides
reasonable results.

On the right side of Fig. 5, the evolution is displayed as
the history of N = 1000 samples within 10 repetitions of
the observer cycle. The pure diffusion case shows an almost
uniform distribution in the free space The Gaussian sampler
captures samples near ∂C̃, whereas the bridge test policy in-
creases significantly the density at the entrance of the narrow
passage and also near the border of the configuration space.
Although obtained in simulation and with local resampling,
these results show clearly the increased sample density in the
critical regions as expected from the known analysis of [12]
and [13].

1Video: http://youtu.be/2jYhdmk-pMg
2item Industrietechnik GmbH, http://www.item24.de



{x(i)
0 }

MO

EO

{x(i)
0:9}

C

D

C

∂C

x

x

z

z

pure
diffusion

Gaussian
sampler

bridge
test

narrow passage

sample 2

sample 1

profile

fixture

Fig. 5. The sampling policies at the entrance of the narrow passage. Here in
simulation, the pose of the profile is kept constant, while the samples evolve.
Note that each drawn dot represents a sample of the relative configuration
space C̃ at time k, i.e. a hypothetical pose of the fixture. Blue dots denote
samples in C̃, red marked samples violate C̃. The yellow dotted line encloses
the initial sample set {x0

(i)}. The orange dashed line visualizes the ideal
border ∂C, which is approximated by the sample distribution. Sample 1 is
in the narrow passage, sample 2 in free space.

C. Peg-in-Hole Experiment

In the observation of the real assembly process, the sample
evolution is additional affected by the measured joint torques
dependent on the phase of the assembly process. The process
is visualized in Fig. 6 together with the distribution of the
state samples with the bridge test as propagation function.
The task execution and exemplary results are also presented
in the video attachment. Like above, the samples condense at
the entrance of the narrow passage in the configuration space.
An exemplary evolution of all state variables is plotted in
Fig. 7 for the three policies, with N = 1000. All distributions
shrink when the profile is close to the narrow passage of the
fixture at k ≈ 25. At k ≈ 60 the profile enters the more
constrained region, where the slots at the sides are aligned
inside with the fixture; at k ≈ 170 the peg reaches the bot-
tom. The sample populations of the Gaussian sampler and the
bridge test show a faster filling of the narrow passage after
an intermediate contraction during the alignment. Whereas
the sample population for the pure diffusion is spreading
only slowly and concentrated in clusters, thus indicating a
stronger influence of sample impoverishment and a worse
coverage of the relevant configuration space.

For the further evaluation of convergence and robustness,

k = 0 k = 249{x(i)
0 }

{x(i)
65 }

∂C

tilt align insert

Fig. 6. The evolution of the samples based on measurements from the real
assembly process for the bridge test propagation (N = 1000, front-view),
as also presented in the video attachment. The dotted line encloses the initial
sample set {x0

(i)}, whereas the single yellow dots represent the sample set
{xk

(i)} at time k. The samples condense at ∂C̃, the border region of the
local configuration space (orange dashed line).
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(c) bridge test

Fig. 7. Exemplary sample evolution for the three propagation sam-
pling policies (N = 1000). The sampled distribution of the state
x = C̄(x, y, z)C̄C over the time step k is shown. All distributions condense
when the profile is close to the narrow passage of the fixture at k ≈ 25. Dark
gray values indicate a high sample density. The x-values of the samples are
distributed wider for the bridge test policy after k ≈ 100, which features an
improved filling of the narrow passage during the insertion of the profile.

the insertion is recorded 5 times and evaluated multiple-times
for each policy and each number of samples on a logarithmic
scale N ∈ {10, 32, 100, 316, 1000, 3162}. The propagation
models are equally parametrized like in Section IV-B. In the
observation model, it is assumed that the measurement errors
of the torques are independent for each joint. Therefore,
a diagonal covariance matrix Στ = diag(σ2

τ , . . . , σ
2
τ ) is

chosen in the observation density of the joint torques. With
στ = 5 Nm, a large tolerance with respect to unmodeled
effects and errors in the torque measurements is given. The
residuum of the contact distance is σd = 0.1 mm.

For the analysis of the error in the observation, a goal
pose HDC,goal without clearance is assumed and therefore
a uni-modal target distribution of the samples is present. The
ground truth of the transformation at the end of the assembly
process is given with

HC̄C,ground := HC̄BHBA(qend)HADHDC,goal, (11)
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Fig. 8. Boxplot of errors with respect to the ground truth at the final
observation step. A set of 5 records is evaluated 5 times for each policy and
each value of sample number N . The error decrease with increased N . The
bridge test shows consistent valid results with e < 1 mm for N ≥ 100, the
Gaussian sampler for N ≥ 316, the pure diffusion sampler for N ≥ 3162,

where the peg has successfully reached the goal pose and
the robot configuration is qend, obtained from the joint
measurements. With the help of Eq. (10), the expected value
of the transformation from the assumed pose of the fixture to
the observed value 〈HC̄C(xk)〉 can be obtained. The error
at the final observation step is then calculated by

e = ||〈rC̄C(xk)〉 − rC̄C,ground||2, (12)

with rC̄C ∈ R3, the position component of HC̄C .
Fig. 8 shows the error for the policies for the repeated
evaluations over the same sample number N and Fig. 9
the reliability measured by the percentage S of observations
with e < et = 1 mm. None of the policies show a reliable
convergence for low numbers of particles N < 100 as
S < 95 %. For N ≤ 100, the Gaussian sampler and the
bridge test appear to have the highest spread in the error
distribution, which is due to the higher mobility of the
samples (σg, σb > σp) and the potential to favor alternative
narrow passages if the initial density is not sufficient. The
error converges finally at e ≈ 0.5 mm for all policies and
N > 1000. The minimal required number of samples for
a significant reliability of the convergence is different. The
observations made with the pure diffusion model requires
high sample numbers above N > 1000 for S > 95 %. A
considerably lower number is achieved with the bridge test
policy, where the expected value of the error is already close
to the achievable accuracy at N = 100 and S > 95 %. The
results of the Gaussian sampler lie in between.

V. DISCUSSION

In the previous section, it was shown that the number
of required samples needed for convergence can be reduced
significantly by the application of more advanced sampling
strategies in the propagation step of the SMC filter. The
number of required samples could be reduced by a factor
of f ≈ 1/10 if the bridge test is applied instead of the pure
diffusion model. The benefit of using the Gaussian sampler is
comparable, but slightly smaller. The question is whether the
computational effort introduced by the additional collision
checks in the propagation model is feasible. In an optimal
implementation of the observation algorithm, most time is
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Fig. 9. Reliability S measured by the percentage of observations with
e < et = 1 mm over N . For each sample number N and each policy, a set
of 5 records is evaluated 5 times; the reliability is calculated with respect
to the total number of evaluations, e.g. the bridge test shows reliable results
with S > 95 % for N ≥ 100.

spent in the collision checks. The update model needs a
single call of VPS in the weighting of a sample according
to the distance and torque consistency; in the worst case,
further Lmax + 1 calls are required in the propagation step
of the Gaussian sampler and 2 ·Lmax calls in the bridge test.
Under these assumptions and given a sequential processing
of the samples, the total time of a single observation step
with N samples is:

Tp,max ≈ N · Tvps, (13)
Tg,max ≈ (Lmax + 2) · f ·N · Tvps, (14)
Tb,max ≈ (2 · Lmax + 1) · f ·N · Tvps, (15)

for the pure diffusion model, the Gaussian sampler, and the
bridge test. The average time needed for a single contact
computation is denoted as Tvps. In the given example with
N = 1000 samples and Lmax = 5 and Tvps ≈ 1 ms, we
obtain Tp,max = 1 s, Tg,max = 0.7 s and Tb,max = 1.1 s.
In the worst case, the advantages of the alternative policies
in the needed computational time are not directly visible,
but assuming that in average less than Lmax iterations are
required, an improvement can be achieved. Table I shows
the actual rate of processed particles per second (pps)
and the effective rate which incorporates the reduction of
required particles averaged over all exemplary evaluations.
An effective speedup of ≈ 2.5 is achieved by the bridge
test, and ≈ 6 by the Gaussian sampler, when the reduced
number of required samples is incorporated. A comparison
to the performance of [8] is not directly possible as they use
simpler geometries for probing, and the application for a peg-
in-hole with more complex geometries is only given as an
outlook. Nevertheless, the combination of the approach with
a RBPF is reasonable when also orientation uncertainties are
incorporated.

TABLE I
RATE OF PROCESSED PARTICLES PER SECOND.

propagation model actual rate reduction factor f effective rate
pure diffusion 180 pps 1.0 180 pps

Gaussian sampler 110 pps 0.1 1100 pps
bridge test 45 pps 0.1 450 pps



In any case, a general speedup of the computation is
necessary in order to accomplish an online observation of
the assembly process. The current implementation does not
run in real-time, but also does not yet use the potential of
an optimized implementation and a parallelized architecture
for which a speedup greater than 10 is technically feasible;
compare [21] for an analysis of the theoretical speedup in the
distributed implementation of SMC algorithms. Therefore, a
minimal observation rate of 10 Hz seems likely in the current
scenario. This rate might be too low for the direct usage
as input in the lower torque level controllers of the robot,
but is sufficient for high level task control and reasoning in
future applications. Especially the larger volume of samples
within the narrow passage increases the knowledge about
the local configuration space which might be exploited for
parametrization of low level controllers, e.g. the stiffness of
the impedance controller could be adapted according to the
current phase of the insertion of the peg and the shape of
the local configuration space. And of course, also the quality
of repetitive tasks can be improved when initially uncertain
goal frames are updated by the assembly observation system.

VI. CONCLUSIONS

An observation method based on SMC was presented,
which improves the capability of a robot system to use
joint torque sensing as an input for the observation of
robotic assembly tasks. It makes use of the fast haptic
rendering algorithm VPS for complex geometrical objects
and therefore is suitable for a large variety of assembly parts.
The observation method was evaluated with joint torque
measurements obtained from a peg-in-hole assembly with
a LWR robot arm. Especially it was shown how samples
of the uncertain space can be dragged into narrow passages
of the configuration space in order to increase the sample
density in these critical areas. Thus, the number of total
samples needed for convergence can be reduced significantly
and a local sampled map of the configuration space can
be obtained. This information can be used in future high-
level controllers in order to adapt strategies to the current
execution. The potential of using these sampling methods in
the propagation step of the observation was demonstrated,
but further investigations have to be carried out in order
to weight the benefits against the time constraints that are
given in the real process. Further analysis is required in the
presence of large relative orientational errors, as only results
on position uncertainties were presented here. In addition,
alternative adaptive methods should be investigated, which
could improve the performance of the observation more
efficiently.
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Constraint-based Sample Propagation for Improved State Estimation in
Robotic Assembly

Korbinian Nottensteiner1, Katharina Hertkorn2

Abstract— In fast changing assembly scenarios, it is required
to adapt the task execution to the current state of the setup
without extensive calibration routines. Therefore, it is important
to estimate the geometric uncertainties and contact states
during the assembly execution. We use a sequential Monte
Carlo (SMC) method to track the relative poses between
workpieces during a robotic assembly based on joint torque and
position measurements only. In contrast to existing approaches,
we focus on assembly tasks where the workpiece is not fixed in
the workcell, but can, for example, slide on a table surface. We
propose a new constraint-based propagation model for the SMC
approach: a compensation motion for the samples dependent on
the violation of contact constraints is derived. This allows us to
track the motion of the workpieces in cases where a common
random diffusion model fails. The method is evaluated with
experiments using an assembly scenario with two KUKA LBR
iiwa robot arms and shows accurate tracking performance.

I. INTRODUCTION

During assembly processes, workpieces pass through var-
ious contact states, i.e. from no contact to fully constrained
goal configurations. It is important to observe such contact
states especially in fast changing assembly setups where
uncertainties in the workcell make it difficult to rely on
absolute accuracy. The observation methods presented in our
work can be used to estimate geometric uncertainties in a
workcell setup where the poses of the workpieces are not
statically fixed or only roughly known. The state estimates
can be integrated in high-level control, quality management,
and automatic strategy adaption.

The estimation of geometric uncertainties and contact
states has a long tradition in compliant motion control [1]. In
particular, sequential Monte Carlo (SMC) approaches were
applied in recent years as they can handle non-linear models,
non-Gaussian and multimodal distributions [2]. Within the
domain of assembly observation, the SMC framework was
first applied in the probing-based localization of a lock-key
assembly [3], in the simultaneous contact state segmentation
and estimation of geometric uncertainties [4], and in the
fusion with vision and force torque measurements in various
peg-in-hole tasks [5]. Further improvements in performance
were then achieved by [6] through the combination of
sample-based particle filtering and an extended Kalman filter.
Recently, we showed how narrow passage sampling methods
can be applied for better performance in the observation of
peg-in-hole tasks [7]. All of the works have in common

1korbinian.nottensteiner@dlr.de
Institute of Robotics and Mechatronics, German Aerospace Center (DLR),
82234 Wessling, Germany

2katharina@hertkorn.com

MO EO

Fig. 1. The assembly scenario uses two KUKA LBR iiwa robot arms
mounted on a workbench. The left robot assembles the peg (manipulated
object, MO) into the hole (environment object, EO). The right arm simulates
the sliding of the EO on a table surface (transparent grey plane).

that they assume a statically fixed environment in which no
motion of the objects occurs.

The general SMC algorithm has two major steps in a
sequential estimation loop: first, samples of an unknown state
are propagated using a propagation model and then updated
according to their consistency with the available sensory
information and the underlying observation models [2]. Most
of the aforementioned methods focus on the second step and
assume a rather simple random motion model in the first.
This approach falls short when the workpiece in the environ-
ment is not fixed, e.g. in an assembly without special fixtures
(see Fig. 1). One of the reasons for the failure is that the
current robot motion is not incorporated in the propagation
step. It is only used in the update to check consistency of
the samples with the observed velocity. During a standard
propagation step, samples are equally spread in all spatial
directions. This is especially critical when the estimates have
already converged in a narrow region of the configuration
space, e.g. during a peg-in-hole task. The samples might then
be too slow to follow a sudden motion when the piece in the
environment starts to slip away.

We therefore present a new motion model for the sam-
ples in order to improve the tracking capabilities during
the assembly. The proposed method is derived from the
fundamental property of a rigid body in static equilibrium
saying that no energy is produced, i.e. the body is passive.
Following the concept of time domain passivity control [8],
we compute a compensation motion if energy is generated.
This allows us to correct the virtual model of the contact
before the update step, i.e. make a better proposal of the
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Fig. 2. The observation algorithm: samples x(i) of the hidden state x are
sequentially propagated, weighted according to their consistency with the
observation (qk, q̇k, τk), i.e. the robotic data , and re-sampled.

future state. We derive a general method to compute the
compensation motion for the samples using the measured
robot motion.

This work is structured as follows. First, the basic obser-
vation algorithm and the mechanical models are introduced
in Section II and then in Section III, the new concept for
sample propagation is derived. We show experiments with
the dual-arm setup and discuss the results in Section IV.
Finally, the paper is summarized in Section V.

II. MODELS FOR CONTACT OBSERVATION

In the following section, we present the basic models used
in our observation framework as depicted in Fig. 2. First,
the mechanical model is presented including a kinematic
model and a short description of the applied contact model.
Then, a brief introduction into the SMC algorithm is given.
This section is the basis for the further derivation of our
improved propagation model in Section III. Compare our
previous work [7] for more details on the used models.

A. Mechanical Model

The considered manipulator is a single lightweight robot
arm with n joints. A rigid body model is applied that closes
the kinematic chain between the robot arm, a manipulated
object (MO) attached to the robot flange and an object in the
environment (EO). The kinematics are illustrated in Fig. 3
for a peg-in-hole where the EO can slide along a plane.
The sliding motion of the EO is in general not directly
observable and therefore, we model the pose of the EO as
a hidden uncertainty state x, see [10] for a general notion
on the specification of geometric uncertainties in kinematic
chains. Here, the state x = (rx, ry, rz, α, β, γ) ∈ R6 will
represent the translation and rotation uncertainties of the EO
frame C with respect to an initial reference frame C̄ in a
transformation HC̄C(x), where C̄ is given with respect to
the robot base B as constant transformation HBC̄ ∈ SE(3).
We assume that the MO is statically fixed with respect to
the robot flange A. Thus, the current pose of the reference
frame D of the MO relative to the robot base B is given
by the forward kinematics HBD(q) with joint configuration
q ∈ Rn. At time t = tk, the kinematic closure equation
defines the relative transformation Hk between C (EO) and
D (MO) as:

Hk = HCD(qk,xk) = HCC̄(xk)HC̄BHBD(qk), (1)

D

B

C

qk, q̇k, τ k

A

xk

(MO)

(EO)

wk

C̄

Fig. 3. The manipulator model describes the kinematic relation between
the manipulated object (D, MO) and the environment object (C, EO). It
uses the measured joint angles qk and torques τk . C̄ is the assumed initial
pose of EO.

which will be used in the observation model to compute the
contact forces and qk = q(tk) ∈ Rn, xk = x(tk) ∈ R6.

The joint velocity q̇k = q̇(tk) ∈ Rn is approximated based
on the measured joint configuration:

q̇k ≈
q(tk)− q(tk −∆Trob)

∆Trob
, (2)

where ∆Trob is the sample time of the robot mea-
surements. Using the Jacobian matrix of the manipulator
Jk = J(qk) ∈ R6×n, the twist At with respect to the robot
flange A is then given as [11]:

Atk = [Av
T ,Aω

T ]T = Jkq̇k. (3)

The twist is composed of linear velocity Av ∈ R3 and
angular velocity Aω ∈ R3. Furthermore, we represent
the relative twist space between MO and EO as a matrix
T = [t1, . . . , tm] ∈ R(6×m) with the base twists tj and di-
mension m ≤ 6.

The robot controller provides an estimate of the external
joint torques τ k = τ (tk) ∈ Rn based on measurements in
the robot joints. The joint torques are induced by a contact
wrench Aw

T = [AF
T ,AM

T ] at the MO, consisting of a
force AF ∈ R3 and a torque AM ∈ R3, and the following
well-known relation holds:

τ k = JTk Awk. (4)

We assume that the inertia properties are known and the
geometries of the MO and EO are given as a 3D boundary
representation model, e.g. from a CAD system. The DLR
implementation [12] of the voxmap-pointshell algorithm
(VPS, [13]) is then used as a reference contact model to
check consistency of a sample of the unknown state xk
with the measured contact forces as will be described in
the next section. The algorithm provides the contact dis-
tance d̃k = d̃(Hk) ∈ R and computes a contact wrench
Dw̃

T
k = Dw̃

T (Hk) for a poseHk. The contact wrench from
our reference model Dw̃k is mapped according to (4) into
the joint space [11]:

τ̃ k = JTk Aw̃k = JTk∆ Ad(HAD)∆Dw̃k (5)



with the adjoint operation

Ad(HAD) =

[
RAD [ArAD]× RAD

03×3 RAD

]
, (6)

the rotation matrix RAD ∈ SO(3), the translation vector
ArAD ∈ R3 of HAD written as skew-symmetric matrix [r]×
and ∆ is the so-called interchange operator [14] to change
the coordinate order of the wrench:

[r]× =

[
0 −rz ry
rz 0 −rx
−rx rx 0

]
,∆ =

[
0 I
I 0

]
. (7)

B. Observation Model

The objective for our observation algorithm is to esti-
mate the unknown state xk given the set of observations
y0:k = {y0, . . . ,yk} made from t = 0 to t = tk:

p (xk|y0:k) . (8)

As in our previous work [7], a SMC approach will be applied
to solve this Bayesian estimation problem. Within the SMC
framework, hypothesis x(i)

k with i = 1, ..., N for the state
value are at first sampled from an initial uncertainty distri-
bution, then sequentially propagated and weighted according
to their consistency with the made observations [2]. In our
case, the observations at time k are yk = (qk, q̇k, τ k) as
given in the previous section.

The observation cycle of the algorithm is depicted in
Fig. 2. In the propagation step, the samples are moved
according to an importance distribution q(xk|x(i)

k−1,yk). In
the existing approaches for contact state observation with
a static EO, e.g. [3], this is often a pure random motion
model of the samples in the uncertain space. Also a function
to increase sample density in relevant contact regions, as
shown in our previous work [7], has advantages in assembly
tasks with narrow passages in the configuration space. In
the next section, a new constraint-based propagation model
will be presented that improves the tracking properties of the
samples if the EO is not statically fixed.

After the propagation, the samples are weighted and
afterwards resampled according the sequential importance
sampling and resampling (SIS/R) scheme [2]. As in [7], we
apply here a consistency based observation model for the
joint torques:

pτ (τ k|x(i)
k ) = N (τ k|τ̃ (i)

k ,Στ ), (9)

where pτ (τ k|x(i)
k ) is the observation density for the mea-

sured joint torque evaluated for x
(i)
k . We assume that

pτ (τ k|xk) is normally distributed around the reference con-
tact torque τ̃ (i)

k from (5) with the covariance matrix Στ
referring to the error between virtual contact model and
the real robot measurement. The contact distance d̃

(i)
k for

a sample i is used to penalize inadmissible violations of the
configuration space between EO and MO [7]:

pq(qk|x(i)
k ) = (σd

√
2π)−1·





1, d̃k
(i) ≤ dt

exp(− (d̃k−dt)2
(2σ2

d)
), d̃k

(i)
> dt.

(10)

Note that a small penetration is required for the VPS algo-
rithm in order to compute the contact wrench. The standard
deviation σd and dt > 0 control the allowed penetration.

The total observation density is then used for assigning
weights W (i)

k to the samples and is given under the assump-
tion of independence as [7]:

p(yk|x(i)
k ) = pq(qk|x(i)

k ) · pτ (τ k|x(i)
k ). (11)

The cycle continues after resampling the samples according
to their weights. At every time instance, the expected value
of 〈x(i)

k 〉 or other properties of the sample distribution can
be computed to monitor the task execution.

III. VELOCITY- AND CONSTRAINT-BASED PROPAGATION

In this section, a velocity- and our constraint-based prop-
agation method will be described that improve the tracking
performance by using the current measured velocity of the
manipulator to place samples better as in a pure random
diffusion model. The method is derived from the fundamental
reciprocity property: when a body is in equilibrium, then an
external wrench and a twist do not produce energy for a small
displacement [15], the instantaneous work P vanishes:

P = 0. (12)

Reciprocity was already used in the past to derive identifica-
tion equations for uncertainties in compliant motions [16],
but it was to the best of the authors knowledge not yet
applied in the propagation model of SMC based algorithms in
the context of assembly observation although it found heavy
usage in the update step, e.g. [4].

The virtual instantaneous work P̃ (i) produced by the
current manipulator twist tk at time k with the virtual wrench
w̃

(i)
k−1 for a sample x(i)

k−1 from the previous observation cycle
is given as the product:

P̃ (i) = tTk w̃
(i)
k−1. (13)

If tk and w̃(i)
k−1 are a contrary screw pair [17], then they

produce negative virtual energy, i.e. virtual contact con-
straints are violated by the current robot motion. In case
the sample would not be propagated (xk = xk−1), virtual
energy ∆Ẽ(i) would be generated within one observation
cycle of duration ∆T :

∆Ẽ(i) ≈ P̃ (i) ·∆T. (14)

We apply now an approach inspired by time-domain pas-
sivity control [8], [18] to derive a compensation velocity of
the sample such that the superfluous virtual energy ∆Ẽ(i)

vanishes. According to (12), it follows:

∆Ẽ(i) +m(i),T w̃
(i)
k−1 ·∆T = 0, (15)

where m(i) is the compensation velocity and is chosen
according to

m(i) =

{
A(i)

Dtk, ∆Ẽ(i) < 0

0, ∆Ẽ(i) ≥ 0.
(16)



Note that (15) is invariant against a change in coordinate
reference frame (compare [11]) and hence, (15) and (16)
can be formulated in the reference frame D of the MO,
where Dtk = Ad(HDA)Atk. The matrix A(i) is a velocity
mapping matrix that is composed of a scaling factor a(i) ∈ R
and a twist filter matrix C̃

(i) ∈ R6×6 such that:

A(i) = a(i) · C̃(i)
. (17)

Insertion of (16) and (17) into (15) leads to

∆Ẽ(i) + a(i) · (C̃(i)
Dtk)TDw̃

(i)
k−1 ·∆T = 0 (18)

which can be solved for a(i), i.e. the motion rate necessary
for the energy compensation:

a(i) = − ∆Ẽ
(i)
k

Dt
T
k C̃

(i),T
Dw̃

(i)
k−1 ·∆T

(19)

and we obtain a general description for the compensation
motion to guarantee passivity:

m(i) = − ∆Ẽ
(i)
k

Dt
T
k C̃

(i),T
Dw̃

(i)
k−1 ·∆T

C̃
(i)
Dtk. (20)

A trivial solution for (20) is found for C̃
(i)

= I , which
corresponds to a reverse motion of the robot arm moving out
of the contact:

m(i) = −Dtk. (21)

Note that as the measured motion of the robot arm can not
be changed, we have to change the inertial reference frame
to obtain a compensation motion Dt

(i) for the sample:

Dt
(i) = −m(i) = Dtk (22)

This trivial solution will be called velocity-based propagation
in the following and can obviously be interpreted as a
rigid attachment of the sample to the flange of the moving
manipulator.

An alternative constraint-based solution can be obtained
by taking the twist space T (i) of the contact into account:

C̃
(i)

= I − T (i)T (i),#. (23)

Then, C̃
(i)

filters the robot motion such that only motions
remain which violate the contact constraints and point in the
directions where superfluous virtual energy is generated. The
pseudo inverse matrix T# of the twist space is calculated
as [19]:

T# = (T TMvT )−1T TMv, (24)

using the weighting matrix Mv , which is chosen here as
the mass matrix of the EO with respect to D to minimize
kinetic energy of the compensation motion. We obtain now
with (20) and (23) the constraint-based sample motion:

Dt
(i) =

Dt
T
k Dw̃

(i)
k−1

(
I − T (i)T (i),#

)

Dt
T
k

(
I − T (i)T (i),#

)T
D̃w

(i)
k−1

Dtk. (25)

Both the velocity-based and the constraint-based propaga-
tion will be evaluated and compared in the next section. The
compensation motions were deduced with respect to frame D
in which we assume that the twist space of the contact is
known. In order to convert it to a sample motion the velocity
field of the twist has to be written relative to the sample pose
x

(i)
k−1:

Ct
(i) = Ad(HCD(x

(i)
k−1, qk)) Dt

(i). (26)

The proposed new pose x̄k(i) of the sample at k is then
obtained with the exponential map [11]:

HC̄C(x̄
(i)
k ) = HC̄C(x

(i)
k−1) exp([Ct

(i)] ·∆T ) (27)

with the twist Ct(i) written as

[Ct
(i)] =

[
[ω]× v
01×3 0

]
∈ se(3). (28)

IV. EVALUATION

A. Experimental Setup

The presented method is designed for a single-arm robotic
assembly scenario, where the workpiece potentially moves,
e.g. on a table surface. The experiments are carried out on
a dual-arm setup, where one robot actively performs the
assembly and the other robot arm passively simulates the
movement of the workpiece in the environment. This allows
us to evaluate the presented methods with different spatial
constraints and to use the sensor data from the second arm
as a ground truth reference for the estimated pose of the
workpiece in the environment.

We use two KUKA LBR iiwa robot arms with n=7 joints
mounted on a workbench as shown in Figs. 1 and 4. The
joints are equipped with torque sensors which allow for sens-
ing of external contact forces and impedance control-based
execution of assembly tasks [9]. The impedance controller of
the passive arm is parameterized such that it has full motion
freedom only in direction of a virtual table plane (depicted
in transparent grey in Fig. 4).

D (MO)

Mt

Mr

z

y
x

active robot passive robot

Fig. 4. Dual-arm setup. The active robot performs the assembly, the passive
robot simulates the movement of the environment object. D (MO) is the
coordinate system of the manipulated object. Mt and Mr are the carried
out translational and rotational movements. The transparent plane depicts
the virtual table plane.



In order to obtain clear results of the tracking performance,
parts with known and primitive geometrical shapes are
rigidly attached to the arms. In particular, there is a round-
and a square-shaped peg and hole. The diameter of the round
peg and the side length of the square peg are both 79 mm and
the clearance with the hole in the assembled state is 1 mm.
The peg is attached to the active robot, and the hole to the
passive robot as depicted in Fig. 5.

D (MO)

C (EO)

HCD

Fig. 5. We use two experimental setups: a round- and a square-shaped peg
and hole. The coordinate systems of the objects are exemplary shown for
the round-shaped peg (D) and hole (C).

The experimental assembly sequence can be divided in
two parts: (i) the peg-in hole insertion, (ii) various move-
ments of the active robot with the attached peg, the passive
robot follows, i.e. simulates the slipping of the hole on
the table. Compare our previous work [7] for a sample-
based observation approach of (i). In this work, we primarily
investigate (ii). In Part (ii), the observation based on the
sensor data of the active robot is performed. The data is
evaluated offline and in the current results, a high level
control loop based on the observation is not yet closed, but
will be presented in future work.

Part (ii) can consist of three movement types in our
experiments: a pure translation Mt of 100 mm along the
y-axis of C with a Cartesian velocity of 10 mm/s, a pure
rotation Mr of 10 deg with respect to the hole axis (z-axis
of C), or a combination of both motions Mc, see Fig. 6.
The induced motion of the passive hole, i.e. the sliding part
in the environment, is depicted with dotted lines.

Clearly, in the assumed contact state, the square peg is
unconstrained only into the translational direction of the hole
axis, and the round peg is unconstrained in the translation
and rotation with respect to the axis. The relative twistspace
in contact with respect to the square-shaped peg is then
represented as matrix DT ∈ R6×1 with the base twist
ttz ∈ R6×1:

DT
T =

[
tTtz
]

=
[
0, 0, 1, 0, 0, 0

]
(29)

and for the round part DT ∈ R6×2 with the base twists
ttz, trz ∈ R6×1:

DT
T =

[
tTtz
tTrz

]
=

[
0, 0, 1, 0, 0, 0
0, 0, 0, 0, 0, 1

]
. (30)

Mr McMt

Dtk

Dwk

Fig. 6. Three movement types are investigated in the experiments: A pure
translation Mt, a pure rotation Mr , and a combined motion Mc. The
dotted lines depict the motion of the sliding hole in the environment.

TABLE I
EXPERIMENTAL SETUP

workpieces: square peg, round peg
movement types: Mt, Mr , Mc

propagation approaches: velocity-based, constraint-based

The virtual stiffness of the passive part is set to zero
in direction of the motion. The constraint directions are
given a virtual mechanical impedance for the translation of
5000 N/m, and for the rotation 300 Nm/rad. An additional
constant controller force of 10 N acts as a friction force
against the motion of the active robot on the virtual table
plane.

Evaluations are carried out for both presented propaga-
tion approaches. Table I summarizes the variables in the
experimental setup with regard to workpieces, motions and
propagation approaches.

In all runs of the evaluation, the same basic parameters
for the probability distributions of the SMC algorithm are
chosen. The initial samples {x(i)

0 } are drawn from a cubical
uniform distribution around C̄. The translational uncertainty
in the hole plane (xy-plane of HBC̄) is 2 mm and 20 mm
along the z-axis. The rotational uncertainty is 1 deg in the
parameters α, β and γ. We choose these parameters for the
initial distribution for Part (ii), but they can also be retrieved
from a perception system or from the preceding observation
of the peg-in-hole insertion (i), from which a rough estimate
would be available. The number of samples N is varied
on a logarithmic scale N ∈ {10, 32, 100, 316, 1000, 3162}
and stays constant during the observation. Samples from the
robotic execution are taken with ∆Trob = 0.03 s, whereas
the cycle time of the observer is set to ∆T = 0.15 s. The
measurements are recorded and evaluated offline to compare
the propagation methods on the same data sets.

In addition to the suggested propagation motion (27),
an additional noise term against particle impoverishment is
introduced in the propagation step:

x
(i)
k = N (x̄

(i)
k ,Σx), (31)

with a covariance matrix Σx = diag(σ2
t , σ

2
t , σ

2
t , σ

2
r , σ

2
r , σ

2
r)

where σt = 0.1 mm and σr = 0.1 deg. Furthermore, we as-
sume an independent and normal distributed error in the joint
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Fig. 7. Sequence of estimates for the relative transformation HCD between EO and MO. Solid lines: ground truth; dashed lines: velocity-based
propagation; dotted lines: constraint-based propagation. In black: translational movement ry (mm); in blue: rotational movement α (deg).

torque measurements, thus, the consistency of the torque
measurement (11) is weighted with Στ = diag(σ2

τ , ..., σ
2
τ )

and στ = 5000 Nmm. The virtual contact model is param-
eterized such that a penetration of dt = 2.0 mm is feasible.
Note that for the penalty based VPS, an intersection of MO
and EO is required to compute the contact wrenches. The
compliance with the configuration space is enforced with
σd = 0.1 mm in (10).

B. Results

For the evaluation of the tracking performance, the ground
truth HCD,ground,k is computed from the kinematic chain
between active and passive robot. Fig. 7 shows an exemplary
sequence of estimates for the motions Mt, Mr and Mc

computed with N = 1000 samples. At each time step,
an expected value 〈HCD,k〉 is computed for velocity- and
constraint-based propagation. The ground truth value (solid
lines) shows a step at k ≈ 14 when the additional controller
force is applied and backlash in the contact between MO
and EO vanishes. The motion starts at k ≈ 28 and the rela-
tive pose stays approximately constant. The estimates from
the velocity-based (dashed) and constraint-based (dotted)
propagation show in all cases a deviation from the ground
truth < 0.5 mm in the relative position in y-direction (black
lines). The error in the orientation around the hole axis (blue
lines) is small in general (≈ 1 deg) but differs significantly
for the evaluations with round pegs and rotational motions.
In this case, the velocity-based method shows undesired
behavior and is not able to track the ground truth. This is due
to the fact that the samples always follow the robot motion
no matter if the robot motion can actually induce a motion in
the EO through the contact with the MO. This is obvious as
the trivial solution (21) does not incorporate the constraints
of the contact and the rotation about the axis of the round
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Fig. 8. Sample evolution for the motion Mr with a constraint-based
propagation. The grey values indicate the sample density. Note that the
distribution is plotted relative to the assumed initial pose C̄.

hole is not observable in the contact forces.
The principal effect of the knowledge about the twist space

in the constraint-based solution (25) is clearly visible when
we look at the sample distribution at a given instance of
time. Fig. 8 shows the sample evolution for the motion Mr

evaluated with the constraint-based propagation model. For
the square peg, the rotation is observable and produces a
unimodal and bound distribution of the samples at time k
(the grey values indicate the sample density). On the other
hand for the round peg, the rotation is not observable and
consequently leads to a diffusion of the initial sample set
in equal directions and a uniform shaped distribution. If we
apply the velocity-based model instead, we would see both
distributions appearing uniform.

Despite of this qualitative comparison, we also investigate
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Fig. 9. Reliability of the observation of motion Mc using different
population sizes N . Each evaluation is repeated 10 times and the averaged
error ε is shown (upper row: translational error (mm), lower row: rotational
error (deg)). The filled grey boxes display the values for the velocity-based
propagation and the empty boxes the constraint-based propagation.

the reliability of the observation in repeated evaluations of
the same recorded data set. Fig. 9 visualizes the averaged
error over time for multiple runs (each evaluation is repeated
ten times). The average is computed from the expected
values of {x(i)

k } during the motion phase (50 < k < 100).
In the case of the square workpieces, both methods show
a high reliability even for a low number of particles and
a high accuracy in the estimates. For the round work-
pieces, the mentioned effect of an undesired rotation of the
samples is also revealed in the statistics of the velocity-
based propagation (averaged error in rotation ≈ 6 deg). The
averaged error in the position is constant for both methods
but shows an offset of ≈ 0.3 mm, which is explained by the
necessary intersection of the parts to compute the power of
the violation that is more crucial in the case of the velocity-
based propagation tracking round parts. Nevertheless, the
method shows reliable results in the translational direction
for a low number of particles.

Additionally, we examined the baseline propagation, i.e. a
model in which the current robot motion is not incorporated
and no direct knowledge about the constraints is available.
We parameterize a pure random diffusion motion according
to (31) with σt = 1 mm such that a sufficient amount of
samples could follow the translational motion Mt. Fig. 10
shows the state evolution in direction of the hole axis (z-
axis of C). The samples evolve very quickly in the negative
direction of the hole, and end in an unbound diffusion in
free space, a further tracking of the motion in y-direction
becomes impossible as in the virtual reference model, the peg
and the hole are then separated. The weighting step does not
prevent the samples to diffuse out of the hole as there is no
force in this direction to penalize this behavior. Therefore, the
diffusion would need to be adapted according to the contact
constraints, i.e. make it small in direction of the hole and
large in direction of the current robot motion. This insight
supports again our proposal to incorporate the robot motion
and the contact constraints within the propagation step.
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Fig. 10. Sample evolution for the motion Mt with a propagation model
without information of the current robot motion and about the contact
constraints (baseline propagation model). Grey color values describe the
sample distribution, the black line gives the expected value of it.

C. Discussion

As clearly shown in the results, the information from the
current robot motion is highly recommended to be used
within the propagation step of a sample-based observation
algorithm in the case that the objects in the environment have
no fixed poses. Accurate tracking based on joint torque and
positions measurements is achieved with an error in position
considerably smaller than 1 mm and in rotation in the range
of 1 deg. We show that the knowledge about the twist space
in the contact improves the quality of the estimation when
a relative motion between MO and EO in an unobservable
degree-of-freedom is present. As summarized in Fig. 11, the
constraint-based method has a clear advantage over the pure
velocity-based method, because it does not induce motions
of the EO in unobservable directions. The results are derived
with simple and known geometrical shapes to get clear
results on the differences. Nevertheless, it became also clear
that a model of the twist space seems to be necessary to
achieve this. While for the given geometry it is obvious to
find the twist space analytically, a generalization is required
to represent the twistspace for arbitrary shaped parts in real
assembly applications. Existing approaches might be inte-
grated here, e.g. from [4] in which twist- and wrenchspace
are generated with a singular value decomposition of ele-
mental contacts.

As it was already stated in [6], the performance of the
SMC-based localization is dependent on the dimensionality
of the uncertainty space, the number of required samples
increases exponentially. Our suggested propagation model
allows for an efficient tracking as the samples are placed in
a narrowed search space dependent on the current robot mo-
tion. Currently an online observation is possible for tracking
at a low observation rate ≈ 10 Hz. The cycle time is mainly
dominated by the contact validation which takes ≈ 1 ms for
each sample. An advantage of the presented models is that
they also achieve accurate tracking at this low rate.
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Fig. 11. Evaluation summary: constraint-based propagation is able to track
the motion of the workpieces (real pose: orange dotted lines, estimated pose:
blue dashed lines) without changing unobservable states, i.e. the rotation
with respect to the hole axis. The velocity-based propagation leads to an
unobservable motion of the EO which can be prevented if the twist space
is modeled (constraint-based propagation).

V. CONCLUSION

This paper presents a new method to incorporate the
motion of the robot arm and contact constraints in the
propagation step of a sample-based observation of assembly
tasks. We follow the idea of time domain passivity control: if
virtual energy is generated by the samples, a compensation
motion is computed which takes into account the mea-
sured robot velocity. A velocity-based and a constraint-based
propagation model are derived. The approach is evaluated
systematically with a dual-arm setup for two given peg-in
hole scenarios where the environment object slides on a
virtual table surface. Principal differences in the quality of
the tracking were described according to the availability of
the twist space in the contact. We showed that both methods
for propagation could accurately track the observable motion
of the workpieces.

In future work, methods to generate a representation of
the twist space on-the-fly have to be integrated, especially
when unobservable relative motions between the workpieces
can occur. The presented work is also a basis for the fusion
of torque sensor data with additional sensory information,
e.g. vision will be used as a complement to increase the
observable uncertainty space. Currently, we focus on the
observation of the assembly process, but we plan to show
the importance of the improved estimates again in a closed
loop assembly application.
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Abstract
Robotic assembly tasks are typically implemented in static settings in which parts are kept at fixed locations by making use
of part holders. Very few works deal with the problem of moving parts in industrial assembly applications. However, having
autonomous robots that are able to execute assembly tasks in dynamic environments could lead to more flexible facilities with
reduced implementation efforts for individual products. In this paper, we present a general approach towards autonomous
robotic assembly that combines visual and intrinsic tactile sensing to continuously track parts within a single Bayesian
framework. Based on this, it is possible to implement object-centric assembly skills that are guided by the estimated poses of the
parts, including cases where occlusions block the vision system. In particular, we investigate the application of this approach
for peg-in-hole assembly. A tilt-and-align strategy is implemented using a Cartesian impedance controller, and combined
with an adaptive path executor. Experimental results with multiple part combinations are provided and analyzed in detail.

Keywords Autonomous assembly · Sequential Monte Carlo · Compliant manipulation · Sensor fusion · Peg-in-hole ·
Future manufacturing

1 Introduction

The growing individualization of products demands facili-
ties that can manufacture small batch sizes with little effort.
Autonomous robots can help increase the required flexibil-
ity. At the Institute of Robotics and Mechatronics of the
German Aerospace Center (DLR), we are developing an
autonomous robotic assembly system for flexible manu-
facturing (see Fig. 1). It is capable of assembling unique
products with parts from an aluminum profile construction
set [52]. Assembly sequencing at task level is performed
automatically using multiple abstraction levels [56]. Fur-
thermore, a reliable task execution is required for similar
but different product variants. For this purpose, we imple-
mented robust and reusable robotic skills using compliant

� Korbinian Nottensteiner
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1 German Aerospace Center (DLR), Institute of Robotics
and Mechatronics (RM), Münchener Str. 20, 82234
Weßling, Germany

2 Technical University of Munich (TUM), Department of
Informatics, Chair of Sensor Based Robots and Intelligent
Assistance System, Boltzmannstr. 3, 85748 Garching,
Germany

control methods of the lightweight robot technology [1].
However, high-level feedback is only incorporated in spe-
cific situations where logic decisions are required, and
geometric uncertainties are only passively compensated for
during execution. In order to increase the level of autonomy,
we need an adaptive task execution that actively reacts to
the current state of the objects in the robotic cell.

Compared to the previous version of the system with
only a single robotic arm [52], we removed all part hold-
ers to increase flexibility with respect to product types. At
the same time, this step introduced significant uncertainties
in object poses. However, a successful execution is still pos-
sible if the initial state is well defined.1 In our recent work
on combined visual and touch-based registration [57], we
show how static objects in the robotic arm workspace can
be localized autonomously at high precision. This reduces
the need for manual calibration efforts and poses of objects
can be initially registered automatically; any remaining
uncertainties can subsequently be compensated for with
passive alignment and blind-search strategies. Neverthe-
less, our system currently fails if parts unexpectedly move
during the assembly process. Furthermore, the fact that

1See https://youtu.be/XQhXGJbUURE
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Fig. 1 Autonomous assembly of aluminum profile structures with a
dual-arm robotic system without specialized holders

robots often occlude the field of view of cameras motivates
us to investigate tactile sensing in the case of moving parts.

Consequently, in this work, we present how robotic
skills can adapt according to the observed contact situation.
In particular, we are looking into the classical peg-in-
hole task in which the hole is moving with an unknown
motion. Numerous approaches for peg-in-hole exist [44,
74] and Section 2 provides an overview, but only a few
papers deal with moving parts. An example is provided
by Jörg et al. [34], who demonstrate the insertion of a
piston using visual servoing in combination with a force
controller; similar solutions were also investigated for
automated wheel assembly on conveyor belts, e.g., [14,
38]. Nevertheless, the existing solutions typically require a
fine position estimate from the vision system and do not
explicitly localize the parts with tactile measurements. In
contrast, we present a general approach that combines visual
and tactile sensing and continuously tracks the parts in an
integrated framework. Therefore, we extend our previous
works [54, 57] based on intrinsic tactile sensing with an
adaptive motion generation component and combine both
in an adaptive assembly skill. We provide a brief overview
of the system in Section 3, and present the details of the
approaches for state estimation in Section 4 and motion
generation in Section 5. Experimental results are presented
and discussed in Section 6.

2 Background and RelatedWork

In the field of assembly automation, peg-in-hole is consid-
ered an important benchmark. The main challenge is the
transition of a part from free space into a highly constrained
target pose. During the insertion, tight tolerances in combi-
nation with positioning errors can lead to undesired effects
such as jamming [61]. It was concluded early that only
compliant motions can solve this issue [29, 45]. For this

purpose, passive compliant tools [21, 71] and control meth-
ods with force feedback were developed [43]. Doing this
soon showed that automated insertion of parts with clear-
ances down to the scale of microns is technically feasible
[24]. Today, the challenges have shifted from solving the
pure physical task to aspects that concern the reduction of
implementation efforts and the increase of reusablity in the
presence of large uncertainties. In the following, we provide
an overview about various classes of peg-in-hole approaches
and current related work in this field.

2.1 Pre-defined Strategies and Offline Planning

Nearly 50 years ago, Inoue [29] described robust pro-
cedures, called “stereotype actions,” for shaft-bearing
assemblies. These make use of force feedback and well-
arranged shift and tilt motions to reduce uncertainty in the
parts locations. Since then, further approaches using pre-
defined motion strategies have been developed. Bruyninckx
et al. [11] describe a search strategy with a tilted peg and a
kinematic model for the alignment motion. “Blind-search”
strategies follow similar ideas and were applied with mul-
tiple variations, e.g., for transmission gear assembly [50]
inserting a plug for charging an electric car [33]. A system-
atic search to cover the uncertain region in combination with
a tilt strategy is presented in [16]. Nevertheless, disadvan-
tages to those search strategies are the time spent exploring
the contacts and that the strategy must be carefully selected
in advance.

Consequently, specialized offline planners were devel-
oped to automatically find an appropriate sequence of fine
motions that are extremly likely to reach a goal area [20, 22,
41]. Stemmer et al. [63] describe a method that analyzes the
shape of complex planar parts and automatically generates
a robust alignment motion. Recently, belief space planners
were applied that aim at finding optimal and robust trajec-
tories [72]. Furthermore, online optimization techniques are
developed to tune pre-defined strategies automatically and
outperform humans with respect to execution times [32].
Clearly, it is of a major advantage to apply a suitable strategy
to reach high performance. Limitations of the pre-defined
and offline-planned strategies are that they are often only
applicable in a narrow scope, require prior knowledge of the
task and that online data is not always incorporated. This
becomes especially important when objects are not fixed,
but can move within the environment. In this work, we also
apply a pre-defined tilt strategy and will show how it makes
use of visual and tactile feedback to track moving parts.

2.2 Human Demonstrations and Learning

Modeled strategies are often inspired by human manipu-
lation strategies. A shortcut to directly implement human
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strategies is programming by demonstration. Hirzinger
showed early on how force-torque sensors can be used to
teach new tasks [27]. For specific situation, these types
of methods provide quick solutions and are nowadays the
default teach-in technique for so-called “cobots”. Neverthe-
less, it is difficult to generalize over multiple tasks, and tra-
jectories are usually not reusable. Recent works in the field
of kinesthetic teaching and imitation learning try to general-
ize demonstrations, e.g., [19, 37, 59]. Those methods might
be important in the future for acquiring robotic skills. Right
now, an open question is still how the demonstrations can be
generalized efficiently and wheter they are also applicable
for environments with moving parts. Multiple works also
aim at enabling the robots to learn appropriate skills directly
based on experience without human intervention. For exam-
ple, Simons et al. [60] implement a self-learning controller
mapping force to corrective motions; neural networks and
reinforcement learning methods were also applied for learn-
ing compliant controllers, e.g., in [5, 25]. Recently, new
approaches using deep learning and unsupervised learn-
ing for solving peg-in-hole were published [30, 39, 42].
The latest advances show promising results. However, the
approaches still depend heavily on the amount and quality
of training data for specific use cases.

2.3 Bayesian State Estimation

The novel machine learning approaches are sometimes
criticized for the limited explainability of the mapping
between inputs and outputs. In contrast, approaches based
on Bayesian probability theory provide interpretable mod-
els for tracking of uncertainties. Besides classical methods
in this field like Kalman Filters, particle filtering methods
have gained more attention in robotics since the pioneering
works of Thrun et al. [69]. They have been used not only for
mobile robotics, but also in the field of assembly. Nguyen
et al. [51] present a framework for tracking pose uncertain-
ties with vision and tactile data. The uncertainty information
is used to adapt an elliptical spiral search pattern for peg-
in-hole with static parts. Wirnshofer et al. [73] present
Bayesian state estimation in multiple scenarios including
peg-in-hole, but do not make use of force measurements in
the probability update. Force measurements enable robots
to distinguish contact states and keep a controlled contact.
Meeussen et al. [47, 48] implement a particle filter for con-
tact state detection and show how to use it for estimating
geometric uncertainties and executing compliant motions.
Multiple works estimate geometric uncertainties with parti-
cle filters and force measurements in peg-in-hole assembly
[4, 15, 54, 65, 68], but all of them consider a fixed and rigid
hole pose during the assembly. In this work, we will extend
our previous works in this field [54, 57] for moving parts

and suggest an adaptive motion generation procedure for the
execution of assembly skills.

3 Autonomous Robotic Assembly
Framework

Increasing the level of autonomy requires systems that exe-
cute goal-directed actions while considering the currently
observed world state. In this section, we describe compo-
nents of such an autonomous robotic assembly system,
explain the concept of robotic skills, and introduce Bayesian
methods used for state estimation and motion gener-
ation in the implementation of an adaptive assembly
skill.

3.1 Components of the Autonomous Assembly
System

The considered assembly system is composed of a task plan-
ning unit, a knowledge base, a scheduler and a collection
of robotic skills (see Fig. 2). A task typically represents
the specification of one one step necessary for assembly. A
skill is defined here as a robotic behavior that robotic behav-
ior that reaches desired goal states in multiple situations and
under varying conditions (see Section 3.2). The delibera-
tive task planning unit selects robotic skills, which are in
principle capable of solving the tasks under the constraints
that arise from the goal specification and the assumed world
state. For this, we are using a sequence planner that auto-
matically decomposes the assembly of a desired product
into a sequence of tasks and selects using representations
of the parts and the system on multiple abstraction levels
[56]. The knowledge base provides information about prop-
erties of objects and grounds them in physical quantities as
far as possible. States can be defined based on the object
entities in the knowledge base. A central runtime compo-
nent keeps track of the overall world state of all objects [40].
The skill executor schedules robotic skills in compliance
with the present world state and orchestrates the execution
at runtime.

3.2 Robotic Skills

As stated above, our assembly system makes use of the
concept of robotic skills, which is known from various
related works [7, 8, 52, 62, 67] with comparable definitions.
In contrast to traditional implementations of robotic programs
in the industry, which blindly follow pre-programmed paths
and routines, robotic skills adapt to the current situa-
tion by observing the execution and changes in the state
of the world. Furthermore, they are formulated object-
centric to be efficiently reuseable in various situations. The
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interested reader might also like to compare the robotic
skills with the philosophical view on agents’ abilities and is
referred to [31]. As depicted in Fig. 2, we suggest that the
implementation of a robotic skill for assembly might be com-
posed of a feature detector, a state estimator, a component
for motion generation and finally a robot controller.

The feature detector recognizes the presence of features
of physical objects. In our case, we assume that CAD data
and semantic descriptions of the geometry of the objects and
their features are available through the central knowledge
base. The features then provide state variables, which can
be tracked by a state estimator. The estimator fuses all
information about detected features and measurements in
order to estimate the states relevant for skill execution,
e.g., the relative pose between two parts. The motion
generator is a component that generates motion commands
based on the comparison of estimated and desired states
of the features. In combination with the state estimator,
the motion generator can realize reactive and sensor-guided
motions. The robot controller abstracts the robotic hardware
and provides interfaces to execute motion commands,
such as motion primitives to execute impedance-controlled
trajectories.

3.3 State Estimation andMotion Generation

We model the tracking of features as a recursive Bayes-
ian estimation problem, where features are represented
as states of a hidden stochastic process. The states can
contain pose and shape information. We denote the state
vector at time t = tk by xk ∈ Rn and furthermore
assume that it is not directly observable. Instead, obser-
vations from dedicated feature detectors are collected in
a measurement vector yk ∈ Rm. Then, the objective is
to then estimate the current state up to time tk given
all past measurements denoted by the probability density
function p(xk|y1:k). Bayesian estimation provides recur-
sive methods to solve this probabilistic inference task. Each
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Fig. 2 Components of a robotic system for autonomous planning and
adaptive execution of assembly tasks

cycle involves two steps: (1) predicting p(xk|y1:k−1) and
(2) updating p(xk|y1:k), where the distribution is updated
using the measurement likelihood p(yk|xk) and the relation
p(xk|y1:k) ∝ p(yk|xk)p(xk|y1:k−1).

In this work, the Bayesian state estimator is implemented
in the form of a sequential Monte Carlo (SMC) algorithm
[12], i.e., a particle filter. This approximates the distribution
of the hidden state x using a set of weighted samples Xk =
{(Wk

(i), xk
(i))}, where Wk

(i) ∈ R denotes a scalar weight
and xk

(i) a sample of the hidden state. The initial uncertainty
at time t = 0 is represented by a set of N samples X0 =
{(1/N, x0

(1)), . . . , (1/N, x0
(N))} drawn from the initial

density p(x0). Samples xk
(i) are then repeatedly propagated

with a process model p(xk|xk−1) to get p(xk|y1:k−1),
weighted by the measurement likelihood p(yk|xk) and
resampled according to the resulting distribution (see
Fig. 3). After resampling, the weights are set to Wk

(i) =
1/N . Assuming normalized weights, statistical estimates,
e.g., expected values V̂k of a function V (xk), can be
approximated by the evaluation of the particle distribution
[12]:

V̂k ≈
N∑

i=1

W
(i)
k V (x

(i)
k ). (1)

The sample distribution represents the belief space over
the feature states and can be used for motion generation.
The motion generation component of the skill analyzes the
distribution of samples and generates motion commands
based on a policy (see Fig. 3), which can be computed in
advance or online. This combination of state estimator and
motion generator is comparable to a partially observable
Markov decision process (POMDP) control architecture as
described by Kaelbling and Lozano-Pérez [35]. In Section 4,
we describe detailed models of the state estimator and
in Section 5 we present how adaptive behavior can be
implemented in the motion generation step.

4 State Estimation for Assembly

In this section, we provide a detailed view of the models
used for the recursive Bayesian state estimation. First, the
robot and uncertainty model, as well as the virtual contact
model, are introduced, after which the computation of the
tactile and the visual likelihood is presented. The section
finishes with the update model.

4.1 Robot and Uncertainty Model

We consider manipulators with n ≥ 6 rotational joints that
are equipped with joint torque sensors. At each discrete time
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Fig. 3 State estimation and
motion generation components
of the assembly skill. Recursive
Bayesian state estimation
provides the belief state, which
is then analyzed for generating
motion commands
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step k, the joint position qk ∈ Rn and the external joint
torque τ k ∈ Rn are measured. We assume that a peg with
known geometry is grasped rigidly, i.e., does not slip inside
the gripper. The grasp transformation is known and the
forward kinematics can be computed from the joint position
measurements. The homogeneous transformation HBD,k =
HBD(qk) ∈ SE(3) denotes the transformation from the
robot base frame B to the reference frame D of the peg (see
Fig. 4). The hole with frame C moves on an unknown path
in the workspace of the manipulator. Thus, the pose of the
hole is initially unknown, but is within the field of view of
a vision system with frame V . In this work, we assume an
eye-to-hand setting with a monocular camera at HBV =

const. ∈ SE(3). A dedicated feature detector provides
measurements of the projected center points (px, py)k ∈ R2

of the hole in the image plane.
In order to track the hole, we define the hidden state

xk = [x, ẋ, y, ẏ, z, ż], where x, y, z ∈ R are the Cartesian
coordinates of the hole center with respect to a reference
frame C̄ and ẋ, ẏ, ż denote the respective time derivatives.
The true pose of the hole can be written as HBC(x, y, z) =
HBC̄H C̄C(x, y, z). The given task is to transfer the peg
from a start frame to a desired target frame T specified with
respect to the hole at a known location HCT = const. ∈
SE(3). We define D to be located at the bottom of the peg,
and T at the bottom of the hole.

Fig. 4 Definition of frames and
variables in the considered
scenario. A peg with reference
frame D is rigidly attached to a
manipulator with base frame B.
The position (x, y, z)k of a
moving hole C at time t = tk is
uncertain with respect to a
known reference frame C̄. The
task is to transfer the peg to the
target frame T . The hole is
moving within the field of view
of a camera with frame V . The
camera provides detections of
the hole center (px, py)k and
the joint sensors provide joint
position qk and the external
torque τ k induced by the contact
wrench wk
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4.2 Virtual Contact Model

A virtual contact model is required for the sample propaga-
tion and update in the state estimation. As in our previous
works [54, 57], we use a fast and accurate penalty-based
collision detection algorithm [58] for the contact force
and distance computation. The implementation is based
on the voxelmap-pointshell (VPS) algorithm by McNeely
et al. [46]. The object geometries are efficiently represented
by voxelmaps and pointshells, as depicted in Fig. 5. It can
naturally handle complex and non-convex geometries, as in
our work on intrinsic tactile sensing with aluminum profiles
[54].

Dependent on the relative pose H k = HCD(qk, xk) ∈
SE(3) of the objects, the contact model computes the virtual
contact wrench w̃k = (F̃ k, M̃k) = w̃(H k) with contact
force F̃ k ∈ R3 and torque M̃k ∈ R3. Furthermore, the
contact distance d̃k = d̃(H k) ∈ R is calculated, which
is positive for penetrations. The contact distance defines
implicitly the relative configuration space C̃ between the
virtual representations of both objects:
⎧
⎨

⎩

no contact (H k ∈ C̃) : d̃k < 0
contact (H k ∈ ∂ C̃) : 0 ≤ d̃k < dt

invalid (H k /∈ C̃) : dt < d̃k,

(2)

where dt > 0 is a threshold on the maximal feasible
virtual penetration. In the contact case we allow a small
intersection, which is necessary for the penalty-based
algorithm. In this work, the joint torque sensors of the
manipulator will be used instead of a force/torque sensor
at the endeffector. Therefore, w̃k is mapped to a virtual
contact torque τ̃ k in joint space with τ̃ k = J T

k w̃k ,
where J k := JD

BD(qk) ∈ R6 x n denotes the Jacobian
of the robot arm with respect to D. The virtual stiffness of
the contact and the threshold dt are selected such that the
real contact wrenches during the insertion are reproducible
in magnitude. Furthermore, we assume a frictionless and
quasi-static contact. Although the contact model simplifies
the physical effects drastically, it provides adequate
directional information to distinguish certain contact states
and to reduce position uncertainty. Naturally, friction has

a crucial effect on jamming in peg-in-hole applications,
but as will be seen later, the model provides sufficient
information in the considered experiments and jamming can
be prevented by an appropriate motion strategy.

4.3 PropagationModel

The real motion of the hole is unknown, therefore we apply
a constant velocity (CV) tracking model at first. In a second
stage, we combine it with a heuristic to increase the sampling
performance for the peg-in-hole use case. The first stage of
the propagation is given by a general CV model [13, p. 58]:

xI,k =
(

I 3 ⊗
[

1 T

0 1

])
xk−1 + vk, (3)

where I 3 is the 3 × 3 identity matrix, ⊗ is the Kronecker
product, T is the duration of the time step and vk is Gaussian
noise with covariance matrix Σx . xI,k is an intermediate
auxiliary state that will be passed to the second stage.

In [54], we investigated various heuristics to improve the
propagation model for observing peg-in-hole tasks, which
are inspired by probabilistic roadmap planning [36], namely
by the Gaussian sampler of Boor et al. [9] and the bridge
test by Sun et al. [64]. It was shown that especially the
bridge test helped to increase the sample density within
the narrow passage of the configuration space. Thus, more
efficient sampling is possible with a reduced risk of sample
impoverishment, which is an undesired effect of particle
filtering approaches. This principle is depicted in Fig. 6
and summarized in Algorithm 1 together with the constant
velocity propagation.

The bridge test is an iterative policy that draws an
auxiliary sample in each cycle of the loop. This auxiliary
sample has a frame II in the neighborhood of the original
sample frame I in order to find so-called bridge points
in the configuration space, denoted with frame III . The
bridge point is then located at the half distance between
I and II . The function EVALCONTACT is needed to test
if a sample is in the configuration space C̃ according to
Eq. 2, and the first stage propagation (3) is implemented
in the function CONSTANTVELOCITY. Note that for better

Fig. 5 Left: contact situation
with contact wrench wk . Center:
penalty-based contact model.
Right: implementation of contact
model with a voxelmap and
pointshell representation of the
objects. d̃k denotes the contact
distance and dt a threshold on
the maximal feasible virtual
penetration, w̃k the virtual
contact wrench. Compare [54]
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2

Pointshell

Voxmap

J Intell Robot Syst (2021) 101: 4949    Page 6 of 22



Algorithm 1 Propagation model.

1: function PROPAGATESAMPLE(xk−1
(i), qk)

2: xI ← CONSTANTVELOCITY(xk−1
(i)) 	 (3)

3: for j := 1 to Lmax do
4: draw pII ∼ N (pI , Σp,b).
5: CII ← EVALCONTACT(pII , qk) 	 (2)
6: if CII = invalid then
7: pIII ← (pI + pII )/2
8: CIII ← EVALCONTACT(pIII , qk) 	 (2)
9: if CIII �= invalid then

10: return pIII

11: draw pIV ∼ N (pI , Σp,p).
12: return pIV

readability, we denote the position components of x by
p = (x, y, z). Furthermore, N (p, Σ) denotes a multivariate
Gaussian distribution with mean p and covariance matrix
Σ . The operation s ∼ D generates a sample s from a
distribution D. The covariance Σp,b defines the size of the
neighborhood of I and can be chosen according to the gap
size of the passage. The number of maximal iterations Lmax

controls the admissible effort in the search for a bridge
point, and also the density in the narrow passage. If no
bridge point can be found, then the sample I will be returned
with small additional Gaussian noise Σp,p in order to avoid
sample impoverishment.

4.4 Tactile Likelihood

Once a robot has grasped an object and brings it into
contact with the environment, intrinsic tactile sensing is
an important ingredient to distinguish contact states and
estimate uncertainties (whereas during grasping extrinsic
tactile sensing with sensors directly at the fingertips plays
a major role, see [18] for a classification of robot tactile
sensing approaches). In this work, the internally measured
joint torques are used for intrinsic tactile sensing. The tactile
likelihood in the update step of the Bayesian state estimator
is computed using a comparison of the current joint position
and torque measurements y

st
k = (qk, τ k) of the robot with

the virtual contact model as described in the following.

Firstly, we ensure consistency in the relative configura-
tion space of the peg and hole feature using

sd(y
st
k |x(i)

k ) = 1

σ d

√
2π

·
⎧
⎨

⎩
1, H

(i)
k ∈ C̃,

exp(
−(d̃k−dt )

2

2σ 2
d

), H
(i)
k /∈ C̃.

(4)

It ensures that the virtual objects stay in the valid
configuration space given by the threshold dt on the virtual
contact distance d̃k [54]. This means that the objects
are not allowed to intersect. Secondly, we incorporate
the force information from the contact by comparison of
the measured torques τ k with the torques computed by
the virtual model assuming normal distributed errors with
covariance Στ in the measurements [54]:

sF (y
st
k |x(i)

k ) = N (τ k|τ̃ (i)
k , Στ ). (5)

Here, the magnitude and the direction of the contact
forces are evaluated in joint space. Contact states can
be distinguished by the directional information, which is
important for the convergence of the filter in the peg-in-hole
task. For instance, lateral forces acting on the peg can imply
that it is already partially inserted, whereas vertical forces
can mean that the upper rim of the hole is touched. The full
tactile likelihood is consequently derived as the product of
those two elementary likelihoods:

p(yst |x(i)
k ) = sd(yst |x(i)

k ) · sF (yst |x(i)
k ) . (6)

Furthermore, in the case of multiple similar parts or
similar local tactile features, the concept of observable
regions [66] could be introduced as suggested in our
previous work on visual and touch-based sensing [57]. It
states that the tactile update shall only be done for reachable
samples, i.e., samples that can potentially be touched within
a motion step. However, this is not necessarily required here
as we are only considering a single tactile feature in the
geometrical shape of the hole in its entirety.

4.5 Visual Likelihood

Generally, the proposed method is capable of handling
multiple cameras with static and variable poses. However,
without loss of generality, we capture images from a single
monocular camera at a fixed pose HBV = const . ∈ SE(3).

Fig. 6 The bridge test policy in
three steps. An auxiliary sample
with frame II is drawn in the
neighborhood of the original
sample frame I in order to find
so-called bridge points with
frame III in the configuration
space, which is located at
half-distance between I and II
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Certainly, better visual feature detection can be achieved
with multiple cameras, mobile cameras and depth image
acquisition techniques. Nevertheless, we use the monocular
stationary camera in order to show that the missing
information can be inferred during assembly execution
using tactile sensing.

We use a simple blob detection algorithm in order to
extract hole features from the image. In this work, we will
assume that only a single feature is present in the image,
but the method is in general also applicable for multiple
detections [57]. The center of the area is computed in pixel
values and forms the visual measurement vector

y
sv
k = (

px py

)
, (7)

where px, py denote the center coordinates of the detection
in pixels. We assume a pin-hole camera model [26, pp. 153f]
for the visual sensor model. The function project : R6 →
R2 implements the pin-hole model by taking the position
components of the state vector and projecting them onto the
image plane. Given the intrinsic parameters of the camera,
this function can be straightforwardly derived.

We then use a multivariate Gaussian for the likelihood
model with the mean being the projected version of the state
vector

p(y
sv
k |x(i)

k ) = N (y
sv
k | project(x(i)

k ), Σv), (8)

where Σv denotes the expected covariance of y
sv
k . We

use a diagonal covariance matrix here, i.e., we assume the
components of the measurement vector to be uncorrelated.

Similar to the tactile case, the concept of observable
regions can be introduced for the visual domain. Visual
observable regions are commonly known as fields of view.
Detectable regions are subsets of the latter in which the
features are detected with a high confidence. Occlusions,
e.g., from the robot, further shrink the detectable region and
we need to incorporate that particular case in our approach.
Therefore, as suggested in [57], we set the likelihood
p(y

sv
k |x(i)

k ) = 1 if the robot occludes the view on a
particular sample, which can be computed from the sample
and the robot pose. Thus, the vision cannot decrease the
likelihood of a sample in that case.

4.6 Visual Tactile Update Model

In the update step of the recursive filter, the samples are
weighted using the likelihood of the measurements. In this
work, the weights are computed according to the bootstrap
filtering approach by Gordon et al. [23], compare [12]:
W

(i)
k ∝ p(yk|x(i)

k ). We multiply the likelihoods from both
tactile and visual sensors, Eqs. 6 and 8, and obtain the joint
likelihood

p(yk|x(i)
k ) = p(y

sv
k |x(i)

k ) · p(y
st
k |x(i)

k ) . (9)

The implementation of the update model is summarized in
Algorithm 2. Note that logarithmic weights are used in the
implementation. Resampling is performed afterwards using
systematic resampling [28].

Algorithm 2 Update model.

1: function WEIGHTSAMPLE(ysv
k , y

st
k , x

(i)
k )

2: a ← TACTILELIKELIHOOD(yst
k , x

(i)
k )

3: b ← VISUALLIKELIHOOD(ysv
k , x

(i)
k )

4: weight ← ln a + ln b 	 update particle weight
5: return weight

5Motion Generation

Assembly tasks are typically implemented in static settings
where parts are kept at a constant and stable location
using specialized part holders. In the previous section, we
presented a general approach that combines visual and
tactile sensing to continuously track the parts in dynamic
environments within a single Bayesian framework. Based
on this, it is now possible to implement an object-centric
motion generation algorithm that is guided by the estimated
poses of the parts. A tilt-and-align strategy is implemented
and combined with an adaptive path executor as described
in the following.

5.1 Tilt-and-Align Strategy

The investigation of peg-in-hole assembly traces back to
the early history of robotics research. Inoue [29] presented
strategies for loose- and close-fit cases in the example
of shaft-bearing assembly. A crucial component is the
tilt of the peg to increase the robustness against pose
uncertainties. Multiple works use this principle in various
approaches for peg-in-hole, e.g., [11, 16, 32, 63]. We will
also employ a tilt-and-align strategy and follow the planning
method of Stemmer et al., which was demonstrated for
complex shaped planar parts [63]. The basic idea is to align
the peg with the contour of the hole by pressing in the
lateral direction of corner features. A pushing motion is
commanded into this direction using a Cartesian impedance
controller [2] in order to achieve robustness against pose
uncertainties. Based on a prior analysis of the geometric
shape of the contours, regions of attractions (ROA) can be
identified in which the starting point of the pushing motion,
i.e., the lowest point of the tilted peg, must lie in it in order
to guarantee a successful and robust alignment with respect
to small rotational and lateral offsets. Although the method
was proven to be fast and robust against uncertainty, it did
not directly incorporate the feedback of the hole pose, and
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thus, is by itself insufficient for assembly with parts moving
on a larger scale. However, because of its robustness, we
define a nominal strategy according to [63] and will show
how to combine it with an adaptive motion generation step
in the next section.

5.2 Adaptive Task Execution

Following the skill-based programming approach in our
system, we define an object-centric tilt-and-align strat-
egy and use the state estimation to adapt the execution
online. The object-centric formulation is suitable for many
manipulation tasks and was applied in various domains,
e.g., robotic assembly [70] or assistive robotics [55].
Recently, Migimatsu and Bohg [49] describe an object-
centric task and motion planning approach (TAMP) and
show how it can be combined with a reactive controller that
allows the plans to adapt to the online measured poses of
objects. However, they use visual perception only, and addi-
tional fiducial markers increase the tracking performance.
In our case, we assume that the objects are only visible in
the first phase and are then occluded such that tactile sensing
becomes necessary.

First of all, we specify a nominal geometric path of the
peg frame D with respect to the hole frame C according
to the tilt-and-align strategy. It connects a start frame with
the target frame T at the bottom of the hole and is given
as a sequence T = (T1, T2, . . . , TL) of interpolated path
frames Tl with l = 1, ..., L; HCT,l = const. ∈ SE(3)

denotes the homogeneous transformation from C to Tl . Note
that the path frames do not need to be consistent with the
real configuration space between both parts, but can include
offsets to support the passive alignment of the geometries
with the help of the Cartesian impedance controller. For
example, we will introduce an offset for the push motion
against the hole contour, and an offset in the final frame
TL to align the peg stably with the bottom of the hole,
respectively. An example path is visualized as orange line in
Fig. 7.

The path is then executed in a conditional loop that
evaluates the distance to the next path frame as listed in
Algorithm 3. The internal while-loop includes the functions
for the state estimation and analyzes the sample distribution
for the generation of the next peg pose. For this purpose,
an estimate of the hole pose ĤBC is computed using (1)
with V : x �→ (x, y, z) for the computation of the expected
value. The estimated relative pose between both parts ĤCD

can THEN be obtained by the forward kinematics. The
function GETDISTANCES calculates the Euclidean distance
dT ∈ R of the position and the geodetic distance dR ∈ R
on SO(3) between ĤCD and the current path point l with
transformation HCT,l . The parameters dT,max ∈ R and
dR,max ∈ R control the permissible path deviations. As

long as it is not reached, a motion to Tl will be generated
with the desired transformation HBD,k,d = ĤBCHCT,l

which is send as reference to the underlying Cartesian impe-
dance controller. We assume that the generated motions
are reachable in joint space and that the robot is not
in a singular configuration, which can be evaluated and
guaranteed using task-specific workspace maps [6]. The
underlying impedance controller ensures that the contact
is stable, and passively compensates small pose errors that
occur when the estimate is not yet accurate.

Algorithm 3 Adaptive motion generation.

1: function GENERATEMOTION(T )
2: for l := 1 to L do
3: reached ← false
4: while not reached do
5: yk ← GETMEASUREMENTS( )
6: for all x(i)

k ∈ Xk do

7: x
(i)
k ← PROPAGATESAMPLE(x(i)

k , qk)

8: W
(i)
k ← WEIGHTSAMPLE(yk, x

(i)
k )

9: Xk+1 ← RESAMPLE(Xk)
10: k ← k + 1
11: ĤBC ← ESTIMATEHOLEPOSE(Xk)
12: ĤCD ← GETRELATIVEPOSE(ĤBC, qk)
13: dT , dR ← GETDISTANCES(ĤCD, HCT,l)
14: if dT ≥ dT,max ∨ dR ≥ dR,max then
15: HBD,k,d ← NEXT(ĤBC, HCT,l)
16: else
17: reached ← true
18: HBD,k,d ← NEXT(ĤBC, HCT,l+1)

19: EXECUTEMOTION(HBD,k,d )

6 Evaluation

We systematically evaluate the approach with a dual-arm
robotic setup. In particular, the assembly skill is executed
under varying conditions and with various part geometries.
Furthermore, the effects of the modalities in the likelihood
function are investigated.

6.1 Experimental Setup

Figure 8 shows our setup for the peg-in-hole experiments.
It consists of two 7-dof KUKA LBR iiwa robots with joint
torque sensors. The left robotic arm executes the assembly
skill, whereas the right robotic arm simulates the unknown
hole motions. The right arm is only used to measure the ground
truth pose of the hole and does not share this information
with the active robot executing the skill. Furthermore, a
monocular camera is mounted rigidly above the table at a
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Fig. 7 Adaptive execution of an
object-centric path (orange line)
considering the currently
estimated frame of the hole Ĉk .
The hole moves to the right
between time step k − 2 (left)
and k − 1 (center). The motion
commands (blue lines) follow
the estimated poses

distance of ≈ 1.5 m. It provides images with a resolution
of 1620 × 1220 pixels. The hole feature detector provides
observations at a rate of 18 Hz. In this setup, three part
combinations are investigated: a configuration with square
peg and hole P�, one with a round peg in a square hole P×
and a cylindrical peg-in-hole with round peg and round hole
P◦ (see Fig. 9). The parts are made of aluminum. The pegs
have a chamfered edge of 2 mm, the holes are chamferless
and have a depth of 60 mm; the round peg has a diameter
of 78.9 mm, the round hole 79.1 mm, the side length of the
square peg is 79.8 mm and of the square hole 80 mm.

Fig. 8 Setup for the peg-in-hole experiments. The left arm executes the
assembly skill. The right arm is used as a ground truth measurement
device and simulates the hole motions. The camera image is visible in
the upper screen, the lower screen shows the live view of the world
model

The particle filter implementation features a parallel
propagation and update of the samples in up to 16 threads,
which is important for the collision checks in the virtual
contact model, which requires ≈ 1 ms per call. The
other functions in Algorithm 3 are executed sequentially.
In the online application of the framework, we use a set
of N = 320 samples, which is a sufficient number to
provide a reliable estimate in this scenario, compare [54]
for an analysis of required sample numbers. The parameters
are summarized in Table 1. Given those parameters, a
command rate of ≈ 5 Hz can be realized by the motion
generator. We define a path T̄ which is applicable for all
three cases; the rotational parts of the path points in Table 1
are listed with parameters α, β, γ , which are Z-Y-X Euler
angles [17, p. 43]. Note that we additonally refine the path
by carrying out an interpolation in the translation of 0.5
points/mm and 1 points/deg in rotation in order to obtain T .
Figure 10 visualizes the nominal peg motion (left) defined
for the object-centric skill and the executed motion (right)
for one of the experiments carried out.

On side of the robot, a Cartesian impedance controller
is used with an additional small oscillating motion overlay
for the task frame motion according to a given force
amplitude and frequency. This is a common strategy for
peg-in-hole tasks employed to improve robustness of the
insertion against pose uncertainties. Note that the internal
controller of the robot runs at a controller rate > 1 kHz and
generates trajectories in finer granularity and guarantees a
stable execution.

6.2 Variation of the Execution Conditions

The following experimental procedure is carried out for
multiple runs. First, the hole is randomly positioned in a
region below the camera mounted above the table. The state
estimator is then initialized with the first visual detection
of the hole. Due to the projective nature of cameras, it
is not possible to reconstruct a full state vector from a
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Fig. 9 Snapshots of the
assembly experiments: square
peg-in-hole P�, round peg into
square hole P×, and cylindrical
peg-in-hole P◦

single visual detection ysv without additional constraints.
Therefore, we randomly sample a vertical coordinate z

(i)
0

from a uniform distribution of 10 mm width and use this
value as a constraint for the reconstruction (compare [57] for
a detailed algorithm) and obtain the initial set of X0 with the
additional assumption that the feature is not moving at start
time. The samples are then aligned along the ray direction
of the camera for the visible hole in the image plane
(Fig. 11a) and because of the constant velocity model, they
start spreading in all directions of the xy-plane immediately.
However, they stay in a bounded region due to the update
with the visual sensor (see Fig. 11b).

At first, the hole is at a static pose and after 10 steps
the hole motion is triggered. The passive robot moves the
hole along a line 100 mm long with a Cartesian velocity
of 2 mms−1. The hole is slowly drifting away, and at this
point, the motion is tracked by visual sensing only. We
have designed the procedure such that the tactile sensing
and robot motion start at k = 25. Once the robot moves
the peg to the first path point relative to the estimated hole
pose, it occludes the camera’s field of view. By comparing
the peg frame D and the current pose of a sample, the
implemented algorithm recognizes if a sample is within the
detectable region of the vision system or whether the robotic
arm occludes it. If the distance between the projected frames
of peg and sample in the image plane is below a threshold
of 100 pixels, we assume that the sample is occluded.
Doing this, we can ensure that features are always visible
completely and no offset occurs in the estimate due to a
shifted blob center of a partially occluded hole. The samples
outside of the detectable region are then only updated using
the tactile likelihood (compare Section 4.5). The transition
from Fig. 11c to d shows how the sample distribution
reshapes according to the influence of the geometry of the
parts when the peg comes closer. The spread of the sample
distribution is then limited by the borders of the relative
configuration space between both parts.

In the following phase, the bridge test policy helps to pull
samples into the narrow passage in the relative configuration
space and the distribution appears funnel-shaped. During
the insertion, the samples then align along the hole axis
(Fig. 11f) and condense in a small region (Fig. 11h). Note
that in Fig. 11g) the peg has already reached the physical
bottom of the hole, but that there is still a significant spread
in the z-direction. This is due to the fact that the controller
has not yet generated enough force through the contact.
Nevertheless, an accurate estimate of the hole pose can be
obtained at the end with the help of the force feedback.

This experiment was repeated 10 times for each of the
three investigated cases. In all runs the peg was successfully
inserted. The state evolution for one example2 of each series
is plotted together with the ground truth measurement in
Fig. 12. The plot for P◦ in particular shows a characteristic
evolution of the above-described process. The distribution
in the z-direction stays constant before the peg motion starts
at k = 25, where it shrinks the first time according to the
configuration space constraints. The spread in the x- and
y-direction narrows at k ≈ 45 when the parts are aligned
and the insertion starts. From this point onward, the hole
motion in the plane is accurately tracked. At k ≈ 73 the hole
motion stops, and soon after the peg reaches the bottom the
distribution in the z-direction shrinks for the second time.

In the x- and y-direction, the final estimate is very close
to the ground truth value. Yet in the z-direction, a remaining
offset is observable in all three experiments. One factor for
the remaining deviation to the ground truth value is the force
which is still applied in the z-direction by the impedance
controller due to the offset in the final path point. The virtual
contact model needs a little penetration of the geometries in
order to counterbalance the external force.

2Videos and further visualizations are provided in the supplemental
material
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Table 1 Parameters of experiments

Contact Model

voxelmap resolution 1.0 mm
pointshell resolution 3.0 mm
stiffness 25000 Nm−1

dt 2 mm

Propagation Model

# samples 320
Σx diag [0, 0.1, 0, 0.1, 0, 0] mm, mms−1

Σp,b diag [6, 6, 3] mm
Σp,p diag [0.1, 0.1, 0.1] mm
Lmax 5

Update Model

Σv diag [10, 10] pixel
σd 0.5 mm
Στ diag [5, 5, 5, 5, 5, 5, 5] Nm

Motion Generation

dT,max 5 mm
dR,max 5 deg

T̄ =

x, y, z, α, β, γ

([−10, 0, 10, 0, 10, 0],
[ 10, 0, –2, 0, 10, 0],
[ 0, 0, –2, –3, 10, 0],
[ 0, 0, –10, 3, 0, 0],
[ 0, 0, –70, 0, 0, 0])

mm, deg

transl. interpol. 0.5 points/mm
rot. interpol. 1.0 points/deg
command rate 5 Hz

Impedance Controller

task frame D

transl. stiff. (x/y/z) 5000/5000/3000 Nm−1

amplitude 3/3/0 N
frequency 1.5/2/- Hz
rot. Stiff. (x/y/z) 300/300/50 Nmrad−1

amplitude 0.5/0.5/0 Nm
frequency 1.5/1.4/- Hz
cartesian velocity 20 mms−1

controller rate > 1000 Hz

Figure 13 shows the Cartesian force at frame D.
The virtual model is capable to represent and estimate
the acting external forces which is visible in the small
deviation between ground truth and expected value of the
force components. Between k = 25 and k = 45, the
touches the upper rim of the hole; during insertion, only
minimal forces act in the z-direction, and a clear step
is visible at the end. Note that although friction effects
are not explicitly modeled, the virtual model is able to
provide sufficient directional information to support the
convergence of the pose estimation, which is especially
visible in the condensation of the z-position distributions
between k = 80 and k = 120.

The evolution of the pose estimation error is plotted
in Fig. 14 for all runs and shows the Euclidean distance
between the ground truth position of the hole and the
expected value computed from the samples. Due to the
unobservability of the hole feature in direction of the
projection line of the camera, the error stays nearly constant
until k = 25. The robotic arm THEN occludes the field
of view and the error arises because there is no feedback
from the contact yet and the hole could potentially change
its speed or direction. During insertion, the error gradually
reduces and is in most cases at terminal time below of the
initial error, see Table 2.

6.3 Comparison of Modalities

In order to compare the effects of tactile and visual
modalities on the state estimation and skill execution, we
carry out a series of experiments using either only the
tactile likelihood (6) or only the visual likelihood (8) and
compare it with the combined visual-tactile likelihood (9).
All parameters are set according to Table 1. Furthermore,
we assume that in all cases the visual modality is available
at least at the start for a one-shot initialization of the state
estimator. In all runs, the hole is positioned at the same
initial pose. In particular, we evaluate two cases: at first, a
baseline experiment in which the hole is kept at the inital

Fig. 10 Nominal object-centric
peg motion following a tilt-and-
align strategy (left) and finally
executed peg motion (right). The
nominal path is drawn in orange,
the blue line represents the
executed path of the peg
reference frame, the black line
the online estimated pose of the
hole to which the motion adapts
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a) b) c) d)

e) f) g) h)

Fig. 11 Evolution of the sample distribution for the cylindrical peg-in-
hole (P◦). Yellow dots represent the origins of possible hole frames.
For each dot the hole geometry is additionally rendered. The peg is
displayed with its measured pose. a At first, the samples are initialized
using the visual detection of the circular feature and the samples align
along the projection line (blue dashed line). b The constant velocity
model of the estimator spreads the samples in planar direction con-
strained by the visual likelihood. c–g The field of view is occluded

by the robotic arm and the sample update can only be done with tac-
tile measurements. Consequently, samples align according to the local
configuration space between both parts (schematically drawn with
dashed orange lines). h The samples condense at the real pose of the
hole. Note that the visualization of the sample dots is scaled up in order
to be better visible, whereas the offsets in the hole geometry are at
actual scale

Fig. 12 Examples of the sample evolution for the x, y and z compo-
nent of the state for the three investigated scenarios. The gray value
indicates the sample density, the black line corresponds to the expected

value and the blue dotted line represents the ground truth value from
the second robot, i.e., the directly measured hole pose
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Fig. 13 Measured force (dashed
blue line approximated from the
joint torque measures using a
pseudo inverse of the Jacobian)
and force distribution
represented by the samples for a
run of P◦. For each sample the
virtual contact force is
computed with respect to the
peg frame D. The density is
given in gray values, the black
line corresponds to the expected
value of the force distribution

pose, and then the case of a moving hole similar to the one
in the previous section.

In all cases tested with a static hole, the insertion was
successful due to the robust mating strategy, but there are
differences in the state estimates. Figure 15 shows the
sample evolution of the x-component of the state in the
case of a cylindrical peg-in-hole.3 Furthermore, Fig. 16a
provides the error of the position estimate and the spread of
the samples over time (standard deviation of the distance of
a sample to the expected value of the position). For the case
of tactile modality alone, we can see a growing spread of
the samples, i.e., an increasing uncertainty in the estimate,
as long as there is no contact between peg and hole. This is
due to the modeled assumption that the hole is moving (3),
and as long as there is no tactile observation available, this
assumption cannot be corrected and the sample evolution
is completely governed by the propagation model. Only
from k = 25 on it can be seen that the spread shrinks due
to the tactile likelihood. At the end, an accurate estimate
of the hole position with only a small variance can be
obtained. This is different in the case of using the visual
likelihood alone. Here, the uncertainty at the start is limited,

3Figures showing the sample evolution for all cases and all state
components are provided in the Appendix.

but then increases as soon as the robotic arm blocks the
field of view (from k = 25 on). Notably, the insertion
is still successful. Consequently for a static environment,
visual sensing and using a robust strategy is enough for
a successful insertion. But since the final phase is not
observable, it is not possible to infer solely from the vision
data if the peg really reached the desired pose. The visual-
tactile sensing is the combination of the best of both worlds.
The uncertainty is limited during nearly all all the phases
of the process, and the position of the hole can be tracked
during insertion.

The same comparison is carried out for the moving
hole in a dynamic environment. In this case, only the
visual-tactile likelihood enables a successful insertion. By
using only the tactile or only the visual likelihood it,
is not possible to track the part with sufficient accuracy
throughout all phases. Similar to the static case, it is visible
in Fig. 16b that in both cases the spread increases as soon
as features are not detectable in the modality anymore. At
k ≈ 30, the spread for the tactile likelihood shrinks for a
short period due to the sensed contacts. Nevertheless, too
many hypotheses of potential hole poses are not longer
distinguishable through the tactile feedback and the motion
of the hole prevents the convergence of the estimate. In the
presented approach, we have no active uncertainty reduction
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Fig. 14 Pose estimation error
over time, computed from the
ground truth measurement and
the expected value of the sample
distribution. Each light gray line
represents a single run. The
black line is the average of the
error over all 10 runs for each
case

included in the motion generation step. In future work it
might be possible to overcome that issue by triggering
dedicated exploration motions as soon as a certain threshold
on the spread is reached.

In our experiment, we move the hole with a constant
velocity. The visual tracking and identification of the
velocity until k = 25 could theoretically be sufficient
for completing the insertion task. However, offsets in the
position typically occur during establishment of contacts
(due to compliance, motion changes) which are not visible
for the state estimator due to the occlusion. This prevents
the successful insertion as the offset can no longer be
corrected without feedback. In practice, this could be
handled by tuning the insertion motion so that it is faster or
more robust against this transition from visual feedback to
blindness. Nevertheless, additional assumptions regarding
the motion direction and speed of the hole would be
potentially necessary and the implementation would loose
some generality. By using a combined approach, the spread
of the possible hole positions is limited through the tactile
feedback once the visual features are no longer detectable.
The clear advantage here is that fewer assumptions on the
motion of the hole are needed and that the reusability of the
assembly skill is therefore higher. Furthermore, the pose of

the hole can accurately and explicitly be estimated during
execution of the insertion process.

7 Discussion

The results clearly show that the implemented framework is
able to perform peg-in-hole tasks in a dynamic environment
with moving parts, but requires visual and intrinsic tactile
sensing. An internal probabilistic state representation makes
the robotic assembly system aware of the current situation
and present uncertainties, and makes it possible to continue
the execution although sensors might be occluded or might
not yet provide enough information, e.g., in the absence of

Table 2 Final position estimation error

P◦ P� P×
# Runs 10 10 10

Position error

min. 1.245 1.261 0.887 mm

max. 2.638 5.962 1.348 mm

average 1.754 2.483 1.076 mm
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Fig. 15 Sample evolution of the
x-component of the state in the
case of a cylindrical peg-in-hole
(P◦) with static hole using three
variants of likelihood functions.
The gray-value indicates the
sample density, the black line
corresponds to the expected
value and the blue dotted line
represents the ground truth value

contact force. Initial uncertainties are reduced and the part
position can be tracked during execution.

Theoretically, the state estimation works independently
of the presence of sensor modality and the order in which
modalities become available. Nevertheless, we are assuming
that the vision modality is available at first so that the
uncertainty can be efficiently narrowed down at the start.
In general, the vision modality makes it possible to detect
features globally, whereas tactile sensing typically has only
a local scope (see [10] for a comparison of visual and
tactile data). Therefore, it is usually better to use the vision
modality at first (if available), because a wider field can be
observed. The tactile data then helps to refine the estimate
and determine state components which are unobservable in
the other modality, e.g., a 2D coordinate in the image plane
does not provide enough information to retrieve the position
of a point in 3D space. This complementary advantage of
both modalities were investigated in multiple works, e.g.,
compare the pioneering work of Allen [3].

In our particular implementation of an assembly skill, we
make use of a motion strategy which requires that the low-
est point of the tilted peg lie within a region of attraction

of the hole (as described in Section 5.1). Accordingly for a
successful execution, the uncertainty of the hole center posi-
tion is not allowed to be larger than the (inner) diameter of
the hole. If this is given, then the strategy can be executed
successfully. The visual tracking at the beginning ensures
that the uncertainty stays within these limits. If the uncer-
tainty were larger, then a tactile exploration phase in the
motion strategy would be necessary (compare the search
strategies referenced in Section 2.1). Nevertheless, it is an
open question as to how such an exploration phase can be
implemented efficiently for moving parts in dynamic envi-
ronments. Therefore, we believe that an initial phase of
visual tracking is currently mandatory, and could only be
omitted if there were another data source which provides
sufficiently accurate position data of the moving part.

In general, the implemented peg-in-hole strategy is
robust against small rotation errors up to ± 5 deg as shown
experimentally by Stemmer [63]. Therefore, estimating the
orientation of the parts might not always be necessary in
many industrial settings. However, for an enlarged field
of applications, it is possible to augment the hidden state
with another part for orientation, which on the downside
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Fig. 16 Pose estimation error over time (solid) and spread of the
current sample distribution (dotted line) given as standard deviation
for the case of using a tactile (red), visual (green) or visual-tactile
likelihood (blue). The values are plotted for P◦ and for the case of a
static (a) and moving hole (b)

increases the number of required samples due to the higher
dimensionality of the state space. The work of Taguchi et al.
[65] shows one possible solution with a Rao-Blackwellized
particle filter to obtain an efficient implementation for
this problem in a probing-based localization of a static
part. Also in another work [53], we started to investigate
constraint-based approaches in the propagation model to
estimate large rotation motions, but still need to improve
the implementation of the contact model to apply it in all
phases of the peg-in-hole task. Nevertheless, it is clear that
the suggested framework supports these future developments.

In the experiments, we tested three combinations of
part shapes. Real parts in industrial use cases typically
have more complex shapes. In our previous work [54], we
have already demonstrated that the contact model can deal
with complex and non-convex geometries in peg-in-hole,

but have shown only observation results without motion
generation. The implementation of the VPS algorithm
is in general suitable for large scenes such as in car
manufacturing [58, Sec. 5.2.3]. In future work, alternative
and learned contact models could also be applied for the
likelihood computation in order to support flexible materials
and high friction contacts. Furthermore, for the application
in an industrial setting, a speed-up of about one order of
magnitude would be necessary. We are very confident that
this can be reached by implementing the framework more
efficiently. Furthermore, experience-based optimization of
the path points and controller parameters could significantly
improve execution times for repeated tasks.

Although the filter step is computationally more expen-
sive than in alternative approaches, an advantage is that the
image of the local configuration space can be approximated
by the sample distribution, and it is geometrically inter-
pretable. A possible future extension of the presented work
is to adapt the controller parameters automatically accord-
ing to the current shape of the configuration space. Learning
approaches could be used on top of the sample distribution
to optimize the performance of the insertion strategy.

8 Conclusion

In this work, we presented an approach towards autonomous
robotic assembly, which could be used in future manu-
facturing scenarios in order to increase the flexibility of
production facilities. We showed how robotic skills can
adapt to moving parts according to the currently observed
contact situation by using visual and intrinsic tactile sens-
ing. The general framework is composed of a recursive
Bayesian state estimator and an adaptive robot motion gen-
erator. The state estimation makes the system aware of the
present uncertainties that are affected by occlusions and
unknown part motions. The motion generator provides a
reactive behavior based on a probabilistic representation
that selects the motion according to the currently estimated
part poses. In particular, we showcase an object-centric peg-
in-hole skill, which is reusable for different part combina-
tions, different initial positions and with moving parts. This
skill entails using a robust tilt-and-align assembly strategy
implemented with a Cartesian impedance controller and was
demonstrated successfully for three different part combina-
tions. In future work, we plan to improve the performance
of the framework with respect to execution time and orien-
tation uncertainties. Furthermore, we want to investigate the
possibility to include iterative and experience-based learn-
ing approaches to map the knowledge of the current contact
configuration to controller parameters.
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Appendix

Figures 17 and 18 show the sample evolution for the x, y

and z component of the state for the experiments described
in Section 6.3.

Fig. 17 Sample evolution for the x, y and z component of the state for
a static cylindrical hole using three variants of likelihood functions.
The gray value indicates the sample density, the black line corresponds

to the expected value and the blue dotted line represents the ground
truth value from the second robot, i.e. the directly measured hole pose
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Fig. 18 Sample evolution for the x, y and z component of the state for
a moving cylindrical hole using three variants of likelihood functions.
The gray value indicates the sample density, the black line corresponds
to the expected value and the blue dotted line represents the ground

truth value from the second robot, i.e. the directly measured hole pose.
The hole starts moving at k = 10, the peg is moving into contact with
the hole at k = 25

Supplementary Information The online version contains supplemen-
tary material available at 10.1007/s10846-020-01303-z.
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1. Albu-Schäffer, A., Haddadin, S., Ott, C., Stemmer, A., Wimböck,
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41. Lozano-Pérez, T., Mason, M.T., Taylor, R.H.: Automatic synthesis
of fine-motion strategies for robots. Int. J. Robot Res. 3(1), 3–24
(1984)

42. Luo, J., Solowjow, E., Wen, C., Ojea, J.A., Agogino, A.M.:
Deep reinforcement learning for robotic assembly of mixed
deformable and rigid objects. In: 2018 IEEE/RSJ Int. Conf.
on Intelligent Robots and Systems (IROS), pp. 2062–2069
(2018)

J Intell Robot Syst (2021) 101: 4949    Page 20 of 22



43. Marvel, J., Falco, J.: Best practices and performance metrics using
force control for robotic assembly. US Department of Commerce
National Institute of Standards and Technology (2012)

44. Marvel, J.A., Bostelman, R., Falco, J.: Multi-robot assembly
strategies and metrics. ACM Comput. Surv. (CSUR) 51(1), 1–32
(2018)

45. Mason, M.T.: Compliance and force control for computer
controlled manipulators. IEEE Trans. Syst. Man Cybern. SMC-
11(6), 418–432 (1981)

46. McNeely, W.A., Puterbaugh, K.D., Troy, J.J.: Six degree-of-
freedom haptic rendering using voxel sampling. In: Proc. of ACM
SIGGRAPH, pp. 401–408 (1999)

47. Meeussen, W., Rutgeerts, J., Gadeyne, K., Bruyninckx, H., De
Schutter, J.: Contact-state segmentation using particle filters for
programming by human demonstration in compliant-motion tasks.
IEEE Trans. Robot. 23(2), 218–231 (2007)

48. Meeussen, W., Staffetti, E., Bruyninckx, H., Xiao, J., De Schutter,
J.: Integration of planning and execution in force controlled
compliant motion. Robot. Auton. Syst. 56(5), 437–450 (2008)

49. Migimatsu, T., Bohg, J.: Object-centric task and motion planning
in dynamic environments. IEEE Robot. Autom. Lett. 5(2), 844–
851 (2020)

50. Newman, W.S., Branicky, M.S., Podgurski, H.A., Chhatpar, S.,
Huang, L., Swaminathan, J., Zhang, H.: Force-responsive robotic
assembly of transmission components. In: 1999 IEEE Int. Conf.
on Robotics and Automation (ICRA), vol. 3 (1999)

51. Nguyen, H., Pham, Q.C.: A probabilistic framework for tracking
uncertainties in robotic manipulation. arXiv:1901.00969 (2019)

52. Nottensteiner, K., Bodenmüller, T., Kaßecker, M., Roa, M.A.,
Stemmer, A., Stouraitis, T., Seidel, D., Thomas, U.: A complete
automated chain for flexible assembly using recognition, planning
and sensor-based execution. In: Proc. of ISR 2016: 47st Int. Symp.
on Robotics (ISR), pp. 1–8 (2016)

53. Nottensteiner, K., Hertkorn, K.: Constraint-based sample prop-
agation for improved state estimation in robotic assembly. In:
Proc. IEEE Int. Conf. on Robotics and Automation (ICRA),
pp. 549–556 (2017)

54. Nottensteiner, K., Sagardia, M., Stemmer, A., Borst, C.: Narrow
passage sampling in the observation of robotic assembly tasks.
In: Proc. IEEE Int. Conf. on Robotics and Automation (ICRA),
pp. 130–137 (2016)

55. Quere, G., Hagengruber, A., Iskandar, M., Samuel Bustamante,
D.L., Stulp, F., Vogel, J.: Shared control templates for assistive
robotics. In: 2020 IEEE Int. Conf. on Robotics and Automation
(ICRA) (2020)

56. Rodriguez, I., Nottensteiner, K., Leidner, D., Kaßecker, M., Stulp,
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Robust, Locally Guided Peg-in-Hole using Impedance-Controlled Robots

Korbinian Nottensteiner1, Freek Stulp1, Alin Albu-Schäffer1,2

Abstract— We present an approach for the autonomous,
robust execution of peg-in-hole assembly tasks. We build on a
sampling-based state estimation framework, in which samples
are weighted according to their consistency with the position
and joint torque measurements. The key idea is to reuse these
samples in a motion generation step, where they are assigned
a second task-specific weight. The algorithm thereby guides
the peg towards the goal along the configuration space. An
advantage of the approach is that the user only needs to
provide: the geometry of the objects as mesh data, as well
as a rough estimate of the object poses in the workspace,
and a desired goal state. Another advantage is that the local,
online nature of our algorithm leads to robust behavior under
uncertainty. The approach is validated in the case of our robotic
setup and under varying uncertainties for the classical peg-in-
hole problem subject to two different geometries.

I. INTRODUCTION

Increasing the autonomy and robustness of assembly tasks
is important for reducing implementation and set-up times
in future manufacturing scenarios. Some challenging aspects
of peg-in-hole assembly include the transitions from free to
highly constrained motion, and jamming effects that arise
due to alignment errors exacerbated by pose uncertainties.
In this paper, we present an approach that does not require
predefined strategies, and incorporates the currently observed
relative configuration space to guide the peg to a goal pose.
The user provides the geometry of the objects as mesh data,
as well as a rough estimate of the hole pose in the base frame,
and a desired goal state at the end of execution, e.g. pose of
peg relative to the hole. As these three are usually known,
this substantially lowers the implementation effort for novel
assembly tasks. The method is online and local, which means
that it can react to the current execution state.

Our approach is a natural extension of the sample-based
observation algorithm presented in our previous work [1]. For
state estimation, samples of possible hole poses are weighted
according to their consistency with the current measurements
of the robot. In this work, our main novel contribution is to
extend the state estimation step with a motion generation
step, where the same samples are reused to determine the
motion (see Fig. 1). This is done by weighting the samples
with a task-specific cost function, which is related to the
distance between the current and goal state. After presenting
related work in the next section, we describe the two main
components of the framework: sample-based state estimation
(Section III) and sample-based motion generation with local
guidance (Section IV). The results of the experiments are
presented and discussed in Section V.

1 German Aerospace Center (DLR), Robotics and Mechatronics Center
(RMC), Münchner Str. 20, 82234 Weßling, Germany

2 Technical University Munich (TUM), Chair of Sensor Based Robotic
Systems and Intelligent Assistance Systems, 85748 Garching, Germany
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Fig. 1. Combined sample-based state estimation and motion generation
model. The estimation algorithm sequentially propagates and weights sam-
ples (gray dots) according to their consistency with the sensory information
of the robot and the geometry of the parts. At a second stage, a motion
command is generated that can be executed with impedance control.

II. RELATED WORK

Kinestatic models of peg-in-hole. Prior knowledge about
object geometry allows us to formulate exact analytical
models for peg-in-hole. Bruyninckx et al. [2] derive a model-
based solution with a kinematic description of occurring
contacts. A given sequence of actions is then executed to
search for the hole, align the peg with the hole axis and
insert it. The strategy can deal with large uncertainties,
but requires the contact states to be modeled geometrically
in advance. A detailed algebraic description of kinestatic
models is provided by Staffetti et al. [3]. Later, Tang et
al. [4] reuse the model of [2] and combine it with an
estimator in order to achieve a robust alignment of peg
and hole in the case of 3-point contact. While establishing
theoretical foundations and working practically, the methods
are not easy to generalize to more complex part geometries.

Strategies planned offline. A robust strategy for assem-
bling complex-shaped planar parts is presented by Stem-
mer et al. [5]. The method analyses the geometry of the
parts, and automatically generates a tilt-and-align mating
action that is robust towards pose uncertainties, and which is



executed with an impedance controller. It was shown that it
performs very well, but misses explicit feedback during the
execution, which is necessary to react on unforeseen events.
Wirnshofer et al. [6] use an advanced belief space planner
to find optimal trajectories for compliant assembly under the
presence of uncertainties before execution. So called “blind-
search” strategies can be seen as a special form of offline
planning. A motion pattern is selected in advance to deal
with the expected uncertainties, and the time required for
the search is often seen as a disadvantage [7]. The drawback
of all offline planned strategies is the limited possibility of
reasoning about the current contact during the execution.

Online detection of contact states. Various methods to
make the robotic system aware of its current contact situation
were developed in the field of contact state detection, e.g. [8],
[9]. In particular, Meeussen et al. [9] present an approach that
reliably detects contact formations (regions on the manifold
of the configuration space obstacle) of polyhedral objects,
using particle filtering and contact state graphs. The knowl-
edge of the contact state can be used for the generation and
execution of compliant motions [10], [11]. Unfortunately, it
is not clear how the approach scales up to more complex
geometrical objects where a high number of possible discrete
contact states exist. A more specific controller, but following
a similar concept, is presented by [12] for folding assembly
tasks. In this approach, the controller can switch between two
contact situations according to a simultaneous estimation of
the contact point with a Kalman filter.

Uncertainty sampling methods. The estimation of uncer-
tainties without modeled or discrete contact states is often
performed with particle filtering techniques [1], [13]–[15].
The drawback of these is the substantial computational
effort required to propagate and weight the large number
of samples. Nevertheless, the approaches based on particle
filters were further applied to actively reduce uncertainties
as a result of motion selection. This applies, for example, to
touch-based, online object registration by Taguchi et al. [16],
or offline during the planning stage [17]. Andre et al. [18]
demonstrated an active compensation of position errors using
a particle filter. At the end of each filter step, a motion
towards the sample with the best weight according to the
measurements is commanded. While this approach can lo-
calize and compensate motion errors, it lacks a task-specific
weighting of the samples as suggested in our work, which
allows a goal to be specified for the task independently from
the estimators’ objective to undertake localization. Recently,
Wirnshofer et al.[19] successfully extended their offline plan-
ning method using online Bayesian reasoning, and evaluated
it in multiple scenarios with non-prehensile manipulation and
peg-in-hole. In the provided real-world experiment, simple-
shaped part geometries are used and uncertainties are reduced
largely before the actual insertion starts. Nevertheless, they
demonstrate successfully the real-time capabilities of this
class of approaches.

Online parameter optimization and learning. Another
class of approaches for peg-in-hole focuses on the param-
eter optimization of a given or demonstrated strategy. For
example, [20] present a controller-tuning method that uses

constrained Bayesian optimization to improve the perfor-
mance of establishing and maintaining contact in manip-
ulation tasks. Furthermore, [21] analyze different methods
for parameter learning in peg-in-hole tasks and show how
their approach can outperform humans in execution time.
Nevertheless, they use a predefined strategy, a so-called
manipulation primitive for peg-in-hole comparable to that of
[2], and start the learning phase with an accurately known
hole pose in which the execution is made robust through
slightly varying poses. In contrast, our work does not assume
a predefined motion strategy, and thus is applicable for
various complex manipulation tasks.

Deep learning and self-supervised learning. Deep learning
has been applied to peg-in-hole tasks [22]–[25]. While show-
ing promising results, it is not yet clear how well those meth-
ods generalize to varying tasks and larger uncertainties. Lee
et al. [25] demonstrate robustness in various situations and
different shapes with a self-supervised learning approach,
but their approach relies on visual feedback to complete
insertion at a high success rate. To date, the performance
of learning approaches has been strongly dependent on the
available datasets from (extensive) training phases which can
not always be afforded in real applications. In contrast, our
aim in the presented work is to achieve a successful run
with the first attempt, using the local feedback from the
observation and known geometry information.

III. SAMPLE-BASED STATE ESTIMATION

In this work, we combine state estimation and motion
generation in an integrated sample-based framework. The
algorithm reuses samples of the configuration space from
the state estimator to compute the next motion command.
The following section introduces the robot and uncertainty
model, and briefly describes the state estimation approach
from [1].

A. Robot and Uncertainty Model

We consider robots with n ≥ 6 degrees of freedom,
which are equipped with joint torque sensors and support
impedance control [26]. At each time step k, the robot
provides measurements of the joint position qk ∈ Rn and
the external joint torque τ k ∈ Rn. The forward kinemat-
ics of the arm is given by a homogeneous transformation
HBA,k = HBA(qk) ∈ SE(3), where B denotes the frame
of the robot base and A the end effector. A rigid ob-
ject is attached to the flange with a known transformation
HAD = const. ∈ SE(3) with the object frame D. We as-
sume a quasi-static robot model and rigid links with known
dimensions. The given task is to transfer the peg from a
start frame to a desired target frame T specified with respect
to a hole in the environment with reference frame C. We
define D to be located at the bottom of the peg, and T
at the bottom of the hole. Both the geometries of the peg
and the hole are known and given as mesh data. The pose
of the hole relative to the robot given as HBC ∈ SE(3) is
assumed to be constant, but subject to uncertainty. We denote
the frame of the initially assumed pose of the hole as C̄. For
example, this pose can be obtained by a teach-in process



or by visual object detection. The geometric uncertainty is
represented by a hidden state x. The real pose of the hole can
then be written as HBC(x) = HBC̄HC̄C(x). We choose
translational components and Z-Y-X Euler angles [27, p. 43]
as parameterization for HC̄C and consequently as variables
for a minimal state representation x = (x, y, z, α, β, γ). This
corresponds to a possible parameterization of the configura-
tion space of a solid object [28, p. 682]. Small orientational
uncertainties � 90deg are considered to avoid singularities
and other problems connected to Euler angles, and to allow
for convergence of the local policy with respect to the
orientational part.

B. Torque Consistent Contact Observation

The state estimator implements a sequential Monte
Carlo (SMC) algorithm [29] that approximates the distribu-
tion of a hidden state x through sampled density functions,
taking into account past measurements y0:k. An important
advantage of SMC is that nonlinear distributions and models
can be handled without the explicit knowledge of analytical
model functions or the need for linearizations. The initial
uncertainty at time t = 0 is represented by a set of N samples
{x0

(0),x0
(1), . . . ,x0

(N)} drawn from the initial probability
density p(x0). At each time step, the samples are propagated
with the importance density q(xk|xk−1

(i),yk), updated ac-
cording to the consistency with the new measurements yk

at time t = tk, and finally resampled. The observation
density function py(yk|xk

(i)) assigns weights Wk
(i) for the

approximation of p(xk|y0:k) and the resampling.
The configuration space between peg and hole is approxi-

mated locally by the samples generated by the estimator. An
estimated pose Ĉ can be obtained by computing the expected
value x̂k of the samples. In this work, we apply the impor-
tance and observation density functions presented in [1]. The
samples are propagated with the bridge test policy, which
pulls samples into narrow passages of the configuration
space. The update is performed using a comparison of
the current joint position and external torque measurements
yk = (qk, τ k) of the robot with a virtual contact model.
We use a fast and accurate penalty-based collision detection
algorithm for the contact force and distance computation,
and assume Gaussian errors in the residuals. The object
geometries are efficiently represented with voxelmaps and
pointshells as known from haptic rendering [30]. A similar
approach is also taken in the work of [18]. Our contact model
is a rigorous simplification of the real physical effects; the
contact stiffness is chosen such that the contact wrenches are
reproduceable in magnitude and friction is neglected. Never-
theless, the model provides enough directional information
to distinguish certain contact states.

IV. SAMPLE-BASED MOTION GENERATION

A. Task-Specific Sample Weighting

In our previous work [1], we pointed out that the samples
xk

(i) condense at the border of the relative configuration
space between the objects in contact. Under the assumption
that the motion of the robot is only constrained by the
contact, then the distribution of the samples xk

(i) captures

Ĉ

D
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Ĉ
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Fig. 2. The samples are evaluated in a neighborhood (dashed circle) of the
estimated frame Ĉ. For each sample, the distance of Dk to the goal T (i)

is computed (red lines). The sample with the lowest value provides the next
best frame C? of the hole, which will be converted to a motion of the peg.

the motion space between peg and hole. The idea behind our
approach is to define a new task-specific weighting function
over the sample set, which brings the peg closer to the
(estimated) task goal at each iteration (Fig. 2).

We define T as the goal frame at the bottom of the
hole with a known transformation HCT = const. ∈ SE(3).
The task is to achieve a match of frame D and T at the
terminal time of the execution, i.e. HDT = I4, which
can be estimated by the expected value computed from the
samples HDT̂ . The motion policy is derived locally in a
neighborhood around the estimated hole frame Ĉ:

Bm(Ĉ) = {xk
(j)|dist(HBC

(j),HBĈ) < rm}. (1)

dist(H1,H2) denotes a distance metric between two trans-
formations H1,H2 ∈ SE(3). In Fig. 2, the neighborhood is
visualized as a circle around Ĉ. The choice of rm ∈ R allows
us to set the scope of the analysis and limit the possible robot
motion per time step. In our current implementation, we only
analyze if the samples are within an Euclidean distance of
the position.

Then, for each sample j within Bm(Ĉ) a task-specific
weight Lk

(j) is computed according to:

Lk
(j) = L(xk

(j)) = dist(HBT
(j),HBD,k), (2)

with the currently (measured) pose of the peg
HBD,k = HBA,kHAD and the pose of the goal frame
attached to the hole evaluated for a single sample with
HBT

(j) = HBC
(j)HCT . This weight describes how large

the distance is between a hypothesis for the hole pose j and
the currently measured pose of the peg. It is visualized as



a red line in Fig. 2. In our case, we compute the distance
measure of (2) with:

dist() = d(HBT
(j),HBD,k) + f · dg(RBT

(j),RBD,k), (3)

where d() denotes the Euclidean distance of the translation
between two frames, dg() is the geodesic distance on SO(3)
between orientations RBT

(j) and RBD,k, and f ∈ R is
a constant scalar factor. At the end of the task-specific
weighting step, we obtain the following set of samples:

PL = {(xk
(j), Lk

(j)) | xk
(j) ∈ Bm(Ĉ)}. (4)

Note that there might be alternative formulations for task-
specific weights, e.g. potential energy with respect to the
goal. Nevertheless, also in those formulations a balancing
between errors in orientation and translation is typically
necessary (at least implicitly).

B. Impedance-Controlled Guidance Strategy

Based on the samples PL, we apply a policy to minimize
the task-related weights. The policy selects the hypothetical
best frame C? to get closer to the task goal, which can be
formulated as a minimization problem:

HBC
? = arg min

HBC∈Bm

(Lk
(i)) (5)

As depicted in Fig. 2 each sample in Bm is connected to a
hypothesis of the goal T (j). The weights Lk

(j) thus represent
the estimated cost distribution, and the update step is a
(1, λ)-ES algorithm [31].

As we assume that the pose of the real hole is fixed,
we need to convert C? to a reachable next best pose of
the peg denoted as D?. This step is necessary, as the
uncertainties were formulated with respect to the hole pose,
but we only can command peg motions. The conversion is
visualized in Fig. 3. First, the transformation from the best
(hypothetical) hole frame C? to the (measured) peg frame
D can be formulated with the help of the (estimated) hole
frame Ĉ:

HC?D = HC?ĈHĈD (6)

In a similar way, we find the transformation from Ĉ to the
best next peg frame D? (to be determined) as:

HĈD? = HĈDHDD? . (7)

Second, it is required that the (best) transformation between
peg and hole in both formulations equals HĈD? ≡HC?D.
By setting (6)=(7) it follows:

HDD? = HDĈHC?ĈHĈD. (8)

The next best pose in the task space is then given as:

HBD,k+1 = HBD,kHDD? . (9)

Note that in the conversion of (8), an estimate of the current
relative transformation HĈD is required. The same would
be necessary if the conversion were in the other direction
from an uncertain peg to a known hole pose.

Finally, a linear motion to frame D? is executed in the task
space with a Cartesian impedance controller. We assume that

Ĉ

C?

T ?

Ĉ

C? D

Ĉ

D

D?

Fig. 3. Conversion of the hypothetical best frame C? to a executable
motion of the peg from D to D?. The best relative transformation HĈD?

needs to equal HC?D (red lines).

TABLE I
PARAMETERS OF EXPERIMENTS

Peg Round Peg Profile

Dimensions Width Ø 79 40 × 40 mm
Depth 60 100 mm
Clearance 1 0.1 mm

Uncertainty Initial Uniform Gaussian
Position 40 × 40 × 10 σ = 2 mm

Orientation ≈ 0.5 ≈ 1 deg

the generated motions are reachable in joint space and that
the robot is not in a singular configuration. The underlying
low-level impedance controller guarantees the passivity of
the robot in contact, and compensates pose errors that occur
when the estimate is not yet accurate. Note that no adaption
of the impedance is performed, and that the robot uses the
same controller parameters throughout the entire insertion.
A possible extension of the presented work is to adapt
the controller parameters according to the current sample
distribution.

V. RESULTS

A. Experimental Setup
The setup consists of a KUKA LBR iiwa robot with

7-DOF and joint torque sensors for the measurement of
external forces and impedance control. We investigate the
approach in two scenarios: a round peg-in-hole and the inser-
tion of an aluminum profile into a fixture (Fig. 4). Geometric
properties and initial uncertainties are summarized in Table I.

The algorithm is implemented in a partially paralleled
manner, with 16 threads for collision checking, so that a
command rate of up to ≈5 Hz can be realized. By default,
we use a set of N = 320 samples. Further parameters of the
observation algorithm are chosen according to [1]. In our
current implementation, the KUKA RoboticsAPI is used to
send the commands at the rate of our observation algorithm.
The low level impedance controller of the robot runs at a
higher controller rate >1 kHz. We use a standard Cartesian
impedance controller with the peg frame D as a reference.
An additional Lissajous overlay for oscillations in force and
torque is added in the round peg experiment. This helped to
make the insertion more robust when the peg got stuck at the
upper rim of the hole. The values of rm and f are currently
not determined automatically, but tuned in the course of an
initial test run.
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Fig. 4. The round peg (left) and aluminum profile with fixture (right) that
are used for the experimental evaluation.

TABLE II
RESULTS OF EXPERIMENTS

Peg Round Peg Profile
Success # Runs 25 20

# Successful 21 16
84 % 80 %

Speed Execution Time
min./max. 15 / 59 69 / 258 s

average 29.47 131.81 s

Estimation Position
Accuracy min./max. 0.614 / 1.542 1.117 / 2.850 mm

average 1.100 1.996 mm
Orientation

min./max. 1.034 / 9.165 0.407 / 2.164 deg
average 2.513 0.907 deg

B. Evaluation

In Fig. 5, an example for the sample evolution is shown
in a histogram plot over time, with values given in dark
gray corresponding to a high particle density. The initial
distribution of the samples corresponds to uncertainties in
the position of the hole. The uncertainties in the orientation
are not plotted, as they are considered to be relatively small
and do not change significantly over time. In Fig. 5a it
can be seen that the distribution in x and y widens at the
beginning of the process, where the force feedback does
not provide information on the translation uncertainty, i.e.
the peg is touching the upper plane of the hole. Once the
estimator has feedback from the contact with the upper edge
of the hole at k ≈ 40, the samples condense and the peg
follows a clear direction. At k ≈ 50 the peg reaches the
desired task goal at the bottom of the hole. In Fig. 5a the
actual hole pose deviates from the initially assumed pose by
20 mm in x- and y-direction. At the end, the pose of the
hole is estimated with an accuracy of ≈1 mm. See Table II
for a summary of the results. Also for the aluminum profile
in Fig. 5b it can be seen that the distribution shrinks every
time the configuration space narrows due to new constraint
surfaces. At the beginning of the insertion, there is only a
planar constraint in the y-direction; then the slot of the profile
enters a passage with a geometrical guide that constrains in
the x-direction before it touches the bottom.

The commands sent to the robot controller are plotted
in Fig. 6 for the round peg, together with the estimate of
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Fig. 5. Sample evolution using the bridge test policy (N = 320) for the
round peg (a) and the profile (b). The gray values encode the sample density
at each time step k. The spread of the samples represents the uncertainty.
The samples condense when the pegs enter the narrow passages of the
configuration space at k ≈ 40 and k ≈ 7, respectively. It is visible in (b)
that the distribution shrinks first in the y-, then in the x- and finally in the
z-direction, when it touches constraint surfaces in corresponding directions
of the hole. The black lines correspond to expected values.

the goal pose. At the beginning, the peg moves down from
a height of 65 mm, before contacting. Then the search for
the entrance into the narrow passage of the configuration
space starts implicitly. This is a challenging problem as the
probability of placing samples into this passage is very small,
but the bridge test sampling technique helps to keep the
overall number of samples low. As soon as the algorithm
manages to place enough samples in the narrow passage,
directed motion commands guide the peg to the goal. Note
that there is no controller switch involved in the transition
from search to insertion. In Fig. 6 it is visible how the goal
estimate pulls the peg to the goal. At the end, the current
pose of the peg and the estimate of the goal pose converge
in the same region at the actual hole bottom.

Fig. 7 provides the measured paths of the round peg for
25 runs with varying uncertainty. All runs start at the center
of the assumed pose of the hole (with a small offset in
z-direction which is not visible in the plot). The pose of
the hole is varied in the xy-plane with a grid spacing of
10 mm. 21 runs are successful, 4 runs fail mostly because
the peg gets stuck in a stable peg-on-hole configuration (3-
point contact). The experiment is canceled when the samples
do not find a way to insert the peg in a reasonable amount
of time. In Fig. 8, the translational distance to the goal is
plotted for all runs with the round peg. The overall execution
time is dependent on the size of the initial uncertainty, as
indicated by the gray value of the lines. The run in which
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Fig. 6. Motion commands sent to the robot controller. Gray arrows
represent the commanded motion of the peg (darker for increasing time).
Each motion command is connected (light dashed lines) to an estimate of
the goal (blue arrows indicate the update of the pose estimate). After a
search phase at the beginning (start) the commands become more directed,
as the force feedback provides a better estimate of the real pose of the goal.
At the end, the estimate of the goal and peg converge in the same region.
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Fig. 7. Paths of the peg in the xy-plane for 25 runs. The pose of the hole
is varied in 10mm steps. The executions start above the assumed pose Ĉ
(center) and end at the real pose of the goal T . One path is plotted in blue
as an example. At the beginning, it appears to have the character of a search
motion, but changes to a directed motion towards the end.

the uncertainty equals zero is the fastest and takes around
15 s. During the insertion phase, most runs show a decrease
in distance. The execution is stopped when the estimated
distance of Dk to the estimated goal T̂ is below a threshold.
For the round peg, the overall uncertainty reduction is
significantly large; for the profile it is smaller and depends
on the spatial direction. Note that the orientation error of the
peg is comparably large as the rotation around the z-axis is
unobservable for the estimator [32].

C. Discussion

In our previous work, we implemented the insertion of the
profile manually [33] and achieved execution times of ≈ 6 s.
Because of the tight tolerances between profile and fixture,
and the depth of 100 mm, a well-chosen sequence of motion
commands was necessary, which is not straightforward to
program. The time for task completion in our current work is
high compared to those existing approaches that use a man-
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Fig. 8. (Estimated) distance between peg and goal for 25 runs over time.
Dark lines indicate less initial uncertainty. The black line corresponds to
zero uncertainty.

ually programmed or predefined strategy for the complete
insertion. Nevertheless, those approaches typically use more
prior knowledge than in our approach or/and a parameter
optimization phase either offline or online to speed up. Our
approach can be combined with a second-stage parameter
optimization approach after the first successful autonomous
run. [21] provides a good overview of execution times for
peg-in-hole, which lie in the range of 2 - 40 s. In our case,
we estimate that second-stage optimization could accelerate
the execution by a factor of one magnitude. Furthermore, the
performance can be improved by even faster collision checks
(currently in the worst case: 50 ms per sample) which limits
the possible rate for motion generation to the greatest extent.
It is worth noting that we have already achieved a successful
insertion with a low command rate and fixed impedance
controller parameters.

Further reasoning about the shape of the object and the
configuration space could be integrated in order to increase
the overall performance and make it more robust in specific
contact situations, in the case of large uncertainties, and when
faced with local minima. To date, we can not guarantee a
successful execution for arbitrary geometries. Nevertheless,
failures can be detected by a shape analysis of the sample
distribution. Ideally, the estimated goal T̂ converges towards
the actual goal T , but whether this is possible or not depends
also on the geometry of the object and the sensed contacts.
In order to avoid local minima, a combination involving
offline and experience-based planning methods should be
investigated in future work.

VI. CONCLUSION

We provide a concept for combined sample-based obser-
vation and motion generation. It is shown how the algorithm
successfully generates motion commands that guide a peg
to a task goal specified relative to a hole. One benefit is
the reduction of the prior knowledge required to execute
an assembly task. A future extension of the framework is
planned which maps the samples of the current configuration
space to torque commands, and combines it with an online
parameter optimization approach to speed up execution.
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