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Assigning shifts or tasks to employees is omnipresent in the 

workplace. Though Artificial Intelligence (AI) algorithms are not 

commonly used in scheduling algorithms (yet), these algorithms have 

the potential to analyze various data sources as input for scheduling 

and solve scheduling problems efficiently. However, if AI algorithms 

are used in scheduling, consideration of ethical aspects will be crucial 

in order to make the system “human-centered”. A step towards such 

human-centered scheduling could be a system that considers 

employee preferences in task allocation. This Brief explores the idea 

of such as system.   

Algorithmic Scheduling in Industry: 

Technical and Ethical Aspects 
 

by Charlotte Franziska Unruh, Charlotte Haid, Johannes Fottner, Tim Büthe 

https://ieai.mcts.tum.de/


Institute for Ethics in Artificial Intelligence                                                                        Technical University of Munich
              

 

  

  https://ieai.sot.tum.de/                                                                                                          IEAI Research Brief      2  

 
From scheduling shifts for nurses in hospitals to allocating tasks to online workers, assigning shifts 

or tasks to employees is omnipresent in the workplace. While ‘simple’ scheduling algorithms assign 

available workers to open tasks, more complex algorithms can consider ergonomic factors, 

qualifications or individual needs and preferences. Though Artificial Intelligence (AI) algorithms are 

not commonly used in scheduling algorithms (yet), these algorithms have the potential to analyze 

various data sources as input for scheduling and solve scheduling problems efficiently. However, if 

AI algorithms are used in scheduling, consideration of ethical aspects will be crucial. Scheduling can 

have significant effects on human workers: for example, it can influence a worker’s total hours and 

pay, when shifts are assigned at short notice and workers’ ability to make plans and commitments in 

their personal lives, and shifts may not be aligned with a worker’s preferences or capacities. In these 

cases, shift allocation can influence the well-being and, in the long-term, the physical and mental 

health of workers. It is therefore important that if scheduling is done by algorithmic systems, ethical 

and wellbeing aspects are considered. A step towards such human-centered scheduling could be a 

scheduling system that considers employee preferences in task allocation. This research brief 

presents our research on developing such a system and outlines ethical principles that can guide the 

design of algorithmic scheduling systems. 

 

 

The Issue: Algorithmic Scheduling in 

Industry 5.0 
 

The fourth industrial revolution, also called Industry 
4.0, rapidly changes factories through digital 
technology and changes in work organization. 
Production and logistics processes are increasingly 
digitalized. For example, goods and batches can be 
tracked throughout the production process, 
providing real-time data on the status of production 
systems and potential disruptions. Workers wearing 
smart gadgets while picking items from warehouse 
shelves are tracked to measure walking distances, 
length of breaks or body posture. This ‘tracing’ data 
and new algorithmic technologies are increasingly 
used to inform managerial decision making and 
adapt the organization of work. Digitalization makes 
processes more transparent and subsequently also 
more efficient by uncovering opportunities for 
improvement. 
But transparency also comes at the expense of 
employees: constant monitoring can lead to 
increased stress levels and long-term illness. It can 
also have a negative impact on employee 
satisfaction and cause employees to leave their 
company. Industry 4.0, moreover, evokes 
associations of robots in automated factories, 
where human workers are no longer needed. 

 
 

In contrast, the human-centered approach aims to 
develop technology that has a positive effect on 
employee satisfaction and employee health in the 
workplace. For the near- to mid-term future, human 
workers are unlikely to be replaced, but rather 
provided with an enhanced skillset to take over core 
tasks in production and logistics (Sgarbossa 2020). 
The so-called Industry 5.0 approach complements 
Industry 4.0 by focusing on sustainable, human-
centered, and resilient factories that empower 
workers and develop their skills (European 
Commission 2021).  

 
 

 
 

One example of managerial decision making in 
factories that is changed by Industry 4.0 processes 
is algorithmic shift and task scheduling. Workers 
generally rotate between different workstations that 
require them to perform different tasks. Such 
rotation is used to reduce ergonomic strain from 

Transparency also comes at the expense 
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repetitive motions and to prevent boredom and 
fatigue (Mossa 2016). Digitalization offers the 
possibility to use tracing data of workers as input for 
scheduling. To ensure sufficient, ergonomic, and 
efficient staffing, managers need to create a 
schedule that assigns workers to shifts and 
workstations – partly by using tracing data as input 
data. In the following, we consider whether and if 
so, how such scheduling systems might be 
designed in a human-centered way. 
 
Algorithmic Scheduling 
 

The basic problem of algorithmic scheduling is that 
of matching workers and open tasks in different 
shifts (for example, early and late shift) for a given 
planning horizon. The horizon can be the next week 
or the next month, but sometimes short-term 
rescheduling is necessary because urgent tasks 
arise, or staff members get sick. The objective is to 
obtain a schedule that ensures that all tasks are 
done and observes any additional constraints 
(Cohrs 2015). Constraints can be legal or 
organizational – for example, absences due to 
vacation or illness, working hours, shift lengths, 
prescribed breaks, or necessary qualifications. 
Additional constraints can include ergonomic 
factors or rotation of tasks to enhance worker’s 
qualifications. 
 

 
 
Shift and task scheduling in logistics is currently 
carried out by the team manager or by the 
employees working in a team themselves. In the 
first case, the manager assigns his employees 
either manually in an Excel sheet, on a board or 
with the help of a software (like ipolog or xplan). In 
the second case, the employees in the team decide 
who takes on which shift and when and enter 
themselves into a shift schedule that is pinned up in 
the production area. While this method can work 
very well and increase the autonomy of workers, 
the second method carries the risk that individual 
members of the group will always be outvoted by 

others and thus get more difficult or strenuous 
shifts. Similarly, the allocation by the manager 
carries the risk that individual employees are 
favored. Additionally, depending on the number and 
kind of factors involved, manual shift scheduling or 
planning shifts in large teams can quickly become 
difficult. 
 
Shift assignment has a significant impact on the 
lives of workers 
 

The shifts and tasks that get allocated to workers 
can have a significant impact on the lives of workers 
and potentially their families and communities. This 
is most obvious in the case of workers for online 
platforms, who do not have guaranteed shifts, so 
their salary depends directly on the number of shifts 
they are assigned. In other sectors, shifts can be 
assigned very flexibly and at short notice. For 
example, when software predicts staffing needs 
based on real-time data and allocates shifts 
accordingly. In the case of a Starbucks worker that 
was reported in the New York Times in 2014, the 
worker’s erratic schedule generated by scheduling 
software made it very difficult to combine work with 
childcare and education (Kantor 2014).  
 
 

 
 
Even under more regulated and stable working 
conditions, it can make a difference to workers 
which shifts they are assigned. Some shifts or tasks 
might be more appealing than others, for example 
because they are better paid or more interesting. 
The variation of shifts and tasks might influence the 
number of skills a worker acquires and exercises, 
their ergonomic load and the perceived fairness of 
work decisions. In these ways, it is plausible that 
shift and task allocation could have significant 
effects on the lives of workers. Given this 
significance, shift and task allocation software 
should be subject to stringent impact assessments, 
which should also include ethical criteria to ensure 
responsible design, implementation and use of 
scheduling software. 
 

Shift and task allocation software should 

be subject to stringent impact 

assessments Industry 5.0 approach complements 

Industry 4.0 by focusing on sustainable, 

human-centered, and resilient factories 

that empower workers and develop their 

skills 
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The Role of AI: Support for Preference-
Aware Shift Scheduling Optimization 
 

Human-centricity is one of the European Union’s 
main goals when it comes to Industry 5.0. Europe 
emphasizes value-based policies and especially 
the protection of individual rights (European 
Commission 2021). Applying such human-centered 
approaches to AI algorithms is challenging, 
however, as these algorithms are often opaque and 
not transparent. 

AI can be defined as the tasks performed 
by a machine or as the simulation of certain human 
intelligence processes using ma- 
chines (Rebala 2019). It is concerned with 
understanding and building entities that can 
compute how to act effectively and safely in a 
variety of situations (Russell 2020). AI technologies 
include, for example, natural language processing, 
computer vision, machine learning or action 
planning and optimization. In logistics, AI has been 
used so far primarily for the creation of demand 
forecasts or route planning. However, data from 
employees as input for optimization are also 
increasingly used, for example when smart devices 
are used to confirm picking up orders in 
warehouses (Moya Rueda 2018). 

 

 

 

 

This scalable scheduling problem is often used in 
large companies where many employees need to 
be assigned to workstations. The more employees, 
the more conditions they bring with them – for 
example, when employees are also assigned 
across different production halls or work contracts 
exist that do not allow employees to be sent home 
at short notice. But, even in medium-sized 
companies there are numerous areas where many 
employees are scheduled. The task of creating a 
schedule can be automated. Software can create 
schedules based on worker availability, staffing 

                                                           
1   See a Project overview on the IEAI webpage: 

https://www.ieai.sot.tum.de/research/a-human-
preference-aware-optimization-system/ 

needs and other factors. In a first step, the 
production itself must be ensured: each workplace 
needs to be staffed with people. Then, other factors 
like required qualifications, ergonomic factors or 
employees’ personal developments should be 
respected.  

When it comes to scheduling problems, AI 
technologies have hardly been used up to now,  

and more “traditional” algorithmic solutions (such as 
heuristics and linear programming) still dominate. 
Constraint Programming, a subfield of AI, solves 
constraint satisfaction problems by using conditions 
to decrease the possible solution space before 
searching for solutions (Naveh 2007). Constraint 
Programming is particularly efficient for solving 
highly constrained problems or problems that only 
require a feasible, but not necessarily optimal, 
solution (Ernst 2004). Unlike classical optimization 
algorithms, AI offers the chance to scale up 
problems quickly and easily. If the number of 
employees allocated in the system increases or the 
amount of data per employee increases, AI still has 
the possibility to find a reasonable solution in a 
short time. Linear programming fails with large 
amounts of data due to the computing time and the 
goal of solution optimization.  

 

Our scheduling system uses constraint 
programming for allocation and is human-
centered. 
 

In the research project “A Human Preference-
Aware Optimization System”1 we look at the 
particular use case of scheduling in logistics. Here, 
employees with certain preferences and 
qualifications for workplaces are assigned to 
available workstations. Compared to previous  
scheduling systems, we extend the input data with 
preferences of employees: each employee can 
specify up to four preferences for workstations. This 
can be, for example, whether they prefer to work in 
a team or alone or whether they like to work with 
more technical support or without. Our constraint 
programming algorithm suggests possible shift 
schedules based on those preferences, with 
additional information such as the number of shifts 
per employee or the individual score of fulfilled 
preferences per employee. The  schedules could 
be provided digitally on a tablet or the manager’s 
computer. 

Unlike classical optimization algorithms, 

AI offers the chance to scale up problems 

quickly and easily 
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The manager can then decide which suggestion 
schedule is the most suitable and apply it. When 
working a day or a week with the applied schedule, 
employees can give their feedback on the current 
schedule. This could be provided by an app on the 
worker’s smartphone where they can enter 
feedback or with a tablet next to the factory exit – 
similar to feedback-station in hotels or exhibitions. 

 
 
Risks and Chances of Artificial Intelligence: 
Insights for Algorithmic Scheduling 
 

Numerous ethical frameworks for the development 
and regulation of AI have been developed over the 
last years (Jobin, Ienca, and Vayena 2019). We use 
a framework of ethical principles proposed by 
Cowls and Floridi (2018). Cowls and Floridi 
synthesize existing sets of principles and suggest 
that they can be well captured by the four traditional 
bioethical principles of beneficence, non-
maleficence, autonomy, and justice, as well as an 
additional principle of explicability. The principles 
provide a framework which might be used in the 
prospective design or retrospective evaluation of 
algorithmic scheduling systems like the one just 
described. 

 
Photo: Syda Productions/shutterstock.com 

 
The principle of beneficence says that AI should 
promote ‘the well-being of people and the planet’ 
(Cowls and Floridi 2018, 8). There is a significant 
literature on the value of well-being at the 
workplace, particularly in organizational 
psychology. Hedonic views on well-being at work 
consider subjective feelings of positive affect, 
whereas eudaimonic well-being focuses on human 
flourishing, a concept that goes beyond subjective 
happiness and includes the satisfaction of needs 
and the exercise of capacities (Fisher 2014, 2–4). If 
done right, algorithmic scheduling might contribute 
to the well-being of workers by allocating tasks to 
workers, which satisfy their personal needs or 
preferences. For example, one worker might find 
morning shifts more pleasurable, as she gets tired 
and grumpy in the afternoon. Another worker might 
prefer tasks that can be done walking rather than 
sitting to get more movement during the day. Yet 
another worker might wish to develop their skills in 

Figure 1 Illustration of the shift planning system developed in the project. Source: Haid et al. 2021. 
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different areas and therefore aims to take on more 
new tasks. 
The principle of non-maleficence says that AI 
should do no harm. As Cowls and Floridi (2018, 8–
9) point out, this could be understood in various 
ways. For example, harm can be caused by the AI 
itself or by the human agent who uses AI. An 
individual can be harmed by experiencing a loss of 
welfare or a violation of rights. In the context of AI, 
a right that is commonly mentioned is the right to 
privacy. In fact, some have argued that the right to 
privacy is key not only to protect one’s personal 
sphere, but also essential to the functioning of 
democracy (Véliz 2021, 11). Surveillance and 
monitoring at work have increased since the start of 
the COVID-19 pandemic (Trades Union Congress 
2022). Digital technologies have enabled intrusive 
and far-reaching employee surveillance, for 
example, through video and voice recording, 
tracking and analysis of online activities or 
productivity apps and performance ratings. 
Regulation for employee surveillance is urgently 
needed (Ajunwa, Crawford, and Schultz 2017).  
 

 
 

Algorithmic scheduling that considers individual 
needs and preferences of workers needs access to 
potentially sensitive data. This gives rise to 
problems around data security and potential misuse 
(e.g. for intrusive performance measurement). 
Algorithmic scheduling can violate the privacy rights 
of employees. Moreover, given power relations at 
workplaces, it can be very difficult to obtain 
informed consent from workers. Moreover, as 
Moradi and Levy (2020) argue, algorithmic 
scheduling is sometimes used by firms to shift their 
business risks onto employees. Through the 
analysis of real-time data, firms can assign shifts 
flexibly and at short notice for the duration of 
predicted demand. The risk of too much or too little 
staffing is then assumed not by the firms, but the 
workers. Flexibility can be seen as both an 
opportunity and a risk: while some employees might 
enjoy having more flexibility, it might also make 
advance planning more difficult (Haid et al. 2021, 
910).  

 

 
Photo: Nejron Photo/shutterstock.com  

 
Autonomy is the power of individuals to make their 
own choices and to live their lives by their chosen 
values. As a central value in ethical theory, it 
underlies, for example, Kantian ethics. Autonomy is 
also a value that has received a lot of discussion in 
the context of work (Roessler 2012). In many 
traditional workplaces and employer-employee 
relationships, the employee is not fully 
autonomous. This seems true particularly of low-
skilled, low-paid jobs. Work at the factory line or in 
warehouses is often highly repetitive and minutely 
structured. There is not much choice or discretion 
regarding when to work, which tasks or projects to 
work on, in which order and in what exact way to 
fulfil the tasks. Increased autonomy is one of 
several variables that can increase feelings of 
meaningfulness and thereby job satisfaction and 
motivation (Rosso, Dekas, and Wrzesniewski 2010, 
103). Algorithmic scheduling can exacerbate the 
loss of autonomy by enabling increasing work 
fragmentation. On the other hand, self-service shift 
swapping apps (e.g. (Williams et al. n.d., 25)) might 
increase autonomy over working times and hours 
by replacing top-down shift scheduling 
mechanisms.   

 

 
Photo: FotoArtist Stockphoto/shutterstock.com 
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Employee participation and adaptable 
solutions might be key to fairness in 
algorithmic scheduling 
 

According to Cowls and Floridi (2018, 11), justice in 
the context of AI ethics can mean eliminating 
discrimination, ensuring the fair distribution of 
benefits of AI or preventing harms to social 
structures. In general, justice concerns distribution, 
for example, of resources or welfare. What 
constitutes fair distribution is controversial in ethical 
theory. Moreover, not all fairness distributions lend 
themselves easily to the formalization necessary for 
encoding them in computer programs, and a 
significant number of fairness definitions for AI have 
been proposed. For example, Verma and Rubin 
(2018) consider 20 different definitions of fairness, 
including statistical parity, treatment equality and 
counterfactual fairness, which they illustrate by 
applying the definitions to a case of gender-related 
discrimination regarding loan requests.  
Algorithmic scheduling can conflict with justice if it 
allocates shifts and tasks unfairly. Fairness in 
scheduling is a significant area of research, and 
there are different ways to design ‘fair’ schedules, 
which can come into conflict (for an overview, see 
Wolbeck (2019)). When scheduling takes human 
preferences into account, the question is how to 
distribute tasks and shifts according to preferences 
in a way that is fair. It is important to understand that 
there will be no one-size-fits-all solution. This is why 
it will be important to be transparent about rules 
about scheduling, involve workers in setting these 
rules, and make systems configurable and 
adaptable to fit workers’ wishes, circumstances, 
and corporate culture. 

 
 
 

 
Photo:StratfordProductions/shutterstock.com 

 
 

Employee participation, communication 
and training are crucial for intelligible and 
accountable systems 
 

The fifth principle, which Cowls and Floridi add to 
the four traditional bioethical principles, is 
explicability. Explicability means intelligibility of 
algorithmic processes and decisions, and 
accountability for them (Cowls and Floridi 2018, 
12). To meaningfully consent into the use of AI, to 
shape its development and to guard against 
harmful use, people must be able to understand 
where algorithmic systems are used and what they 
can and cannot do. Further, it must be clear who 
can be held responsible for algorithmic decisions. 
In the case of algorithmic scheduling, transparency 
requires that it is made explicit and understandable 
which rules are used, and accountability requires at 
least that a human manager should be in the loop, 
able to make manual changes and act as a contact 
person for employees who wish to make changes 
or complaints. 
 

 
 

Final Thoughts 
 
Algorithmic scheduling technologies can have 
significant effects on workers’ lives. For this reason, 
regulators, companies and users of those 
technologies should consider ethical principles in 
their impact assessments. We suggested that 
scheduling algorithms might make work more 
pleasant by considering worker preferences and 
might increase the autonomy of workers if they offer 
workers more choice about when and how they 
work. We further mentioned some of the risks that 
can arise, arguing that there are serious concerns 
about the optimization of schedules that comes at 
the cost of workers’ well-being, autonomy and 
privacy. This results in the conclusion that there 
might not be a one-size-fits-all solution algorithmic 
scheduling that is fair and responsive to the needs, 
preferences and wishes of stakeholders. For this 
reason, responsible design of algorithmic 
scheduling systems should be done in close 
collaboration with affected workers, as well as 

It is important to understand that there will 

be no one-size-fits-all solution 
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employers and other stakeholders. Our future 
research on this topic includes a refinement and 
adaptation of our prototypical scheduling system 
into a specific use case, involving workers in the 
process of adapting the scheduling system to the 
needs and wishes of a specific company. 
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