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Abstract

This dissertation presents two studies that experimentally compare behavioral ef-
fects of agile project management and traditional waterfall project management
on project performance and execution. Agile development practices are designed
to foster innovation and performance. Despite their appeal to practitioners, there
is little research into their effectiveness and applicability to different work envi-
ronments. We develop new experimental approaches to studying human behavior
under agile and traditional project management. The experimental results sug-
gest ambiguous effects. The first study shows quantitatively higher project perfor-
mance from agile project management. In a 2×2 experimental design, we compare
the effects of agile sprints—short-term project phases characterized by time-boxed
progression from one sprint to the next and self-imposed, phase-specific output
goals—with those of traditional project management. Our laboratory results pro-
vide strong evidence of higher quantitative project performance when working in
agile sprints. They can mitigate a newly described behavioral effect present in
traditional project management: When people are free to progress at their pace,
they spend too much time on early tasks at the expense of later ones. We refer
to this effect as “Progression Fallacy”. The second study shows qualitatively am-
biguous performance effects from agile project management. We study human
behavior in two different work environments, product innovation represented by a
creative design task and business model innovation represented by a more struc-
tured search task. Our results suggest that agile development practices improve
performance in the creative design task, but harm performance in the more an-
alytical search task compared to traditional project management. The effects of
Agile on performance are not uniform but depend on the setting and performance
measure. Agile project management helps to achieve minimum viable solutions
early on. However, it can reduce top performance and lead to more incremental
rather than radical innovation. Together, the two studies caution against uniform
adoption of the agile approach. The choice of the approach should depend on the
nature of the project and the organization’s desired risk-return profile. Not only
do the behavioral insights of this dissertation apply to project management, but
they are also relevant in the broader context of task completion.
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1. Introduction

Worldwide project management is estimated to burn USD 1 million every 20 sec-
onds through poor project performance (Project Management Institute 2018).
Such poor performance often manifests itself in cost overruns, underachievement
of project goals, and delayed project completion. A major cause of project delays
is time-elasticity of work due to behavioral effects among the project members
(Gutierrez and Kouvelis 1991). These can occur at all stages of a project. Tradi-
tional project management comprises the five stages initiation, planning, execu-
tion, monitoring, and closure (Project Management Institute 2017a). Substantial
bodies of work have improved the understanding of behavioral effects impacting
four of these five: For example, when initiating a project, procrastination, a per-
ception of higher costs of immediate effort compared to the costs of future effort
(Wu et al. 2014), needs to be managed. In planning projects, humans tend to
succumb to an optimism bias in predictions of how long the completion of a task
will take, an effect known as the planning fallacy (Kahneman and Tversky 1979)
or Hofstadter’s law (Hofstadter 1979). In monitoring projects, an escalation of
commitment can result in the continuation of underperforming initiatives aiming
to recover losses (Bendoly et al. 2010). The closure of a project often “expands
so as to fill the time available for its completion”, an effect known as Parkinson’s
law (Parkinson 1957, p. 2). All of these behavioral effects can result in project
delays, if not appropriately managed.

Relatively little is known about behavioral effects during the stage of project
execution. A thorough review of the operations management literature finds to
the best of my knowledge less research focus on the process of actual project exe-
cution once the preparatory steps initiation and planning are completed and the
project closure is yet to come. Thus, it is so far less clear, in which way behavioral
effects with potentially negative impact on project performance come into play
at this stage. This dissertation aims to contribute a behavioral perspective on
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1. Introduction

project execution, linking the behavioral operations literature with the project
management literature.

As a way to improve project performance, execution, and innovation, agile
project management is currently being discussed in many organizations, but only
in few academic contributions. This creates a considerable discrepancy between
practical relevance and scientific understanding. In practice, agile development
has attracted considerable attention in recent years, particularly in software de-
velopment, where Agile has reached almost uniform adoption. It is used to im-
prove innovation and performance both in new products and services but also
in established processes (Rigby et al. 2016). Indeed, most organizations today
report the adoption of at least some agile practices, a development that holds
true across industries and also across organizational functions, including research
and development, marketing and sales, and even human resources and finance
(Panditi 2018).

Despite their appeal to practitioners, there is little research into the effective-
ness of agile practices. As a result, the implications of Agile for different types of
projects are unclear, making it difficult for managers to decide not only whether
it is worth adopting Agile (or not), but also which components of Agile will be
effective in their organizations. Conboy (2009, p. 340) defines agility as “the
continual readiness [...] to rapidly or inherently create change, proactively or re-
actively embrace change, and learn from change while contributing to perceived
customer value (economy, quality, and simplicity), through its collective compo-
nents and relationships with its environment.” In practice, Agile is a bundle of
implementation methods, including the Dynamic Systems Development Method
(Stapleton 1998), Feature Driven Development (Coad et al. 1999), eXtreme Pro-
gramming (Beck 2003), Crystal (Cockburn 2005), Kanban (Anderson 2010), Lean
Software Development (Poppendieck and Poppendieck 2010), Scrum (Schwaber
and Sutherland 2017), and combinations of these, such as Agile Modeling (Am-
bler 2002) and Scrumban (Ladas 2009). Most of these share common principles,
ranging from working in sprints to early prototyping, assigning decision-making
authority to the project teams, visualizing workflows, moving product validation
and testing to earlier stages of development, and more.

The by far most widely used approach is Scrum (Scrum Alliance 2015), which
thus guides the selection of agile principles in this dissertation. Scrum is centered

2



1. Introduction

around three core elements (Schwaber and Sutherland 2017, pp. 3, 4, 9): First of
all, “the heart of Scrum”, short-term and time-boxed project phases called sprints,
during which self-contained, usable, and potentially releasable project increments
are to be created. Secondly, “the essence of Scrum”, a small, highly flexible, and
adaptive team of people. Thirdly, iterative, continuous improvement of product,
team, and working environment.

This dissertation experimentally compares human behavior in project execu-
tion under agile project management with that under traditional waterfall project
management. To the best of my knowledge, it is one of the first academic in-
vestigations of the strengths and weaknesses of Agile in a controlled laboratory
setting. The advantage of the laboratory approach is “to cleanly establish causal-
ity [...] compared to other empirical methods. In the laboratory, causality is
established by directly manipulating treatment variables at desired levels, and
randomly assigning participants to treatments. Random assignment ensures that
treatment effects can be attributed to the treatment variables and not be con-
founded by any other, possibly unobservable, variables. Other empirical methods
rely on existing field data, so neither random assignment nor direct manipulation
of treatment conditions is possible, so causality cannot be directly established”
(Katok 2018, pp. 2–3). Laboratory data can thus support or reject—sometimes
only anecdotal—evidence observed in the field and be used to investigate under-
lying mechanisms in a controlled and replicable manner.

The internal validity of the controlled experimental design helps academia to
develop, test, and advance theory and models, while helping practitioners to make
informed decisions. This interlink between operations management research and
managerial practice is essential to facilitate the implementation of scientific in-
sights in business organizations (Loch and Wu 2007). “When it comes to imple-
mentation, the success of operations management tools and techniques, and the
accuracy of its theories, relies heavily on our understanding of human behavior”
(Bendoly et al. 2006, p. 737). In this dissertation, I therefore focus on human
behavior and decision making in project execution under agile and traditional
project management schemes. I leave aside the team component of project work
as “by focusing on what individuals are actually doing [...] we can understand
these processes better” (Grushka-Cockayne et al. 2018, p. 17). Note that team
composition in general has been well researched outside the context of Agile; for

3



1. Introduction

an overview, see Fu et al. (2016).
Project execution can be stylized by modeling a project P as a matrix with m

components, each consisting of up to n features:

P =


a11 a21 ... am1

a12 a22 ... am2

... ... ... ...

a1n a2n ... amn


Traditional waterfall project management and agile project management differ

in the sequence of completing components and features. Whereas with Waterfall,
the components are sequentially developed in project phases of various lengths,
with Agile, features of different components are developed in parallel in sprints
of equal length. Each sprint is supposed to end with an iterative increment of the
project components (Schwaber and Sutherland 2017), whereas with Waterfall,
work on the last component is only started in the last project phase (Royce
1987). This dissertation investigates the behavioral effects of these differences in
two experimental studies.

The first study, titled “Should We All Work in Sprints? How Agile Project Man-
agement Improves Performance”, shows that agile project management can lead
to quantitatively better work performance than traditional project management.
It is based on an article by Lieberum et al. (2022) written in conjunction with this
dissertation and published in Manufacturing & Service Operations Management.
The second study, titled “One Size Does Not Fit All: Strengths and Weaknesses
of the Agile Approach”, shows that agile project management has qualitatively
ambiguous effects and can—depending on the setting—lead to qualitatively worse
work performance than traditional project management. It is based on a work-
ing paper by Kagan et al. (2022) written in conjunction with this dissertation
(Reject & Resubmit at Management Science at the time of submission of this
dissertation, preprint online at SSRN ).

In the first study, we present what to our knowledge is the first experimental
study on the effects of agile sprints on project performance and execution. We
contribute an operationalization of project execution as a stylized real-effort task
along with three main findings to the field of project management. First of

4



1. Introduction

all, we show how in traditional project management without forced progression
from one project phase to the next there is a risk of delayed progression, as
project agents spend too much time on early project phases at the expense of later
ones. We refer to this newly described effect as “Progression Fallacy”. Secondly,
time-boxed progression in agile sprints mitigates the Progression Fallacy and
improves the overall performance. Thirdly, we provide evidence that self-imposed,
phase-specific output goals with flexible progression, as are common in traditional
project management, can amplify progression delay and distort effort. This can be
avoided by combining self-imposed, phase-specific output goals with time-boxed
progression, as is common in agile project management.

These results have direct managerial implications. Our findings suggest that
managers should not only monitor well-known biases in project management, such
as planning fallacy, procrastination, or Parkinson’s law. If projects are executed
with flexible progression through the project phases, as is common in traditional
project management, particular managerial attention is also needed on the opti-
mal time allocation across project phases, in particular when ambitious goals are
to be achieved. Otherwise, project members succumbing to overdelivering started
tasks can be a driver of underperformance and delays. Working in agile sprints
with time-boxed progression and phase-specific output goals can facilitate on-time
task completion and improve performance. However, here particular managerial
attention is needed for setting sufficiently motivational goals.

In the second study, we experimentally examine how agile project manage-
ment techniques affect innovation performance. Among some practitioners, agile
project management is currently propagated as a panacea for all innovation prob-
lems. Others criticize that agile project management might improve quantitative
project success but might also inhibit the qualitative degree of innovation as
project members only ever work on short-term solutions (Gwosdz 2020). To in-
vestigate whether such a generalization is permissible, we use two different stylized
fields of innovation work in our experimental design: On the one hand, a creative
design task resembling the Scrabble game, which represents product development,
and on the other hand, a modified version of the search task Lemonade Stand
(Ederer and Manso 2013), which represents business model innovation. Our re-
sults suggest that agile project management improves performance in the creative
design task, but harms performance in the search task compared to traditional
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1. Introduction

waterfall project management. The effects of Agile on performance are not uni-
form, but depend on the setting and performance measure. Agile helps to achieve
minimum viable solutions early on. However, it can reduce top performance and
lead to more incremental rather than radical innovation. We argue that the time
pressure from working in short agile sprints can lead to the avoidance of larger,
and therefore riskier, developments in favor of incremental improvements. Finally,
whereas project members may be more satisfied with having more autonomy un-
der agile project management, we find that it does not lead to significantly higher
performance (nor does it cause harm). Instead, most of the difference in perfor-
mance is due to the iterative nature of Agile, rather than project members having
control over time allocation.

Managers need to be cognizant of both the benefits and drawbacks of agile
project management. An advantage of Agile is the increased sense of urgency
resulting from dividing work into sprints. Especially in creative development, this
can help project members overcome initial roadblocks and immerse themselves in
the task at hand. However, for more analytical tasks, the sense of urgency can
backfire as it leads to insufficient exploration of available solutions and an early
commitment to a potentially suboptimal strategy. Whereas such short-termism
effects are anecdotally known to some agile practitioners, we are not aware of any
studies that rigorously document them. The managerial implications are that the
choice of the project management approach should depend on the nature of the
project and the organization’s desired risk-return profile.

This dissertation is structured as follows: The manuscripts of the two stud-
ies are reprinted in Chapters 2 and 3. Chapter 4 summarizes the findings of
both studies and discusses the divergent effects of agile project management on
project performance and execution. Compared to traditional waterfall project
management, our data suggest that agile project management can foster quanti-
tative performance in project execution, but in some cases can harm qualitative
performance.

6



2. Experimental Study 1: Should
We All Work in Sprints? How
Agile Project Management
Improves Performance

Co-authors: Sebastian Schiffels, Rainer Kolisch
Manuscript published in Manufacturing & Service Operations Management (Volume 24, Issue 4,
July–August 2022, Pages 2293–2309, DOI: 10.1287/msom.2022.1091).

Abstract. Problem definition: Agile project management, in particular Scrum, is en-
joying increased use in practice, despite only scant scientific validation. This article explores
how agile project management impacts project performance and execution. We compare the
effects of agile sprints—short-term project phases characterized by time-boxed progression from
one sprint to the next and self-imposed, phase-specific output goals—with those of traditional
project management. Methodology / results: We decompose the two sprint elements of
time-boxed progression and self-imposed, phase-specific output goals as factors in a 2×2 ex-
perimental design. We then conceptualize project execution as a simple real-effort task and
conduct a controlled laboratory study. For a given duration, participants perform better with
time-boxed progression, as without it, i.e. with flexible progression, they spend too much time
on early project phases at the expense of later ones. We refer to this effect as “Progression
Fallacy” and show how it differs from well-known behavioral effects that cause project delays.
Introducing self-imposed, phase-specific output goals in combination with time-boxed progres-
sion, as proposed by Scrum, does not significantly improve performance when compared with
time-boxed progression alone. However, the combination of self-imposed, phase-specific output
goals and flexible progression, as is common in traditional project management, amplifies the
Progression Fallacy, with the result that goal-setting has a negative performance effect. In two
control treatments, we show that the Progression Fallacy is robust to planning and progression
prompts, despite some mitigation. Managerial implications: This study contributes evi-
dence of higher project performance when working in agile sprints, which mitigate behavioral
flaws present in traditional project management. Not only do these behavioral insights apply
to project management, they are also relevant in the broader context of task completion.
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2. How Agile Project Management Improves Performance

2.1. Introduction

Agile project management is accorded considerable attention in practice, with
88% of the business organizations surveyed by the Project Management Institute
(2017b) making at least some use of agile approaches. Despite its relevance
to practitioners and repeated calls by the research community for comparative
evaluations with traditional project management approaches (see Hall 2016), to
the best of our knowledge and based on a review of the operations management
literature, there are no major contributions on the operational effects of agile
project management, with the sole exception of Kettunen and Lejeune (2020),
who provide theoretical evidence of earlier attainment of return targets when
using agile project management than with traditional project management. More
than twenty years later, Ettlie’s conclusion (1998, p. 4) that “other than case
histories [. . . ] no systematic evidence demonstrates how agility works” is thus
still widely valid for project management, leaving it to practitioners to judge
whether and why to favor agile over traditional project management.

Of the various agile approaches, Scrum has developed into by far the most
widely used (Scrum Alliance 2015). At the “heart of Scrum” are short project
phases called sprints (Schwaber and Sutherland 2017, p. 9). Sprints are character-
ized by time-boxed progressions, i.e. project phases of equal length, which cannot
be extended, irrespective of what achievements are made in a phase, and by self-
imposed, phase-specific output goals, i.e. self-contained increments to be created
during a sprint. We investigate how agile sprints impact project performance and
execution as compared with traditional project management, where performance
is the value generated towards the project objectives and execution is the work-
load completed in sequential project phases. To enable consistent comparison, we
exclude further elements of Scrum, such as the use of small autonomous teams
and continuous improvement, which have been researched outside the context of
Scrum (for an overview, see Fu et al. (2016) regarding team composition and
Zangwill and Kantor (1998) regarding continuous improvement). This focus on
the individual is guided by the behavioral operations management literature as
“projects are executed, to a certain extent at least, by individuals. Therefore,
how individuals operate when working on a project, often in a temporary setting
with limitations on time and resources, will impact the success of the project”
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(Grushka-Cockayne et al. 2018, p. 382).
The design of agile sprints has two implications: First of all, project execu-

tion in sequential time-boxes differentiates agile from more continuous traditional
project management. Traditional project management often follows a flexible
waterfall approach (Royce 1987), with phases of various lengths and no strictly
enforced progression through the project phases. By altering the initial project
plans, project agents decide flexibly when to proceed from one project phase to
the next. In agile project management, this progression autonomy is reduced
through time-boxing. Secondly, because in the goal-setting equation of output
per time the denominator time is fixed in agile sprints, goal-setting and comple-
tion are more standardized than in traditional settings where the time horizon
varies for each goal and may be extended if a goal is not met. These differences to
traditional project management are up to this point motivated more by practical
wisdom than by academic evidence. We decompose the two elements of agile
sprints, time-boxed progression and self-imposed, phase-specific output goals, as
axes in a 2×2 factorial design in order to enable an experimental investigation of
their effects on project performance and execution in both isolation and interac-
tion. Four combinations result from this design: time-boxed with no goals (TN ),
flexible with no goals (FN ), time-boxed with goals (TG), and flexible with goals
(FG), as displayed in Figure 2.1. Time-boxed with goals (TG) stylized represents
agile project management, whereas flexible with goals (FG) represents traditional
project management.

Based on a simple experimental real-effort task, in which participants face a
highly transparent time allocation trade-off between stylized, sequential project
phases, we explore three core findings. First of all, flexible progression in the
absence of goal-setting (the combination FN ) results in delayed progression from
early to later project phases, in other words, participants spend too much time
on early project phases at the expense of later ones. We refer to this effect as
“Progression Fallacy” and discuss its differences to other well-researched behav-
ioral effects that also cause project delays. In two control treatments, we show
that the effect is robust to planning and progression prompts, despite some miti-
gation. Secondly, if progression is enforced by time-boxes (the combination TN ),
the time spent per project phase is by design balanced. This results in a higher
overall performance compared to flexible progression. Thirdly, whereas the small
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2. How Agile Project Management Improves Performance

Figure 2.1. 2×2 Decomposition of Progression and Phase-Specific Out-
put Goals
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positive performance effect arising from combining time-boxed progression with
self-imposed, phase-specific goal-setting (the combination TG), as proposed by
Scrum, is not significant compared to time-boxed progression alone, we demon-
strate a negative interaction effect on performance from combining flexible pro-
gression with self-imposed, phase-specific goal-setting (the combination FG), as is
common in traditional project management. Whereas in the time-boxed setting,
participants self-impose their goals against a constant benchmark of their past
performance and progress irrespective of the degree of goal achievement, in the
flexible setting, they set them against a past performance biased by the Progres-
sion Fallacy. This results in overly ambitious goals and amplifies the Progression
Fallacy, as participants spend even more time on early project phases pursuing
ambitious goals.

Our study provides the first experimental analysis that we are aware of on how
agile project management impacts project performance and execution when com-
pared to traditional project management. We make two contributions: Firstly, we
introduce an operationalization of project execution as a stylized real-effort task,
which enables investigation of the project agents’ time allocation and effort choice
across the project phases under experimental control. Secondly, we provide evi-
dence of higher project performance from working in agile sprints, which mitigate
behavioral flaws present in traditional project management. We present a newly
described effect of delayed progression in traditional project execution, which is
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robust to planning and progression prompts and amplified by goal-setting. This
implies that managers should not only monitor well-known biases in project man-
agement, such as planning fallacy, procrastination, or Parkinson’s law. If projects
are executed with flexible progression, as is common in traditional project man-
agement, particular managerial attention is also needed regarding the optimal
time allocation across project phases, especially when the goals to be achieved
are ambitious. One way to achieve this is to combine time-boxed progression and
self-imposed, phase-specific output goals in agile sprints, which facilitates on-time
task completion, improves the exerted effort, and results in higher overall perfor-
mance. These insights are not only relevant to project management, but they are
also transferable to the broader context of task completion.

2.2. Project Management Setup and Hypotheses

Projects are characterized by the presence of defined start and end dates (Kerzner
2013). Achieving the project objectives, i.e. the target performance, within this
time frame is a core aim of project management (Goh and Hall 2013). For many
projects, the achievement of objectives can be thought of as an additive function
of the payoff from sequential project phases, during which different aspects of the
product or service, such as the overall concept, prototype, final form, market en-
try strategy, etc. are developed. If the project objectives can be precisely defined,
they can be broken down into a clear, binary definition of the completion state
of the project increments, developed in sequential project phases. An illustrative
example is the construction of a road, for which an entire list of predefined steps
needs to be concluded (e.g., dispersal of normed layers of bitumen) for the comple-
tion state to be reached. If the project is halted halfway through, the completion
state cannot be achieved. Equally, further work once the list of predefined steps
has been completed is not defined. Thus, project phases with a binary definition
of completion have a stepwise payoff function (Figure 2.2(a)). However, if the
project objectives cannot be precisely defined, it is often not possible to create a
binary definition of the completion state of the project increments. An innova-
tion project is a typical example. Here, even the greatest progress can be further
improved at every development stage. To take this to its extreme, the completion
state of every project phase is infinite. For a given ability of the project agent
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Figure 2.2. Extremes of Project Phases
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and a given random noise (e.g. creativity during ideation or unknown customer
taste), the payoff function pi(xi, ei) of these project phases i ∈ {1, . . . , n} for
an invested time xi and effort ei has a positive slope with marginally decreasing
growth, converging towards an unattainable maximum, i.e. lim

xi→∞
p(xi, ei) = 100%

(Figure 2.2(b)). Further time spent on a project phase that is already well ad-
vanced will still result in a positive incremental payoff. However, at some point
the marginal value add will no longer justify the corresponding time allocation.

These two project phase types form the extremes on a continuum. Although
projects might include project phases of both types as well as hybrids, this paper
focuses on the infinite type. Because there is no clear definition of completion,
project phases of this type require a decision by the project agent to terminate
one phase and progress to the next one once the extent to which the originally
planned project increment has been delivered is deemed sufficient. Such progres-
sion decisions can be exposed to behavioral biases, such as a preference for the
most satisfying task (Boudreau et al. 2003). We model such potential bias by a
subjective weighting wi of the time allocated to each project phase. For a fixed
total duration t of a project, the sum of the duration xi of all project phases
is limited. The time spent per project phase is then an optimization trade-off
between the incremental return of time invested in current and future project
phases and depends on subjective weighting and effort. It is solved dynamically
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for each sequential project phase:

max

{
n∑

i=1

wi· pi(xi, ei) |
n∑

i=1

xi ≤ t, xi ≥ 0,∀i = 1, . . . , n

}

Traditional and agile project management differ in the degree of freedom that
the project agent has in making these sequential decisions through different pro-
gression and goal-setting regimes. In this paper, we compare their effects on
project performance and execution in a stylized setting, in which the payoff func-
tion with marginally decreasing growth is the same in all project phases. We first
focus on the difference between time-boxed and flexible progression in isolation,
followed by the goal-setting component given a time-boxed or flexible progression.

2.2.1. Role of Time-Boxed Progression

In traditional project management, project agents flexibly progress through the
project phases, potentially adjusting initial project plans as they proceed. This
autonomy in altering and timing initial operating strategies can create value in the
context of R&D uncertainty (Huchzermeier and Loch 2001) and improve worker
motivation (Pasmore 1988). However, such autonomy can also expose project
agents to behavioral flaws in their time and effort allocation. Hints of such flaws
can be found in both field and experimental studies. Thummadi et al. (2012)
found that the focus of project agents in a waterfall project in the field was more
on the early design phase and less on the later development phase. Consistently
with this, Kagan et al. (2018) observed that participants in an experiment spent
too much time on the first (design) phase and subsequently transitioned to the
second (development) phase with a delay. In their two-stage experiment on the
transition from ideation to execution in product development, participants could
first experiment and explore several designs without compensation. Once partic-
ipants transitioned to the development phase, they implemented their preferred
design for which they were compensated. When given progression autonomy,
participants transitioned with delay, resulting in reduced performance. However,
it is thus far not well understood what underlying mechanisms drove these ob-
servations. We argue that they are symptoms of a human tendency to delay
progressing from early to later tasks.
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This conjecture builds on behavioral effects of completion, status quo and
present bias. The first bias describes a quasi-need to complete a task once it
has been started. For tasks without an objective state of completion, it depends
on the subjective perception of sufficiency and increases with the time invested
(Zeigarnik 1938). According to this early work, such indefinite and thus un-
completed processes create large tensions. Therefore, the completion bias might
induce project agents to overweight any started (subscript s) project phase (i.e.
ws ↑), resulting in a large time allocation to the respective project phase. The
second bias is the human tendency to maintain the status quo, as the perceived
advantages of exiting are smaller than the perceived disadvantages, even more so
as the number of alternatives, which in our case would be project phases, increases
(Samuelson and Zeckhauser 1988, Kahneman et al. 1991). This corresponds to an
underweighting of all subsequent project phases (i.e. ws+j ↓ ,∀j = 1, . . . ,n− s).
The third bias describes the preference for the earlier moment in trade-off de-
cisions between two future moments (O’Donoghue and Rabin 1999). Whereas
people tend to underweight the perceived value of tasks that are further away
(Pezzo et al. 2006) and are confident of their performance in these tasks, they
perceive more accountability for tasks that are closer in time (Gilovich et al.
1993). Thus, people tend to overweight the present and underweight the future
(ws > ws+j,∀j = 1, . . . ,n− s).

These biases might come into play recurrently in a sequential project manage-
ment setting, where we expect project agents to overweight earlier project phases
and underweight later ones. If the progression is flexible but the total duration of
the project is not extended, spending excessive time on the initial project phase
will require succeeding project phases to be shortened. In our stylized setting
involving identical payoff functions with marginally decreasing growth for each
project phase and assuming constant effort, a flexible project agent with biased
weights w1 > w2 > . . . > wn would spend a decreasing amount of time on each
successive project phase xF

1 > xF
2 > . . . > xF

n as the project progresses. The
expected completed workload resulting from this then decreases across project
phases, as represented by FN in Figure 2.3.

Against this, we consider the role of time-boxed progression in agile sprints.
Every time-box is of equal duration, i.e. xT

i = xT
i+1, ∀i = 1, . . . , n− 1, with fixed

completion deadlines, after which the project automatically progresses to the
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Figure 2.3. Stylized Expected Behavior by Progression and Goal-
Setting Regime
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next sprint. Because sprints are never extended (Schwaber and Sutherland 2017),
the progression flexibility and thus the time allocation trade-off between project
phases are abrogated during project execution. Assuming constant effort, the
expected completed workload resulting from this in our stylized setting is balanced
across project phases, shown as TN in Figure 2.3. As the time spent per project
phase is balanced, ceteris paribus, it follows that

∑n
i=1 p(x

T
i , e) >

∑n
i=1 p(x

F
i , e).

The total payoff is greater than in the flexible progression case, where agents
spend too much time on early project phases at the expense of later ones. We
therefore state the following hypothesis:

Hypothesis 1 (Time-Boxed vs. Flexible Progression). Time-boxed pro-
gression results in a higher overall performance than flexible progression through
the project phases.

2.2.2. Role of Phase-Specific Output Goals

For every Scrum sprint, project agents set themselves a goal of what is to be
achieved (Schwaber and Sutherland 2017). Major bodies of research on goal-
setting theory find strong support that specific, ambitious, yet realistic goals
positively impact performance (Wood et al. 1987, Locke and Latham 2002). Al-
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though studies on self-imposed goals in the broader field of economics are still rare,
existing work suggests that people set themselves ambitious goals as a source of
internal motivation (Goerg and Kube 2012, Hsiaw 2013). Thus, if project agents
set themselves a goal, this should increase their motivation and thus their exerted
effort, because of their desire to achieve that particular goal.

However, whereas goal-setting theory provides guidance on the general effect
of a single goal, the sum of effects of goals in project management has not been
examined thoroughly. Doerr and Gue (2013, p. 728) argue that “operations
management models may have overlooked goal-setting prescriptions because they
are difficult to model and are not as precise and simple as they seem at first
glance.” In particular, little work has been conducted on the trade-off resulting
from sequentially and endogenously setting single goals on multiple variables
(Weingarten et al. 2019), as is the case for sequential project phases with a
self-imposed output goal each. Whereas some research have found that having
multiple goals leads to increased performance (Locke and Latham 1990) and
attained goals lead to higher future goals (Bandura 1989), other studies have
determined that multiple goals lead to decreasing pleasure from the attainment
of success, because feelings regarding one goal are not independent of the others
(Weingarten et al. 2019). Consequently, the goal-setting approach of agile sprints
consisting of multiple, sequential, self-imposed goals is not yet entirely backed by
scientific evidence.

We first consider the impact of phase-specific output goals in combination with
time-boxed progression, as proposed by agile sprints (Schwaber and Sutherland
2017). Time-boxed progression prevents too much time being spent on one project
phase for achieving overly ambitious goals. At the same time, as the goals are
set sequentially and always for the same time horizon, namely the duration of
one sprint, agents should be able to set challenging, yet realistic, goals by bench-
marking against the past. This continuity should make project agents feel more
on track, a feeling which improves the exerted effort (Deci and Ryan 1985). The
expected completed workload across the project phases resulting from this is con-
tinuously greater than when given time-boxed progression alone, as represented
as TG in Figure 2.3. We thus formulate the following hypothesis:

Hypothesis 2 (Goal-Setting Given Time-Boxed Progression). Combin-
ing time-boxed progression with phase-specific output goals results in better per-
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formance than with no goal-setting.

Against this, we consider the impact of phase-specific output goals in combi-
nation with flexible progression. This setting is common in traditional project
management, where, although goals are usually to be reached within a specified
time limit (Locke and Latham 2002), the time limit, i.e. progression deadline, is
not strictly enforced. Ambitious goals by definition make goal recipients strug-
gle to achieve them. People usually increase their effort if they are performing
below target (Matsui et al. 1983), resulting in prolonged work if they are al-
lowed to control the time they spend on the task (LaPorte and Nath 1976).
Compared to the time allocation of agents with flexible progression but with no
output goals, the time spent per project phase should be greater for early project
phases, in order to enable ambitious goals to be achieved. If the total dura-
tion is fixed, but progression is not enforced, more time for early project phases
must from some phase q onward result in less time for later project phases, i.e.
xFG
i > xFN

i ∀i = 1, . . . , q ∧ xFG
i < xFN

i ∀i = q + 1, . . . , n.
The expected completed workload is then initially greater than when given

flexible progression alone, but decreases faster since less time is available, as
shown by FG in Figure 2.3. If this conjecture holds, goal-setting in the flexible
progression setting results in two opposing effects. On the one hand, ambitious
yet realistic goals foster (at least initially) a greater exerted effort in line with goal-
setting theory, while on the other hand, they amplify bias in the time allocation
across project phases. The former effect results in an (initial) upward shift of
the line while the latter effect results in a steeper decrease of the line. Note that
depending on the magnitude of these two effects the lines of FG and FN may
intersect or not. While it is impossible to predict which effect dominates, the
performance would in any case be worse than when goal-setting is combined with
time-boxed progression. We thus state the following hypothesis:

Hypothesis 3 (Goal-Setting Given Flexible Progression). The effect of
phase-specific output goals is less performance-enhancing in interaction with flex-
ible progression than with time-boxed progression.
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2.3. Experimental Design

We establish an experimental environment in which we can compare the effects
of agile sprints on project performance and execution with those of traditional
project management.

2.3.1. Task Description

We deploy an experiment with a fixed total duration of 15 minutes net working
time. During this time, participants are asked to work on five sequential real-effort
phases of equal length and complexity, which represent sequential project phases.
Each experimental phase consists of one screen with 66 sliders arranged in three
scattered columns (see Figure A.1 in the appendix), adapted from Gill and Prowse
(2012). Participants move the sliders along bars from zero to desired values using
the computer mouse. The mouse wheel and keyboard are deactivated for the task.
To reduce learning effects in our repetitive design, we vary the desired value of
each slider (within each experimental phase, mean = 50, standard deviation = 30,
and values are identical for all participants), whereas in the original design by Gill
and Prowse (2012) the desired value is constant at 50. To enable fair comparison,
participants can only work through the sliders one after the other starting in
the top left corner of the screen and cannot overleap any sliders or otherwise
change their sequence within a phase. This is achieved by only displaying the
next desired value upon successful positioning of the previous slider. However,
not all sliders in a given experimental phase need to be completed.

Participants receive a show-up fee of EUR 4 and are additionally paid for every
slider completed during the net working time. To model a decreasing value-add
of incremental work within each project phase, the incremental payoff per slider
decreases within an experimental phase. Whereas the first correctly completed
slider yields a return of 166 experimental currency units, called reward points,
the last one, i.e. the 66th correctly completed slider within an experimental phase
yields a return of only 101 reward points. This payoff structure is identical across
all five experimental phases. The reward points are exchanged for EUR at a
rate of 5,000 reward points = EUR 1. Participants are expressly informed that
all five experimental phases are homogeneous, the marginally decreasing rewards
structure is identical across all phases, and not all sliders of all phases need to be
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completed within the 15 minutes of net working time.
Although Scrum was developed for complex projects (Schwaber and Sutherland

2017), we use the repetitive, simple slider task for several reasons: The repetition
of the task avoids random noise from varying tasks and ensures that participants
do not find one task more satisfying than the other, eliminating progression bias
from intrinsic enjoyment. The simplicity of the task allows us to measure the in-
cremental completed workload (i.e. the number of completed sliders), reduces the
random luck present in complex tasks, and makes participants more susceptible
to the goal-setting effect than more complex tasks (cf. Locke and Latham 2002).
The large number of sliders per experimental phase is chosen to replicate the
unlimited amount of effort that can be invested in each project phase with an in-
finite definition of completion. Based on pretest data, completing 66 sliders takes
approximately eight minutes on average. Thus, it is not possible to complete all
66 sliders of all five experimental phases within the 15 minutes of net working
time. The optimum time spent on each experimental phase of three minutes,
assuming constant effort and ability, can be easily calculated by the participants,
given 15 minutes of net working time and five experimental phases. Because of
the short completion time for a single slider, participants in the flexible setting
can progress to the following phase at any time without set-up costs, whereas
longer real-effort tasks might expose participants to a sunk cost bias from leaving
a started, but unfinished task.

To create a realistic model of the trade-off decision in project management when
allocating time and effort across project phases, a strictly sequential progression
through the experimental phases prevents participants from jumping between
phases. Although adjustments to previously completed upstream project phases
depending on new insights and the requirements of downstream project phases
exist in both traditional and agile project management (Kerzner 2013, Schwaber
and Sutherland 2017), projects are in the first instance executed sequentially. We
adhere to this sequential progression to avoid noise from phase jumping.

2.3.2. Treatment Design

To test the hypotheses, we deploy four treatments in a 2×2 design, varying time-
boxed versus flexible progression on the one axis and no goal-setting versus goal-
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setting on the other (Figure 2.1). All other components of the experiment remain
constant across all four treatments. Participants in FN proceed through the
experimental phases flexibly at their own discretion, i.e. they can work on each
phase for as long as they desire, but they have no longer than 15 minutes in
total for all five phases. They can only progress to the next experimental phase
by actively pressing a button. Participants in TN work on each experimental
phase for three minutes followed by time-boxed, i.e. automatic progression to the
next phase. Participants in both FN and TN do not set any goals. Treatments
FG and TG are identical in all aspects to FN and TN, respectively, but with
participants additionally setting themselves a goal of how many sliders they wish
to complete sequentially after each experimental phase for the next phase. The
first experimental phase is completed without a goal, in order to give participants
the sense of a realistically achievable output before they set themselves a goal for
the second experimental phase. Meeting the goals is not financially incentivized,
to avoid a misalignment of incentives between setting easily achievable goals and
collecting as many reward points as possible. Given this design, Hypothesis 1 can
be tested by comparing FN with TN, Hypothesis 2 by comparing TN with TG,
and Hypothesis 3 by comparing all four treatments.

We implement the variations between the treatments as follows: Participants
pause for 60 seconds after each experimental phase; this does not count towards
the total net working time of 15 minutes. During these breaks, participants
in goal-setting treatments FG and TG are informed of how many sliders they
completed correctly in the previous phase and set a goal of how many sliders
they wish to complete in the next phase. In all treatments, the number of the
current experimental phase and the total amount of reward points collected are
displayed in the top bar of each participant’s computer screen (see Figure A.1
in the appendix). The working time remaining is also displayed. This differs by
progression regime. In the treatments with flexible progression, i.e. FN and FG,
the total remaining working time is shown counting down from 15:00 minutes. In
the treatments with time-boxed progression, i.e. TN and TG, the working time
remaining for each respective experimental phase is shown counting down from
03:00 minutes. Finally, in the goal-setting treatments TG and FG, the goal and
the correctly completed sliders are shown for each respective phase.
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2.3.3. Experimental Procedures and Participants

The hypotheses were tested in a controlled experiment at the experimenTUM
laboratory of the Technical University of Munich, Germany using the software
z-Tree (Fischbacher 2007). The experiment was conducted in German, the first
language of the majority of participants in the lab. Before the experiment was
conducted, participants were randomly assigned to a treatment. Each one pri-
vately read a paper copy of the treatment-specific experimental instructions (see
Section A.2 in the appendix). They were allowed to ask questions for clarifica-
tion. Afterwards, the participants completed a practice phase on a screen that
exactly resembled the five experimental phases of the actual experiment. In this
practice phase, participants had to solve three sliders without compensation, in
order to familiarize themselves with the task. They then had to do a quiz to
test their comprehension of the task, rules, and remuneration (see Section A.3 in
the appendix). Participants were informed upfront that if they did not pass the
quiz in two trials, they would only receive the show-up fee of EUR 4. This mea-
sure was taken to ensure that the results would not be influenced by insufficient
understanding of the rules of the experiment. The participants then completed
the experiment individually. At the end, they were anonymously asked for their
goal-setting behavior and demographic information. They also completed a Ger-
man test to cross-check their comprehension of the written experiment’s rules.
Finally, all the participants were privately paid.

A total of 366 participants, mostly business and engineering students, were
recruited out of the lab’s participant pool. We excluded 24 participants who did
not pass the comprehension test. Most of these were non-native speakers and also
failed the German test, suggesting a lack of understanding because of language
barriers. Of the remaining 342 participants, 84, 90, 79, 89 were in treatments TN,
FN, TG, and FG respectively. The participants spent approximately 35 minutes
in the lab. The 342 participants earned on average EUR 7.63 (median EUR 7.60,
minimum EUR 4.90, maximum EUR 9.80), which was above the time-adjusted
target compensation of participants at the lab.
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Table 2.1. Totals of Collected Reward Points and Completed Sliders
by Treatment (Experimental Phases 1–5)

Reward points Sliders
Treatment Mean Std. dev. Mean Std. dev.
Time-boxed with no goals (TN) 19,961 3,591 130.7 25.4

Flexible with no goals (FN) 18,938 3,316 126.3 21.5

Time-boxed with goals (TG) 20,315 3,512 133.2 25.2

Flexible with goals (FG) 17,822 3,011 118.7 20.5

2.4. Results

The results section begins with Subsection 2.4.1, which compares the overall
performance by treatment. This is followed by Subsection 2.4.2, which presents
the execution of the workload per experimental phase.

2.4.1. Overall Performance

Overall performance is best measured by the total payoff, i.e. the total reward
points collected across the experimental phases. Because the marginal value-add
from the invested time and effort decreases within each project phase, the nth+1

completed slider of any experimental phase is always less valuable to the overall
performance than the nth completed slider of the same phase. Two participants
may therefore complete the same workload (number of sliders) overall, but not
accrue the same value-add to the project’s overall performance (in the form of
reward points collected), due to differences in the workload completed per exper-
imental phase.

Table 2.1 presents descriptive statistics of the total reward points collected and
total sliders completed by treatment. The mean total reward points collected is
highest when time-boxed progression is combined with goal-setting, i.e. in treat-
ment TG, which resembles agile project management, and lowest when flexible
progression is combined with goal-setting, i.e. in treatment FG, which resem-
bles traditional project management. To evaluate how these observations of total
payoff relate to our hypotheses, we fit a linear regression model on the overall
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Table 2.2. Linear Regression Models on Total Collected Reward
Points, Total Completed Sliders (Experimental Phases 1–
5), and Seconds per Practice Slider

Reward points Sliders Seconds per practice slider
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Intercept 19,961∗∗∗ 22,183∗∗∗ 130.7∗∗∗ 146.0∗∗∗ 14.6∗∗∗ 13.5∗∗∗

(baseline TN) (54.50) (46.70) (51.73) (44.48) (15.11) (13.18)

Flexible progression –1,023∗∗ –947∗∗ −4.3 −3.8 0.4 0.3

(simple effect) (−2.01) (−2.03) (−1.24) (−1.19) (0.27) (0.24)

Goal-setting 354 668 2.5 4.5 1.0 0.9

(simple effect) (0.67) (1.30) (0.69) (1.27) (0.75) (0.69)

Flexible progression × goal- –1,470∗∗ –1,365∗∗ −10.2∗∗ −9.4∗∗ −0.3 −0.5

setting (interaction effect) (−2.02) (−2.05) (−2.03) (−2.05) (−0.14) (−0.28)

Female control –1,394∗∗∗ −9.7∗∗∗ 2.7∗∗∗

(−4.09) (−4.10) (2.77)

Lack of skill control –124∗∗∗ −0.8∗∗∗

(−6.48) (−6.37)

Private goal control 361 2.1

(0.74) (0.63)

Number of observations 342 342 342 342 342 342

R2 0.08 0.23 0.05 0.21 0.00 0.03

Notes. t statistics in parentheses. The number of observations equals the number of participants.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.

data, with total payoff as the dependent variable and flexible progression and
phase-specific goal-setting in isolation and interaction as explanatory variables.
We first focus on the effect of time-boxed progression in isolation. Hypothesis 1
postulates that time-boxed progression results in a higher total payoff in treat-
ment TN than in FN. This simple effect of flexible progression is statistically
significant (p = 0.045, Table 2.2, Model 1).

Result 1 (Time-Boxed vs. Flexible Progression). In the absence of goal-
setting, time-boxed progression results in a higher overall performance than flexible
progression.

We now focus on the effect of phase-specific goal-setting, given a time-boxed
progression. In Hypothesis 2, we state that phase-specific output goals will have a
positive effect on the total payoff in settings with time-boxed progression. How-
ever, the positive simple effect of phase-specific goal-setting given time-boxed
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progression is not significant at any conventional level (p = 0.502, Table 2.2,
Model 1).

Result 2 (Goal-Setting Given Time-Boxed Progression). The positive ef-
fect of phase-specific output goals on the overall performance in settings with
time-boxed progression is not significant.

Against this, we state in Hypothesis 3 that the effect of phase-specific output
goals is less performance-enhancing in interaction with flexible progression than
with time-boxed progression. The regression analysis indicates a statistically
significant, negative interaction effect (p = 0.044, Table 2.2, Model 1).

Result 3 (Goal-Setting Given Flexible Progression). The effect of phase-
specific output goals on the overall performance in settings with flexible progression
is negative because of the negative interaction effect.

Our results are robust to three potentially confounding factors: gender, ability,
and participants setting themselves private goals. First of all, Gill and Prowse
(2019) report a lower performance in the slider task among female participants.
We measured the gender effect by introducing a binary female dummy, which
takes the value 1 for female participants. Overall, female participants indeed
performed significantly worse (p < 0.001, Table 2.2, Model 2). Secondly, partic-
ipants’ individual ability to correctly position a slider impacts the results. We
controlled for the initial ability through the time it took a subject to complete
the sliders during the practice phase before the actual experiment, denoted as
control variable lack of skill in the following. The longer it took, the worse was
their performance in the main experiment (p < 0.001, Model 2). Note, that there
were no statistically significant differences between the treatments in the initial
lack of skill, measured by the time needed per practice slider, also when control-
ling for gender (Models 5 and 6, respectively). Thirdly, in the non-goal-setting
treatments FN and TN, we are interested in the participants’ behavior in the
absence of goals. After the experiment, we asked the participants in these treat-
ments whether they had set themselves any private goals, to which 36% of the
participants gave a positive response (63 out of 174). We introduced a binary
private goal dummy, which takes the value 1 for privately set goals. Privately set
goals among participants in non-goal-setting treatments FN and TN result in no
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significant performance effect (p = 0.458, Model 2). Thus, controlling for gender,
lack of skill, and private goals does not change our results.

The differences between the treatments in terms of overall performance (reward
points collected) result from two components, differences in the total completed
workload (sliders completed overall) and in the allocation of the completed work-
load across the experimental phases (completed sliders per phase). First of all, the
number of completed sliders overall is significantly lower when flexible progres-
sion and goal-setting interact in treatment FG (p = 0.043, Table 2.2, Model 3),
whereas the negative simple effect of flexible progression and the positive simple
effect of goal-setting on the total number of completed sliders are not significant
(p = 0.217 and p = 0.492, respectively, Model 3). We control for the initial lack
of skill, gender, and private goals of the participants, and with these controls,
the sum of the completed sliders overall is a proxy for the exerted effort (as the
total working time is constant for all treatments). Though flexible progression
and goal-setting alone do not significantly change the exerted effort (p = 0.235
and p = 0.205, respectively, Model 4), they significantly diminish the exerted
effort if they interact (p = 0.041, Model 4). In Subsection 2.4.2, we investigate
the second component driving the overall performance, which is the completed
workload across the experimental phases.

2.4.2. Execution of the Workload per Experimental Phase

The completed workload across the experimental phases is best evaluated by the
number of completed sliders, which is easier to compare than the exogenously
predefined, variable payoff per slider measured by the collected reward points. It
depends on the time spent on each experimental phase. Figure 2.4 shows the mean
of the time spent, sliders completed, and reward points collected per experimental
phase by treatment (see underlying data in Table A.1 in the appendix).

In all treatments, participants complete the first experimental phase without
any phase-specific output goal, in order to learn what can be deemed a realistic
performance level. Beginning with the second phase, subjects in the goal-setting
treatments FG and TG set themselves output goals for each phase. The workload
completed across the experimental phases after goals were set resembles our pre-
dicted outcome (Figure 2.3). On average, participants in the flexible treatments

25



2. How Agile Project Management Improves Performance

Figure 2.4. Means of Time Spent, Sliders Completed, and Reward
Points Collected per Experimental Phase by Treatment
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Note. Goals are set in treatments TG and FG from the second experimental phase onward.

FN and FG complete fewer sliders with each progression, whereas participants
in the time-boxed treatments TN and TG complete slightly more sliders on av-
erage over time. This increase in the time-boxed setting is not driven by different
learning effects across treatments: For all four treatments, the time needed per
slider decreases significantly over time, in line with the learning effects observed
by Gill and Prowse (2019), but with no substantial differences between treat-
ment improvement rates across the experimental phases (see Table A.2 in the
appendix, Model 1). Thus, the different behaviors in the execution of the ex-
perimental phases must be driven by the different progression and goal-setting
regimes, which we will investigate in the following.

2.4.2.1. Role of Time-Boxed Progression.

The payoff-maximizing strategy in our experimental design is to complete the
same workload, i.e. the same number of sliders, in each experimental phase.
However, we observe that subjects in treatment FN with flexible progression
spend too much time on early phases at the expense of later phases, completing,
on average, fewer sliders with each experimental phase (Figure 2.4, (a) and (b)).
We fit two regression models on the data of FN, where the dependent variable is
either the time spent or the amount of sliders completed per experimental phase
(Table 2.3, Models 1 and 3–4, respectively) and the independent variable is the
experimental phase (denoted as experimental phase slope effect). The coefficient
estimate shows that subjects spend significantly less time per experimental phase
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Table 2.3. Multilevel Mixed-Effects Linear Regression Models on Time
Spent and Sliders Completed per Experimental Phase 1–5
for FN and TN

Time (in seconds) Sliders
FN TN FN TN

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Intercept 268.47∗∗∗ 180.04∗∗∗ 33.86∗∗∗ 35.37∗∗∗ 23.49∗∗∗ 27.66∗∗∗

(25.04) (> 99.99) (26.83) (22.46) (41.64) (22.70)

Experimental phase slope −44.20∗∗∗ 0.00 −4.30∗∗∗ −4.30∗∗∗ 1.32∗∗∗ 1.32∗∗∗

effect (simple effect) (−8.25) (1.53) (−6.19) (−6.19) (13.09) (13.09)

Controls No No No Yes No Yes

Number of observations 450 420 450 450 420 420

Notes. Experimental phase 1 set as intercept. Random intercept effects at the subject level included; Models 1,
3 and 4 additionally with random slope effects for better model fit. Models 1 and 3 additionally with covariance
unstructured for better model fit. For all models, standard errors clustered at the subject level. z statistics in
parentheses. Controls are gender, initial lack of skill, and private goals. Controls not applied to regressions on
time, as the total working time is fixed and thus not affected by simple effects of these controls. The number of
observations equals the product of the participants and the experimental phases.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.

with each progression (p < 0.001, Model 1). As a consequence, they also com-
plete significantly fewer sliders with each progression (p < 0.001, Model 3). The
learning effects over time do not compensate for the delayed progression. We
refer to this observation as Progression Fallacy.

Result 4 (Progression Fallacy). Flexible progression leads to over-allocation
of time to early phases at the expense of later phases.

As for the overall results in Subsection 2.4.1, the Progression Fallacy is robust
to controlling for three potentially confounding factors: gender, lack of skill,
and participants setting themselves private goals (Model 4). It also holds for a
categorial analysis of the experimental phases (see Table A.3 in the appendix).
Most of the participants with particular exposure to the Progression Fallacy in
one phase are no more conscientious in the following phase. For example, of
the top third of the participants in FN who spend the most time on the first
experimental phase (i.e. the top 30 participants), 25 participants spend more
than a quarter of the total time left for the remaining four phases on the second
phase alone. In this second phase, the 25 participants exceeded the mean time
left per experimental phase by an average of 155%. The five participants, who
spend less than a quarter of the total time left for the remaining four phases on
the second phase, followed no clear trend in the later phases, partially levelling
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their time allocation and partially succumbing to the Progression Fallacy again
in later phases.

In contrast, in treatment TN, subjects with time-boxed progression by defi-
nition spend the same amount of time on each experimental phase (Table 2.3,
Model 2). When we fit a regression model on the data of TN, we find a signifi-
cant increase in the number of sliders completed over time (p < 0.001, Model 5).
Again, our observations are robust to controlling for gender, lack of skill, and
private goals (Model 6) and a categorial analysis of the experimental phases (see
Table A.3 in the appendix).

2.4.2.2. Role of Phase-Specific Output Goals.

Subjects in the flexible treatments FN and FG start from a common baseline: In
the first experimental phase, for which no goals are set in order to gain experience,
the time spent and the number of sliders completed are not significantly different
between FN and FG (rank sum test, p = 0.702 and p = 0.154, respectively).
After phase-specific goals are self-imposed in FG from the second phase onward,
participants spent on average more time on—and complete more sliders in—the
first phases after goal-setting and less time on—and fewer sliders in—the later
phases than participants in the flexible treatment FN without goals (Figure 2.4,
(a) and (b)).

We fit a regression model on the data of FN and FG, in which the dependent
variable is the time spent per experimental phase and the independent variables
are the experimental phase and a dummy for the goal-setting as simple effects (de-
noted as experimental phase slope and goal-setting intercept effects in Table 2.4),
as well as their interaction (denoted as goal-setting slope effect). The goal-setting
intercept effect indicates that subjects in FG spend significantly more time on
the first experimental phase after initial goal-setting than subjects in FN (p =
0.001, Table 2.4, Model 1). However, with each progression, the time spent on an
experimental phase in FG falls significantly faster than in FN, as indicated by the
goal-setting slope effect (p = 0.049, Model 1), which finally results in less time
spent on the last experimental phases in FG than in FN. As for the overall results
in Subsection 2.4.1, these effects are robust to controlling for gender, lack of skill,
and private goals (Model 2). Additionally, the results are robust to controlling
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Table 2.4. Multilevel Mixed-Effects Linear Regression Models on Time
Spent and Sliders Completed per Experimental Phase 2–5
for FG with FN as Baseline

Time (in seconds) Sliders
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Intercept 176.14∗∗∗ 186.01∗∗∗ 255.24∗∗∗ 24.95∗∗∗ 28.42∗∗∗ 36.60∗∗∗

(baseline FN) (35.96) (31.13) (41.72) (28.35) (24.80) (32.97)

Experimental phase slope −20.14∗∗∗ −20.14∗∗∗ −20.14∗∗∗ −1.99∗∗∗ −1.99∗∗∗ −1.99∗∗∗

effect (simple effect) (−4.94) (−4.94) (−4.94) (−3.27) (−3.27) (−3.27)

Goal-setting intercept 21.44∗∗∗ 26.74∗∗∗ 18.57∗∗ 2.05 3.56∗∗ 2.64∗

effect (simple effect) (2.80) (3.35) (1.97) (1.47) (2.49) (1.78)

Goal-setting slope effect −12.38∗∗ −12.38∗∗ −12.38∗∗ −2.08∗∗ −2.08∗∗ −2.08∗∗

(interaction effect) (−1.97) (−1.97) (−1.97) (−2.16) (−2.16) (−2.16)

Time spent in first −0.25∗∗∗ −0.07∗∗∗

experimental phase (< −99.99) (−15.16)

Sliders completed in first −0.00 0.29∗∗∗

experimental phase (−1.24) (7.90)

Controls No Yes No No Yes Yes

Number of observations 716 716 716 716 716 716

Notes. Experimental phase 2 with first goal-setting set as intercept. Random intercept and slope effects at the
subject level included with covariance unstructured. Standard errors clustered at the subject level. z statistics
in parentheses. Controls are gender, initial lack of skill, and private goals. Controls not applied to Model 3, as
the total working time is fixed with the additional covariate for the time spent in the first experimental phase
in this model and thus not affected by simple effects of the controls. The number of observations equals the
product of the participants and the experimental phases.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.
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Table 2.5. Goal of Completed Sliders per Experimental Phase 2–5 by
Treatment

FG TG
Experimental phase Mean Std. dev. Mean Std. dev.
2 32.0 14.0 27.7 8.2
3 22.8 11.9 27.9 6.7
4 17.0 10.3 26.5 7.3
5 16.2 12.7 27.5 9.0

Note. Goals are set from the second experimental phase onward.

for the time spent on and the sliders completed in the first experimental phase,
in which no goals were set (Model 3).

Result 5 (Progression Fallacy with Goal-Setting). Phase-specific goal-setting
given flexible progression amplifies the Progression Fallacy.

This progression delay translates to a less balanced workload per experimental
phase, as shown by the equivalent regression models fit on the sliders completed
rather than the time spent per experimental phase as the dependent variable, al-
though the goal-setting intercept effect is statistically less pronounced (Table 2.4,
Models 4–6, respectively). These results do not fundamentally change with a
categorial analysis of the experimental phases (see Table A.4 in the appendix).

Both biased goal-setting and biased goal achievement can affect progression
decisions. First of all, when setting goals, participants appear to benchmark
their future goals against their performance in previous experimental phases,
which in the flexible setting is biased by the overallocation of time to early phases
due to the Progression Fallacy. Accordingly, the initial goal in treatment FG is
on average 15% higher than in treatment TG (Table 2.5), whereas less time is
available to finish all experimental phases. As a consequence, the average goal in
treatment FG is adjusted downwards with each experimental phase, whereas it
remains relatively stable over time in treatment TG.

Secondly, when working towards their goals, participants in the flexible set-
ting appear to avoid missing their goals. We present the distribution of the goal
achievement, where participants in FG are free to choose their progression point
(i.e. excluding the last experimental phase), in Figure 2.5(a). Participants com-

30



2. How Agile Project Management Improves Performance

Figure 2.5. Distribution of Goal Achievement by Treatment

<-10 -8 -6 -4 -2 0 2 4 6 8 >10
0

10

20

30

Delta goal to actual

P
er

ce
nt

ag
e

of
go

al
s

(a) FG

<-10 -8 -6 -4 -2 0 2 4 6 8 >10
0

10

20

30

Delta goal to actual

P
er

ce
nt

ag
e

of
go

al
s

(b) TG

Notes. A negative delta indicates a missed goal, a positive delta an exceeded goal in the
numbers of sliders. The data for FG excludes the final experimental phase, in which
participants no longer make a progression decision.

plete 34% of their goals exactly and exceed them by one slider in 11% of cases.
In only 2% of cases do they stop only one slider before their goal. In compar-
ison, Figure 2.5(b) shows the distribution of the goal achievement in treatment
TG, in which participants cannot choose the progression point. There is no clear
spike at zero, but a widespread distribution. We conclude that chasing initially
overambitious goals results in more time spent in early phases, which comes at
the expense of later phases in FG. In contrast, time-boxing requires subjects to
progress regardless of their goal achievement.

Result 6 (Time-boxed Progression with Goal-Setting). Time-boxing pre-
vents delayed progression which is amplified by goal-setting.

2.5. Robustness Checks of the Progression

Fallacy

In this section we present two control treatments, with which we investigate
whether the Progression Fallacy observed in the flexible setting is robust to plan-
ning and progression prompts, these being two elements of good project manage-
ment. In the first control treatment, participants plan upfront how much time
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they wish to spend on each phase. We investigate whether participants are ex-ante
able to determine an approximately optimal time allocation and whether render-
ing the planning more salient mitigates the Progression Fallacy. It is possible
that participants in the flexible treatments FN and FG progressed with delay,
as they anticipated learning effects and thus consciously allocated less time to
the later phases. They simply might have overestimated their learning rate in
line with the planning fallacy, the optimism bias in predictions of how long the
completion of a task will take the predictor (Kahneman and Tversky 1979).

In the second control treatment, we additionally introduce a progression prompt,
which reminds the participants of their initial progression plan and the track of
time during the experimental phases. In the flexible setting, participants must
solve the optimization problem of progressing at an optimal pace while simulta-
neously working on a tedious task. We investigate whether reducing the cognitive
load with a progression prompt mitigates the Progression Fallacy. It may be that
participants in the flexible treatments FN and FG progressed with delay, as they
became caught up in doing the task and lost track of time.

2.5.1. Design and Implementation of the Control
Treatments

The first control treatment is the same as the flexible treatment FN on all dimen-
sions, except that prior to the first experimental phase, participants additionally
have to enter on the screen how they will allocate the total net working time of
15 minutes across the five experimental phases (see Figure A.2 in the appendix).
They are told that it is only for preparation purposes and that adherence to it
will not be enforced. We refer to this treatment as flexible with no goals but with
planning (FNP).

The second control treatment is identical to FNP on all dimensions, but with
the addition of a progression prompt that informs participants throughout the
experimental phases of the phase in which they planned to be working in that
moment, including a strong visual warning, should they progress outside their
plan (see Figure A.3 in the appendix). We refer to this treatment as flexible with
no goals but with planning and progression prompt (FNPP).

For an isolated analysis of the effects of planning and progression prompts, these
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Table 2.6. Total of Collected Reward Points and Completed Sliders by
Control Treatment (Experimental Phases 1–5)

Reward points Sliders
Treatment Mean Std. dev. Mean Std. dev.
Flexible with no goals (FN, baseline from the main experiment) 18,938 3,316 126.3 21.5

Flexible with no goals but planning (FNP) 18,569 2,502 121.7 17.6

Flexible with no goals but planning and progression prompt (FNPP) 18,833 2,908 124.1 19.9

control treatments are done without goal-setting. We recruited 84 participants
out of the same lab’s participant pool, but separately after the main experiment.
We excluded six participants, who did not pass the comprehension test. Of the
remaining 78 participants, there were 38 and 40 participants in treatments FNP
and FNPP, respectively. Due to COVID-19, hygiene measures were in place and
the number of participants was reduced.

2.5.2. Results of the Control Treatments

We present descriptive statistics by treatment of the total reward points collected
and the total sliders completed in Table 2.6. There is no significant difference
either between treatments FN and FNP or between FN and FNPP neither in
the total payoff (rank sum test, p = 0.518 and p = 0.679, respectively) nor
in the amount of completed sliders (rank sum test, p = 0.279 and p = 0.468,
respectively). Planning and progression prompts do not improve the average
performance.

For each participant of the control treatments separately, we approximate the
slope of the time planned per experimental phase with a linear regression. Based
on this, most of the participants planned a flat allocation of the total net work-
ing time with three minutes per experimental phase (63% and 48% in FNP and
FNPP, respectively, Figure 2.6(a)), whereas about a third planned a decreasing
working time per experimental phase (34% and 35% in FNP and FNPP, respec-
tively). A minority planned an increasing working time per experimental phase
(3% and 18% in FNP and FNPP, respectively).

In both control treatments, participants on average missed their initial pro-
gression plan, spending more time on earlier experimental phases than on later
ones, albeit less than in treatment FN (Figure 2.6, (b) and (c)). We fit regres-
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Figure 2.6. Planned Development of Time Spent (a) and Mean of Time
Planned and Actually Spent (b) and (c)
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sion models on these data from FNP and FNPP, with the time per experimental
phase as the dependent variable and the experimental phase as the first inde-
pendent variable. In order to study the difference between planned and actual
time, we set the planned time as the baseline and introduce the two explanatory
variables delta (plan to actual) intercept effect and delta (plan to actual) slope
effect (Table 2.7). In both control treatments, participants spend significantly
more time on average on the first experimental phase than planned, as indicated
by the delta (plan to actual) intercept effect (p = 0.028 and p = 0.044, Table 2.7,
Models “All”, respectively). They remain significantly behind their plan in the
following phases, as indicated by the delta (plan to actual) slope effect (p =
0.028 and p = 0.045, Models “All”, respectively). This also holds directionally for
analysis by type of plan (Models “Flat”, “Decrease”, “Increase”), although the ac-
tual intercept and slope effects are not significant for flat and decreasing plans in
FNPP (which might be due to the limited sample sizes in these subgroups). Also,
the few participants in FNP who plan a decreasing time per experimental phase
adhere to this plan and do not progress later than planned. These results do not
fundamentally change after a categorial analysis of the experimental phases (see
Table A.5 in the appendix).

We conclude that rendering the plan more salient reduces the Progression Fal-
lacy but does not eliminate it. Most of the participants do not plan less time for
the later experimental phases, but they still progress with delay. Additionally
introducing a progression prompt to remind participants of their initial progres-
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Table 2.7. Multilevel Mixed-Effects Linear Regression Models on Time
Planned and Actually Spent per Experimental Phase 1–5 for
FNP and FNPP with Planned Time as Baseline (in Seconds)

FNP FNPP
All Flat Decrease Increase All Flat Decrease Increase

Intercept 196.42∗∗∗ 180.00∗∗∗ 231.69∗∗∗ 132.00 197.10∗∗∗ 180.00∗∗∗ 244.57∗∗∗ 148.57∗∗∗

(baseline planned time) (40.89) (> 99.99) (38.48) (NA) (25.67) (> 99.99) (18.51) (11.85)

Experimental phase slope effect −8.21∗∗∗ 0.00 −25.85∗∗∗ 24.00 −8.55∗∗ 0.00 −32.29∗∗∗ 15.71∗∗

(“plan”, simple effect) (−3.42) (0.00) (−8.59) (NA) (−2.23) (0.00) (−4.89) (2.51)

Delta (plan to actual) intercept 26.52∗∗ 31.02∗∗∗ −5.96 340.87 17.74∗∗ 12.90 29.69 6.97∗∗∗

effect (simple effect) (2.20) (2.76) (−0.51) (NA) (2.01) (1.35) (1.36) (5.76)

Delta (plan to actual) slope −13.23∗∗ −15.48∗∗∗ 3.01 −170.33 −8.84∗∗ −6.42 −14.81 −3.45∗∗∗

effect (interaction effect) (−2.20) (−2.75) (0.51) (NA) (−2.01) (−1.34) (−1.36) (−5.70)

Number of observations 380 240 130 10 400 190 140 70

Notes. Experimental phase 1 set as intercept. Random intercept effects included at both the subject and the actual dummy levels
with random slope effects and covariance unstructured. Standard errors clustered at the subject level. z statistics in parentheses.
Controls for gender, initial lack of skill, and private goals not applied, as the total working time is fixed and thus not affected
by simple effects of these controls. The number of observations equals the product of the participants, the experimental phases,
and plan and actual per participant.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.

sion plan and make them more aware of the track of time, further reduces the
Progression Fallacy but, again, does not eliminate it. Participants on average still
progress behind schedule. We conclude that the Progression Fallacy is robust to
both explicit ex-ante planning and progression prompts, despite some mitigation.
Thus, it is neither just the result of a conscious planning decision nor of cognitive
overload, but a biased decision to spend too much time on early project phases,
which then shortens the later phases.

2.6. General Discussion

We discuss our main findings and their managerial implications in Subsection 2.6.1,
followed by the limitations of the study and suggestions for future research in
Subsection 2.6.2.

2.6.1. Main Findings and Managerial Implications

Effect of delayed progression. Our experiment suggests that traditional project
management can be exposed to delayed progression from early through to later
project phases, resulting in poor performance. If participants are free to progress
without constraint through the experimental phases, i.e. in the absence of any
time-boxed progression (the first core element of agile sprints), they often fail
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to proceed from early to later phases on time. This observation is robust to
high transparency on the optimal, i.e. return-maximizing, strategy, which is to
complete the same workload in each experimental phase. Rather, participants
complete significantly more work in early experimental phases than in later ones.
We refer to this observation as Progression Fallacy, which is robust to ex-ante
planning and progression prompts, despite some mitigation. It is different to
well-researched behavioral effects that cause project delays, such as planning
fallacy, procrastination, and Parkinson’s law. Planning fallacy denotes the op-
timism bias in predictions of how long the completion of a task will take the
predictor, and it results in underestimation of the time needed (Kahneman and
Tversky 1979). However, the optimism bias occurs for longer durations; the time
needed for short, segmented tasks (as in our experiment) tends to be overesti-
mated (Forsyth and Burt 2008). Our control treatments with formal planning
confirm that most participants did not plan less time for later phases. These
findings indicate that initial project plans are probably not as unrealistic as the
planning fallacy suggests, but are partially also not met, because project agents
do not progress as planned. Procrastination is a postponement of effort because
of a perception that the cost of immediate effort is higher than that of future
effort (Wu et al. 2014). Our experimental design leaves little room for procras-
tination, as it would directly reduce the participants’ financial return. Indeed,
we do not observe that participants take any significant breaks during the net
working time. Finally, Parkinson’s law states that work expands to fill the time
available (Parkinson 1957). Given our design, which does not allow all sliders
of all experimental phases to be solved within the net working time, there is
no leeway for expanding work towards the project closure. We conclude that
Progression Fallacy is a self-standing behavioral effect that can cause subopti-
mal project performance, as early project phases are overdelivered at the expense
of underdelivered later phases. Rework to mitigate underperformance in later
project phases might cause project delays. These findings apply predominantly
to traditional project management, in which progression from one phase to the
next is not strictly enforced.

Role of time-boxed progression. Our experiment provides evidence that time-
boxed progression improves performance compared to flexible progression. The
exogenous control of progression by time-boxing eliminates the progression au-
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tonomy of the project agents, thus mitigating the Progression Fallacy. The time
spent per project phase is by definition smoothened. Consequently, early project
phases will receive comparatively little time and sophistication and later project
phases more than in flexible progression settings. The performance of each project
phase is then more balanced, with less over- and underdelivery than in traditional
project management. As long as a complete project increment is created in each
sprint, as required by Scrum (Schwaber and Sutherland 2017), an at least min-
imum viable overall project performance will be achieved on conclusion of all
the sprints. During project execution, project agents do not have to ruminate
about the time allocation trade-off, but can focus on advancing in the respective
project phase, with a strict progression deadline creating time pressure. Thus,
time-boxed progression of agile project management is a way of mitigating the
Progression Fallacy and improving performance.

Role of phase-specific output goals. Drawing on extensive goal-setting litera-
ture for the second core element of sprints, we conjecture that goal-setting will
lead to a general increase in performance and exerted effort. The small positive
effect of non-binding, self-imposed, phase-specific output goals on performance
and exerted effort given time-boxed progression is not significant in our experi-
mental data. In an experimental setting resembling our time-boxed treatments,
and using the slider task, Fan and Gómez-Miñambres (2020) show significantly
higher performance from non-binding, phase-specific output goals imposed on a
team of workers by a manager. This suggests that for time-boxed progression,
self-imposed goals might be less effort-enhancing than goals set exogenously in
teams.

Against this, we find that goal-setting in combination with flexible progression
can deteriorate performance and exerted effort. Participants appear to bench-
mark their goals against their past performance, which is biased by the Progres-
sion Fallacy. This results in overly ambitious goals and amplifies the Progression
Fallacy, as participants spend even more time chasing ambitious goals in early
experimental phases. We conclude that every goal needs to be associated with
a clear and enforced achievement deadline to avoid progression delays. With
time-boxing, projects automatically progress, even if a goal is not met. Conse-
quently, goal-setting cannot tempt project agents to spend too much time on a
single goal. The most direct implication of our goal-setting findings is that in

37



2. How Agile Project Management Improves Performance

traditional project management, where goals are set for flexible project phases,
particular managerial attention is required on a timely progression through early
project phases to avoid the Progression Fallacy and effort distortion. Agile sprints
are an effective way of achieving this. However, they require particular managerial
attention on self-imposing sufficiently motivational goals, otherwise goal-setting
will have little impact.

2.6.2. Limitations and Future Research

This research has limitations, both on conceptual and contextual levels, that
invite future research. Conceptually, we rely on a highly stylized experimental
design. Our findings build on a task that can be broken down to a comparable
workload per experimental phase without any interdependence between the exper-
imental phases. While the internal validity of our behavioral findings is stronger
given the high transparency of the profit maximizing strategy in a simple, se-
quential task compared to the noise of a more complex task, it will be interesting
to test the boundary conditions of our results in more complex settings involving
heterogeneous and interdependent tasks. Project work often involves cognitive
and creative tasks, which are particularly inviting for future exploration. Despite
our effort in reducing the learning effects in the slider task by varying the desired
value, the participants’ learning energy overcomes their fatigue. This is the result
of a trade-off in the experimental design between sequential, fully comparable,
equally enjoyable, precisely measurable real-effort tasks and learning effects. It
would be misleading to conclude that in the case of time-boxed progression, even
more balanced workload completion could be achieved across project phases by
extending earlier and shortening later project phases, as the learning effects in
real projects with heterogeneous tasks in every project phase would presumably
be lower. Therefore, as experimental artifacts, the learning effects do not limit
the validity of our results. Nevertheless, it will be interesting to test the effect
of more complex, heterogeneous, and creative real-effort tasks on this dimen-
sion too. Additionally, in many projects, the payoff function is different in each
project phase, it can be negative (such as in the case of 0% completion of a project
phase), and is interdependent with the performance of the other project phases.
Thus, various payoff schemes also invite future research. Furthermore, follow-up
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studies should particularly focus on individual behavior of project workers with
regard to the Progression Fallacy. The external validity of our study should be
tested in the field with multi-month/year projects with different sizes and team
roles. Although there are numerous empirical observations that can be explained
by the Progression Fallacy, ranging from anecdotal evidence, such as students in
exams spending too much time on early tasks at the expense of later ones, to
academic studies, for instance by Thummadi et al. (2012), who observed that the
focus of project agents was more on the early design phase and less on the later
development phase, no dedicated field study has as yet been made to investigate
this effect.

Contextually, we focus on agile sprints as the “heart of Scrum”, leaving other
elements aside. Whereas this approach allows for a crystallized investigation of
sprints, their interplay with other Scrum elements, e.g. small autonomous teams
and continuous improvement, invites future research. Follow-up studies should
investigate whether the autonomy of the project team in agile project manage-
ment is indeed the best approach, e.g. with regard to team motivation, on-time
progression, and scalability to larger organizations. In Scrum, project teams
autonomously set and commit to self-imposed goals (Schwaber and Sutherland
2017). Our results suggest that such endogenous goal-setting is not effective in
raising the level of effort exerted. Evidently, the effect of goal-setting on the ex-
erted effort is more nuanced than we initially expected. Besides the mere setting
of goals, additional dimensions (e.g., whether they are self- or exogenously im-
posed) have to be considered to better understand the interplay of goal-setting
and exerted effort in this project management context. Future research should
investigate whether project agents in agile teams can be nudged to set more effec-
tive goals or whether exogenous goal-setting would be more effective. Finally, the
continuous improvement philosophy of agile project management allows greater
flexibility to make project changes than does traditional project management.
This might improve an organization’s agility in the literal sense, but it also cre-
ates questions regarding the effect of incremental iteration on the degree of cre-
ativity and innovation. Thus, extending the study to include the Scrum element
of continuous improvement is another promising direction for future research.
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Abstract. Agile project management techniques, such as iterative sprints and granting work-
ers task autonomy, have become commonplace in many organizations. We experimentally
examine how these techniques affect performance in two innovation settings: (1) a product de-
velopment setting, represented by a task in which participants build connected word structures
using letters of the alphabet, and (2) a business model innovation setting, represented by a task
in which participants search for the best combination of business attributes on a multidimen-
sional solution landscape. Our results suggest that the effects of Agile on performance are not
uniform and depend on the innovation setting and on the performance measure. Agile improves
average performance in the product development setting but lowers average performance in the
business model innovation setting. In both settings, Agile techniques lead to more incremental
(less radical) strategies, which narrows performance variance. Together, these results caution
against uniform adoption of the Agile approach, and suggest that the choice of the approach
should depend on the nature of the project and on the desired risk-return profile of the firm.
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3.1. Introduction

“Agile” is a suite of workflow management techniques aimed at improving inno-
vation performance (Fernandez and Fernandez 2008, Cooper and Sommer 2018).
For example, the Scrum method, a common Agile approach that originated in
software development, suggests that people should work in sprints—short project
phases of equal length, punctuated by Scrum review meetings during which the
progress is reviewed, and new tasks are assigned. The common theme of these
techniques is that they emphasize iterative design and testing over component-
wise development, and worker autonomy over top-down planning.1

Consider a web developer building an e-commerce website that has three pages:
listings, shopping cart, and payment. The traditional, “Waterfall” approach would
prescribe a sequential progression of activities, starting with one component (e.g.,
listings), and moving on to the next one (e.g., the shopping cart) upon completion.
In contrast, the Agile approach would suggest that each development phase should
end in a complete iteration of the website. That is, the developer would first create
a basic version of listings, cart, and payment pages, potentially using mock-up
or demo versions of some of the functionalities. Having built the “bones” of the
website, the developer would then add detail and texture in each subsequent
iteration.

The original purpose of Agile sprints was to facilitate the integration of user
feedback into the development cycle of software applications. More recently,
however, the Agile approach has advanced far beyond software, including set-
tings where user feedback is less readily available, and where development is less
incremental (Bryar and Carr 2021). For example, at BMW, a German automo-
tive company, designs are kept secret and little user feedback is collected until the
official product release. Despite this, BMW’s management has recently moved a
number of its design teams to the Agile workflow.2 A similar push towards Agile
adoption has been observed in many other settings with little customer involve-
ment, including in pharmaceutical and other science-driven R&D (Di Fiore et al.

1More formal definitions of Agile methods, as well as the differences among them, can be
found in the “Agile Practice Guide”—a practitioner handbook for Agile implementation, see
www.pmi.org/pmbok-guide-standards/practice-guides/agile.

2We have personally witnessed this trend in several student projects co-advised with BMW’s
management.
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2019), and even in the business-to-government sector (Roy et al. 2022).
Some features of Agile, for example, customer responsiveness (Srinivasan et al.

1997, Allon et al. 2021, Yoo et al. 2021) and team and communication processes
(Wageman 2001, Hoda et al. 2012) have been studied in the academic literature.
Other, more operational features of Agile, related to task scheduling, time al-
location and worker productivity have received little attention and are still not
well understood. Does Agile make workers more productive relative to Waterfall?
Does it lead to more creative and diverse solutions? What are the key behaviors
causing these differences?

We focus on two operational features of the Agile approach. First, the Agile
approach is iterative. That is, in each sprint workers are asked to complete an
integrated version of the product (sometimes referred to as a “minimum viable
product” during early development), while fine polishing is delayed until later.
To achieve this, workers need to split their time between multiple product com-
ponents. The resulting workflow is quite different from the Waterfall approach
which prescribes sequential completion of each component and thus allows the
developer to focus on one component at a time. Second, Agile teams are expected
to be self-organizing. That is, they are granted the autonomy to decide what to
work on, in what sequence, and for how long. The proximity to the development
and production process is meant to give workers an informational advantage to
decide on the most value-adding use of their time, and also a motivational push,
by giving them process ownership (Hackman and Oldham 1976, Raveendran et al.
2022).

The main criticism of the Agile approach is that it may stifle radical innovation.
By splitting the work into ever smaller increments and by focusing on rapid
product releases, the team may lose sight of the big picture (Petersen and Wohlin
2009). The presence of multiple tasks simultaneously competing for the worker’s
attention, and the frequent re-assessment of priorities, may further exacerbate
this issue by shifting the worker’s focus towards intermediate milestones and
away from the final deliverable (Bryar and Carr 2021). Thus, both the iterative
and incremental nature of Agile sprints, and the delegation of decision control to
the worker, may detract from performance.

We use lab experiments to study how the Agile workflow affects worker behav-
iors, and how these behaviors affect performance. The lab setting is useful to
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study these questions because it provides a window into the creative processes
and the types of activities engaged by people working under Agile versus Water-
fall regimes. These insights complement the higher-level findings from the field
studies of Agile (MacCormack et al. 2001, Allon et al. 2021, Roy et al. 2022), sug-
gest some causal pathways that drive these findings, and help develop a better
understanding of when Agile practices may work, and why (or why not).

To identify the strengths and the weaknesses of the Agile method we take a
broad look across different innovation settings, and the experimental tasks that
may represent them. We draw on the rich psychology literature that often uses
open-ended design tasks to study creative processes (Sawyer 2011, and references
therein), and on the economics-based approach of representing the creative pro-
cess as search, often on complex multi-dimensional landscapes (Ederer and Manso
2013, Billinger et al. 2014, Sommer et al. 2020). The premise of our study is in
recognizing that real-world innovation projects can have activities that are better
represented by the more open-ended design tasks, and activities that are closer
to the search approach.

Our “Design task” is a open-ended creative task with a material constraint.
Participants are given a set of letters of the alphabet and are asked to build
words into connected structures, similar to Scrabble. This task has an open
solution space allowing boundless creative strategies (within the confines of the
given materials). To do well participants need to engage in the types of activities
involved in product development, i.e., the creative identification of opportunities
(ideation), the choice of the most promising opportunities (selection), and the
implementation of these choices into a final, connected design (execution).

Our “Search task” is a more structured task with a predefined (but very large)
solution space. In this task participants search for the best combination of busi-
ness attributes on a multidimensional solution landscape. This task has a finite
(but complex) solution space, and is more reflective of business model innovation
(Girotra and Netessine 2014), i.e., the systematic search and identification of key
business decisions leading to successful new business models. Other examples of
search-driven innovation include early-stage R&D activities in the pharmaceu-
tical industry, a startup trying to position a new brand, or algorithm develop-
ment. More generally, this task represents innovation settings where execution is
straightforward once a good idea has been identified.
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Our experiments are organized into a 2 (tasks) × 3 (workflows) experiment
design. The two tasks (Design task and Search task) are administered within-
subject, while the workflow is varied between-subject. The three between-subject
treatments vary how participants split their time among problem components.
Specifically, in each task there are two components that need to be completed. In
the first treatment participants are restricted to work on components in a preas-
signed order, first completing one component and then moving on to the second
one. This is similar to standard Waterfall practice, which prescribes a sequential
workflow. In the second treatment participants work on both components during
each sprint, thus completing a full iteration of the task by the end of the first
sprint. However, the amount of time they spend in each component is still fixed.
The third treatment is similar to the second one with the additional feature that
the amount of time spent on each component is determined endogenously by the
worker, rather than being fixed exogenously by the experimenter. Together these
treatments allow us to separately identify the effects of the iterative workflow and
of the increased autonomy of the Agile approach.

Our experimental results are as follows. First, the performance effects of Agile
depend on the innovation setting. Agile significantly outperforms Waterfall in the
Design task, and vice versa in the Search task. The size of these treatment effects
is substantial, with average performance improvements of 12% to 16% (and up
to 27% after controlling for the individual differences). Interestingly, autonomy
does not significantly affect performance. That is, the bulk of the performance
difference comes from the iterative nature of Agile development, and not from
the worker having control over the time allocation.

Second, in addition to the differences in mean performance there are variance
effects at the subject pool level. Specifically, in both tasks Waterfall leads to a
greater performance variance than Agile. Thus, a firm that follows a high-risk
high-reward strategy for its projects may choose a different approach than a firm
that wants to improve performance on average.

Third, the performance effects are explained by more incremental (and less
radical) behaviors in Agile regimes. In the Design task incrementalism mani-
fests itself in the usage of similar words multiple times. Reusing the words helps
maintain steady production pace and continue building and improving upon the
existing product in a time and cost-efficient manner, but results in less creative
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solutions. In the Search task incrementalism manifests itself in the participants
fine-tuning their solutions too early, instead of exploring a larger portion of the
solution space. Here, the sequential nature of the Waterfall approach helps work-
ers explore a larger number of possibilities, before committing and fine-tuning an
already discovered solution. Survey questions further reveal that these behaviors
are related to increased urgency and perceived time pressure in Agile regimes.

Taken together, our results caution against a “One size fits all” approach in
project and innovation management. An approach that works well for one type
of projects may lead to failure in another. Firms that have readily embraced the
Agile paradigm may need to reevaluate how they manage workflow—especially
for projects where experimentation is relatively cheap Agile may detract from
performance. Organizations that manage a variety of different innovation projects
should resist the urge to standardize their management approach and should
instead tailor the approach to the nature of the project and to the desired risk-
return profile of their portfolio.

3.2. Literature

While the Agile approach has attracted significant attention and debate among
practitioners (Bazigos et al. 2015, Laufer et al. 2015, Rigby et al. 2016), academic
research into its performance effects remains scarce. Nonetheless, we can draw
on a large body of literature in organizational theory, psychology, experimental
economics, and operations management, that studies broader questions related
to innovation processes (Krishnan and Ulrich 2001). We next discuss two streams
of literature that inform our experiment design, and that our study contributes
to: the literature on Agile development and related process management tech-
niques, as well as innovation experiments that use real-effort tasks. We note that
our review focuses on the operational, i.e., process-related aspects of the Agile
approach and omits other, team and communication related aspects.3

3The interested reader is referred to Tuckman (1965), Markham and Markham (1995), and
Marks et al. (2001) for key references on self-organizing teams.
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Agile Research

The first operational aspect of Agile is its iterative nature (Kettunen and Lejeune
2020). The deliverable for each iterative sprint is typically a demo version of the
product that has all its basic functionalities, even during the early review cycles.
The initial releases of the product may include rough drafts and mock-ups; the
goal of these releases is not to be commercially viable, but rather to learn about
the technological feasibility and to collect customer and management feedback
(Yoo et al. 2021). After each review, the team can respond to the feedback by
focusing on the most value-adding components.

The second operational aspect of Agile is the autonomy granted to developers
when deciding how to allocate development time (Maruping et al. 2009, Hodg-
son and Briand 2013). MacCormack et al. (2001) find, using survey data in the
software development sector, that a flexible approach where the team is granted
some control over the progression of development activities leads to better results
than a more stringent approach that allows teams to proceed from one develop-
ment activity to another only after satisfying some preset requirements. More
recently, Allon et al. (2021) use mobile app store data to show that app devel-
opers that are more agile (where agility is measured as the rate of changes to
product version in response to user reviews) perform better. Notably, neither of
these two studies can rule out the reverse causal sequence that high-performing
organizations may also be more likely to adopt flexible development techniques.
Our experiment helps validate the causal pathways suggested in these empirical
studies and proposes some mechanisms that may be driving these effects.

The closest experimental studies related to Agile are Kagan et al. (2018) and
Lieberum et al. (2022). Kagan et al. (2018) find that designers who decide for
themselves how to spend time between creative ideation and execution perform
worse than designers with exogenously imposed schedules; however, the effect
disappears when autonomy is coupled with a performance-oriented deliverable,
as would be the case for the Agile approach. Lieberum et al. (2022) show that
time-boxing of work, i.e., imposing fixed time intervals for tasks, can improve
performance. They use a pure effort (non-creative) slider task and do not study
the role of iterative versus non-iterative task sequences. While both these studies
examine regimes that give workers more/less process control, neither looks at
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multiple product components, or explores multiple innovation settings, both of
which are central to a better understanding of the effects of Agile.

Taken together, the existing literature offers mixed predictions for the effects
of Agile techniques on performance. Several observational studies suggest that
iterative, more flexible workflow may improve performance. At the same time,
experimental studies question some of the benefits of Agile, specifically the effects
of autonomy on performance.

Real-Effort Innovation Tasks

Real-effort tasks have become quite common in the experimental literature study-
ing questions related to worker productivity, including incentive design and worker
compensation (Charness and Kuhn 2007, Greiner et al. 2011), server behavior in
queues and assembly lines (Schultz et al. 1998, Shunko et al. 2018), and inno-
vation (Erat and Gneezy 2016, Kagan et al. 2018, Rosokha and Younge 2020,
Lieberum et al. 2022). The challenge for the design of innovation experiments
like ours is to choose tasks that reproduce the creative environment, i.e., require
a creative generation of new (rather than the use of existing) recipes for success,
while at the same time allowing the researcher to maintain experimental control.
Further, we are interested in tasks that would allow us to observe not only how
well different people perform, but also what behaviors and strategies are driv-
ing performance. Fortunately, prior experimental literature has identified several
classes of experimental tasks that achieve these goals.

Our first experimental task builds on the long tradition in the psychology lit-
erature of using verbal tasks to study creative behaviors (Sawyer 2011). The
advantage of verbal tasks is that they do not require specialized training, and
that performance can often be assessed using objective metrics. Within verbal
tasks, there are some important distinctions. Some researchers use verbal tasks
that are based on puzzles or riddles, for example solving a “rebus” (Kachelmeier
et al. 2008, Kachelmeier and Williamson 2010, Erat and Gneezy 2016) or deci-
phering an anagram (scrambled list of letters) to form a word (Mendelsohn and
Griswold 1964, Gino and Wiltermuth 2014). In these tasks, performance is mea-
sured by the number of puzzles solved, i.e., each puzzle is essentially treated as
a new challenge. Such tasks are more reflective of brainstorming/ideation parts
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of the innovation process, where the objective is to produce as many ideas as
possible, and less reflective of the product development setting, which includes
ideation, selection, and implementation of ideas. Other verbal tasks are more un-
structured, for example, writing an essay (Charness and Grieco 2019). Such tasks
rely on subjective performance assessment and are more reflective of fashion or
artistic settings. Our version of the verbal task is based on Scrabble; it has both
the creative ideation/insight element of building new words, and a more analytic
element of integrating the words into a final product that maximizes an objec-
tive performance metric. Thus, our task leverages the creative open-endedness
of verbal tasks, while also requiring the creative energy to be directed towards a
more pragmatic, performance-oriented goal.

Our second experimental task leverages the approach (more common among
economists and business disciplines) of representing innovation as a search pro-
cess (Levinthal and March 1981, Levinthal 1997). Here, the key objective of the
worker is to identify the best solution among a very large number of potential
solutions. Search models, especially search on complex landscapes, are a natu-
ral abstraction for many innovation processes, for example pharmaceutical trials
(Powell and Ryzhov 2012, Chick et al. 2020), and other settings where the path
to implementation is clear, once a good solution or strategy has been identified.
To achieve good performance the developer needs to develop an understanding
of the mapping between combinations of product attributes and the resulting
performance. Rugged landscape models have been designed specifically to study
such complex, multidimensional search processes (Levinthal 1997, Mihm et al.
2003, Sommer and Loch 2004).

While the theoretical/computational literature on complex solution landscapes
is quite exhaustive (in particular for NK models; see Baumann et al. 2019, for
a recent review), the number of experiments examining human search strategies
on a landscape is relatively small. In these experiments the landscape is often
represented by a lemonade stand where the decision-maker chooses the lemon-
ade color, sugar content, location and other attributes, which interact in some
complex ways (unknown to the participant).4 Ederer and Manso (2013) examine

4Some experimental researchers prefer to use a context-free version of rugged landscape models,
see for example, Billinger et al. (2014, 2021). These studies focus mainly on the ability of
human decision-makers to calibrate how much to explore versus to exploit. Because we
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different incentive systems and find that search strategies are more effective when
short-term failure is tolerated and long-term success is rewarded. Sommer et al.
(2020) examine whether groups perform better than individuals and find that
the number of explored solutions is less predictive of success than the breadth
of search. Overall, the experimental rugged landscape literature finds that both
incentives and group dynamics matter, but do not delve deeper into questions re-
lated to task sequencing or time allocation within the search process. Our study
contributes to this literature by examining the effects of workflow management
techniques, such as Agile, on search performance.5

3.3. Experimental Design

In this section we present our experimental design. We begin by introducing
two real-effort tasks which represent two different innovation settings (Subsec-
tion 3.3.1). We then present our experimental treatments, and discuss what
treatment effects we anticipate given the extant theory (Subsection 3.3.2). Fi-
nally, we present the details of the performed measurements and protocols (Sub-
section 3.3.3).

3.3.1. Tasks (Within-Subject)

Our experiments were organized into a 2 (tasks) × 3 (treatments) experiment
design. The tasks (administered within-subject, in random order) build on prior
experimental work in the innovation and creativity literature discussed in Sec-
tion 3.2. We refer to the two tasks as the “Design task” and the “Search task”.
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Figure 3.1. Design Task: Screenshots

(a) Component 1: Nouns

Nouns – Current Points: 95
Nouns – Max. Points Achieved 

(payment relevant): 95

Verbs – Current Points: 0
Verbs – Max. Points Achieved 

(payment relevant):0

Time Remaining for 
Nouns: 2:29

Period 1: Nouns

Instructions

(b) Component 2: Verbs

Nouns – Current Points: 95
Nouns – Max. Points Achieved 

(payment relevant): 95

Verbs – Current Points:  135
Verbs – Max. Points Achieved 

(payment relevant): 135

Time Remaining for 
Verbs: 3:25

Period 2: Verbs

Instructions

Notes: Design task sample screenshots (translated from German) for Waterfall treatment. The yellow
boxes show the time remaining. The blue buttons are links to the instructions. The gray boxes show
both the current scores for each component and the highest scores ever achieved, which are for payment
(because all words are valid in this example, the scores coincide).

3.3.1.1. Design Task.

Our Design task is a variation on the Scrabble game. Subjects receive a set of
tiles with letters on them, which can be used to form words. The words are then
connected in crossword fashion, and must read left to right or top to bottom.
Deviating from the classic version of the game, there are two separate boards
that represent two product components. On one board subjects may only put
nouns, and on the other board they may only put verbs. Each board has 15× 15

fields. For each board, subjects receive 100 letters with no refill. The list of
letters is the same for each participant. The first letter needs to be placed on
the field in the middle of the board. Additional words must have at least one of
their tiles horizontally or vertically adjacent to an already placed word. Words
cannot be formed diagonally. An example of a subject working on each of the

study innovation-related behaviors, we use a contextualized version of the task with the
lemonade stand business as the focal context.

5Another type of search experiments in the experimental literature are secretary problem
experiments, see for example, Seale and Rapoport (1997), Bearden et al. (2006), Palley and
Kremer (2014). These experiments represent single-dimensional search, more reflective of
consumer or job market search (as opposed to the combinatorial search on multidimensional
landscapes).
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two components is shown in Figure 3.1.6 For further details see Subsection B.1.1
in the appendix.

The overall performance, used to determine participant compensation, is com-
puted as follows. First, the number of letters used is counted separately for
each component. For overlapping words, the overlap letter is counted twice. For
example, in Figure 3.1(a), the noun component has four words with 5, 6, 4,
and 4 letters respectively. Subjects receive five points for each letter, yielding
(5 + 6 + 4 + 4) × 5 = 95 points in this example. The score is computed anal-
ogously in the verb component. For example, in Figure 3.1(b), the subject has
five verbs with 4, 5, 6, 6, and 6 letters respectively, yielding the total score of
(4+ 5+ 6+6+6)× 5 = 135. At the end of the task, the smaller of the two com-
ponent scores becomes the final payoff. This is to represent that a product has
multiple components, and each of the components needs to be done well before
the product can be taken to market. In this example the participant would earn
MIN{95, 135} = 95 points.7

The Design task reproduces several key behavioral dynamics of product de-
velopment. It is a problem solving task that requires both creative (“divergent”,
see Sawyer 2011) and analytic (convergent) thinking. Participants begin with an
open solution space and limitless creative possibilities. There are no predefined
strategies one can rely on, or decision alternatives to choose from. As in real
projects, there are path dependencies: removing and rebuilding words can be
costly, requiring more analytic, performance-oriented thinking, especially as the
deadline nears. The final deliverable needs to be a product that integrates all
the best ideas. The overall design thus requires a holistic approach that includes
ideation, selection, and execution.

6The validity of each word placed on the board is instantly checked against the online dictio-
nary wiktionary.org and highlighted in green color if valid. Placed words can be modified
or deleted during the current period. However, words placed during the first period cannot
be deleted during the second period.

7The MIN function ensures that participants work on both components, instead of working
on the component they consider easier or more enjoyable. While other payoff functions may
be equally suitable to represent complementarities between components, we chose the MIN
function mainly to facilitate comprehension and easy calculation of profits for participants.
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3.3.1.2. Search Task.

In our Search task subjects search for the profit-maximizing combination of busi-
ness attributes on a multi-attribute solution landscape. As is common in the
experimental literature (see, for example, Ederer and Manso 2013, Sommer et al.
2020) we use the naturalistic framing of the “Lemonade stand” to represent the so-
lution landscape. In this framing, the participant is asked to identify an effective
business strategy by repeatedly choosing the values of several business attributes
and learning about the payoff resulting from each attribute combination. Devi-
ating from the classic version of the task, we introduce two separate components
of the lemonade stand: the product component and the market component. The
product component consists of four product attributes: lemonade color, lemon
content, carbonation, and bottle label. The market component consists of four
market attributes: location, price, opening hours, and advertising. For each com-
ponent two of the attributes are discrete, while the other two are continuous.
Within a component, the payoff is a function of all four attributes.8

Figure 3.2 illustrates the decision screens for each of the two components. Par-
ticipants can modify the attributes as often as they like, however, each time they
do so, there is a three second delay until they see the resulting profit. This is to
encourage thoughtful choices and to discourage random clicking. As in the De-
sign task, the overall performance used to determine participant compensation is
computed by taking the lower of the two component scores, where each compo-
nent score is the best discovered solution. For further details see Subsection B.1.2
in the appendix.

Similar to the Design task, the Search task is a problem-solving task that
involves both ideation and selection. Participants begin with a large, unexplored
solution space (with a total of 92, 0002 combinations). To do well, participants
need to be able to effectively explore the space, then narrow down to a good
solution region and fine-tune it. Importantly, the Search task does not have
an implementation stage and is therefore more reflective of innovation settings

8Specifically, lemonade color, bottle label, location and advertising are discrete attributes. The
remaining attributes are continuous. The continuous attributes allow inputs in the [10, 20]
range, with the choices limited to one digit after the decimal point, yielding a total of 101
possible choices each. Thus, the solution space in each component has 3× 3× 101× 101 =
92, 000 unique combinations. If we consider both components, the overall solution space has
92, 0002 combinations.
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Figure 3.2. Search Task: Screenshots

(a) Component 1: Product

Product Component                                 

Time Remaining for 
Product Component: 2:09

Instructions

Maximum Profit Achieved:

• Product Component: 175.90 ECU 
• Market Component: 0.00 ECU 

Validate

Bottle Label:    

Lemonade Color:

Carbonation:          

Lemon Content:

Green OrangeYellow

Triangle Circle Square

Period 1

Validation Lemonade 
Color

Lemon 
Content

Carbo-
nation

Bottle 
Label Profit 

4 Orange 15 18.1 Triangle 50.71

3 Green 15 18.1 Circle 175.90

2 Green 15 18.9 Circle 173.50

1 Green 15 15 Circle 173.80

(b) Component 2: Market

Market Component                                 

Time Remaining for 
Market Component: 2:41

Instructions

Maximum Profit Achieved:

• Product Component: 175.90 ECU 
• Market Component: 183.10 ECU 

Validate

Location:             

Opening Hours:            

Price:                  

West EastNorth

Period 2

Validation Location Price Opening 
Hours

Adver-
tising

Profit 

4 West 18.7 12.8 Flyer 51.75

3 East 18.7 12.8 Display 
Stand

153.10

2 East 12.9 12.8 Display 
Stand

170.50

1 East 12.9 17.6 Display 
Stand

183.10

Advertising: Display Stand Flyer Placard

Notes: Search task sample screenshots (translated from German) for Waterfall treatment. The yellow
boxes show the time remaining. The blue buttons are the links to the instructions. In each component
participants can adjust each of the four attributes (radio buttons for the two discrete attributes and
sliders for the two continuous attributes). The tables show each examined combination, with the best
discovered combination highlighted in green.

where execution is secondary once a good solution has been identified. This is
typically the case in business model innovation, as well as other settings where
the identification of the best solution under time constraints is key to successful
performance.

3.3.2. Treatments (Between-Subject) and Anticipated
Treatment Effects

We administer three between-subject treatments. In all three treatments the
overall time for each task is fixed, and there are two periods of equal length.
However, the workflow, i.e., the sequence of components and the time allocated
to each component, depends on the treatment. In the Waterfall treatment (TW )
participants complete the task sequentially, with exactly half of the total time
allocated to each component. That is, in each period participants are restricted
to working on one component. The sequence of the components is assigned at
random.

In both Agile treatments participants are allowed to switch back and forth
between the two components throughout the task. In the first Agile treatment,
the total time spent on each component needs to be equal within each period (and
therefore in total as well). We label this treatment Agile iterative (TA-1 ), because
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Figure 3.3. Experimental Design

Comp. 2

Comp. 1

Comp. 2

Search task Design task

TW: Waterfall

TA-2: Agile iterative
+ autonomy

TA-1: Agile iterative

Comp. 1 Comp. 2

Comp. 1

Break

Break

Period 1

Break

Period 2

Comp. 2

Comp. 1

Comp. 2

Comp. 1 Comp. 2

Comp. 1

Period 1 Period 2

Notes. Treatment (TW, TA-1, or TA-2 ), sequence of tasks (Design task → Search task or Search task
→ Design task), and the first displayed component (Comp. 1 or Comp. 2) are assigned at random
at the beginning of the experiment. In TW no modifications to the first displayed component can be
made after the transition to period 2. In TA-1 and TA-2, in both periods participants are allowed to
switch between components as frequently as they see fit.

participants work on both components in each period, and thus complete a full
iteration of the task in each period. The second Agile treatment is similar in that
participants (can) work on both components in each period. In addition, the
50-50 time split constraint is removed. We label this treatment Agile iterative
+ autonomy (TA-2 ), because participants are given the autonomy to decide
how to spend their time in the most productive way. The three treatments are
administered between-subject and are summarized in Figure 3.3.9

9In all treatments, participants cannot go back and alter their choices once a period is com-
pleted. This is to reflect path dependencies caused by the choices made early on in the
project. In the Design task, this is achieved by freezing the locations of the tiles placed in
the first period. In the Search task, this is achieved by freezing half of the search attributes
to the values that achieved the highest profit after the first period.
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What treatment effects do we anticipate? The standard economic argument is
that a relaxation of constraints would help a decision-maker allocate time to the
more value-adding component; thus, the added flexibility of the Agile approach
should improve performance. This is especially true for the TA-2 treatment, in
which participants can essentially replicate both the TW and the TA-1 condi-
tions. Agility has been shown to improve performance in the software and app
development industries (MacCormack et al. 2001, Allon et al. 2021). At the same
time, constraints have been shown to be helpful in many complex tasks because
they allow the worker to focus on the (creative) task at hand (Sawyer 2011, Ka-
gan et al. 2018, Long et al. 2020). This speaks for a more planned, sequential
completion of components, as would be the case in Waterfall (TW ).

Taken together, these arguments, and the review of the literature in Section 3.2
suggest that no theory or stream of literature offer uniform support for or against
Agile. Given the limited theoretical and empirical investigation into the perfor-
mance of Agile systems, we adopt an inductive, exploratory research approach.
That is, rather than forming ex ante hypotheses based on extant theory we first
examine behavior and performance in all three treatments (TW, TA-1, and TA-
2 ) and then derive implications for what a more complete theoretical framework
of creative behavior in operational systems may look like (Section 3.6).

3.3.3. Parametrization and Experimental Protocol

We conducted pretests with 33 participants to calibrate the duration of each task,
the materials (number of letters in the Design task), and the payoff landscape
(mapping between attributes and profit in the Search task). Task durations and
the number of letters available were chosen to ensure that both time and material
constraints were binding for most participants, yet sufficient for some to achieve
top performance. We found that these goals were achieved with 100 letters and
6 minutes per period in the Design task, and 4 minutes per period in the Search
task.

In the Search task, the created landscapes for each component had two local
optima and one global optimum resulting in a solution landscape of moderate
complexity. The global optimum for each component was set at 500 points, and
the local optima were set at 380 and 200 points, respectively, ensuring that there
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was an incentive to continue searching once a local optimum was identified. Our
parametrization is similar to the one used in Ederer and Manso (2013) and similar
to the medium complexity scenario in Sommer et al. (2020). As in the standard
implementation of the task, participants were not informed about the structure
of the solution space, or the number of the optima. See Figures B.1 and B.2 in
the appendix for an illustration of the solution space.10

The experiment was conducted at the Technical University of Munich, Ger-
many between December 2020 and April 2021. The experimental interface was
programmed in o-Tree (Chen et al. 2016). The experiment was conducted in Ger-
man, the first language of most of the participants. Participants had to pass a
German test to be admitted to the experiment. Participants were then randomly
assigned to a treatment (see Section B.2 in the appendix for the full protocol
and instructions). For each participant, the treatment (TW, TA-1, TA-2 ) was
kept the same for both tasks. The sequence of the tasks and the sequence of
components within each task were randomized. Participants were only allowed
to proceed to each task after completing a comprehension quiz.

A total of 269 participants were recruited. A total of 13 participants were not
admitted to the experiment because they were unable to pass the German test.
A total of 62 participants were not admitted to the Design task because they did
not pass the quiz. A total of 20 participants were not admitted to the Search task
because they did not pass the quiz. The resulting number of valid observations
was 194 for the Design task and 236 for the Search task. Participants were paid
a fixed show-up fee of EUR 5 and a variable payment based on their performance
in each of the two real-effort tasks. The average total payment was EUR 11.33.

10In the experiment we used two different parametrizations (each parametrization is a set of
realizations of the attributes on the landscape). One of the two parametrizations was then
selected at random at the beginning of each session. This was to ensure that behaviors
would not be driven by a particular set of parameter realizations. Further, to ensure that
no treatment would perform better simply because of the allowable decisions in each period
we also conducted computational experiments using Monte Carlo simulations. Specifically,
we generated 10,000 instances for each treatment using different search strategies, e.g.,
choose at random, modify one attribute at random, two attributes, etc. Within each in-
stance we generated 40 validations (attempts), 20 for each component, consistent with the
average number of validations (attempts) observed in pretests. We then conducted pairwise
treatment comparisons drawing 60 samples for each treatment at random from the 10,000
instances and then compared treatment means using rank sum tests. No treatment was
found to be systematically superior in these simulations.
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The total duration of the experiment was 45 minutes.11

3.4. Performance Comparisons

In this section, we report the results of our analysis focusing on the effects of
workflow (Waterfall vs. Agile) on performance. Our analysis relies on non-
parametric tests and OLS regressions and uses two-sided p-values for the relevant
statistical comparisons. We first use the subjects’ payoff (the lower of the two
component scores) as the dependent variable, and then examine several alterna-
tive performance measures. Pairwise correlations of the key measurements used
in our analysis are found in the appendix (Table B.3).

3.4.1. Differences in Task Payoff

Figure 3.4 shows mean payoff by task and treatment. Several observations are
in order. First, both Agile workflows improve performance in the Design task,
but decrease performance in the Search task, relative to the Waterfall treatment.
The differences are economically meaningful, ranging between 12% and 16% im-
provement from switching to the better workflow. Rank sum tests further reveal
that the differences between the Waterfall treatment and each Agile (TA-1 and
TA-2 ) treatment are at least marginally significant in three of four comparisons
(Design task: p = 0.316 and p = 0.063, Search task: p = 0.037, p = 0.057).
Within Agile, if we compare TA-1 and TA-2 treatments, the effects of auton-

11This resulted in average hourly earnings of EUR 15.11, which is close to the targeted
EUR 14/hour rate common for this subject pool.

Figure 3.4. Mean Performance
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Table 3.1. Effects of Agile vs. Waterfall on Performance

Design task Search task
(1) (2) (3) (4)

Task payoff Task payoff Task payoff Task payoff
TW: Waterfall (Baseline) (Baseline) (Baseline) (Baseline)

TA-1: Agile iterative 20.29 44.63∗∗∗ −33.45∗∗ −32.03∗∗

(13.51) (14.21) (14.95) (15.36)

TA-2: Agile iterative + autonomy 27.71∗∗ 39.64∗∗∗ −30.20∗∗ −29.89∗

(12.97) (12.53) (15.06) (15.28)

Controls No Yes No Yes

Constant 173.90∗∗∗ 165.91∗∗∗ 279.29∗∗∗ 300.70∗∗∗

(8.90) (42.65) (9.94) (52.31)

Number of observations 194 194 236 236

R2 0.03 0.21 0.03 0.04

Notes. OLS regressions with standard errors in parentheses. Controls are age, gender, German
native speaker, education, task sequence, component sequence, loss of internet connection,
experience with Scrabble (in the Design task), and parameter version (in the Search task). The
number of observations equals the number of participants who completed the task.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.

omy are relatively small and not statistically significant (1%–4% improvement,
p = 0.335 in the Design task and p = 0.848 in the Search task).

Before estimating linear regression models it is worth taking a brief look at some
of the correlations between the measurements (Table B.3 in the appendix). First,
performance (task payoff) is correlated between the two tasks at ρ = 0.14 (p =

0.066). The modest size of the correlation coefficient and its significance level both
suggest that the two tasks are distinct measures of performance (rather than tests
of the same underlying ability). Second, subjects’ experience with verbal puzzles
such as Scrabble, as well as their level of education are positively correlated with
their performance on the Design task (p < 0.001 and p = 0.030). To account for
these individual differences, we will control for them in our regression models.

The regression results are summarized in Table 3.1. Without controls, the
positive effect of Agile on payoff performance in the Design task is not significant
for TA-1: Agile iterative, but is significant for TA-2: Agile iterative + autonomy
(p = 0.135 and p = 0.034). However, with controls, the positive effect of Agile
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becomes strongly significant for both Agile treatments (p = 0.002 and p = 0.002).
The negative effect of Agile on performance in the Search task is significant for
both Agile treatments without controls (p = 0.026 and p = 0.046), and also with
controls (p = 0.038 and p = 0.052). In sum, the regression analysis provides
robust evidence for positive performance effects of Agile in the Design task and
for negative performance effects of Agile in the Search task. Lastly, none of the
differences between TA-1 and TA-2 are statistically significant (Wald tests, all
p > 0.100).

3.4.2. Alternative Performance Measures

In addition to examining task payoff (measured as the lower of the two component
scores), we are also interested in the overall productivity, and in the difference
between component scores. Were the treatment effects on task payoff caused
by participants being more productive overall, or, were they caused by a better
allocation of time and effort between components, leading to a more balanced
performance across the components? To answer this question we first define two
measures:

Sum ofscores = Component 1 score+ Component 2 score

Gap between scores = |Component 1 score− Component 2 score|

where each component score is the highest score achieved by the participant in a
component (verbs or nouns component in the Design task, and product or market
component in the Search task).

Table 3.2 reports the results of linear regression models with Sum of scores
as the dependent variable in columns (1) and (3) and Gap between scores as
the dependent variable in columns (2) and (4). Consider first the Design Task.
Column (1) shows that relative to TW, only the TA-1 treatment significantly
increases the overall production of valid words, measured as the sum of scores
across the two components (p = 0.015). In contrast, increased autonomy in TA-2
does not significantly improve production relative to TW (p = 0.110). However,
column (2) shows that both TA-1 and TA-2 significantly reduce the gap between
scores, with a larger effect size for TA-2 (p = 0.009 for TA-1 and p < 0.001 for
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Table 3.2. Sum of Scores and Gap between Scores
Design task Search task

(1) (2) (3) (4)
Sum of scores Gap between scores Sum of scores Gap between scores

TW: Waterfall (Baseline) (Baseline) (Baseline) (Baseline)

TA-1: Agile iterative 63.09∗∗ −26.18∗∗∗ −60.17∗∗ 3.89

(25.61) (9.98) (26.51) (16.81)

TA-2: Agile iterative + autonomy 36.31 −42.98∗∗∗ −65.91∗∗ −6.12

(22.59) (8.80) (26.38) (16.73)

Controls Yes Yes Yes Yes

Constant 408.62∗∗∗ 76.80∗∗ 711.29∗∗∗ 109.90∗

(76.86) (29.95) (90.28) (57.27)

Number of observations 194 194 236 236

R2 0.21 0.16 0.07 0.07

Notes. OLS regressions with standard errors in parentheses. Controls are age, gender, German native speaker,
education, task sequence, component sequence, loss of internet connection, experience with Scrabble (in the
Design task), and parameter version (in the Search task). The number of observations equals the number of
participants who completed the task.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.

TA-2 ). Thus, the key performance driver in the Design task appears to depend on
the version of the Agile treatment: the iterative cycles help improve productivity;
further, the increased autonomy helps participants allocate more time to the more
value-adding activity.

The last two columns of Table 3.2 focus on the Search task. Column (3)
shows that TW significantly increases the sum of scores relative to both TA-
1 and TA-2 (p = 0.024 and p = 0.013). In contrast, column (4) shows that
neither comparison is significant for the gap between the two component scores
(p = 0.817 and p = 0.715). Thus, in the Search task TW appears to dominate
both TA-1 and TA-2 primarily because of greater overall productivity, and not
because of a more even allocation of performance between components.

Lastly, three of the four comparisons between TA-1 and TA-2 treatments are
not statistically significant (Wald tests, p > 0.267) and one is marginally signif-
icant (p = 0.074) suggesting that there are no meaningful differences among the
two Agile treatments.
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Figure 3.5. Design Task: Performance Distribution
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3.5. Performance Heterogeneity, Learning, and

Mechanisms

In this section, we increase the level of detail and examine the micro-level dy-
namics of work under Waterfall and Agile regimes. We begin by exploring the
performance distributions in each task. We then dive deeper into the relevant
behaviors in each task and identify the key process indicators driving perfor-
mance. For the purposes of exposition we pool TA-1 and TA-2 treatment data
and compare behaviors in the pooled (TA-1 + TA-2 ) treatment against TW.
More detailed treatment comparisons are available in the appendix.

3.5.1. Performance Heterogeneity and Learning

We begin by considering the distributional effects of the Agile approach. Fig-
ure 3.5 shows the distribution of task payoff in the Waterfall and the pooled
Agile treatment in the Design task. The Waterfall treatment causes a greater
spread in performance with a substantive number of participants (10%) in both
the lowest and highest bins. In contrast, in the Agile treatments performance is
more tightly clustered around the mean and has a more pronounced fall-off to-
wards both the lower and upper tail of the performance distribution. To examine
these variance effects more formally we conduct a test of equality of variance and
find the performance variance to be significantly higher in the Waterfall relative
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Figure 3.6. Search Task: Performance Distribution
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to the (pooled) Agile treatments (Levene test: p < 0.001).12

Figure 3.6 shows the performance distribution in the Search task. Here, the
advantage of the Waterfall treatment is related to the participants’ ability to dis-
cover multiple local optima. Indeed, a smaller number of subjects in the Waterfall
treatment are stuck in the bottom local optimum where one can reach at most
200 points (52% vs. 64%, Proportion test: p = 0.074). Further, the proportion of
subjects able to identify the highest optimum is significantly higher in Waterfall
(20% vs. 10%, Proportion test: p = 0.031). Thus, the Waterfall treatment ap-
pears to shift the distribution of outcomes away from the bottom local optimum,
and towards the global optimum. We will later see that this shift is related to
the explore-exploit patterns observed in each treatment. Finally, as in the Design
task, the variances between the Waterfall and (pooled) Agile treatments in the
Search task are significantly different (Levene test: p = 0.026).13

Some of the described variance effects appear to be driven by differences in
the learning patterns. Specifically, in both tasks Component 2 scores are signifi-
cantly higher than Component 1 scores in the Waterfall treatment (paired t-tests
of highest scores, both p < 0.01). In contrast, neither score is significantly higher

12Treatment-level histograms of task payoff are available in the appendix (Figure B.3). Quantile
regressions that use different quantiles of the performance distribution as the dependent
variable confirm that Agile mainly improves the outcomes of the low performers and does
not significantly affect high performers. Quantile regression coefficients are reported in
Table B.4 in the appendix.

13Treatment-level histograms of task payoff are available in the appendix (Figure B.4). Quan-
tile regression results that use different quantiles of the performance distribution as the
dependent variable are reported in Table B.7 in the appendix.
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nor lower in the Agile treatments. The treatment differences in learning patterns
are intuitive: In the Waterfall treatment participants work on a single compo-
nent within each period; thus the lessons from the first period can be applied
when working on the second component. In contrast, in the Agile treatments
participants can work on both components within a period; hence, the displayed
sequence of components has only a small effect on performance. The sequential
nature of the Waterfall process may thus lock in the initial differences in ability
between low and high performers, leading to a greater spread in final performance.

Taken together, the variance effects identified in this subsection suggest that
the choice of the development approach (Waterfall vs. Agile) may depend on the
risk appetite of the decision-maker. The managerial implications of this result
will be discussed in Section 3.6.

3.5.2. Mechanisms

3.5.2.1. Design Task.

In the Design task, two natural measurements of the creative process are the
ability of participants to form words and the length of those words. Figure 3.7(a)
shows that the number of words added to the board is quite high at the beginning
of each period in the Waterfall treatment. However, the number of words drops
rapidly over the course of each period, from 3.0 to 1.3 words per minute down in
period 1 and from 3.4 to 1.6 words per minute in period 2. Indeed, the decline
in the number of words is significant in both periods in the Waterfall treatment
(non-parametric trend test, both p < 0.001). In contrast, the number of words
remains quite constant in Agile with 2.1 to 3.0 words per minute throughout the
task (trend tests, p = 0.702 and p = 0.359). Further, the average length of words
does not appear to change over time in either treatment (Figure 3.7(b)).

How are participants in Agile regimes able to maintain high productivity and
better distribute their effort among the two components? One effective strategy
appears to be word recycling. That is, rather than looking for entirely new words
participants can use the same or similar words multiple times. Our data show that
this strategy is associated with increased performance and is used more frequently
in the Agile treatments. Only 7% of the participants in Waterfall use identical
words multiple times, compared to 19% in Agile. This difference is statistically
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Figure 3.7. Design Task: Process Variables over Time
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significant (rank sum test, p = 0.020). Indeed, we find that this behavior explains
between 10% and 23% of the treatment differences in performance (Tables B.5
and B.6 in the appendix). Thus, participants in Agile regimes appear to discover
more time and cost-efficient (though not necessarily more creative) strategies that
help them achieve higher performance.14

3.5.2.2. Search Task.

Next, we unpack the drivers of performance in the Search task. To get a sense
of the search process in each treatment, we examine three common metrics used
to characterize the search process on complex solution landscapes (see, for ex-
ample, Sommer et al. 2020): the total count of examined solutions (Number of
validations), the coverage of the solution space (Explored solution space), and the
magnitude of the differences between two subsequent solutions (Step size). The
Number of validations is a proxy for the number of ideas. Since only the best
solution counts, in the Search task each additional idea should—on average—lead
to weakly better results. However, because the time, and thus the number of at-
tempts, is finite, there is a trade-off between exploring a large number of disparate
solution regions, versus exploring a more narrow set of regions with greater thor-

14We also examine whether participants reuse partial (rather than complete) words and find
similar treatment differences and performance effects. Note also that we measure only
the direct effects of word recycling on performance; other more indirect contributions may
come from new combinations that are enabled by the recycled words and would have been
impossible had the recycled word not been added to the board.
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Figure 3.8. Search Task: Process Variables over Time
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oughness. This trade-off is captured by the remaining two measures. Specifically,
Explored solution space measures the breadth of the search, i.e., how much of
the idea pool has been explored (Kavadias and Sommer 2009, Erat and Gneezy
2016, Kornish and Hutchison-Krupat 2017), while Step size measures whether
the subject is experimenting with new solutions, or fine-tuning the current one
(Billinger et al. 2014).

Figure 3.8 plots each of the three measures. Panel (a) shows that in both
Agile and Waterfall treatments participants explore approximately 50 distinct
solutions at a near-constant pace. That is, they validate a new combination of
attributes approximately every nine seconds. At the end of the task, there are
no significant differences in the number of validations between treatments (rank
sum test, p = 0.447). That is, the differences in the number of validations are
not a significant driver of the performance advantage of Waterfall in the Search
task.

Panel (b) plots the Explored solution space over time. To compute this mea-
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sure, we first partition each of the four attributes of each component into three
buckets, resulting in a solution space of 162 distinct fields (2 components × 3
buckets 4 attributes = 162), and then calculate what proportion of those fields has
been explored. In the first period participants explore significantly more of the
solution space in Agile than in Waterfall (10% vs. 8%, rank sum test, p < 0.001).
However, Agile participants do significantly less exploration in the second period,
relative to Waterfall (4% vs. 8%, rank sum test, p < 0.001). At the end of the
task, Waterfall participants have explored on average 16% of all fields, whereas
Agile have explored significantly less with only 14% (rank sum test, p = 0.029).15

Panel (c) plots the Step size, i.e. the Euclidean distance between the attributes
chosen in two subsequent validations. This measure is a proxy for the extent
of experimentation and helps understand whether a participant is performing
broader exploration (which would manifest in a larger Step size) or exploitation,
i.e. fine-tuning (which would manifest in a smaller Step size).16 In Waterfall
participants explore broadly at the beginning of each period, cutting their Step
size in half as they end each period. In contrast, in Agile there does not appear
to be a sharp increase in step size after the first period, but rather two small
increases in the middle of each period. Together panels (b) and (c) suggest that
participants in Agile are under-exploring the solution landscape during the second
period and anchor too strongly on the solutions discovered in the first period.

In Tables B.8 and B.9 in the appendix, we further examine the extent to which
each of the three process measures graphed in Figure 3.8, (a)–(c) can explain
performance differences between Agile and Waterfall. Notably, two of the three
measures, Number of validations and Explored solution space are positive pre-
dictors of performance, even after controlling for the treatment effects. Among
these two measures, the more accurate predictor is Explored solution space, which
explains between 15% and 28% of the difference in performance. In contrast, Step
size does not explain the treatment differences.

15The results in this paragraph are robust to an alternative discretization of the continuous
variables into four/five buckets.

16We focus on the component that is currently being worked on by the participant (as opposed
to looking at the sum of Euclidean distances across both components).
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3.6. Discussion

Our first result is that, on average, participants in the Agile treatments out-
perform Waterfall in the Design task, but lag behind in the Search task. The
differences are not only statistically, but also economically significant: The per-
formance improvement from switching to the better approach, measured by the
average marginal effects in regression analysis, ranges from 12% to 16% (and up
to 27% after controlling for the individual differences). The main implication of
these results in practice is that Agile techniques may work better in some settings
and worse in others. Projects that involve creative generation and implementa-
tion of new strategies, as would be the case in product design and development,
may be able to benefit from Agile techniques. In contrast, projects that require a
more analytic search and selection of the best alternative, for example in business
model innovation, may not.

In our Design task, being able to switch back and forth between multiple cre-
ative subtasks led to increased productivity (measured by the total length of
words produced) and to a more even allocation of creative performance among
the components (measured by the gap between component scores). Our analysis
of the performance and behavior changes over time suggests that being able to
switch from one subtask to the other may help prevent creative blocks and achieve
high productivity faster. In contrast, with sequential completion of components,
especially in the early phase workers appeared to struggle with generating and
implementing ideas, which led to reduced productivity and uneven component
performance.17

Different from the Design task, in the Search task parallel completion of sub-
tasks was shown to reduce performance. This is because in Agile regimes workers
appeared to cut short their exploration efforts, committing instead to the first
acceptable solution. The presence of parallel subtasks appears to put workers un-
der pressure to deliver acceptable performance after the initial sprint, discourages
broader exploration of the solution landscape, and leads to quicker convergence
to a (local) optimum. In contrast, sequential completion of subtasks encour-
ages a more effective and better calibrated explore-exploit strategy, resulting in

17This also suggests that Waterfall may perform better if the sequence of tasks is ordered from
the easier to the more difficult component.
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improved performance.
While worker performance in both Agile treatments was significantly different

from Waterfall, we saw no significant differences among the two Agile treatments.
That is, the main performance differentiator is the ability to work on multiple
components within each sprint and not the increased/decreased worker auton-
omy. This null result is surprising in two ways. First, standard economic theory
would predict that a less constrained action set should improve production output.
Workers have an informational advantage and should be in a better position to
determine the best use of their time and effort—restricting their autonomy adds
an extra constraint. Second, autonomy has been shown to have motivational ef-
fects in some job design settings (Hackman and Oldham 1976, Raveendran et al.
2022). Our data show no evidence of these effects. We thus add to the growing
body of work showing that more autonomy may not always improve performance
in complex tasks, such as product design (Kagan et al. 2018), project selection
and abandonment (Long et al. 2020), and time and effort allocation (Lieberum
et al. 2022), and show that autonomy may indeed be harmful in search tasks.

In addition to the treatment differences in average performance we also saw
some differences in variance. Specifically, the Agile approach decreased the fre-
quency of low performance outcomes and also decreased the frequency of top per-
formance outcomes, condensing the performance distribution more closely around
its mean. This has meaningful implications for firms that manage a portfolio of
innovation projects or choose from a pool of submissions (for example, through
crowdsourcing contests or other competitive programs). If the objective is to
avoid failure or to maximize average performance of the projects, then the choice
of the management technique should depend on the type of project: Agile may
be a better choice in product design and development, whereas Waterfall may
be a better choice for search-driven projects, for example, when developing a
new business model. However, if the objective is to maximize the number of top
performing projects, then Waterfall may be preferred to Agile in both settings.
These risk-return trade-offs are summarized more succinctly in Table 3.3.

Our study does not examine the psychological drivers of the observed behav-
iors, nor do we measure personality traits that may moderate the observed effects.
One plausible psychological explanation, however, appears to be the increase in
time pressure perceived by the participants in our Agile treatments. Indeed, in
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Table 3.3. Agile vs. Waterfall Framework

Objective:

Innovation setting: Avoid failure Maximize average performance Maximize top performance

Product development Agile Agile Agile/Waterfall

Business model innovation Agile/Waterfall Waterfall Waterfall

our exit questionnaire participants in the Agile treatments reported a significantly
higher perceived time pressure relative to Waterfall (p = 0.008 for TW vs. pooled
TA-1 + TA-2 comparison), despite the total working time being the same in all
treatments. Increasing time pressure and urgency may help productivity, espe-
cially at the low end of the performance distribution. Meanwhile, time pressure
may hinder workers from developing a holistic cognitive approach necessary to
solve more analytic problems, like the problem faced by the study participants in
our Search task. Indeed, the organizational psychology literature suggests that
the time pressure caused by frequent deadlines may be harmful or beneficial, de-
pending on the environment and on the personality of the worker (Amabile et al.
2002, Baer and Oldham 2006) as well as on how success is measured (Ghosh and
Wu 2021). A more nuanced understanding of these effects may help firms better
leverage the strengths and the weaknesses of the Agile approach.

3.7. Concluding Remarks

As Agile expands beyond software development, it is important for both re-
searchers and practitioners to develop a more systematic understanding of the
method’s relative strengths and weaknesses. In this paper we have taken a be-
havioral approach to add to this understanding. We focused on two operational
features of the Agile approach (job sequencing and decision control) and exam-
ined their effects on human behavior in two distinct real-effort tasks: a design
task and a search task. To be able to examine Agile techniques, we adapted
classic versions of these tasks (used in prior experimental literature) by splitting
each task into two components and by incentivizing workers based on the lower
component score.
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Taken together our results suggest a contingent framework for the choice of
the approach, where the contingencies are (1) the nature of the innovation task
and (2) the desired risk-return profile of the project. Our data suggest that
design performance benefits from Agile techniques. This is because Agile increases
productivity, particularly in the early phases of work, and allows cross-component
learning. Agile appears to especially benefit low performers. In contrast, search
performance suffers from Agile techniques. This is because significant portions
of the solution space remain unexplored in Agile regimes, and as a result, many
workers are unable to identify and climb the “hill” with the global optimum. In
contrast, Waterfall facilitates more effective and better calibrated explore-exploit
behaviors that lead to superior results.

Our findings have several meaningful implications for practice. First, our re-
sults caution against a “One size fits all” approach when choosing a workflow
management approach. An approach that works well for one type of projects
may lead to failure for a different type. Even within a project there may be
phases that are more search-driven and phases that are more design-driven. For
example, in preclinical vaccine development, an R&D team would first explore
a large number of alternatives to identify the most effective combination of an
antigen and an adjuvant co-injected with the antigen (a search task). Having
identified the compounds the team would then proceed to vaccine formulation (a
design task). Second, the right approach may also depend on the objectives of
the manager. Agile reduces performance variance and may therefore be preferred
when there are few fallback options if the project fails. In contrast, Waterfall
may be preferred when risks can be afforded, for example when managing a more
speculative project in the firm’s portfolio, or when managing a large number of
teams trying to solve the same problem.

As one of the first experimental tests of the Agile/Waterfall dichotomy our
study takes a broad look across structurally distinct innovation tasks. Future
work may be able to generate more textured insights by examining search or de-
sign activities in more detail. For example, the experimental rugged landscape
literature suggests that humans adopt different strategies and perform differently
in different parametrizations of the rugged landscape. Indeed, Billinger et al.
(2014) show that humans may underexplore or overexplore depending on land-
scape complexity. Similarly, it is possible that the performance effects of Agile
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may depend on the availability and cost of resources in design tasks. A natural
next step would thus be to examine how task complexity interacts with the effec-
tiveness of the Agile approach. Second, given our preliminary findings related to
the role of time pressure, it may be interesting to explore the moderating effects
of personality. Do Agile techniques work better/worse for different personality
types? Finally, an interesting extension of our study would be to examine hybrid
regimes that leverage the benefits of each approach. Such hybrid approaches are
becoming increasingly common (Roy et al. 2022). In a hybrid approach, Agile
may help in the initial sprints (to help jump-start creative production), whereas
Waterfall may be more beneficial in the later sprints to organize and finesse the
solutions. An adaptation of our experiment to study these questions would be
both straightforward and informative.
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Project management is to a large extent a people business. The reaction of
project members and other stakeholders to different project management schemes
heavily influences project success. As the global economy increasingly evolves
from product to service offerings, and thus an ever-increasing proportion of the
workforce is engaged in service delivery, the importance of successful project
management will only increase. To address this evolution, the agile development
paradigm is gaining acceptance across a wide range of industries and business
functions, yet little is known about whether and when agile project management
leads to good results. With billions of U.S. dollars lost globally each year due
to poor project performance, this discrepancy between practical relevance and
academic rigor in understanding Agile leaves us with an open question: Does Agile
make project performance indeed less (or even more) fragile? This dissertation
brings us closer to understanding, and thus answering, this question by comparing
agile project management with traditional waterfall project management in the
light of human behavior. It consists of two separate experimental studies that
examine the topic from different, complementary perspectives.

In the first study, we present what to our knowledge is the first experimental
publication on the effects of agile sprints on quantitative project performance and
execution. We contribute an operationalization of project execution as a stylized
real-effort task along with three main findings to the field of project manage-
ment. First of all, we show how in traditional waterfall project management
without forced progression through the project phases, there is a risk of delayed
progression as project agents spend too much time on early project phases at the
expense of later ones. We refer to this newly described effect as “Progression Fal-
lacy”. Secondly, time-boxed progression in agile sprints mitigates the Progression
Fallacy and improves the overall performance. Thirdly, we provide evidence that
self-imposed, phase-specific output goals with flexible progression, as are common
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in traditional project management, can amplify progression delay and distort ef-
fort. This can be avoided by combining self-imposed, phase-specific output goals
with time-boxed progression, as is common in agile project management.

These findings have direct managerial implications. Our results suggest that
managers should not only monitor well-known biases in project management, such
as planning fallacy, procrastination, or Parkinson’s law. If projects are executed
with flexible progression, as is common in traditional project management, par-
ticular managerial attention is also needed on the optimal time allocation across
project phases, in particular when ambitious goals are to be achieved. Otherwise,
project members succumbing to overdelivering started tasks can be a driver of
underperformance and delays. Working in agile sprints with time-boxed progres-
sion and phase-specific output goals can facilitate on-time task completion and
improve performance. However, here particular managerial attention is needed on
setting sufficiently motivational goals; otherwise, goal-setting has little impact.

In the second study, we experimentally examine how agile project manage-
ment techniques affect innovation performance. We contribute a performance
comparison between agile project management and traditional waterfall project
management in the two common innovation archetypes of creative design and
search to the field of project management. Our results suggest that agile project
management improves performance in the creative design task, but harms perfor-
mance in the search task compared to traditional waterfall project management.
The effects of Agile on project performance are not uniform, but depend on the
setting and performance measure. Agile helps to achieve minimum viable solu-
tions early on. In both tasks, it reduces performance variance. In particular, low
performers seem to benefit from the urgency created by agile sprints, which helps
mainly in the design task. However, Agile can reduce top performance and lead
to more incremental innovation. We argue that the time pressure from working
in short agile sprints can lead to the avoidance of larger, and therefore riskier,
developments in favor of incremental improvements. Finally, whereas project
members may be more satisfied with having more autonomy under agile project
management, we find that it does not lead to significantly higher performance
(nor does it cause harm). Instead, most of the difference in performance is due
to the iterative nature of Agile, rather than project members having control over
time allocation.

73



4. Conclusion

These findings provide an evidence base for a debate that is actively being
conducted among practitioners: Does Agile promote or hinder innovation perfor-
mance? The answer is: It depends. On the one hand, the increased urgency that
comes from dividing work into sprints can help project agents overcome initial
roadblocks and immerse themselves in the task at hand—especially in creative
development. On the other hand, iterative creation of project increments can
incentivize exploitation strategies that refine existing solutions rather than cre-
ating radical innovations—especially in more analytical tasks. Here, the sense of
urgency can backfire as it leads to insufficient exploration of available solutions
and a premature commitment to a potentially suboptimal strategy. Whereas such
short-termism effects are anecdotally known to some agile practitioners, we are
not aware of any studies that rigorously document them. The managerial impli-
cations are that the choice of the project management approach should depend
on the nature of the project and the organization’s desired risk-return profile.

Merging the insights from both studies, the effects of agile project management
are ambiguous. On the one hand, it can help mitigate behavioral flaws in tradi-
tional waterfall project management and improve quantitative performance. In
particular, it can help to achieve a more balanced performance across the different
components of a project, as early project phases receive less of the overpropor-
tional time and attention they receive under traditional project management.
This leaves more resources available for later phases. It can also help to get
started and deliver a minimum viable solution quickly—especially for creative
tasks and low performers. On the other hand, it can distort qualitative perfor-
mance by promoting mediocre solutions. Stellar innovation seems to benefit from
the greater degrees of freedom offered by traditional project management. Taken
together, these findings suggest that organizations should think carefully when
deciding whether and when to adopt Agile. Instead of a uniform adoption, the
appropriate project management approach should depend on the nature of the
project and the organization’s desired risk-return profile. To achieve this, man-
agers need to be familiar with both the advantages and disadvantages of agile
and traditional project management. Due to the heterogeneity of tasks within
a project, best-of-breed hybrid versions of agile and traditional waterfall project
management can leverage the strengths of both approaches.

The findings from this dissertation apply not only to project management,
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but are also relevant in the broader context of task completion and extend to
many areas of life: Regardless of what you are working on, be it a commercial
project, an academic paper, or charitable volunteering, you should be aware of the
advantages and disadvantages of a time-boxed versus a more flexible, as well as
an iterative versus a sequential progression regime—especially if you are setting
ambitious goals. Thus, this dissertation lays the foundation for future research in
project management as well as in related social science fields, both on the content
and methodological level: On the content level, we introduce the newly described
“Progression Fallacy” as well as ambiguous effects of different progression regimes
and goal-setting as core findings. On the methodological level, we introduce new
operationalizations of project execution as stylized experimental tasks, which
enable investigation of the project agents’ behavior across project phases under
laboratory control.

Given the breadth of the research subject, further work is needed to advance
our understanding. In terms of content, this dissertation cannot cover all the
differences between agile and traditional waterfall project management. In par-
ticular, core elements such as planning, feedback, and team composition should
be further investigated in the context of our findings. Methodologically, the lab-
oratory findings of this dissertation should be verified in the field. In particular,
insights into long-term differences between agile and traditional waterfall project
management are of interest. Do the strengths and weaknesses of both approaches
persist over time, or do they converge, e.g., because one leads to greater exhaus-
tion of the project team? Reinforced by future advancements, the results of this
dissertation can contribute to better project performance.
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A. Appendix Experimental
Study 1: Screens, Experiment
Instructions, Comprehension
Test, and Additional Analyses

The following screens, experiment instructions, and comprehension test are trans-
lated from German. Differences between the treatments are highlighted in square
brackets.
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A.1. Main Screens of the Experiment

Figure A.1. Screen for Each Experimental Phase

Note. Screens differ slightly due to differences in the treatments (i.e. the displayed time and “Leave
phase” button differ according to the progression regime and the displayed goal differs according to the
goal-setting regime); the example shown is for FG with a goal of 27 completed sliders; five sliders are
currently completed.
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Figure A.2. Planning Screen for Control Treatments FNP and FNPP

Figure A.3. Progression Prompt for Control Treatment FNPP

(a) Progression on plan (b) Progression out of plan

Note. The example shown is based on a plan to work on experimental phase 1 for three minutes and
then progress to experimental phase 2.
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A.2. Instructions

For this experiment, you have a total of 15 minutes to sequentially process 5
tasks of the same workload and difficulty. Each task consists of 66 sliders. Each
slider has a current value and a desired value. You can earn money by using
the computer mouse to move the slider from the current to the desired value.
The keyboard and mouse wheel are deactivated for positioning the sliders. All
slider tasks are completed beginning from the upper left-hand corner of the screen
moving downwards and then through each successive column to the right. For
each correctly positioned slider, you will be credited the number of reward points
specified beside it and you will obtain the desired value of the next slider. The
number of reward points per slider decreases within each task. The first slider in
the upper left-hand corner of the screen always yields 166 reward points, whereas
the next slider BELOW always yields 165, and so on. This distribution of the
reward points is the same across all five tasks. Below you can see the screen on
which you will be working [Figure A.4, the screen differs slightly according to the
differences in the treatments; the example shown is for FG]. The arrows indicate
the workflow.
[Treatment TN:] The current task, your total score, and the working time remain-
ing for the current task are displayed in the upper bar of the screen. You do not
have to solve all sliders and you have 3 minutes to work on each of the five tasks.
Each task ends automatically. Note that you cannot return to previous tasks.
It takes 60 seconds to load each subsequent task. This time does NOT count
towards the total working time of 15 minutes.

[Treatment FN and control treatments FNP and FNPP:] The current task, your
total score, and the total working time remaining are displayed in the upper bar of
the screen. You do not have to solve all sliders and you can work on each of the
five tasks for as long as you wish, but you may not spend more than 15 minutes in
total. Click on the “Leave phase” button in the lower right-hand corner to proceed
to the next task. Note that you cannot return to previous tasks.
It takes 60 seconds to load each subsequent task. This time does NOT count
towards the total working time of 15 minutes.

[Treatment TG:] The current task, your total score, your target, your completed
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Figure A.4. Slider Screen for Each Experimental Phase

Note. Screen differs slightly according to differences in the treatments (i.e. the displayed time and
“Leave phase” button differ by progression regime and the displayed goal differs by goal-setting regime);
the example shown is for FG.

sliders, and the working time remaining for the current task are displayed in the
upper bar of the screen. You do not have to solve all sliders and you have 3
minutes to work on each of the five tasks. Each task ends automatically. Note
that you cannot return to previous tasks.
After each task, you have 60 seconds to set yourself a target of how many sliders
you wish to complete in the next task, based on your previous performance. This
time does NOT count towards the total working time of 15 minutes. Below you
can see the target screen [Figure A.5]. Click on one of the red number fields to
set a target and then click on the “Save target” button at the bottom right.

[Treatment FG:] The current task, your total score, your target and completed
sliders for the current task, and the total working time remaining are displayed in
the upper bar of the screen. You do not have to solve all sliders and you can work
on each of the five tasks for as long as you wish, but you may not spend more than
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Figure A.5. Goal-Setting Screen for Treatments TG and FG

15 minutes in total. Click on the “Leave phase” button in the lower right-hand
corner to proceed to the next task. Note that you cannot return to previous tasks.
After each task, you have 60 seconds to set yourself a target of how many sliders
you wish to complete in the next task, based on your previous performance. This
time does NOT count towards the total working time of 15 minutes. Below you
can see the target screen [this is the same screen as for TG, Figure A.5]. Click
on one of the red number fields to set a target and then click on the “Save target”
button at the bottom right.

[All treatments:] The experiment will end automatically after 15 minutes of total
working time. For taking part in the experiment, you will receive a show-up fee
of EUR 4.00. In addition, your reward points accumulated from all five tasks will
be paid out at the end of the experiment, at an exchange rate of EUR 1 for every
5,000 reward points.
You must pass the comprehension test given before the start of the experiment,
otherwise you will only receive the show-up fee.
[Control treatments FNP and FNPP:] You also need to plan in advance how you
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wish to distribute your 15 minutes of total working time among the five tasks.
This planning is only relevant for your preparation and is not binding on the
task.
[Control treatment FNPP:] You will be alerted during the experiment if you de-
viate from your plan.
[All treatments:] To begin the experiment, enter the access code: [treatment spe-
cific code]
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A.3. Comprehension Test

Our experimental design requires all participants to pass the comprehension test
below in a maximum of two attempts, in order to be included in the results of
the experiment. The correct answer is highlighted in bold.

1. Do you need to complete all sliders in all tasks? (Yes/No)

2. Do all sliders yield the same amount of reward points? (Yes/No)

3. Can you return to previous tasks? (Yes/No)

4. Can you decide when to start the next task? (Yes/No depending on the
treatment)

5. In which direction does the number of reward points per slider decrease?
(First down, then to the right/First to the right, then down)

6. [Only for treatments TN and FN as well as control treatments FNP and
FNPP:] It takes 60 seconds to load the next task. This time does not count
towards your total working time. (True/False)

7. [Only for treatments TG and FG:] After each task, you have 60 seconds in
which to set yourself a target of how many sliders you wish to complete in
the next task. This time does not count towards your total working time.
(True/False)

8. [Only for treatments FN and FG and control treatments FNP and FNPP
respectively:] Can you proceed to the next task even if you have not yet
completed the 66th slider of a task? (Yes/No)

9. [Only for treatments TN and TG] Will the next task start even if you have
not yet completed the 66th slider of a task? (Yes/No)
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A.4. Additional Analyses

Table A.1. Mean of Time Spent, Sliders Completed, and Reward
Points Collected per Experimental Phase 1–5 by Treatment

Time spent (in seconds) Sliders completed Reward points collected
Treatment 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
Time-boxed with 180 180 180 180 180 22.5 25.8 26.3 28.3 27.9 3,482 3,940 4,015 4,289 4,236
no goals (TN) (0) (0) (0) (0) (0) (5.2) (5.7) (6.1) (5.7) (5.6) (743) (807) (858) (791) (783)

Flexible with 317 187 143 130 124 38.5 26.4 21.1 20.4 20.0 5,529 3,999 3,238 3,124 3,047
no goals (FN) (147) (57) (67) (64) (77) (16.6) (9.5) (10.6) (11.1) (12.8) (2,034) (1,293) (1,554) (1,652) (1,898)

Time-boxed with 180 180 180 180 180 23.6 26.3 26.4 28.5 28.3 3,643 4,015 4,038 4,322 4,297
goals (TG) (0) (0) (0) (0) (0) (5.1) (5.9) (5.5) (5.8) (5.8) (728) (825) (765) (795) (791)

Flexible with 305 211 151 120 113 35.1 28.7 21.3 17.0 16.6 5,093 4,300 3,268 2,621 2,541
goals (FG) (141) (67) (67) (77) (86) (16.2) (11.7) (10.5) (11.0) (13.1) (2,018) (1,543) (1,531) (1,664) (1,965)

Flexible with no goals 250 181 158 157 154 30.3 24.5 22.1 22.1 22.7 4,513 3,749 3,405 3,414 3,488
but planning (FNP) (87) (41) (40) (40) (52) (12.4) (8.3) (6.9) (6.2) (8.0) (1,554) (1,142) (1,013) (918) (1,189)

Flexible with no goals 226 190 175 152 158 26.3 25.8 24.9 23.4 23.9 3,935 3,925 3,783 3,561 3,629
but planning and (101) (51) (63) (59) (72) (13.6) (8.4) (9.7) (10.6) (10.9) (1,755) (1,103) (1,360) (1,555) (1,586)
progression prompt (FNPP)

Notes. Standard deviations in parentheses. Goals are set in treatments TG and FG from the second experimental phase onward.
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Table A.2. Multilevel Mixed-Effects Linear Regression Models on Sec-
onds per Slider by Experimental Phase 1–5

Model 1 Model 2 Model 3 Model 4
Intercept
TN (Baseline) 8.152∗∗∗ 7.198∗∗∗ 8.467∗∗∗ 7.513∗∗∗

(36.22) (29.34) (35.84) (29.30)

FN −0.150 −0.179 −0.187 −0.216

(−0.56) (−0.71) (−0.67) (−0.81)

TG −0.356 −0.456∗ −0.458 −0.558∗

(−1.18) (−1.68) (−1.45) (−1.92)

FG 0.390 0.225 0.503 0.338

(1.28) (0.80) (1.59) (1.14)

Experimental phase slope effect
TN (Baseline)
Average per experimental phase −0.406∗∗∗ −0.406∗∗∗

(−11.75) (−11.75)

Phase 2 −1.060∗∗∗ −1.060∗∗∗

(−6.61) (−6.61)

Phase 3 −1.143∗∗∗ −1.143∗∗∗

(−6.47) (−6.47)

Phase 4 −1.739∗∗∗ −1.739∗∗∗

(−10.67) (−10.67)

Phase 5 −1.688∗∗∗ −1.688∗∗∗

(−10.96) (−10.96)

FN
Average per experimental phase 0.094 0.094

(1.33) (1.33)

Phase 2 0.140 0.140

(0.68) (0.68)

Phase 3 0.172 0.172

(0.70) (0.70)

Phase 4 0.543∗∗ 0.543∗∗

(2.14) (2.14)

Phase 5 0.268 0.268

(0.91) (0.91)

TG
Average per experimental phase 0.066 0.066

(1.34) (1.34)

Phase 2 0.286 0.286

(1.34) (1.34)

Phase 3 0.250 0.250

(1.06) (1.06)

Phase 4 0.323 0.323

(1.47) (1.47)

Phase 5 0.313 0.313

(1.45) (1.45)

FG
Average per experimental phase 0.030 0.030

(0.24) (0.24)

Phase 2 −0.137 −0.137

(−0.61) (−0.61)

Phase 3 −0.322 −0.322

(−1.15) (−1.15)

Phase 4 0.228 0.228

(0.58) (0.58)

Phase 5 −0.030 −0.030

(−0.06) (−0.06)

Controls
Female 0.490∗∗∗ 0.490∗∗∗

(2.96) (2.96)

Lack of skill 0.054∗∗∗ 0.054∗∗∗

(5.19) (5.19)

Private goal −0.070 −0.070

(−0.27) (−0.27)

Number of observations 1,710 1,710 1,710 1,710

Notes. Experimental phase 1 set as intercept, as overall learning is evaluated. Random intercept and slope effects at the
subject level included with covariance unstructured. Standard errors clustered at the subject level. z statistics in parentheses.
Interpolated for missing values. The number of observations equals the product of the participants and the experimental phases.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.
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Table A.3. Multilevel Mixed-Effects Linear Regression Models on
Time Spent and Sliders Completed per Experimental Phase
1–5 for FN and TN—Categorial Analysis

Time (in seconds) Sliders

FN TN FN TN

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Intercept 316.60∗∗∗ 180.04∗∗∗ 38.47∗∗∗ 40.43∗∗∗ 22.51∗∗∗ 26.68∗∗∗

(20.42) (> 99.99) (22.02) (20.51) (39.92) (22.09)

Experimental phase slope effect

(simple effect)

Phase 2 −129.85∗∗∗ 0.01 −12.09∗∗∗ −12.09∗∗∗ 3.24∗∗∗ 3.24∗∗∗

(−8.68) (1.23) (−6.52) (−6.52) (7.56) (7.56)

Phase 3 −173.64∗∗∗ 0.00 −17.34∗∗∗ −17.34∗∗∗ 3.79∗∗∗ 3.79∗∗∗

(−8.18) (0.61) (−6.55) (−6.55) (7.58) (7.58)

Phase 4 −186.52∗∗∗ 0.01 −18.09∗∗∗ −18.09∗∗∗ 5.74∗∗∗ 5.74∗∗∗

(−8.66) (1.49) (−6.73) (−6.73) (13.18) (13.18)

Phase 5 −192.67∗∗∗ 0.01∗ −18.48∗∗∗ −18.48∗∗∗ 5.36∗∗∗ 5.36∗∗∗

(−8.60) (1.76) (−6.51) (−6.51) (11.87) (11.87)

Controls

Female −1.11 −1.70∗

(−1.44) (−1.69)

Lack of skill −0.13∗∗∗ −0.22∗∗∗

(−2.86) (−2.77)

Private goal 1.38∗ −0.82

(1.73) (−0.73)

Number of observations 450 420 450 450 420 420

Notes. Experimental phase 1 set as intercept. Random intercept effects at the subject level included; Models 1,
3 and 4 additionally with random slope effects with covariance unstructured for better model fit. For all models,
standard errors clustered at the subject level. z statistics in parentheses. Controls are not applied to regressions
on time, as the total working time is fixed and thus not affected by simple effects of these controls. The number
of observations equals the product of the participants and the experimental phases.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.
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Table A.4. Multilevel Mixed-Effects Linear Regression Models on
Time Spent and Sliders Completed per Experimental Phase
2–5 for FG with FN as Baseline—Categorial Analysis

Time (in seconds) Sliders

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Intercept 186.75∗∗∗ 196.56∗∗∗ 265.86∗∗∗ 26.38∗∗∗ 29.85∗∗∗ 38.02∗∗∗

(baseline FN) (31.14) (27.15) (33.25) (26.43) (23.93) (28.56)

Experimental phase slope effect

(simple effect)

Phase 3 −43.79∗∗∗ −43.79∗∗∗ −43.79∗∗∗ −5.26∗∗∗ −5.26∗∗∗ −5.26∗∗∗

(−4.20) (−4.20) (−4.20) (−3.58) (−3.58) (−3.58)

Phase 4 −56.67∗∗∗ −56.67∗∗∗ −56.67∗∗∗ −6.00∗∗∗ −6.00∗∗∗ −6.00∗∗∗

(−5.05) (−5.05) (−5.05) (−3.63) (−3.63) (−3.63)

Phase 5 −62.83∗∗∗ −62.83∗∗∗ −62.83∗∗∗ −6.39∗∗∗ −6.39∗∗∗ −6.39∗∗∗

(−5.00) (−5.00) (−5.00) (−3.39) (−3.39) (−3.39)

Goal-setting intercept effect 24.22∗∗∗ 29.48∗∗∗ 21.34∗ 2.33 3.84∗∗ 2.92

(simple effect) (2.62) (3.10) (1.79) (1.47) (2.37) (1.63)

Goal-setting slope effect

(interaction effect)

Phase 3 −16.02 −16.02 −16.02 −2.13 −2.13 −2.13

(−1.06) (−1.06) (−1.06) (−0.98) (−0.98) (−0.98)

Phase 4 −34.12∗ −34.12∗ −34.12∗ −5.74∗∗ −5.74∗∗ −5.74∗∗

(−1.94) (−1.94) (−1.94) (−2.21) (−2.21) (−2.21)

Phase 5 −35.23∗ −35.23∗ −35.23∗ −5.72∗∗ −5.72∗∗ −5.72∗∗

(−1.86) (−1.86) (−1.86) (−1.97) (−1.97) (−1.97)

Controls

Female −7.37∗ −2.51∗∗∗ −1.19∗∗∗

(−1.70) (−2.89) (−3.02)

Lack of skill −0.70∗∗∗ −0.23∗∗∗ −0.05∗∗

(−2.67) (−5.08) (−2.19)

Private goal 10.38∗ 2.75∗∗ 0.53

(1.82) (2.13) (0.81)

Time spent in first experimental phase −0.25∗∗∗ −0.07∗∗∗

(< −99.99) (−15.16)

Sliders completed in first experimental phase −0.00 0.29∗∗∗

(−1.26) (7.90)

Number of observations 716 716 716 716 716 716

Notes. Experimental phase 2 with first goal-setting set as intercept. Random intercept and slope effects at the subject level
included with covariance unstructured. Standard errors clustered at the subject level. z statistics in parentheses. Controls for
gender, initial lack of skill, and private goals not applied to Model 3, as the total working time is fixed with the additional
covariate for the time spent in the first experimental phase in this model and thus is not affected by simple effects of the controls.
The number of observations equals the product of the participants and the experimental phases.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.
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Table A.5. Multilevel Mixed-Effects Linear Regression Models on
Time Planned and Actually Spent per Experimental
Phase 1–5 for FNP and FNPP with Planned Time as Base-
line (in Seconds)—Categorial Analysis

FNP FNPP

All Flat Decrease Increase All Flat Decrease Increase

Intercept 202.11∗∗∗ 180.00∗∗∗ 249.23∗∗∗ 120.00 201.38∗∗∗ 180.00 257.14∗∗∗ 147.86∗∗∗

(baseline planned time) (31.24) (21.07) (29.04) (NA) (22.03) (NA) (15.26) (11.18)

Experimental phase slope effect (“plan”)

(simple effect)

Phase 2 −19.34∗∗∗ 0.00 −61.15∗∗∗ 60.00 −19.38∗∗∗ 0.00 −62.50∗∗∗ 14.29

(−3.22) (0.00) (−6.75) (NA) (−2.70) (0.00) (−4.69) (1.05)

Phase 3 −25.66∗∗∗ 0.00 −79.62∗∗∗ 60.00 −21.50∗∗ 0.00 −81.43∗∗∗ 40.00

(−3.20) (0.00) (−5.80) (NA) (−2.00) (NA) (−3.93) (1.87)

Phase 4 −29.61∗∗∗ 0.00 −91.15∗∗∗ 60.00 −27.13∗∗ 0.00 −98.21∗∗∗ 41.43

(−3.27) (0.00) (−5.91) (NA) (−2.10) (0.00) (−3.77) (1.78)

Phase 5 −35.92∗∗∗ 0.00 −114.20∗∗∗ 120.00 −38.88∗∗ 0.00 −143.57∗∗∗ 65.00∗∗

(−3.46) (0.00) (−10.98) (NA) (−2.43) (0.00) (−5.53) (2.94)

Delta (plan to actual) intercept effect 47.57∗∗∗ 51.02∗∗∗ 10.73 443.64 24.28∗∗ 14.74 43.26 12.23∗

(simple effect) (2.99) (4.22) (0.56) (NA) (2.28) (1.69) (1.55) (2.11)

Delta (plan to actual) slope effect

(interaction effect)

Phase 2 −49.23∗∗∗ −50.95∗∗∗ −27.77 −286.94 −16.12 −13.62 −18.40 −18.32

(−3.55) (−4.89) (−1.40) (NA) (−1.58) (−1.32) (−0.71) (−1.52)

Phase 3 −66.04∗∗∗ −66.68∗∗∗ −21.98 −623.41 −29.37∗ −1.27 −77.48∗ −9.42

(−3.08) (−4.87) (−0.84) (NA) (−1.78) (−0.08) (−1.92) (−1.61)

Phase 4 −63.01∗∗∗ −68.58∗∗∗ −9.61 −623.41 −46.71∗∗∗ −39.19∗∗ −73.60∗ −13.32

(−2.82) (−3.85) (−0.32) (NA) (−2.82) (−2.29) (−1.78) (−1.73)

Phase 5 −59.26∗∗ −68.58∗∗∗ 5.95 −683.41 −28.89 −19.32 −46.44 −19.76∗∗

(−2.38) (−3.06) (0.24) (NA) (−1.63) (−0.86) (−1.12) (−3.23)

Number of observations 380 240 130 10 400 190 140 70

Notes. Experimental phase 1 set as intercept. Random intercept effects included at both the subject and the actual dummy
levels with random slope effects and covariance unstructured. Standard errors clustered at the subject level. z statistics in
parentheses. Exceptions for computational reasons and/or better model fit: FNP Flat without clustering of standard errors at
the subject level. FNP Increase, FNPP Flat, FNPP Increase with simple linear regression and t statistics in parentheses. FNPP
All without random intercept effect at the actual dummy levels and without unstructured covariance. Controls for gender, initial
lack of skill, and private goals not applied, as the total working time is fixed and thus not affected by simple effects of these
controls. The number of observations equals the product of the participants, the experimental phases, and plan and actual per
participant.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.
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B.1. Experimental Design Details and

Parametrization

B.1.1. Design Task

The Design task administered in our experiments is based on the Scrabble game.
Following the classic German version of Scrabble, 100 tiles (blank tiles excluded)
were made available to the subjects for each (nouns and verbs) component. The
tiles were not refilled for the second period. The tiles given to participants at the
beginning of the task were as follows (number of tiles with each letter is given in
parentheses):

E (15), N (9), S (7), I (6), R (6), T (6), U (6), A (5), D (4), H (4), G (3), L
(3), O (3), M (4), B (2), W (1), Z (1), C (2), F (2), K (2), P (1), Ä (1), J (1), Ü
(1), V (1), Ö (1), X (1), Q (1), Y (1)

B.1.2. Search Task

The Search task is based on the classic Lemonade Stand game (Ederer and Manso
2013), revised to include two separate components, each with a separate, inde-
pendent solution landscape. The first component is the Product component,
consisting of four attributes (lemonade color, lemon content, carbonation, shape
of the bottle label). The second component is the Market component, consisting
of four attributes (location, price, opening hours, advertising). For each com-
ponent two of the attributes are discrete, whereas the other two are continuous.
Figures B.1 and B.2 show the landscapes for all combinations of the discrete at-
tributes for the Product component and the Market component, along with the
two local maxima and the global maximum.

Subjects were presented with two components (Product and Market), with each
component containing four attributes.

Product component:

1. Lemonade color = Green, Yellow, Orange

2. Lemon content = 10, 10.1, 10.2, ..., 19.9, 20

3. Carbonation = 10, 10.1, 10.2, ..., 19.9, 20

99



B. Appendix Experimental Study 2

Table B.1. Optimal Selections and Maximum Profit by Component
and Parameter Version

Version 1 Version 2
Product
Lemonade color Green Yellow Orange Green Yellow Orange

Lemon content 18.5 11.6 17.6 11.5 12.4 18.4

Carbonation 16.9 18.5 12.2 13.1 17.8 11.5

Bottle label Square Triangle Circle Square Triangle Circle
Maximum Profit 200 380 500 380 500 200

Market
Location West North East West North East

Price 17.1 17.9 10.9 12.9 19.1 12.1

Opening hours 18.5 11.8 17.3 11.5 12.7 18.2

Advertising Placard Display stand Flyer Placard Display stand Flyer
Maximum Profit 380 500 200 200 380 500

4. Bottle label = Square, Triangle, Circle

Market component:

1. Location = West, North, East

2. Price = 10, 10.1, 10.2, ..., 19.9, 20

3. Opening hours = 10, 10.1, 10.2, ..., 19.9, 20

4. Advertising = Placard, Display stand, Flyer

For each lemonade color (in the Product component) and location (in the Mar-
ket component), there is a predefined, optimal selection resulting in a maximum
profit. To avoid the possibility that our effects were driven by a single parameter
version we used two parameter versions for each component. Table B.1 shows
the optimal selections and maximum profits for each component and parameter
version.

For the market component, Figure B.1 shows the three maxima, each of which
corresponds to a combination of location and advertising. For the product com-
ponent, Figure B.2 shows the three maxima, each of which corresponds to a
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Figure B.1. Landscapes for the Market Component
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Notes. The graphs show one of the two parametrizations used in the experiment. The second
parametrization was similar, but had a different price/hour combination for the location of the lo-
cal and global maxima.
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Figure B.2. Landscapes for the Product Component

OrangeYellowGreen

Square

Triangle

Circle

Lemon Content
Carbonation

Local optimum
Payoff: 200

Local optimum
Payoff: 380

Global optimum
Payoff: 500

Bo
tt

le
 la

be
l

Color

Lemon Content
Carbonation

Lemon Content
Carbonation

Lemon Content
Carbonation

Lemon Content
Carbonation

Lemon Content
Carbonation

Lemon Content
Carbonation

Lemon Content
Carbonation

Lemon Content
Carbonation

Notes. The graphs show one of the two parametrizations used in the experiment. The second
parametrization was similar, but had a different lemon content/carbonation combination for the lo-
cation of the local and global maxima.
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Table B.2. Penalties by Component and Parameter Version

Version 1 Version 2
Product
Lemonade color Green Yellow Orange Green Yellow Orange

Bottle label Square 0 75 195 0 165 10
Triangle 3 0 165 75 0 3
Circle 10 45 0 45 195 0

Market
Location West North East West North East

Advertising Display stand 45 0 10 10 0 165
Flyer 75 165 0 3 75 0
Placard 0 195 3 0 45 195

combination of lemonade color and bottle label. As shown in Table B.1, we set
these three maxima to 200, 380, and 500 points, respectively. Note that while
the optimal locations of the remaining attributes are unchanged if we move ver-
tically in Figures B.1 and B.2, the locations change if we move horizontally. This
corresponds to the medium complexity scenarios used in the prior rugged land-
scape literature (see, for example, Sommer et al. 2020, and references there).
The penalties for the discrete attributes (Lemonade color and Bottle label for the
Product component as well as Location and Advertising for the Market compo-
nent) are given in Table B.2. The penalties for the lowest local maximum (at 200)
for the continuous attributes (Lemon content and Carbonation for the Product
component as well as Price and Opening hours for the Market component) are
linear. They were computed by multiplying each unit of absolute deviation by a
constant, i.e. absolute deviation× 3. The penalties for the two highest maxima
(at 380 and 500 points) both follow an S-shaped curve. They were computed
based on exponentiation of the absolute deviation, calibrated by three constants,
i.e. (absolute deviation

5
−1)3×150−150. The penalties for deviations from the max-

ima were chosen to make finding a good combination of attributes difficult, but
achievable (the level of difficulty was found to be appropriate after conducting
pilots with 33 participants).
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B.2. Experimental Protocol and Instructions

All experiments were conducted using o-Tree (Chen et al. 2016). Due to COVID-
19 restrictions, all experiments were conducted online, using Zoom for monitoring
the participants. Zoom meetings were set up with the lead experimenter as the
host and other experimenters as co-hosts. Participants received Zoom links via
email in the morning of the day of the experiment. Upon sign-up, participants
were renamed to preserve anonymity. During the experiment participants were
able to chat with the experimenter and ask questions. The instructions are sum-
marized below (translated from German):

B.2.1. Introduction

Announcement

[The announcement was read loud.]
“Welcome to today’s experiment. The experiment will take about 45 minutes.

Participation in the experiment is only possible with the Google Chrome browser
and a computer mouse. Participation with another browser as well as with cell
phone or tablet is not possible due to technical reasons. If you do not meet this
condition, you cannot participate in the experiment. In this case, please leave the
Zoom meeting now.

Please leave your camera on for the entire duration of the experiment. This
is only to ensure that everything runs smoothly. There will be no recording. By
voluntarily participating in this experiment, you expressly consent to this use in
accordance with the General Data Protection Regulation. If you do not want to
agree to the camera use, you can leave the Zoom meeting now without further
consequences. If you lose your internet connection during processing, dial into
this Zoom meeting again. We will then explain the further procedure to you.

Do you have any questions? Then write a private message to the lead experi-
menter via the Zoom chat. There are several comprehension tests. Do not hesitate
to write to me if something is unclear.

We will now send you a custom link through Zoom chat. Copy and paste it
into your Chrome browser. You can start working on it right away. When you
reach the end of the experiment, you can leave this Zoom meeting and close the
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experiment.
Thank you for participating in this scientific study!”

Opening Screens

Welcome to today’s experiment! It is good to have you with us!
This is an individual experiment. To ensure scientific validity, the tasks vary

between the participants of this experiment. Therefore, please do not attempt to
interact with each other or third parties. The use of cell phones, tablets, software,
and internet applications other than this experiment is strictly prohibited for the
entire duration of the experiment. Violations will result in exclusion from further
participation in experiments in the experimenTUM laboratory. Do not press the
reload, back, or forward buttons on your browser, or the F5 key, as this will cancel
the experiment. Please keep your camera turned on throughout the experiment.
If you have any questions, please write us a private message to the experimenter
in Zoom Chat.

As announced in the invitation of the experiment, a confident command of the
German language is important for this experiment. Therefore, you must first pass
a German test.

[Followed by the German test.]

B.2.2. Part 1 of the Experiment

[Note: Part 1 and Part 2 of the experiment were displayed in random order.]
Please read the following instructions carefully and answer the comprehension

questions. You will have two attempts to pass the comprehension questions. If
you do not successfully pass the comprehension questions, you will not participate
in this part of the experiment and will not be compensated for it. If you have
any questions about the instructions, please write a PRIVATE message to the
experimenter using the Zoom chat function.

Background

In this part of the experiment, you will develop the most profitable business model
for a lemonade stand by selecting a product and market strategy from numerous
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options. The product component consists of four product characteristics:

1. Lemonade color

2. Lemon content

3. Carbonation

4. Bottle label

The market component consists of four market characteristics:

1. Location

2. Price

3. Opening hours

4. Advertising

On the computer screen you can choose different combinations of the product and
market characteristics. For this purpose, you can change single, several or all
characteristics of a component at the same time. Then click on the “Validate
selection” button to see the profit resulting from your selection. This is displayed
in the fictitious currency ECU. In a table you can see all your combinations
validated so far and their profitability.

Within a component, all characteristics influence the profitability. However,
your decisions on the product strategy do not influence the profitability of the
market strategy and vice versa.

The most profitable combination in each case has been defined by chance. There-
fore, do not try to draw conclusions about the best strategy from your own experi-
ence outside the experiment, but explore the respective circumstances without bias.
For example, do not let your life experience guide you as to which lemon content
or price customers would value most, but test the taste and willingness to pay in
the experiment. Please note that product and market components are equally
important for the success of your business model, i.e. the maximum achievable
profit each from product and market strategy is identical.
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Your task

[Note: Product and market component were displayed in random order.]
There are two game phases during which you can develop your strategies. Both

phases last four minutes each. In between you have a break of 30 seconds.
[Waterfall:] During the first phase, you can work exclusively on the product strat-
egy; during the second phase, you can work exclusively on the market strategy.
You can change and validate the characteristics as many times as you want within
a phase. However, your decisions in the first phase (the four characteristics
lemonade color, lemon content, carbonation, and bottle label for product strategy)
are set and cannot be changed during the second phase.
[Agile iterative:] During both phases, you can spend exactly two minutes working
on the product strategy and two minutes working on the market strategy. To
do this, you can switch back and forth between the two components, but only
until two minutes are reached on one component. You can change and validate
the characteristics as many times as you want within each two-minute period.
However, four of the eight characteristics (lemonade color and lemon content for
product strategy, location and price for market strategy) are set after the first
phase based on the highest profit achieved and then cannot be changed during the
second phase.
[Agile iterative + autonomy:] During both phases, you are free to decide how long
you work on the product and market strategy, respectively. To do this, you can
switch back and forth between the two components. You can change and validate
the characteristics as many times as you want within a phase. However, four of
the eight characteristics (lemonade color and lemon content for product strategy,
location and price for market strategy) are set after the first phase based on the
highest profit achieved and then cannot be changed during the second phase.

Your compensation

[All treatments:] Your compensation depends on the profitability of each of your
product and market strategies. First, the combination with the highest profit is
selected separately for each product and market component from all trials. That is,
it is not the last chosen combination that is decisive, but the most profitable one.
Second, for your business to be successful, both product and market components
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must convince customers. Thus, you will be paid the LOWER profit from product
and market strategy.

The following example illustrates the payoff (the profit values shown are arbi-
trarily chosen and not representative). You have tried five combinations for your
product strategy and three combinations for your market strategy:

Product strategy Profit
Combination 1 ECU 20

Combination 2 ECU 10

Combination 3 ECU 60

Combination 4 ECU 30

Combination 5 ECU 20
Market strategy Profit
Combination 1 ECU 50

Combination 2 ECU 30

Combination 3 ECU 10

First, the combination with the highest profit is determined for product and
market strategy individually. In our example, this is Combination 3 for the prod-
uct strategy and Combination 1 for the market strategy. Second, you are paid the
lower profit of the two strategies, i.e. in this case, Combination 1 of the market
strategy (ECU 50). The higher profit of the product strategy (ECU 60) is not paid
out. The exchange rate is ECU 70 = EUR 1.00.

[Followed by the first comprehension test.]

B.2.3. Part 2 of the Experiment

[Note: Part 1 and Part 2 of the experiment were displayed in random order.]
Please read the following instructions carefully and answer the comprehension

questions. You will have two attempts to pass the comprehension questions. If
you do not successfully pass the comprehension questions, you will not participate
in this part of the experiment and will not be compensated for it. If you have
any questions about the instructions, please write a PRIVATE message to the
experimenter using the Zoom chat function.
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Background

In this part of the experiment, you will form German nouns and verbs (no ad-
jectives, names, brands, cities, etc.) from letters, each on its own game board,
similar to Scrabble. Declension and conjugation forms are allowed. There are
100 different letters available for each game board.

You must place the first letter on the orange square in the middle of the game
board. Subsequent letters must always be placed directly next to other letters and
cannot be placed without this connection.

All letter combinations must make valid words from left to right and top to
bottom, but not diagonally. A word is only valid if it is listed at Wiktionary.org
(Wiktionary.org is a word collection similar to the Duden). It is then displayed
in green.

Your task

[Note: Nouns and verbs component were displayed in random order.]
There are two game phases during which you can form words. Both phases last

six minutes each. In between you have a break of 30 seconds.
[Waterfall:] During the first phase, you can work exclusively on the game board
for nouns; during the second phase, you can work exclusively on the game board
for verbs.
[Agile iterative:] During both phases, you can work for exactly three minutes on
the game board for nouns and three minutes on the game board for verbs. To do
this, you can switch back and forth between the two game boards, but only until
three minutes are reached on one game board.
[Agile iterative + autonomy:] During both phases, you are free to decide how long
you work on the game board for nouns and the game board for verbs, respectively.
To do this, you can switch back and forth between the two game boards.
[All treatments:] Letters can be changed and removed only during the phase in
which they are placed, i.e. letters that you have placed in the first phase cannot
be changed or removed in the second phase. To remove letters, drag them from
the edge of the letter field back into the letter pool.
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Your compensation

Your compensation depends on the number of correctly placed letters on both game
boards.

First, the correctly placed letters are counted separately for each of the two
game boards. Letters used for two words are counted twice. Each letter is worth 5
points. There are no bonus points, each word is counted only once and each valid
letter gives the same score. For example, if there are 2 words with 4 and 6 letters
on one board, the score is (4+6) * 5 = 50 points.

If not all placed letters result in valid words, the game board is invalid and
the highest score before the game board became invalid is counted. Therefore, the
current score can be lower than the highest score. For example, if you fail to
finish a word in the last seconds of the working time, the highest score before you
started the invalid word counts.

You will be paid only the LOWER of the scores of both fields. For example,
if you have accumulated 50 points for nouns and 60 points for verbs, you will be
paid 50 points (these point values are arbitrarily chosen and not representative).
The exchange rate is 70 points = EUR 1.00.

[Followed by the second comprehension test.]
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B.3. Additional Analyses

B.3.1. Pairwise Correlations

Table B.3. Pairwise Correlations
Variables Design task Search task Female Age Advanced Scrabble German native

payoff payoff (0-1) (years) degree (0-1) experience (0-1) speaker (0-1)
Design task 1.00

payoff

Search task 0.14∗ 1.00

payoff (0.07)

Female 0.04 0.04 1.00

(0-1) (0.59) (0.61)

Age 0.08 0.07 0.20∗∗∗ 1.00

(years) (0.32) (0.38) (0.01)

Advanced 0.16∗∗ 0.07 0.18∗∗ 0.53∗∗∗ 1.00

degree (0-1) (0.03) (0.38) (0.02) (0.00)

Scrabble 0.32∗∗∗ 0.12 0.12 0.09 0.15∗∗ 1.00

experience (0-1) (0.00) (0.11) (0.11) (0.26) (0.04)

German native 0.00 0.02 0.01 −0.06 0.02 −0.17∗∗ 1.00

speaker (0-1) (0.96) (0.82) (0.92) (0.43) (0.78) (0.03)

Note: Table shows pairwise Pearson correlation coefficients and significance levels for the 174 participants who
completed both tasks.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.
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B.3.2. Design Task: Additional Analyses

In this appendix we present supporting analyses for Section 3.5, focusing on the
Design task. Figure B.3 presents the histograms of performance by treatment,
showing the similarity of TA-1 and TA-2.

Figure B.3. Design Task: Performance Distribution by Treatment
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a) TW: Waterfall
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b) TA-1: Agile iterative
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c) TA-2: Agile iterative + autonomy

Table B.4 shows the coefficients from quantile regressions of performance on
treatments, using the set of covariates used in our main analysis. The analysis
shows that, by shrinking the performance variance, Agile improves the outcomes
mainly in the low range of the performance distribution.

Table B.4. Design Task: Quantile Regressions
(1) (2) (3) (4) (5) (6) (7) (8) (9)

Quantile: 10 20 30 40 50 60 70 80 90
TW: Waterfall (baseline) (baseline) (baseline) (baseline) (baseline) (baseline) (baseline) (baseline) (baseline)

TA-1: Agile iterative 109.50∗∗∗ 49.58∗∗ 46.82∗∗ 35.95∗∗ 42.34∗∗∗ 30.00∗ 32.50∗ 29.00 −3.00

(27.15) (24.98) (20.68) (17.66) (15.64) (15.92) (17.98) (19.03) (17.84)

TA-2: Agile iterative 107.30∗∗∗ 58.75∗∗∗ 60.45∗∗∗ 40.68∗∗∗ 36.88∗∗∗ 26.79∗ 24.17 13.67 −13.50

+ autonomy (23.99) (22.08) (18.27) (15.61) (13.82) (14.06) (15.89) (16.81) (15.76)

Controls Yes Yes Yes Yes Yes Yes Yes Yes Yes

Constant 73.50 112.90 190.50∗∗∗ 204.90∗∗∗ 204.10∗∗∗ 229.60∗∗∗ 250.00∗∗∗ 269.00∗∗∗ 243.50∗∗∗

(82.91) (76.30) (63.16) (53.94) (47.76) (48.60) (54.92) (58.10) (54.48)

Number of observations 194 194 194 194 194 194 194 194 194

Notes: Table shows quantile regression coefficients. Dependent variable is Design task performance. Each
column corresponds to a quantile, starting from the 10th to the 90th quantile. Controls are age, gender, German
native speaker, education, task sequence, component sequence, loss of internet connection, and experience with
Scrabble. The number of observations equals the number of participants who completed the task.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.

Table B.5 shows the treatment means for the relevant process metrics in the
Design task, discussed in the last paragraph of Subsubsection 3.5.2.1. In addition
to the p-values in the table, which denote comparisons between TW and TA-1 as
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well as between TW and TA-2, there is also a significant difference for the variable
“Number of switches between components” (p < 0.05) when comparing TA-1 and
TA-2. The remaining variables in Table B.5 are not significantly different between
TA-1 and TA-2.

Table B.5. Design Task: Process Variable Means

TW TA-1 TA-2
Overall task
Share of time spent in Noun component 0.50 0.50 0.49

Number of switches between components 1.00 4.61∗∗∗ 6.26∗∗∗

Share of participants recycling words 0.07 0.25∗∗∗ 0.14

Share of recycled words 0.01 0.04∗∗∗ 0.02

Noun component
Word length 5.02 4.91 5.14

Number of valid words 8.81 9.25 8.68

Final noun score if nouns first 209.76 214.39 225.00∗

Final noun score if nouns second 232.34 234.13 211.03

Verb component
Word length 5.44 5.71 6.05∗∗

Number of valid words 7.03 7.63 7.42

Final verb score if verbs first 162.65 220.43∗ 204.85∗

Final verb score if verbs second 232.56 210.15 235.48

Notes: Table shows treatment averages for the relevant variables. Significance
levels for treatment comparisons are computed using two-sided rank sum tests.
Asterisks denote comparisons that use TW as the baseline.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.

Finally, Table B.6 shows the effects of word recycling on performance, after
controlling for treatment effects, as well as the share of performance variation
explained by these variables.
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Table B.6. Design Task: Effects of Process Variables on Performance

(1) (2) (3)
Task payoff Task payoff Task payoff

TW: Waterfall (baseline) (baseline) (baseline)

TA-1: Agile iterative 44.63∗∗∗ 37.14∗∗∗ 38.39∗∗∗

(14.21) (14.12) (14.08)

TA-2: Agile iterative + autonomy 39.64∗∗∗ 35.42∗∗∗ 38.79∗∗∗

(12.53) (12.33) (12.28)

Share of recycled words 221.00∗∗

(95.55)

Ever recycled words? (0-1) 62.06∗∗∗

(21.05)

Constant 165.91∗∗∗ 174.70∗∗∗ 181.70∗∗∗

(42.65) (41.80) (42.12)

Number of observations 194 193 194

R2 0.207 0.225 0.243
Variation explained
TW vs. TA-1 14.72% 22.54%

TW vs. TA-2 6.53% 10.17%

Notes: OLS regressions with standard errors in parentheses. Dependent variable
is Design task performance. Controls are age, gender, German native speaker,
education, task sequence, component sequence, loss of internet connection, and
experience with Scrabble. The number of observations equals the number of
participants who completed the task. In column (2) the number of observations
is reduced: One participant did not produce any valid words. Variation explained
is computed by examining the ratio of the predicted performance difference due
to the process variable to the predicted performance difference due to both the
process variable and the treatment dummy. See Kagan et al. (2018) for a detailed
description of this procedure.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.
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B.3.3. Search Task: Additional Analyses

In this appendix we present supporting analyses for Section 3.5, focusing on the
Search task. Figure B.4 presents the histograms of performance by treatment,
confirming that in both TA-1 and TA-2 a large share of subjects are stuck in
the lowest optima and only a small share discovers the global optimum region.

Figure B.4. Search Task: Performance Distribution by Treatment
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a) TW: Waterfall
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b) TA-1: Agile iterative
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c) TA-2: Agile iterative + autonomy
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Table B.7 shows the coefficients from quantile regressions of performance on
treatments, using the set of covariates used in our main analysis. The analysis
presents additional evidence for the result that, by shrinking the performance
variance, Waterfall improves the outcomes mainly in the mid to top range of the
performance distribution (60th and 70th percentile, corresponding to the lowest
payoffs in the global optimum region).

Table B.7. Search Task: Quantile Regressions
(1) (2) (3) (4) (5) (6) (7) (8) (9)

Quantile: 10 20 30 40 50 60 70 80 90
TW: Waterfall (baseline) (baseline) (baseline) (baseline) (baseline) (baseline) (baseline) (baseline) (baseline)

TA-1: Agile iterative 0.44 −2.70∗ −2.19∗ −1.20 −0.73 −71.23∗ −85.74∗∗ −42.81 −49.99

(3.35) (1.48) (1.25) (8.38) (27.37) (36.20) (38.32) (42.92) (38.85)

TA-2: Agile iterative −3.18 −1.20 −1.29 −0.90 −0.87 −66.66∗ −78.32∗∗ −28.75 −39.31

+ autonomy (5.17) (1.80) (1.15) (8.19) (27.08) (36.37) (35.11) (36.79) (38.17)

Controls Yes Yes Yes Yes Yes Yes Yes Yes Yes

Constant 180.50∗∗∗ 193.20∗∗∗ 195.50∗∗∗ 198.50∗∗∗ 197.50∗∗∗ 309.20∗∗∗ 323.20∗∗∗ 404.50∗∗∗ 606.80∗∗∗

(14.94) (5.47) (3.83) (9.08) (44.86) (76.03) (88.89) (99.87) (123.00)

Number of observations 236 236 236 236 236 236 236 236 236

Notes: Table shows quantile regression coefficients. Dependent variable is Search task performance. Each column
corresponds to a quantile, starting from the 10th to the 90th quantile. Controls are age, gender, German native
speaker, education, task sequence, component sequence, loss of internet connection, and parameter version. The
number of observations equals the number of participants who completed the task.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.
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Table B.8 shows the treatment means for the relevant process metrics in the
Search task, discussed in the last paragraph of Subsubsection 3.5.2.2. In addition
to the p-values in the table, which denote comparisons between TW and TA-1
as well as between TW and TA-2, there is also a significant difference for the
variables “Share of time spent in Product component” (p < 0.05) and “Number of
switches between components” (p < 0.01) when comparing TA-1 and TA-2. The
remaining variables in Table B.8 are not significantly different between TA-1 and
TA-2.

Table B.8. Search Task: Process Variable Means

TW TA-1 TA-2
Overall task
Share of time spent in Product component 0.50 0.50 0.53∗∗

Number of switches between components 1.00 3.74∗∗∗ 4.77∗∗∗

Number of validations 51.86 53.40 49.35∗

Explored solution space 0.16 0.15∗ 0.14∗∗

Step size 0.54 0.56 0.55

Market component
Final market score if market first 319.44 303.45 282.98

Final market score if market second 396.37 316.48∗∗∗ 308.51∗∗∗

Product component
Final product score if product first 276.73 317.11 335.91∗∗

Final product score if product second 366.52 296.03∗∗∗ 308.10∗∗∗

Notes: Table shows treatment averages for the relevant variables. Significance
levels for treatment comparisons are computed using two-sided rank sum tests.
Asterisks denote comparisons that use TW as the baseline.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.

Finally, Table B.9 shows the effects of the three process metrics introduced in
Subsubsection 3.5.2.2 on performance, after controlling for treatment effects, as
well as the share of performance variation explained by these variables.
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Table B.9. Search Task: Effects of Process Variables on Performance

(1) (2) (3) (4)
Task payoff Task payoff Task payoff Task payoff

TW: Waterfall (baseline) (baseline) (baseline) (baseline)

TA-1: Agile iterative −32.03∗∗ −33.25∗∗ −26.30∗ −31.76∗∗

(15.36) (15.09) (15.07) (15.20)

TA-2: Agile iterative + autonomy −29.89∗ −26.12∗ −18.86 −26.52∗

(15.28) (15.07) (15.23) (15.17)

Number of validations 1.49∗∗∗

(0.49)

Explored solution space 449.90∗∗∗

(126.70)

Step size 25.06

(40.98)

Constant 300.70∗∗∗ 210.70∗∗∗ 222.00∗∗∗ 290.50∗∗∗

(52.31) (59.37) (55.63) (57.23)

Number of observations 236 236 236 235
R2 0.035 0.073 0.086 0.036
Variation explained
TW vs. TA-1 0.00% 15.43% 0.00%

TW vs. TA-2 12.49% 38.00% 0.00%

Notes: OLS regressions with standard errors in parentheses. Dependent variable is Search
task performance. Controls are age, gender, German native speaker, education, task sequence,
component sequence, loss of internet connection, and parameter version. The number of obser-
vations equals the number of participants who completed the task. In column (4) the number
of observations is reduced: One participant only explored one solution so the Step size variable
could not be computed. Variation explained is computed by examining the ratio of the predicted
performance difference due to the process variable to the predicted performance difference due
to both the process variable and the treatment dummy. See Kagan et al. (2018) for a detailed
description of this procedure.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01.
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