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Abstract—Testing automotive electronic control units and their software, the system-under-test (SUT) in our context, requires complex test infrastructure setups. As those setups are developed in parallel to the SUT, often a problem in the test infrastructure instead of the SUT causes a failed test case execution (TCE). We call such unexpectedly failing TCEs invalid. As there are several reasons that lead to such invalid test failure, failed TCEs are manually analyzed and categorized. This failure classification is a time-consuming task. Thus, automatic classification could significantly reduce overall development time and cost. A previous study suggests using association rule learning (ARL) to classify failed TCEs as valid or invalid based solely on test step information. In this work, we extend this ARL-based approach to our multi-class setting and evaluate its application on data from five running verification & validation projects in the automotive industry. In total, we predict the defect classes of more than 85k TCEs and achieve an overall precision up to 86.7% with an overall recall up to 57.4%. With this work, we offer evidence that the application of said approach, originally presented in context-specific test log processing, e.g. [8], we rely solely on test step data, i.e., verdicts of separable steps a test case is composed of, which in our context are readily available. This leads to tests failing because of a test infrastructure issue rather than a defect in the SUT.

The resulting problem is that produced test results cannot be regarded reliable. Therefore, practitioners manually investigate the causes for failed test case executions (TCE) and, most importantly, determine whether the test results are trustworthy. In other words, they decide whether a failed TCE is valid, i.e., a flaw in the SUT has been discovered, or invalid, i.e., the test case fails for any other reason. As domain experts report, a substantial portion of the daily work load is associated with this investigation and, thus, is an important cost factor for validation & verification (V&V) projects in the studied context.

In fact, in a recent study [5] from the automotive domain, it is reported that up to 91% of failed TCEs are invalid. There, the authors distinguish between sporadic test infrastructure induced failures and other causes, which include test case implementation errors and incorrect test specifications. Given the magnitude of the problem, it becomes apparent that reducing the burden for the experts to manually analyze the TCEs leads to a significant productivity gain. Hence, the technical challenge addressed in this work is the automatic classification of failed TCEs in automotive integration- and system-level black-box regression testing setups.

In the context of business information systems, Herzig and Nagappan [6] suggest to use association rule learning (ARL) [7] to detect patterns of failing test steps that allow to automatically distinguish valid from invalid test results. For our context, however, it is not sufficient to perform such a binary classification because there are distinct reasons why invalid test failures occur, and in our context it is critical to discriminate between them: Depending on the underlying failure cause, the appropriate action is to be performed, i.e., the respective stakeholder is identified who is responsible to take care of the revealed problem. If, e.g., a test fails due to misconfiguration, a tester can react and correct the mistake. If, however, the simulation environment is flawed, the respective expert needs to be informed. Likewise, if an actual flaw in the SUT is identified the developers are informed. While other approaches that distinguish failure categories depend on context-specific test log processing, e.g. [8], we rely solely on test step data, i.e., verdicts of separable steps a test case is composed of, which in our context are readily available.
For this practical experience report, we hence borrow the idea of ARL based on test step information for our multi-class failure classification problem. Concretely, we shed light on the transferability of said approach to our context and answer the following question: How well can failed TCEs in automotive testing setups be classified according to their failure cause using test step-based ARL?

In summary, we make the following contributions:

- We extend the failed TCE classification approach by Herzig and Nagappan [6] to a multi-class setting for multiple failure categories. Additionally, we apply rule pruning strategies [9].
- We report our practical experiences and lessons learned with the ARL-based failure classification in a new domain.
- We collected data from five real-life projects in the automotive domain containing more than 85k labeled failed TCEs. We achieve an overall precision up to 86.7% with an overall recall up to 57.4%, which are similar to the results reported in [6].
- In addition, we analyze the impact of the **minimum confidence** parameter as well as limiting the training data. We find that time windows between 30 to 90 days deliver the best results for the studied projects. This indicates that already data from around one to three months is sufficient to fruitfully apply the ARL-based approach.

## II. Association Rule Learning and Classification

ARL [7] is a machine-learning method that learns statistical connections in the form of implications between items \( i \) within a set of items \( I \) in a dataset \( D \). Such statistical connections are encoded as so-called association rules – hence the name **association rule learning**. These association rules \( r \) can be used for classification tasks as we will see in the following.

### A. Preliminaries

In general, ARL can be applied to a dataset \( D \) that can be represented as a list of \( N \) itemsets: \( D = \{I_1, ..., I_N\} \). For any \( j \), itemset \( I_j \subseteq I \) consists of any number of all available items \( i \in I \). A popular example for ARL deals with grocery shopping, where the set of items \( I \) are the products that can be bought in a store, e.g., bread, milk and eggs, and the dataset \( D \) is represented as a list of shopping carts \( I_j \) each containing a subset of such items.

As mentioned before, we are interested in statistical connections between items \( i \) in the dataset that can be encoded as implications. Such an implication, an association rule \( r \), consists of a set of antecedent items \( A \subseteq I \) and a single consequent item \( c \in I \setminus A \). A rule can then be interpreted and written as follows: For a given itemset \( I_j \), if it contains a certain combination of antecedent items \( A \), this implies that it is likely to also contain the consequent item \( c \):

\[
r = ( A \Rightarrow \{c\} )
\]

In order to measure the quality of such rules, there are two important parameters that specify the minimum requirements for a rule to be learned: **minimum support** and **minimum confidence**. The support of an association rule \( r \) quantifies the relative frequency of the rule itemset \( R \) in the entire dataset, where \( R = A \cup \{c\} \):

\[
supp(r) = \frac{|\{I_j \in D | R \subseteq I_j\}|}{|D|}
\]

Here, \( \{I_j \in D | R \subseteq I_j\} \) are those itemsets \( I_j \in D \) that contain the rule itemset \( R \). It acts as a sort of statistical significance measure, and by setting a minimum value, it limits which itemsets are to be considered for rule learning. Besides, a limit for the **maximum antecedent set size** can also be introduced. Both can drastically reduce the number of sets to consider, and as a result reduce the computational cost.

The confidence of an association rule quantifies how often the antecedent set appears together with the consequent, relative to with or without the consequent:

\[
conf(r) = \frac{\text{supp}(R)}{\text{supp}(A)} = \frac{|\{I_j \in D | R \subseteq I_j\}|}{|\{I_j \in D | A \subseteq I_j\}|}
\]

This is a measure of how strongly the antecedent is connected to the consequent. By setting a minimum value only rules with a larger statistical confidence in the connection they represent are learned. Additionally, it is possible to restrict learning rules to those with a consequent from a given set of consequent items. This is necessary in our use case, because we use the association rules for classification. If there is a learned association rule \( r \) that applies to a set of antecedents \( A \) the corresponding consequent \( c \) can be assigned as the label to \( A \).

### B. Association Rules based on Test Steps – An Example

For our purposes, we use ARL to find statistical connections between test step verdicts of failed TCEs and failure causes. Hence, the dataset \( D \) is the history of TCEs. Each TCE consists of test steps and a so-called **defect class**. For the itemset \( I_j \), we use as **step items** the test step denominations joined with their respective verdict and the defect class is used as the consequent \( c \). Hence, for a any labeled failed TCE its itemset \( I_j \) in our dataset \( D \) consists of step items and the defect class label.

Note, in our context, a test step is an operation, e.g., reading or writing a value or carrying out calculations or comparisons. Consequently, each test step has a corresponding verdict depending on the test case implementation, which can be one of **Passed** (\( P \)), **Inconclusive** (\( I \)), **Failed** (\( F \)), **Error** (\( E \)), or **None** (\( N \)). In general, **Passed** indicates that the expectations of the test step are met, respectively **Failed** indicates that they are not. The verdict **Inconclusive** is assigned when the expectation cannot be evaluated, e.g., if a precondition for a check is not met. A test step is assigned the verdict **Error**, e.g., when the test step as such cannot be performed correctly. **None** is used as the default verdict, if no particular other verdict is assigned, e.g., if there is no expectation associated with a test step.

Have a look at an exemplary dataset \( D \) consisting of five failed TCEs \( (D = [I_1, ..., I_5]) \) from the same test case:
The exemplary test case consists of three generic steps and, depending on the TCE, these steps are assigned respective verdicts. In addition, each TCE is also assigned a label. In the example the labels are Hardware or Code Defect, meaning TCEs with Ids 1-3 failed due to some problem with the hardware and the ones with Ids 4-5 revealed an actual code defect in the SUT. Thus, for this example \( T = \{ \text{step}_1=E, \text{step}_2=F, \text{step}_3=P, \text{step}_4=F, \text{step}_5=E, \text{step}_6=P, \text{label}=\text{Hardware}, \text{label}=\text{CodeDefect} \} \). Now, given an exemplary minimum support of 0.4 and a minimum confidence of 0.66, the following four rules are learned:

<table>
<thead>
<tr>
<th>Id</th>
<th>Rule</th>
<th>conf</th>
<th>supp</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{ \text{step}_2=P } \Rightarrow { \text{label}=\text{Hardware} }</td>
<td>1.0</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>{ \text{step}_1=E, \text{step}_2=P } \Rightarrow { \text{label}=\text{Hardware} }</td>
<td>1.0</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>{ \text{step}_1=E } \Rightarrow { \text{label}=\text{Hardware} }</td>
<td>0.75</td>
<td>0.6</td>
</tr>
<tr>
<td>4</td>
<td>{ \text{step}_2=F } \Rightarrow { \text{label}=\text{CodeDefect} }</td>
<td>0.67</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Note, the learned rules can be interpreted by humans, however they do not necessarily represent causal relationships. Rule 1, for instance, has a confidence of 100% and implies that any TCE including step item \text{step}_2=P \) (meaning \text{step}_2 \) is assigned the verdict Passed \) fails because of a test infrastructure hardware problem. Intuitively, a passing step is not expected to be an indicator for any type of failure. Yet, for the given dataset of only failed TCEs, the Passed verdict for this step happens to be sufficient (statistically speaking) to distinguish hardware problems from other failure causes.

Given a TCE with \( A = \{ \text{step}_1=E, \text{step}_2=E, \text{step}_3=P \} \), As rule 3 applies, the ARL-based classifier assigns label Hardware.

C. Pruning Strategies

To construct a classifier based on ARL, we follow the main ideas of Liu et al. [9]. ARL often generates an extremely large number of rules for classification data due to combinatorial explosion. So after rule generation, we prune the rule set as a post-processing step with what we refer to as data coverage pruning. As in [9], we sort the rules by highest confidence, highest support, and smallest antecedent rule set size. Then we iterate through the rules and apply them to all samples in the training dataset. Each training sample that gets correctly classified by a rule is flagged. If a rule (further down the list) fails to classify at least one unflagged training sample, it is removed from the rule set. In the example above, only Rule 2 is removed because Rule 1 already correctly classifies all of the TCEs that Rule 2 also does. In practice this drastically reduces the size of the rule set while often even slightly improving the classification performance [9]. We also observe this performance improvement in our case study as we report in Sec. III-B.

In general, a classifier is expected to predict a label for each given input sample. Therefore, Liu et al. [9] suggest to add a default rule to the very end of the rule set. A default rule consists of an empty antecedent set, such that it applies to every possible input. The consequent is set to the majority class of the unflagged training samples, i.e., the samples for which none of the learned rules applies. Therefore, even if no learned rule applies to an input sample, a class can still be predicted. This also makes it possible to use default rule pruning which substitutes learned rules by a default rule, if this leads to less misclassifications on the training data.

III. Case Study

In the case study, we investigate how well the ARL-based classification approach motivated in [6] performs in automotive integration- and system-level black-box regression testing setups. Therefore, we first introduce the study objects (Sec. III-A), then we discuss how we collected the data (Sec. III-B), and finally, we present the datasets (Sec. III-C).

A. Subject Systems

Data used throughout this work is provided by our industry partner. In the running V&V projects they are involved in, the SUTs are system-level customer-functions that deal with various car sub-systems such as the power train or the on-board supply system, e.g., automatic motor stop at traffic lights.

In such black-box settings, testers do not have access to any source code or models. On the contrary, they only have access to testing code and machinery, which is composed of various different software tools and components, i.e., real hardware as well as other software components. Hence, the only source of information are test cases and their history of execution, which is stored in a test report database.

In those projects the test experts’ workflow envisages that test executions with a result other than passed need to be reviewed and manually assessed. This manual assessment (also referred to as reassessment) consists of diagnosing the failure cause and documenting it in a review comment plus assigning a so-called defect class, which is a project-specific failure category. Hence, we can directly use those defect classes as the labels for our classification task. That said, all necessary information for the application of the ARL-based failure classification approach are readily available in projects in this context.

Each test case can be considered as a test scenario, in which a sequence of test steps is executed to complete the scenario. In many cases, after the actual test scenario additional analysis steps are appended, which are also treated as test steps for our purposes. Consequently, the failure of any test step results in a failed TCE. In the projects (except D) on average there are between 35 and 45 test steps in each test case; for D there are on average even around 110 test steps.

In Fig. 1, a snippet from an exemplary TCE report is displayed consisting of the following actions encoded in test steps: Set the vehicle state to ‘driving’ and accelerate to 30 km/h. Then check a qualifier as well as some control messages. Afterwards come to a stop, again check the qualifier and set the vehicle state to ‘idle’.
Fig. 1: Data collection and test step encoding

From the example, one can see that in our context a failed\textsuperscript{1} test step does not necessarily terminate the running test execution. On the contrary, only in specific cases the execution is aborted. Thus, test cases regularly report multiple test step failures that may indicate the underlying problem. In fact, depending on the project between 30% up to 65% of all test steps are assigned verdicts other than \textit{None}. Compared to other contexts, where only the TCE verdicts are available, we have more fine-grained information readily available.

\section*{B. Data Collection}

The projects included in this study were not specifically selected. We only excluded projects from the study that did not offer the required information, namely the failure categories. The used test report database provides unique identifiers of the TCEs, test steps including their verdicts, and the manual assessments including the assigned defect classes.

The data collection is depicted in Fig. 1. In the test report database the history of the TCEs including their verdicts and assessments (if available) are stored. In each row the TCEs of the same test case are represented as colored tiles. The assessment (if available) is depicted as a bar above the corresponding TCE tile. As can be seen, not all TCEs have received a reassessment. For each TCE the individual test steps and their respective verdicts are available. For example, in Fig. 1 there are steps with verdicts \textit{Passed} (first time ‘Set Vehicle State’ and two times step ‘Check Qualifier’), \textit{None} (the ‘Set Velocity’ steps), \textit{Error} (‘Check Control Messages’) and \textit{Failed} (second time ‘Set Vehicle State’). Accordingly, this information is stored in a local database, where the test steps including their verdicts are encoded as test step items, complemented with the defect class label (cf. Sec. II-B).

\section*{C. Datasets}

At the core of this study are five ongoing industry projects from our industry partner, where we collected data. As can be found in the upper part of Tab. \ref{tab:datasets} the datasets vary in terms of the number of test cases (from 0.2k to 2k) and TCEs. Also the portions of failed TCEs and the ones that we use in our study, the so-called \textit{labeled TCEs}, vary significantly. Recall that the labeled TCEs are the failed TCEs, which the testers have reassessed and assigned a (meaningful\textsuperscript{2}) defect class. In our datasets they range from 2k up to 40k over time spans of nine to 28 months. Despite the comparable time duration, the amount of data in terms of TCEs and labeled TCEs vary drastically. E.g., projects A and C have a very low ratio of labeled TCEs compared to the other projects.

As can be seen in the lower part of Tab. \ref{tab:datasets} we group the defect classes into three categories: \textit{code defects (CD)}, \textit{test infrastructure issues (TI)} and \textit{other causes for failures (OC)}. \textit{TI} includes hardware and software failures, e.g., defective components, incorrect simulation models, and unstable testing software tools. \textit{OC} includes configuration mistakes, test case implementation problems, incorrect or outdated test specifications, issues with the configuration of either the HiL or the test case, and other human-dependent failures.

The number of defect classes varies among the projects and range from four up to eight. As can be seen from the label distribution in Tab. \ref{tab:datasets} the dataset is highly unbalanced and there are some dominant defect classes, e.g., the class ‘Testcase’ in projects B and D, while others are very rarely assigned, e.g., ‘Config’ in project B or ‘Hardware-2’ in project E. In summary, the portion of invalid test failures ranges from 77\% up to 91\% of all labeled failed TCEs.

\section*{IV. Experiment}

As the approach used in this study is based on \cite{6}, we generally follow their experimental setup. For learning the association rules we use the \textit{apriori algorithm}.\footnote{Through discussions with experts we found that some defect classes are not meaningful to predict as they do not actually distinguish different failure categories but are rather used as catch-all oddments tray.} In addition, we implemented rule pruning concepts for the ARL-based classification as described in Sec. II-C. Moreover, we adopt the default values for the minimum confidence and minimum support of 0.8 and 0.03 from \cite{6}. We justify the choice of parameters and its influence on the classification performance in Sec. V-C.

\subsection*{A. Incremental Learning}

We follow the incremental learning paradigm for backtesting \cite{6,10} with an initial training set with 10\% of the available data. This means we simulate how the ARL-based classification approach would have performed if it had been in use during the time for which we have collected labeled data. Of course, it is important that at each simulated prediction in the past, the classifier only has access to data that would have actually been available at that time. To simulate this accurately, we use two types of timestamps: the execution-timestamps and the review-timestamps. We predict the defect class to aid the tester with failure diagnosis as soon as the test has been executed. Hence, a prediction is made at each
As discussed in Sec. IV, we run the backtest experiment for the five projects from our industry partner. In the following, we discuss how well the ARL-based classification performs and put the results into context. Therefore, in Sec. V-A we present our findings regarding the overall classification performance on all projects and have a look at the prediction performances for the individual class labels. In Sec. V-B we discuss our observations regarding the lifetime of association rules. Afterwards, we report the influence of the parameters minimum confidence and time window in Sec. V-C before we talk about the limitations of our study in Sec. V-D. Finally we compare the results to baseline classifiers in Sec. V-E.
The overall performance over time of the ARL-based classification is depicted in Fig. 2. Despite all the differences, the results appear similar to what has been reported in [6]. The exact values for the total precision and recall of all predictions for each project are listed in the lower part of Tab. I. Clearly, the results vary a lot between the projects. This seems to indicate that the performance of the approach depends on the project characteristics represented in the data, e.g., the structure of the implemented test cases or the reassessment practices including the choice of defect classes to differentiate.

The best precision (.867) and recall (.574) are achieved for project B. This is the project that uses the reassessment and in particular the defect class assignment for the longest time and, hence, the most data from the longest time span are available. However, since we use a similar time window to limit the training data in all projects, the larger dataset should not be the only reason for the better results. This is further shown by the other projects, which have varying amounts of data, yet a larger dataset size does not lead to better results: E.g., project A has the smallest dataset and the second best overall results.

The most noticeable trend for the results per defect class is that the performance seems to be correlated with the class label frequency in the datasets, shown in Tab. I. The predictions are (usually) better for the more frequent labels, and worse for the more uncommon labels. For the very infrequent defect classes ‘Tool’ in project A, and ‘Hardware-1’ in project E not even a single correct prediction was made.

Regarding the broader defect classes categories, the CD predictions perform relatively good compared to the others considering the low relative frequency of occurrence in the datasets. One hypothesis for why that may be, is that the test cases are specifically constructed to test for SUT defects, and presumably fail at the expected test step(s). Failures caused by, e.g., sporadic test infrastructure errors, however, may be reflected unexpectedly in various different test steps.

Regarding the defect classes of the other two categories, TI and OC, the performance is mixed. The performance varies even within the projects. More specifically, model related failures seem to be reasonably well classified. One reason might be that problems with simulation models need to be fixed by the corresponding supplier and are only updated once in a while. If such problems only occur sporadically, they might be even tolerated without getting fixed, and can therefore be recognized reasonably well. In project E, e.g., the defect class ‘Memory’ captures such a frequently reoccurring sporadic failure that is tolerated and the classifier performs comparably well (prec. 0.617, rec. 0.407) despite the relatively low label frequency of 1.2%. In projects B, C and D this also seems to hold for issues related with the test cases themselves. In summary, in these cases the same problems occur frequently in various TCEs and are, thus, often predicted correctly.

### B. Lifetime of association rules

For the different projects A | B | C | D | E a total of around 0.2k | 4k | 1.2k | 1k | 0.8k distinct rules have been learned over the course of the simulation experiments. Note, those are the numbers after pruning (cf. Sec. II-C). When not applying the pruning strategies the numbers are higher by a factor of roughly 250. At the same time for all projects except E the precision increased by around 2 pp whereas the recall decreased by between 1 to 3 pp. For project E the precision decreased by 2 pp and the recall dropped by 7 pp.

In fact, new rules are applied for the classification during the entire time. This means the set of association rules constantly changes in order to adapt to current developments in the testing infrastructure and SUT. On average across the projects, a single rule is used for only around 10 predictions, i.e., for about every 10th failed TCE a completely new rule is used.

For each prediction only one rule is used, however, multiple rules can be learned before each prediction. Yet, as can be seen in Fig. 3 only very few rules are even learned in more than 20% of the development weeks.

Another way to look at the transience of rules is depicted in Fig. 4 where the maximal difference between the first time and last time the same rule has been used for a prediction is shown for the different projects. Only very few rules surpass half the experiments’ duration in that sense. For the rest, the usage is confined to a rather limited time period, already 91% | 88% | 89% | 95% | 94% of the rules are applied within a time-span of less than 10% of the experiments’ duration.

In summary, the described transience of rules reflects what was to be expected: Throughout the progress of the V&V projects not only the SUT but also the test infrastructure evolves. Understandably the failure patterns change, which results in changing rule sets. Hence, we affirm the consideration that it is not advisable to come up with a set of static, hand-crafted rules as they would most likely be valid for a short period of time only. However, as we did not specifically look
Fig. 3: Histogram showing the number of rules that are learned in different numbers of development weeks, as fractions of the total amount of weeks in the simulation time (for the different projects from left to right, A to E).

Fig. 4: Histogram showing the number of rules for different lifetimes, which is the maximum number of days between the first and last classification usage of the same rule (for the different projects from left to right, A to E).

into the rules or try to come up with the ‘best possible static rule set’, we cannot cogently reject the idea.

C. Choice of Parameters

In the experiments, we used fixed values for the minimum confidence, minimum support and time window. Regarding the minimum support, investigations showed that changing the minimum support parameter lead to very little change in the performance. By increasing the minimum support, the recall decreases slightly and for just two of the five projects, the precision increases insignificantly. Only when setting high values, e.g. 0.5 and higher, the recall drops substantially. For the minimum confidence and the time window, we performed a grid search to investigate their influence on the classification performance. The results for each project are compiled in Fig. 5, where for each confidence value a line is plotted showing the overall classification performance varying with the time window size.

As can be seen by the line color variation from the different minimum confidence values, this parameter shows a positive correlation with the precision and a negative correlation with the recall. This is not too surprising: As introduced in Sec. II, the minimum confidence specifies how often a rule has to correctly apply in the training data. Setting a high value leads to fewer included rules, increasing the odds of none applying to a new TCE. When no prediction can be made the recall decreases. With a lower minimum confidence value, more rules are considered, which might apply to the previously unclassified TCEs, increasing the recall. Yet, based on the training data, these new rules are also more likely to be incorrect, resulting in a lower precision. A minimum confidence of 0.5 may seem too low, as it includes rules that are incorrect half of the time in the training data. However, since the rules are sorted by highest confidence, the previous predictions made by high confidence rules remain unchanged. Thus, the average confidence of the applied rules is higher than 0.5. This also explains why changing the minimum confidence value causes a larger variation in the resulting recall than in the precision. Interestingly, the caused variation in precision and recall become larger with increasing time window size.

Regarding the time window parameter, the recall first improves with increasing window size and at around 60-90 days approaches saturation. This is also a good indication of how much initial data collection is necessary or appropriate before using the classification in practice, at least for the studied projects. For further increasing time window sizes, the recall stagnates or even declines. This effect is best visible for project B in Fig. 5. It is harder to make out a trend across the projects for the precision. In projects A and B, the precision decreases for increasing time window sizes. However, for projects C and D the precision is especially low for the smallest window sizes of 7 and 30 days. Similar to the recall, the time window effect on the precision mostly stagnates for values higher than 90 days. Except for project B, which may be explained by the fact that Bs dataset spans by far the longest time period. Consequently, a greater portion of the TCEs in the experiment were affected by the large time windows.

In summary, we argue that there is no general best minimum confidence value and the choice depends more on the dataset and the desired trade-off between higher recall or precision. It is up to the practitioners in the concrete setting to adjust the confidence parameter in order to emphasize higher precision (less wrong predictions) or recall (more predictions in general). Limiting the training data by a time window of 30-90 days works best in our experiments indicating that too much outdated training data deteriorates the classifiers performance. However, this observation may depend on the specific datasets and does not necessarily generalize.

D. Limitations

Our study shows that the ARL-based approach can be used to classify failed TCEs in running V&V industry projects from
Fig. 5: Precision and recall plotted over the time window size in days for different minimum confidence values.

The research presented in this paper is based solely on data from a limited number of projects of one company. Nevertheless, as this company operates as a supplier in the automotive industry, the experts confirm that it is reasonable to expect similar data to be available in other settings as well.

Given our practical experience, we encourage practitioners to replicate this study in their projects.

We take the review comments and more specifically the assigned defect classes as the ground truth for our experiments, even though – for some cases – we have anecdotal evidence that even the experts do not always identify the true failure cause. Opposed to other studies, e.g., [10] that included information about incorrectly triaged bugs (bug tossing), unfortunately, no such information about potentially falsely assigned defect classes is available for the presented projects. According to the workflow, the failure category is associated manually to a TCE during inspection. Different experts might come to different conclusions and, hence, assign different labels. Another reason for such conflicting label assignments can be that in the same test execution multiple different failures manifest. Hence, it is possible that contradicting statements deteriorate the performance of the presented failure classification results.

In the datasets, we found TCEs that are identical in terms of the test step verdicts, however, have different defect class labels assigned to them. To assess the extent of this problem, we analyzed the datasets and identified all such groups of TCEs with identical step verdicts with more than one sample. In fact, we found for the projects A | B | C | D | E, for 65% | 76% | 75% | 35% | 79% of the respective TCEs at least one identical TCE has occurred before. Further, we found that out of those groups, around 50% | 30% | 21% | 41% | 18% have conflicting labels, meaning there are (at least two) identically appearing TCEs which are assigned different labels. However, less than 14% | 14% | 13% | 17% | 5% of all TCEs in such groups are assigned a label which is different from the majority label of their respective identical groups. Therefore, given that the confidence for association rules to be learned need not be 1, we argue that a classification approach, which is based on the test step verdicts, is still reasonable.

Nevertheless, it remains an open question to be discussed with the experts why different labels have been assigned to identically appearing test executions, whether those are justified and what additional information would be necessary to distinguish those cases. Some experts state that the specific test steps’ return values, which may be different even for the same verdict, are determining factors for differentiation. However, these are not yet available to our classifier.

E. Baseline experiment

In fact, the findings regarding identically appearing TCEs with different class labels (Sec V-D), motivated the implementation of two baseline experiments with naive classifiers BL1 and BL2 that we briefly discuss in the following: For the naive classifiers a prediction is made on the basis of an exact match of the test step verdicts. In cases where different labels have been assigned to identical executions – as discussed above – either the most recent label (BL1) or the majority label (BL2) is assigned. In fact, 22% | 14% | 15% | 50% | 13% of TCEs are unique, meaning their test step verdicts do not match any other execution in the corresponding projects A | B | C | D | E.

Hence, the naive classifiers cannot predict a class for them.

4Recall that the approach was first applied to two Microsoft products [6] with a totally different tool chain.

5Recall, in our experiments we set the minimum confidence to 0.8.
TABLE II: Performance comparison with naive classifiers.

<table>
<thead>
<tr>
<th></th>
<th>Project A</th>
<th>Project B</th>
<th>Project C</th>
<th>Project D</th>
<th>Project E</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARL</td>
<td>0.792</td>
<td>0.360</td>
<td>0.867</td>
<td>0.574</td>
<td>0.321</td>
</tr>
<tr>
<td>BL1</td>
<td>0.544</td>
<td>0.320</td>
<td>0.630</td>
<td>0.211</td>
<td>0.577</td>
</tr>
<tr>
<td>BL2</td>
<td>0.661</td>
<td>0.233</td>
<td>0.796</td>
<td>0.508</td>
<td>0.577</td>
</tr>
</tbody>
</table>

The overall performance of the naive classifiers BL1 and BL2 is compiled in Tab. II.

As can be seen BL2 outperforms BL1 for all cases. BL2’s precision is even competitive with the ARL classifier for the datasets of projects C and E, whereas the recall is not. As such, the experiments with those naive classifiers provide us an additional perspective on the dataset quality or, alternatively, the information richness encoded in the test step verdicts. If the different labels for two identically encoded TCEs were actually correct, additional information would be necessary to distinguish the two.

We have also performed experiments with many other classifiers including nearest neighbors, decision trees and random forests. Most perform comparably to the ARL-based classifier, meaning – not too surprisingly – the dataset quality is of much more importance than the employed classifier. For this work we confine ourselves to report only the results of the ARL classifier along the baseline classifiers because it triggered our investigations reported here.

VI. LESSONS LEARNED

The practical implications of the gained insights are plenty. First, we learned that a high proportion of invalid test failures is encountered in the studied context. The practitioners assigned so-called defect classes to failed TCEs to distinguish the different types of failures regularly encountered. Second, as mentioned in Sec. V-D, we performed an analysis of the dataset quality. This quality assessment was a byproduct of our actual investigations that, nonetheless, lead to discussions with and among the test experts about how the failure analysis is performed and how the experts come to their defect class assignments. Especially, for the cases of identical test step verdicts with differing defect class assignments some differences regarding the interpretation could be revealed. However, for a portion of such cases, the different class labels are justified and the experts use information currently not encoded in the datasets to distinguish between the cases. Third, with our motivation to reduce the manual effort for the failure analysis, we got feedback from the practitioners that they would be motivated to adapt the test cases such that a test step-based classifier would potentially improve its performance.

Moreover, we can now answer the initially raised question: How well can failed TCEs in automotive testing setups be classified according to their failure cause using test step-based ARL? Depending on the project an overall precision between 54% and 87% can be achieved in the studied projects with recalls ranging from 29% up to 57%. The results achieved for projects A and B are comparable to the ones reported in [6] despite all differences between the two contexts. For some defect classes (e.g., (CD) in Project A, all classes in Project B) the approach works compellingly well, while for others (e.g., Tool or Model-2 in Project A, Tool or Testcase in Project E) additional investigations are necessary to determine whether there is a common cause for the unsatisfactory performance.

Further, we learned that the practical benefits of automatically classifying TCEs depends on the implications the class assignment can have: In some projects the defect class assignments were merely used for reporting while in other cases a subsequent process is triggered such as filing change request or bug tickets. In one of the projects the most commonly assigned defect class is not meaningful to predict, as this label is used when the reason for the failure is still unknown and needs further investigation. That is why we excluded it from the respective dataset for the experiments presented in this work.

Finally, in particular projects the infrastructure allows to automatically restart some components of the test infrastructure. Such a restart can be considered as a basic healing action that can be triggered during the nightly unsupervised automatic test case execution in case the classifier identified said component caused an invalid failed TCE. This leads us to the discussion of our planned future work.

A. Future work

Based on the limitations (Sec. V-D) and discussed lessons learned, we motivate future work to extend the ARL-based approach: First, we plan to incorporate the return values as additional information on test step level, as we have anecdotal evidence (cf. Sec. VI) that in some cases the return values are the determining factor for distinguishing defect classes. This information, however, is not readily available in our context. Thus, a technical challenge is to obtain the return values for all TCEs. In addition, it is not straightforward how to treat these return values in terms of items in our itemsets for ARL.

Based on the partially promising results, we motivate further investigations regarding how good a classifier needs to perform to be considered acceptable for the application in practice. Considering the achieved performance in projects B and A, we are confident that the presented ARL-based classification can be practically beneficial.

In some projects we came in touch with, reassessments are made but no defect classes are assigned. In fact, even in the studied projects, many failed TCEs have been reassessed without a defect class assignment, which made them unusable for this study. In such cases, one could assign defect classes based on the review comments, e.g., based on regular expressions. In fact, we experimented with that in one project but we do not report the results here, because we are aware of the bias of our own hand-crafted regular expressions-based label extraction, which also has implications on the comparability to the other projects where defect classes are inherently used.

VII. RELATED WORK

A. Flaky tests

In the software engineering domain, tests are considered flaky if different results are obtained even though no changes
have been made to the SUT or the test environment. Several works have investigated categories of causes for flaky tests in the software domain, e.g., [11]–[13]. One recent work extends this view by investigating intermittently failing tests in the embedded systems domain [14]. In our setting, the experts are aware of the unreliability of the test setup. However, due to the project circumstances the focus lies rather on coping with the unreliability than fixing it. That is why opposed to recent attempts to automatically root causing and even fixing flaky tests [15]–[17], we focus on classifying test executions according to their failure category.

B. Issue Assignment

Poulos and Veneris state that issue assignment is an “emerging need to appropriately categorize, prioritize and distribute [...] failures to the engineer(s) best-suited for detailed debugging of each failure” [18]. In fact, there are various recent works in the direction of automated issue assignment [10], [19], [20]. Note, we use issue assignment as a representative term, knowing that in the literature different terms are used, e.g., bug triaging [10], failure triaging [18], or, more generally, incident management [21]. This translates to the context of this work as to deciding which responsible person or team should analyze the prevalent failure situation brought up by a failing test execution. Those approaches predominantly use human written reports and employ natural language processing (NLP) techniques [10], whereas in our context we directly use the test results from the automated test execution.

Another line of research tries to make use of bug reports to predict root causes [22] or categorize the defects [23]. Those two works are conceptually closer to what we do in the sense that we also categorize reports according to (predefined) failure causes as we will discuss in the next subsection. However, we do not use human written reports or comments but only the test step verdicts and the human-assigned defect class.

C. Test Report Analysis

Another stream of papers deals with information obtained during testing. Liu et al., e.g., compare different so-called fingerprinting functions [24] including execution profiles. The central underlying rationale is that the same fault manifests in the same (or at least similar) behavior. This lead to approaches that try to cluster tests or rather their execution profiles to sort out groups of failures [25]–[27]. Also in [28], that idea is taken up to cluster failures in automotive HiL settings based on time-series. In contrast, in this work we do not cluster test executions but classify them. For that we do not use execution profiles but only readily available test execution information, namely, the test step verdicts.

Under the term behavior learning Bowring et al. propose an algorithm to label a program execution as either “pass” or “fail” [29]. In contrast, we do not need to learn to distinguish between passing and failing executions because we have test oracles for that. However, this idea of labeling program executions was further developed by Xie et al., who propose an approach to assign multiple labels to a program execution for cases where one failure should be attributed to one or more fault types [30]. The idea of multi-label classification was also empirically investigated under different application settings by Feng et al. [31]. In fact, there is ongoing discussion in the scientific community whether or not the independence assumption of component failures is appropriate and, hence, whether or not the consideration of multi-fault situations is necessary [32]. We report only on single-label classification in this work, because in our setting only a single defect class label is assigned to each TCEs.

Another type of classification is proposed by Hao et al. who distinguish the case where the cause of a test failure lies in the source code (bug) or in the test code (obsolete test) for Java programs, for which they use tailored features [33]. A similar question was also raised by Herzig and Nagappan, who distinguish bugs in the SUT from defects in the test infrastructure, which they call false test alarms [6]. In other words, both perform a binary classification task. We, however, need to distinguish between multiple failure causes, including the SUT, the test infrastructure and even the operator. In contrast to [8], who use NLP, we employ ARL inspired by [6]. In contrast to [6] however, we distinguish multiple different failure causes. To the best of our knowledge, we are the first to apply ARL to the complex and versatile setting of system-level testing of automotive embedded systems to categorize various different failure causes.

VIII. CONCLUSION

We identify invalid test case execution (TCE) failures and the necessary manual diagnosis and failure category attribution thereof as a major challenge that is particularly impacting integration- and system-level testing that involve hardware-in-the-loop test benches (HiLs). In the studied projects the portion of invalid test failures ranges from 77% up to 96% of all labeled failed TCEs. We found that little attention has been paid to this aspect in the literature so far, and methods to automatically distinguish between different test failure categories have considerable potential for time and cost reduction. We report the application of one approach taken from the software engineering domain, namely association rule learning (ARL)-based classification, and evaluate its performance in our context with five ongoing industry projects. Overall, we predict the failure category of more than 85k TCEs and achieve an overall precision up to 86.7% with an overall recall up to 57.4%.
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