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Abstract

Nuclear magnetic resonance spectroscopy (NMR) is a widely used, non-invasive technique

for the quantitative analysis of chemical samples. Furthermore, it forms the basis for a

wide range of medical applications such as magnetic resonance imaging (MRI). In spite of

decades of efforts, the technique is still limited by its inherently low sensitivity, constraining

sample volumes to the range of 100 µl and the spatial resolution of MRI to tens of µm.

One solution to circumvent this problem is the use of quantum properties of spin defects

such as the nitrogen vacancy (NV) center in diamond. The high spatial resolution of NMR-

experiments can reach spatial resolutions down to ∼1 µm enabling detailed NMR-imaging

experiments of micro-structures, such as biological tissues or microfluidics. In this thesis,

the first proof of principle NV-pulsed field gradient (PFG) experiments conducted by me

are described. These mark a major step in understanding the fundamental mechanics of

particle-transport at the micron-scale and form the basis for MRI using NV-doped diamonds.

To be able to conduct these experiments a new NMR-setup had to be developed, including

a superconducting magnet for higher magnetic field homogeneity, the necessary gradient-

coils for the experiments themselves as well as a software frontend and backend for the

communication and synchronisation of all the devices involved in the experiment. To better

understand NV-NMR and especially NV-PFG experiments I created a code basis for their

simulation with arbitrary sample volumes. Using the insight gained from these simulations I

was able to demonstrate novel applications of magnetic field gradients in NV-NMR, enhancing

the signal amplitude by a factor of ∼ 1.4 and enabling NV-NMR for diamond-cuts previously

thought unusable.
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Introduction and Overview
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1. Introduction

Since antiquity, people have tried to understand the world surrounding them, looking at the

stars and building sophisticated models to predict their movements. Until today, one of the

major tasks of research in Physics is describing the natural laws governing our universe. The

importance of this can’t be underestimated and has led to recent major discoveries, such as

the first images of black holes,1, 2 the detection of gravitational waves3 or the detection of the

Higgs boson.4

While these milestones of basic research are among the major achievements in science

within this century, they would have been impossible, without a continuous effort to build and

improve modern sensors. In the cases mentioned above, sensors are multi-billion Euro projects

like CERN, near Geneva in Switzerland, where the Higgs-boson was discovered4 or the Laser

Interferometer Gravitational-Wave Observatory (LIGO) in the United States, who were the

first to announce the detection of gravitational waves.3 Although the same improvements in

sensitivity and resolution occurred in sensor-development to aid the research in the other

natural sciences. Not only the scientific disciplines benefited from these developments, also

our everyday life is heavily impacted by these technologies. One example is the plethora of

different sensors used in each of our smart phones, ranging from gyroscopes, temperature

sensors and magnetic field sensors to the obvious antenna for telecommunication and the

capacitive sensing used to detect our fingers on the touch screens.5

One of the sensing techniques which turned out to be hugely beneficial is nuclear magnetic

resonance (NMR) spectroscopy. It was introduced in the 1930s-1950s,6–8 a period also known

as the first quantum revolution. Today this technology and it’s derivatives are a key part of
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1. Introduction

our lives. Magnetic resonance imaging (MRI) is used routinely in hospitals around the world

and NMR spectroscopy is one of the key analytical tools in chemistry and the life-sciences.

Obviously the development of this technique is far from over, there are 111 facilities in

Germany alone doing research on NMR.9 Problems conventional NMR is still facing mainly

originate from a low sensitivity, requiring macroscopic samples. Several approaches have

reduced the required volumes down to nl volumes,10–13 though major goals like single-cell

NMR or even single molecules are still far out of reach.

Maybe these last hurdles left need radical, new approaches. Quantum technologies have

again emerged into the limelight over the last decades. The coherent control of quantum

states has become more and more sophisticated and the clever use of quantum properties

allows for hitherto unknown sensitivities and precision in many fields.14 The nitrogen vacancy

(NV) center has been a most promising candidate as a quantum-platform to perform NMR

experiments with. Its atomic scale and isolated electronic spin provide optimal conditions

for nano- and micro-scale NMR. Major goals have been achieved over the last decade, on the

nano-scale these include the detection of sub-monolayers,15 single molecules16 and even of

individual nuclear spins.17, 18

Micro-scale NMR has shown spectral-resolution sufficient for the resolution of chemical-

shifts19 allowing for the chemical analysis of much smaller sample sizes as previously possible.

Increasing the sensitivity further, micro-scale NV-NMR opens up the possibility of single-cell

NMR experiments, a long standing goal in (NV-)NMR. In addition the high spatial resolution

of NV-experiments allows for the study of diffusion on the micro-scale. This plays a major role

in life sciences, e.g. the nutrient transport in our cells,20, 21 in particular in the brain, where

dendrites are highly anisotropic on the micro-scale.22 Additionally, the field of microfluidics

has several unsolved problems, when it comes to the measurement of dispersion, including

the apparently accelerated diffusion within microdroplets23 or the construction of microfluidic

mixers.24 The first proof of principle NV-diffusion experiments were conducted by us, which

mark a major step in understanding the fundamental mechanics of particle-transport at the

micro-scale. The goal of this thesis is to give a thorough introduction to NV-NMR and these

3



1. Introduction

experiments. In this thesis, I will start with introducing the basic principles of quantum

sensing. Starting with basic properties of quantum mechanics and the minimal requirements

posed at a quantum sensor and introducing the basics of coherent control and measurements.

In chapter 3, I will introduce the NV-center, explain the general concepts described in chapter

2 applied to its specific case and give an overview over its different sensing applications. In

chapter 4, I will in detail explain magnetic field sensing and in particular NMR using NV-

centers. Furthermore, I will introduce different sensing schemes, which are currently used or

which have been proposed and are promising to be used in the future. After introducing the

theory, I will talk about previous experiments using NV-NMR in chapter 5. This includes the

differences in sensing especially the particular challenges faced on the different length-scales

over which the NV-center is used. In chapter 6, I will discuss the particularities of micro-scale

NMR using NV-centers and how to simulate the expected signals using Monte-Carlo methods.

In this chapter, I will also demonstrate a novel method for the enhancement of the NV-NMR

signal amplitude using gradients. When all the theory has been explained, I will introduce

our measurement-setup and how it is controlled in chapter 7. Finally, I will discuss the pulsed

field gradient experiments conducted in our setup and their results in chapter 8, before I

conclude this thesis and give an outlook over the future of NV-NMR on the micro-scale in

chapter 9.
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2. Quantum sensing

The field of quantum technologies has gained much traction over the last two decades.

Quantum computing is predicted to be revolutionary in many fields in the future25 and some

quantum sensors can already be bought of the shelf.26, 27 Though related the two technologies

have some major differences. While researchers in quantum computing try to isolate their

systems as good as possible from their surroundings, in quantum sensing the strong coupling

of a quantum state to its environment is harnessed for improved sensitivity.

In this chapter the basic concepts of quantum technologies with an emphasis on quantum-

sensing will be introduced and discussed. The first section introduces basic and general

requirements, imposed on any quantum-sensor. The second section introduces the basic

concepts of quantum-mechanics, needed to understand quantum-sensing. In the final section

the basic interaction between a quantum-sensor and its environment are discussed.

2.1. Basic concepts of quantum sensing

The technological feasibility of experimental quantum mechanics have improved incredibly

over the last half century. Sixty years ago the possibility of reducing information carrying

hardware, or bits, to the size of a single atom seemed hardly feasible, even though the

theoretical possibility and its advantages were already noticed.28 In 2000 first quantum com-

puting experiments had been conducted,29, 30 interestingly using NMR, and David DiVincenzo

proposed criteria, which any quantum-bit, or qubit, has to fulfil to be of use.31 Nearly all of

these criteria apply equally to any qubit used for quantum sensing:

5



2. Quantum sensing

1. A scalable physical system with well-characterized qubits

2. The ability to initialize the state of the qubits

3. Long decoherence times, with respect to logic operations

4. A "universal" set of logic gates, or coherent control also between qubits

5. The ability to read out the quantum state

Here, well-characterized means a qubit with well defined eigenstates, as described in the

next section 2.2. In the excellent review by C.L. Degen, F. Reinhard and P. Cappellaro,14 a

quantum sensing analogy to these criteria is listed:

1. The necessity of a well-characterized qubit.

2. The ability to initialize the state of the qubits and the capability of reading out its state.

3. The ability to coherently control the qubit, although the authors note this is not necessary

for all quantum sensing schemes.

4. The ability to interact with relevant physical parameters, which are to be measured, and

this interaction leading to a shift or change in the qubit’s quantum state.

Note, that the first three are quite similar to the quantum-computing case: we always want

full control of our system and the ability to extract information. Of what use is a sensor (or

computer) without the ability to extract information?

The difference lies in two points: 1) The scalability of quantum sensors can be of advantage,

but it’s not necessary. If it is the goal to measure single spins, a sensor of the same scale

is required and not one much bigger. 2) In a computer (no matter if quantum or not) it is

necessary to control the (qu)bits and shield them as much as possible from any external

influence, which might change the result of the computation. In the case of (quantum) sensing,

the interaction between the (quantum) sensor and its environment is a requirement, or else

nothing can be sensed.

6



2. Quantum sensing

2.2. The qubit

The fundamental unit used for quantum sensing is called qubit. As teased in the previous

section, it consists of two energy levels, E0 with eigenstate |0⟩ and E1 with eigenstate |1⟩,

separated by an energy ∆E = h̄ω. (Since in reality, the quantum systems in which qubits are

implemented generally have more than two eigenstates, the first DiVincenzo criterium means

in particular, that the qubits energy-level separation should be different from state to state, to

avoid accidental multiple excitation in the experiment.) Due to the quantum nature of the

qubit, it can be in any superposition state |Ψ⟩ of its eigenstates:

|Ψ⟩ = α |0⟩ + β |1⟩ , (2.1)

where α = ae−iω0t+ϕ0 and β = be−iω1t+ϕ1 are complex numbers, with ω0 and ω1 being the

energy-dependent frequencies of the respective eigenstates |0⟩ and |1⟩ and ϕ0 and ϕ1 their

initial phases at time t=0. The probability of finding the qubit in one of its eigenstates is given

by |α|2 and |β|2, respectively, which means |α|2 + |β|2 = 1.

Notice that when evolving over time,

|Ψ(t)⟩ = ae−i(ω0t+ϕ0) |0⟩ + be−i(ω1t+ϕ1) |1⟩

= a |0⟩ + be−i(ωt+ϕ) |1⟩ ,
(2.2)

where we have set ω0 = 0, ϕ1 = ϕ and ϕ0 = 0 without loss of generality. This leads to a

time-dependent phase difference between the two states ∆ϕ = ωt + ϕ, also called phase

accumulation. ∆ϕ depends on the energy splitting of the two quantum states, since ω = ∆E/h̄.

A convenient way of thinking about a single qubit is the so-called Bloch sphere, seen in

Fig. 2.1. The probability of finding the qubit in either of its two eigenstates is displayed along

the z-axis, with the |0⟩-state state being on the north pole and the |1⟩-state at the south pole,

given by the polar angle θ. The azimuthal angle ϕ displays the relative phase between the

two eigenstates.

7



2. Quantum sensing

At this point, the qubit’s Hamiltonian can be described as:

Ĥ0 =
h̄ω

2
σ̂z , (2.3)

where σ̂z is the Pauli z-matrix. This would lead to time independent phase accumulation on

the Bloch sphere, so usually the reference frame is changed to one rotating at ω. In this frame,

the time evolution of a general superposition state is constant:

|Ψ(t)⟩ = |Ψ(0)⟩ = a |0⟩ + beiϕ |1⟩ = cos(θ/2) |0⟩ + sin(θ/2) eiϕ |1⟩ . (2.4)

A more detailed description of the rotating frame and the rotating wave approximation can

be found in appendix section A.

Figure 2.1.: The Bloch sphere
A typical image of the Bloch sphere, two quantum states are depicted, one in blue,
and one in orange. The orange state’s azimuthal angle ϕ is noted in red, its polar
angle θ is depicted in dark blue. The orange state is parallel to the XY-plane and
therefore in an equal superposition of |0⟩ and |1⟩, while the blue state is more
likely to be measured |0⟩.

8



2. Quantum sensing

2.3. Readout of a quantum two-level-system

The DiVincenzo criteria require each qubit to be initializable into one of its quantum states.

In theory, the ability to read out the qubit and to coherently control its quantum state is

sufficient. Considering an arbitrary quantum state |Ψ⟩ = α |0⟩ + β |1⟩, reading out the state

will either collapse the wave function into |0⟩ or |1⟩. Now the qubit’s state is known. If the

goal is to initialize the state into the |0⟩-state, and the result was |0⟩, the goal is achieved. If

the result was |1⟩, the qubit can be rotated into the |0⟩ state. Thus the qubit can effectively be

initialized.

This method can be used for single qubits, or systems where each qubit is individually

addressable, like a quantum computer. In some cases, e.g. the NV-ensembles used in the

experiments described later on, all qubits are averaged and individual qubit’s states remain

unknown even after the measurement or they can’t even be addressed individually. This

means a different way of initialization is needed, e.g. laser-cooling of the qubit, as described

in section 3.2.2.

It is also worth noting, that there are two different kinds of quantum readout:

• Quantum non-demolition readout: This means, the quantum state in which the

qubit’s wave function collapsed is preserved after the readout. For example, if a state

|Ψ(t)⟩ = a |0⟩ + beiϕ |1⟩ is read out, resulting in |0⟩ (|1⟩), and it is read out again

immediately along the same basis, it will again result in |0⟩ (|1⟩). An example for this

would be measuring twice, along the same axis, in the Stern-Gerlach-experiment32 or

the repetitive readout described in section 4.3.3.

• Quantum demolition readout: Here the opposite is true, the process of reading out will

collapse the state into one of the eigenstates, but the readout will always end with the

qubit in the same eigenstate. As an example, imagine a qubit, where the quantum states

are the existence of an electron in a capacitor |1⟩ or its absence |0⟩. One way of reading

out this qubit would be shorting the capacitor and measuring the current. This way the

qubit’s state is measured to be |1⟩ (|0⟩) if there was (no) current. But after the readout,

9



2. Quantum sensing

the qubit will always have no electron and therefore be in state |0⟩. Another example

for quantum demolition readout is the optical readout of the NV−-centre described in

section 3.2.1.

2.4. Qubits interacting with their environment

As mentioned in section 2.1, the qubit will always interact with its environment, which, if

controlled properly can lead to formidable sensors. This interaction is in general described

by:14

Ĥ(t) = Ĥ0 + Ĥv(t) + Ĥcontrol(t) , (2.5)

where Ĥ0 is the qubit’s internal Hamiltonian, seen in equation 2.3, which is assumed to be

known. In the NV-case, it will be discussed in chapter 3. Ĥv(t) is the signal Hamiltonian,

representing the coupling between the qubit and the signal V(t) and Ĥcontrol(t) is the control-

Hamiltonian, which is also known, because it is chosen in order to manipulate the qubit. The

Hamiltonian of interest obviously is Ĥv(t), splitting it into the part commuting with Ĥ0: Ĥv||

or Ĥvz and a non-commuting part: Ĥv⊥ :14

Ĥv|| = γ/2 V||(t) [|1⟩ ⟨1| − |0⟩ ⟨0|]

Ĥv⊥ = γ/2
[
V⊥(t) |1⟩ ⟨0|+ V†

⊥(t) |0⟩ ⟨1|
]

,
(2.6)

where γ is the coupling constant of the qubit and the external signal V(t). This is a first order

approximation which more often than not is sufficient, but higher order effects can play a

significant role, in which case this model would need to be adapted. Ĥv|| is the part of the

signal Hamiltonian along the measurement basis and Ĥv⊥ is the orthogonal part, which can

in theory drive the qubit’s spin (see the next section), though in reality it will rarely be strong

enough to do so.
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2. Quantum sensing

2.4.1. Effects of a coherent drive or Rabi-oscillations

The control Hamiltonian Ĥcontrol(t) can be chosen at will, but the question remains, what

a sensible choice is. In general, a qubit will need a control field with amplitude Ω and

frequency ωd close to its transition frequency ω. We start with the Hamiltonian in equation

2.3:

Ĥ(t) = Ĥ0 + Ĥcontrol(t)

=
h̄ω

2
σ̂z + h̄Ω cos(ωdt + ϕd)σ̂x

rot.
=

h̄Ω
2
[
cos(ϕd)σ̂x + sin(ϕd)σ̂y

]
,

(2.7)

where we have changed into a rotating frame after the third equal sign (see appendix section

A), and have set the controlling drive frequency to be resonant ωd = ω. The driving field’s

phase ϕd can be chosen arbitrarily. We can look at the time evolution of the last line of

equation 2.7:

Û(t, t0 = 0) = exp
(
−i

Ωt
2
[
cos(ϕd)σ̂x + sin(ϕd)σ̂y

])
, (2.8)

then write out the Pauli-matrices and set ϕd = π for simplicity:

Û(t) =

 cos(Ωt
2 ) i sin(Ωt

2 )

i sin(Ωt
2 ) cos(Ωt

2 )

 . (2.9)

So a general quantum state will evolve as as:

|Ψ(t)⟩ = Û(t)

a

b

 =

a cos(Ωt
2 ) + i b sin(Ωt

2 )

i a sin(Ωt
2 ) + b cos(Ωt

2 )

 . (2.10)

Here we see, that this coherent drive will lead to a constant, sinusoidal rotation about the

x-axis (since the relative phase of the states ϕ = 0, compare with with Fig. 2.1) at frequency

11



2. Quantum sensing

Ω. This leads to an expected readout of the |0⟩ state as follows:

P0(t) = | ⟨0|Ψ(t)⟩ |2

= |a|2 cos2
(

Ωt
2

)
+ |b|2 sin2

(
Ωt
2

)
= 1/2 +

|a|2 − |b|2
2

cos(Ωt) .

(2.11)

So the readout probability will oscillate with frequency Ω too, though the amplitude of

this rotation depends on the initial state. For a, b = 0, i.e. starting in |0⟩ or |1⟩, the maximum

amplitude is reached. This rotation is known under the name Rabi-oscillation6 and is one of

the key building blocks of any quantum experiment. An example of a Rabi-experiment can

be seen in Fig. 2.2

Figure 2.2.: Rabi oscillations
a): The probability of finding the qubit in the |0⟩ state as a function of time. b):
The time evolution of the |0⟩ state under a resonant drive. The state first evolves
into an equal superposition of both eigenstates, at the XY-plane, after which it
will reach the |1⟩ state after a rotation of Ωt = π.

Two special cases should be noted, first off the case where Ωt = π, leading to an inversion

of the previous quantum state. The second noteworthy angle of rotation is Ωt = π/2,

after which an initialized state |Ψ⟩ = |0⟩ is rotated into an equal superposition state |Ψ⟩ =

(|0⟩+ eiϕ |1⟩)/
√

2. These two coherent pulses build the foundation of all quantum sensing
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2. Quantum sensing

experiments. At this point it should also be noted, that a more intuitive but less rigorous

explanation of the Rabi-experiment in the case of NV-centers is given in section 3.2.2.

In the case of a non-resonant field an analytical solution can be found if starting in one of the

eigenstates,33 leading to a oscillation in the population described by:

P0(t) = 1 − Ω2

Ω2
g

sin
(

Ωg t
2

)
, (2.12)

where the general Rabi-frequency is defined as:

Ωg =
√

Ω2 + (∆ω)2 , (2.13)

with ∆ω being the drive’s detuning from the qubit’s resonance frequency. So this kind of

driving leads to an increase in the Rabi-frequency, while the contrast between the two poles

of the Bloch-sphere is reduced.

2.4.2. Free evolution and the Ramsey-experiment

Rotations about the z-axis are a little more tricky to implement, but there exists an easy and

quite elegant solution. According to the definition in equation 2.4, the y-axis is defined to

be along the direction of θ = π/2 and ϕ = π. By changing our reference frame, so that the

y-axis is now along θ = π/2 and ϕ = π + δϕ, a state that was previously along the y-axis

is now rotated around the z-axis by −δϕ! This is illustrated in Fig. 2.3 a). The second way

of achieving this effect is the addition of a small, time-independent field. This will slightly

shift the qubit’s resonant frequency by δω ≪ ω, leading to a constant phase accumulation

of ϕ(t) = δω t. This experiment is called the Ramsey-experiment and the interaction of

quasi-static fields with our qubit is the second fundamental building block of quantum

sensing.
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Figure 2.3.: Rotations about the z-axis
Two spins on the Bloch sphere, the orange spin’s freqeuncy is exactly the same as
the rotating frame’s frequency.a): Changing the reference frame’s phase will lead
to an effective phase accumulation in the Bloch-picture, as shown with the blue
arrow. b): Since we moved into a rotating frame, a small field inducing a slight
frequency shift at the qubit will lead to a constant phase accumulation, as seen
with the blue arrow.

2.4.3. Decoherence and relaxation

Any system in which qubits are realized is not completely isolated from its environment.

External fields will interact with the qubit and influence its state in unpredictable ways, as

described in this section.

Relaxation

Relaxation is the process of spontaneous decay of the qubit state, which is defined as moving

from its excited state into its ground state, hence "Relaxation". It is described by the relaxation

time T1. Causes for this process are mostly of thermal nature, especially in the reverse case,

i.e. "spontaneous excitation" from the ground into the excited state. Other sources of note are

other qubits at similar frequencies. This can also be interpreted as the "qubit being measured
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2. Quantum sensing

by its environment". The probability of finding the qubit in its initialized state therefore is:

P(t) = P(0) e−t/T1 .

Dephasing

The dephasing time T∗
2 is related to how long a superposition state stays coherent. As

described in section 2.4.2, external magnetic fields have an influence on the relative phase

accumulation in a superposition state. So magnetic field fluctuations, e.g. from electrons near

the qubit, will lead to random phase accumulation, which will not destroy our quantum state,

but change it unpredictably into one over which we have no information.

T∗
2 is of high importance in most quantum technology, since both the working state of a

quantum-computer and the sensing-state of a quantum-sensor generally is a superposition

state. The longer T∗
2 , the more operations one can run on a computer and the longer and

more precise one can sense. Mostly this time-limit is set by T∗
2 , since generally speaking

T1 ≫ T∗
2 . For example the the relaxation time in micro-scale NV-ensembles is on the order of

ms where the dephasing time is on the order of µs. This is not always the case though and T1

can be smaller than T∗
2 .34

A third parameter which is of great importance is called T2. It is related to T∗
2 and described

in chapter 4.

2.4.4. The quantum sensing protocol

Coming back to the excellent review by C.L. Degen, F. Reinhard and P. Cappellaro,14 I

would like to introduce their general quantum sensing-protocol, describing the steps of each

quantum measurement:

1. The qubit is initalized into one of its eigenstates, generally its ground state |0⟩.

2. The qubit is transformed into a desired state |Ψ0⟩ = Û |0⟩, in which it is most sensitive

to the probed field. This is done using a set of coherent control pulses.

3. The qubit evolves under its Hamiltonian (equation 2.3), |Ψ(t)⟩ = ÛH(0, t) |Ψ0⟩.
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2. Quantum sensing

4. The qubit state is transformed from a superposition in its measurement basis into the

identical superposition of its readout basis. This is only necessary, if the readout basis

is different from the basis, in which the qubit was evolving.

5. The final quantum state is read out.

Typically many averages are required so these steps are repeated many times, as illustrated

in Fig. 2.4.

Figure 2.4.: The quantum sensing protocol
The main steps of each quantum sensing experiment, which are repeated and
averaged many times.
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3. The nitrogen vacancy center

It is the goal of this chapter, to introduce the nitrogen vacancy (NV) center in diamond and

discuss, why it is a good quantum sensor and how to use it as one. In the last section of this

chapter different methods of sensing using the NV-center are briefly introduced.

3.1. Diamond and defects in diamond

Throughout history diamonds have been among the most valuable gemstones. Due to the

long-standing high interest in diamond, research has focused on it astonishingly early, the

first known report of diamond polishing is from 156835 and the first synthetically grown

diamond was produced in 1880.36 Due to it being the hardest natural material, it is well

suited for many industrial applications like cutting and drilling. This hardness stems from the

tight packing of the face centred cubic (fcc) Bravais-lattice with basis (0, 0, 0) and (1/4, 1/4,

1/4)37 and the strong covalent bonds between the diamonds carbon atoms. A sketch of the

carbon unit-cell with defects can be seen in Fig. 3.1. The tetrahedral nature of the diamond

lattice leads to each carbon atom having four neighbours with a distance of 0.154 nm, a bond

angle of ∼ 109.5◦ and a lattice constant of a = 0.357 nm. Even though it is extremely hard,

diamond is not the most stable allotope of carbon, but it is still extremely stable, due to the

high activation energy necessary for its graphitization.38 The thermal conductivity is the

highest known and can reach 2000 W/cm at 80 K.39

Diamond as a host material for defects is quite promising in various quantum technologies.

This is due to its high band-gap of ∼ 5.5 eV,37, 40 in which energy levels of the various defects

can exist in a nearly complete isolation. Single photon emitters have been realized in diamond,

17



3. The nitrogen vacancy center

which are a key building block for quantum-communication.41 In addition, it is a promising

candidate for quantum computing, both as a processor and especially as quantum memory.42

Lastly, defects in diamond are one of the most utilised and well understood platforms for

quantum sensing.14, 43–48

While diamond is found in nature, most diamonds used in the laboratory are synthetically

made. The two main methods applied are called chemical vapour deposition (CVD) and

high pressure high temperature (HPHT) treatment. They are described in more detail in

appendix section F, for now it is sufficient to note, that CVD-diamonds generally are of

higher purity and can be grown isotopically enriched, while HPHT-diamonds are cheaper

and easier to manufacture in bulk, even though the control of number and kind of defects

in the diamond is lacking.43, 49 Furthermore diamonds are categorised in "Type I" and "Type

II" diamonds. Type I diamonds are ones, which have aggregated (Type Ia) or isolated (Type

Ib) nitrogen impurities, HPHT diamonds are most often of this type. Type II diamonds are

either pure (Type IIa), meaning they do not contain any defects, or they contain boron de-

fects (Type IIb).43, 50 Diamonds used for quantum technologies typically are type IIa diamonds.

Defects in diamond come in all shapes and colors. This is meant quite literally, since not

only do various numbers and species of atoms contribute to the different kinds of vacancies,

but also do the vacancies color the diamond. This is why they are also often dubbed "color

centres". In the following I will quickly introduce the two main types of color centres used in

quantum technologies.

Group IV defects

Group IV defects form by two neighbouring carbon atoms being replaced by vacancies and a

group IV element lying in between,51 as seen in Fig. 3.1 b). The most prominent candidate

for quantum technologies is the negatively charged silicon-vacancy (SiV) center,52 though

also the negatively charged germanium-vacancy,53 tin-vacancy54 as well as lead-vacancy
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3. The nitrogen vacancy center

centres55 have been investigated thoroughly. They are of particular interest, due to their high

Debeye-Waller-factor, which describes a crystal (defect’s) ability to coherently emit photons52

as well as their high inversion symmetry, D3d. This enables them to be used as high quality

single photon sources, which is of strong interest in quantum-communications.41, 51

a) b)

Figure 3.1.: Defects in diamond
a): The nitrogen vacancy center, one carbon atom (black) is replaced by a nitrogen
atom (blue) and an adjacent lattice site is vacant (cyan lobes). The NV-center
orientation is indicated with the red arrow. b): An example of a group IV defect,
the group IV element (red) sits in between two vacancies (cyan torus), creating a
highly symmetric defect.

Nitrogen-vacancy centres

The nitrogen vacancy center itself consists of a nitrogen atom substituting a carbon atom

and an adjacent vacancy, leading to a C3v symmetry, as seen in Fig. 3.1 a). The symmetry

axis connects the vacancy and the nitrogen, leading to four different possible orientations of

NV-centres in the diamond lattice. It is the focus of this thesis and will be described in much

detail in section 3.2. They have been discovered as early as the 1970,56 even though their high

potential for quantum applications has only been discovered about thirty years later.57 The

main reasons it is a prime candidate in all fields of quantum science are its extremely long

coherence and relaxation times at room temperature.
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3. The nitrogen vacancy center

3.2. Quantum sensing using NV-centres

In this chapter I will give a quick overview of the basic principles most quantum sensing

techniques using NV-centres have in common, as well as a general overview of how an NV-

experiment is conducted. Since the main focus of this thesis is on magnetometry, especially

NMR, an in depth description of it can be found in the next chapter, chapter 4.

3.2.1. The NV-bandstructure

The extraordinary characteristics of diamond have been already described in section 3.1. The

most important one for quantum sensing using NV-centres, is the high band-gap of ∼ 5.5

eV37, 40 at the Γ-point in the first Brillouin-zone.

The NV-center appears in three different charge states, the positively charged state is

exceedingly rare in diamond and doesn’t play a role in NV-sensing,43, 45 therefore it will not

be discussed in this thesis. The neutral NV0-centre’s electronic structure is created by the

three unbound carbon electrons and the two free electrons of the nitrogen. It lacks the optical

readout properties as well as spin properties of the NV− charge state, which will be discussed

later in this section and is therefore of little interest to us. It is one of the most common

defects in natural diamonds, and will always be present in synthetic NV-diamonds, even

though it is undesirable. This is not alone due to the fact, that there are various optical and

non optical conversion methods between NV0 and NV−.43, 45, 58 The effects of a high NV0

concentration in diamond are discussed in more detail in appendix section G.

The main defect in diamond used for quantum sensing is the negatively charged NV−-

center. Since we will mainly discuss the NV−-center from now on, I will drop the superscript

and refer to it as NV-center for the rest of this work. its electronic structure is defined by the

five electrons mentioned for the NV0-center plus an additional electron from some donor in

the diamond. The energy-levels of the NV center located in the diamond-band-gap can be

seen in Fig. 3.2.
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Figure 3.2.: The energy levels of the NV-centre
a): Box one: The electronic states of the NV−-center in diamond. Excited and
ground-state are well isolated in the diamond’s energy gap. Box two: The splitting
of the electronic states due to the triplet spin-states of the NV−-centre’s electronic
spin. Box three: A depiction of the Zeeman-splitting of the +1 state. At zero
magnetic field the ± 1 states are degenerate, but with an applied magnetic field
the energy levels split. Box four: Even further splitting occurs due to coupling
between the NV−-centre’s electrons and the nitrogen nucleus. Depending on
the nitrogen isotope, the splitting occurs into three our two states, separated by
the isotope specific hyperfine constant A ≈ 3 MHz. In addition, there is the
quadrupolar splitting, not depicted here. b): An example of an electron spin
resonance experiment (ESR) with a 14N and 15N diamond, respectively. The
NV-driving frequency is swept and the fluorescence is recorded. There is a dip
in fluorescence, if the drive is on resonance with the qubit, here the hyperfine-
splitting is well resolved. The ESR experiment is described in more detail in
section 3.2.2.
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3. The nitrogen vacancy center

The Hamiltonian describing the NV-center consists of four major terms:43, 59

ĤNV = ĤZFS + ĤZM + ĤHF + ĤQP , (3.1)

where ĤZFS is the Hamiltonian describing the zero field splitting (ZFS) of Dz ≈ 2.87 GHz, ĤZM

is the Zeeman-Hamiltonian, ĤHF describes the hyperfine interaction between the electrons and

the nitrogen-nucleus and ĤQP accounts for the quadrupole interaction. The ZFS Hamiltonian

is:

ĤZFS = hDzS2
z + hE(S2

x − S2
y) , (3.2)

where Sz is the z-component of the dimensionless electronic spin-1 operator S⃗ = (Sx, Sy, Sz)

and E = Dx−DY
2 is dependent on the x and y-component of the zero field tensor. Since Dx −

DY = 0 unless the C3v symmetry is broken, this term is zero in the absence of perturbations

like strains or external electric fields. The Zeeman-Hamiltonian is described by:

ĤZM = h
geµB

h̄
(B⃗ · S⃗) = hγelectron/2π(B⃗ · S⃗) , (3.3)

where B⃗ is the external magnetic field, ge ≈ 2.003 is the NV-electronic g-factor, h̄ is the re-

duced Planck-constant, µB is the Bohr-magneton and γelectron = 176.09 rad GHz
T is the electron’s

gyromagnetic ratio.60

From here on I will differentiate between the gyromagnetic ratio without angular units and

the one including the angular unit of 2π. I will denote this difference using the "reduced

gyromagnetic ratio": ¯γ = γ
2π ! This means e.g. ¯γelectron ≈ 176.09/2π GHz

T ≈ 28.025 GHz
T and

ĤZM = ¯γelectron(B⃗ · S⃗).

At certain magnetic fields the Zeeman-term leads to level-crossings and interesting effects,

these are discussed in appendix section H.

The hyperfine-Hamiltonian describes the interactions between the electronic spin state and
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the nitrogen-nucleus close by:

ĤHF = hA||Sz Iz + hA⊥(Sx Ix + Sy Iy) , (3.4)

where A|| ≈ −2.3(3.0)MHz and A⊥ ≈ −2.7(3.7)MHz are the parallel and orthogonal

hyperfine coupling coefficients for the nitrogen isotope 14N (15N) respectively.59, 61 Finally,

I⃗ = (Ix, Iy, Iz) is the nuclear spin operator.

Since 14N has a spin larger than 1/2, it has a quadrupolar moment. In this case ĤQP is

non-zero because the nuclear electric quadrupolar parameter P is non-zero:45

ĤQP = hP
(

I2
z −

I(I + 1)
3

)
. (3.5)

The Hamiltonian in equation 3.1 describes the triplet states, which are predominantly used

for NV-sensing. In addition to them there the singlet states are located in the band gap.62

These play an important role for initialization and NV-readout, as discussed below. For more

details, the interested reader is referred to the excellent review by M. Doherty45 and the

investigation of the NV-center by A. Gali.58

3.2.2. Control of the NV-center

As listed in section 2.1, C. Degen et al. have modified the DiVincenzo criteria for quantum

computing to apply to quantum sensing. In the following, I will explain how the NV-center

in diamond fulfils every point on the list.

A well-characterized qubit

The energy structure of the NV-center has been discussed in detail. The two energy states

used to define a qubit for the NV-center are the triplet-ground state (|0⟩) and one of the

triplet excited states (|1⟩). When a external magnetic field of a couple mT is applied, the

Zeeman-splitting of the ±1 states is sufficient to separate their energy levels far enough with
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respect to the driving pulses (see below) and the NV-center resonance’s linewidth. Even

though the chosen states are split further due to the hyperfine and quadrupole interactions,

these splittings are on the order of ∼3 MHz or less. Typical driving pulses are of strength

Ω > 3 MHz, so this further splitting is of no effect and the states are driven as if they were

one.

Initialization and readout

Initialisation of the NV-centre’s quantum state is possible via optical spin Dpolarization.45, 63

The spin transitions of interest can be seen in Fig. 3.3 a). Both the |0⟩ as well as the |±1⟩

states can be optically excited to their respective excited states, via green (typically 532 nm)

laser illumination.

Figure 3.3.: NV-centre repolarization
a): The NV-centre’s energy-level diagram, displaying the optical-polarization
process. Green arrows indicate laser-excitation, while red arrows indicate red
fluorescence-decay. The grey arrows display the ISCs, which are only radiating in
the infra-red. b): Normalized experimental data, displaying the state-dependent
difference in fluorescence. The dark blue curve is from a quantum state initialized
in the |1⟩-state and the light blue curve from the |0⟩-state.

The lifetimes of the excited states are comparatively short (≪ 30 ns62, 64), and all states

decay back into their respective ground states in a red-fluorescence process. In addition to

these spin-conserving decay processes, both excited states can decay via the singlet states,
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further decaying into the triplet-ground states. This inter-system-crossing (ISC) is possible

due to phonon mediated spin-orbit interactions between the triplet-excited states and the

singlet states.58 The ISC from the |0⟩-excited state to the singlet states is much more unlikely

than the one from the |±1⟩-excited states. But the ISC to the |0⟩-ground state is much more

likely than the one to the |±1⟩-ground states.45, 58, 62 This effectively pumps the nitrogen

vacancy center into the ms=0 state, granting us the desired ability to initialize our qubit.

Depending on the laser intensity, this optical-polarization process needs several iterations to

fully polarize the NV-center, as seen in Fig. 3.3 b). Not only will optical-spin-polarization

initialize the NV-center, the ISC also gives us the possibility of spin dependent optical readout.

One of the singlet states involved in the ISC has a temperature dependent lifetime of 178-300

ns.62, 64, 65 Since the lifetimes of the triplet-excited states are ≪ 30 ns,62, 64 during the ∼ 5-10

µs it takes to initialize the qubit, a qubit starting in the |1⟩-state will decay through the singlet

states, spending time on the order of ∼ 200 ns shelving in one of the dark states, while a

qubit in the |0⟩-state undergoes several iterations of excitation and fluorescence-decay. This

ultimately leads to a spin dependent fluorescence intensity, which can be optically-detected.

In addition to the optical readout, an electrical readout technique exists.66, 67 In contrast to the

optical-detection, it uses a two-step photon absorption process, which has the ability to excite

the NV-electron into the diamond’s conduction-band,58 which in turn leads to a detectable

current through the diamond crystal. Since the |1⟩-state undergoes less optical-excitation

cycles, due to the shelving in the singlet states, it has a lower probability of being excited into

the conduction-band, leading to a spin-state dependent current.

Applying low power (Ωt ≪ π) microwave pulses and sweeping their frequency will result

in a dip in the NV-centre’s fluorescence at the resonant frequency of the qubit, since the spin

state is partially transferred from the brighter |0⟩ into the darker |1⟩ state. This experiment is

called electron spin resonance (ESR) and can be seen in Fig. 3.2 b).

25



3. The nitrogen vacancy center

NV-center alignment

The NV-centre’s ZFS at ∼ 2.87 GHz indicates a magnetic field at the defect site in the order of

∼ 0.1 T, which is in the direction of the defect’s orientation in the diamond crystal.45 External

magnetic fields applied to the defect will add vectorial with this ZFS-splitting, and can change

the symmetry of the defect’s magnetic structure, if not also aligned along the NV-centre’s

direction.

Coherent qubit control

Coherent control of the NV-center is of major importance for the sensing schemes described

in chapter 4. When applying an oscillating magnetic field, orthogonal to B̂0, at the resonant

frequency ω, the qubit population oscillates between |0⟩ and |1⟩. Intuitively this can be

understood when thinking about the non-rotating lab-frame: In this frame the qubit sees

the magnet field of strength B1 oscillating at the same frequency as itself, therefore the

azimuthal-angle ϕ between the NV-centre’s spin direction and the B̂1 field is constant, as

seen in fig 3.4. Seeing this "constant"-field, the NV starts precessing around it with frequency

Ω = ¯γB1, or its Rabi-frequency. Since the direction of this rotation is only dependent on the

relative azimuthal angle ϕ of the axis of rotation (or the relative phase of the driving field)

and the polar-angle of rotation due to the field is θRabi = Ωt, we have full control over the

NV-center. The argument presented here is obviously extremely hand-wavey, for the more

rigorous derivation see section 2.4.

Certain challenges occur when trying to drive the NV-center at extremely low fields

(B0 ≤ Ω/¯γ) and extremely high fields (B0 ≥ 1 T). When driving at low fields, the qubit

state is no longer well defined, since the driving-field’s bandwidth is much bigger than the

|±1⟩-states Zeeman-splitting. There are solutions to this problem,68 relying on driving at

ω = 2.87 GHz, leading to an equal detuning of ±∆ between the resonance-frequency and

the driving-frequency for both ms = ±1 states. The problems occurring at high frequencies

are hardware-related, since the NV-centre’s spin is of electronic nature, it has an extremely
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3. The nitrogen vacancy center

high gyromagnetic ratio of ¯γe ≈ 28.025 GHz/T. With increasing magnetic field, the necessary

driving-frequency increases as well, leading to power delivery-problems. Solutions to these

exist in the form of expensive hardware, though some additional engineering is required.

x

y

z

Evolution of the NV-spin
Evolution of the driving field
NV-spin in the rotating frame

z

y
x

b)a)

Figure 3.4.: Effects of a resonant drive on a qubit
a): The Bloch-sphere in the laboratory-frame, as seen from the top. The angle be-
tween the driving-field (light blue) and the NV-centre’s spin (blue) stays constant.
b): The Bloch-Sphere seen from the side. The effect of the driving field leads
to a downwards-spiralling motion of the NV-center, which looks like a rotation
around the x axis in the rotating frame (orange line). The driving field has no
components along B̂0.

General NV-experiment

Generally most NV-experiment consists of the same blocks, seen in Fig. 3.5 a). First the

NV-center is repolarized, using a laser pulse, this is typically combined with the readout

laser pulse of any given experiment, and is omitted in Fig. 3.5. Afterwards, the experiment is

conducted, for example the ESR-experiment, also shown in Fig. 3.2 and 3.5 b), where a single

micro-wave pulse is applied, whose frequency changes in each step of the experiment. Next,

the NV-centre’s quantum-state is read out and the state is again prepared in |0⟩. Readout

and repolarization can be done using the same laser pulse, since both rely on the same

optical-pumping technique. Afterwards the experiment is repeated, but without microwave
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3. The nitrogen vacancy center

pulse, resulting in the fluorescence of the previously initialized |0⟩-state. The first result is

then divided by the second to cancel out slowly fluctuating noise sources, mostly fluctuations

in the laser intensity. The effect of this is clearly visible in the data set shown in Fig. 3.5 b).

Laser

Experiment Reference

Figure 3.5.: The general NV experiment
a): A typical NV- experiment consisting of two blocks with similar experiments,
which are then combined to remove "slow" noise. b): Data from a 15N ESR
experiment. In gray the data collected from the first readout, in blue the data
after noise-cancellation using the second readout.

A similar approach is applied for many other experiments, where the final spin-state is

mapped once into |Ψ1⟩ = a |0⟩+ beiϕ |1⟩+ δslow and once into |Ψ2⟩ = b |0⟩+ aeiϕ |1⟩+ δslow,

where δslow denotes the laser noise. The resulting measurements will have an average

fluorescence intensity I1 = (a − b) ∗ C + δslow and I1 = −(a − b) ∗ C + δslow, where C is the

measurement contrast between the two eigenstates. Afterwards both data sets are subtracted,

removing the noise, but still containing the same amount of information as two individual

measurements: Imean = 2 (a − b).

3.2.3. Different use-cases for NV-sensing

As mentioned in chapter 2, we need our qubit to interact with an external quantity, effecting

its quantum state, to be able to extract information from it. In most experiments using

NV-centers this interaction boils down to a difference in the qubit’s Zeeman-term or its

ZFS-splitting. The reason, this is extremely powerful, has to to with a combination of the high

electronic gyromagnetic ratio, leading to a strong response to small changes, and the fact that
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3. The nitrogen vacancy center

the NV-center is nested in a crystal lattice. This is important, because the energy-structure

surrounding the NV-center45 will change with a plethora of parameters, ultimately leading to

a change in the ZFS, which in turn can be sensed. The following examples are not a complete

list of the NV-centre’s applications.

Temperature sensing

NV-centres are formidable temperature sensors, they are operable over a wide temperature

range, 100-1000 K,69 reaching sensitivities of 76 µK/
√

Hz.70 The most straight forward

way of measuring temperature using NV-centre’s in diamond is via the ZFS’s temperature

dependence. This has first been discovered in 201171 and has since been investigated in

detail.69 Especially interesting are wide field72, 73 and nano-scale approaches, allowing for

much higher spatial resolution than conventional sensors,72 e.g. even within single cells,

using nano-diamonds.73, 74

The NV-Gyroscope

Recently rotation and motion sensing using the NV-center has been demonstrated.75 This is

possible due to an additional term in the NV-Hamiltonian, which is dependent on rotation

about the NV-axis.75 Even though cheap and effective gyroscope solutions exist, this might

pave the way to drift-free and calibration less gyroscopes.

Magnetometry

NV-magnetometry is the main focus of this thesis and especially AC-magnetometry will be

discussed in detail in chapter 4. A comprehensive overview of NV-based magnetometry can

also be found in the beginning of the review written by Barry et al.43 NV-magnetometry

generally boils down too a measurement of the change in the NV-Zeeman term. One example

I already discussed in section 2.4.2, is the technique called Ramsey-sensing, used for DC-field

measurements.

One of the mayor advantages of NV-sensing, is the possibility of imaging. By using a
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camera to detect the NV-fluorescence intensity a 2D-image of the investigated quantity can be

collected. The principles of this so called "Quantum diamond microscope" are described in this

review by E. Levine at al.76 In general, most quantities, which can be sensed using NV-centres

can benefit form an imaging approach, though noteworthy examples include the imaging

of currents in micro-chips77, 78 and 2D-materials.79 A parallel approach of imaging using

NV-centres, is by using a single NV-center on the tip of a cantilever. This method has started

to gain traction outside of the NV-community in the investigation of 2D-structures, such as

skyrmionic-80 and helimagnetic-systems,81 in-plane magentic fields82 and domain-walls.83

Relaxometry

Relaxometry is the measurement of the T1-relaxation rate of the NV-center. Since the

relaxation-rate depends on the spins electromagnetic environment, this is a elegant and

simple to implement way of detecting concentrations of electric or magnetic particles in

the NV-centre’s vicinity. Examples of the experiments conducted are the imaging of mag-

netic nano-particles,84 the detection of free radicals85 or recently the detection of µM ion-

concentrations in water.86
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NV-centres

In this chapter I focus on magnetometry using the NV-centre. In the first section the basic

concepts in NMR, which are also relevant to NV-NMR are introduced. In the second section it

is discussed, how to measure oscillating magnetic fields, and how to do so frequency selective.

And in the final section more advanced sensing-schemes are introduced.

4.1. NMR basics

NMR has been a staple spectroscopy technique in many fields, mainly related to medicine,

biology and chemistry. It is non-invasive and gives quantitative results. While I will not

discuss the working principles of a conventional NMR-spectrometer, I will quickly discuss

the basics of what NMR-senses and how the conventional NMR-spectrometer differs from

the NV-centre. It should be mentioned, that for the sake of simplicity I will always assume

the NMR-sample consists of pure water, unless explicitly mentioned otherwise.

4.1.1. Dipolar fields and magnetization

Nuclei that can be sensed using NMR are limited to nuclear isotopes with a spin ≥ 1
2 . For

example 12C can not be sensed using NMR, while 13C is NMR-active. This can be explained

by the dipolar nature of a spin half system, or the main transition of a half-integer spin system

in general.
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4. Nuclear magnetic resonance using NV-centres

Figure 4.1.: NMR-signal amplitude depending on m̂⊥
a): Different spins in the laboratory-frame Bloch-sphere. A spin in the initial state
|Ψ⟩ = |0⟩ is parallel to B̂0 and will not precess. The larger the spins component
perpendicular to B̂0, m̂⊥, the stronger the amplitude of the spins precession.
Leading to a stronger change in magnetic field at the sensor, as seen in b).

When measuring NMR, the sample will generally be an ensemble of sample spins and not

all of them will be in the same state. There will always be a difference in the state-population,

this can be due to thermodynamic reasons or, in the case of small ensembles, purely statistical.

Both cases are described in 4.1.2. This difference is called the polarization of the sample and

leads to a net magnetization. In conventional NMR, this magnetization precesses around the

external magnetic field after an applied π/2-pulse, in turn inducing a current in a coil wound

around the sample. The sample’s dephasing time will lead to an exponential decay of the

oscillation amplitude, leading to a phenomenon called free induction decay (FID).

In NV-NMR, we have no detection coils, but the NV-centre’s Zeeman-term. Each sample spin

can be modelled as a small magnetic-dipole87, 88 with magnetic field at point r⃗:

B⃗spin =
µ0

4π

3r̂(m⃗ · r̂)
r3 , (4.1)

where m⃗ is the direction and amplitude of the magnetic dipole, µ0 is the magnetic permeability

and r̂ and r are the direction and magnitude of r⃗ respectively. The sum of the B̂||-components

of these magnetic fields will lead to a shift in the NV-centre’s Zeeman-splitting, which can be
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detected. The B̂⊥-components of the sample spins are too small to lead to any measurable

effect. Here two things should be noted 1) the field of a magnetic dipole in equation 4.1

strongly depends on the relative direction between the dipole and the place it is measured, in

this case the NV-centre. This will be discussed in detail in chapter 6. 2) As long as the dipole

orientation is not parallel to B̂0, the dipoles will be precessing and therefore the magnetic

field at the NV-centre will be a oscillating (AC) and decaying field also called free nuclear

decay (FND), see Fig. 4.1. How these are measured will be discussed in section 4.2.

4.1.2. Statistical, thermal and hyper-polarization

The major problem with NMR is the lack of molar sensitivity. Normal NMR-experiments

require millilitre sample-volumes or milligram sample mass. There have been efforts to minia-

turize the pickup coils, reducing the sample volume down to ∼ 0.1 nanolitre volumes,10–13

though the picolitre and even smaller scales, which are possible with NV-NMR are far out

of reach. NV-NMR uses single spins or ensembles, which lie several nano or micro-meter

below the surface of the diamond. The volume in which the majority of the NMR-signal

originates from, is of the same order as this NV-diamond distance, leading to much smaller

sample volumes.15, 88–91 These volumes are discussed in detail for micro-scale NMR in chapter

6 and for nano-scale NMR in appendix section E. Still, micro-scale NV-NMR suffers from

similar problems. The sample polarization is of a thermal nature, meaning it arises from all

micro-states being equally likely (see Fig. 4.2), ultimately leading to a polarization which is

dependent on the Boltzmann distribution:92–94

P(B0, T) =
N↑ − N↓
N↑ + N↓

=
exp(hγB0/kBT)− exp(−h γB0/kBT)
exp(hγB0/kBT) + exp(−hγB0/kBT)

≈ hγB0

2kBT
, (4.2)

where kB is the Boltzmann-constant, T is the temperature and N↑ and N↓ are the populations

of the |↑⟩ and |↓⟩ states, respectively. We have used a Taylor series to the the first order in
hγB0
kBT , since hγB0 ≪ kBT. For typical values in our NV-setup of T = 25◦ C and B0 = 0.175 T,

this leads to a polarization of ∼ 0.6 ppm.
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Figure 4.2.: Sample polarization depending on the number of spins
a): For a four-spin system there are 16 micro-states with equal probability. Black
spins indicate the polarized spins, grey spins cancel each other out. Only two
states are fully polarized while eight states are polarized 50 % and six states are
not polarized at all. b): With increasing number of spins, a totally unpolarized
micro-state becomes more and more likely, while any kind of polarization becomes
increasingly unlikely.

One of the advantages of nano-scale NV-NMR, is a much higher polarization. As seen in

Fig. 4.3, the percentage of micro-states with a high polarization is much higher for small

number of spins, so that the small sample volumes measured can reach a polarization up to

the order of ∼ 3%.93, 95 For a spin-1/2 system, it is described by:48, 93

Pstat(N) =
√

1/N . (4.3)
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Figure 4.3.: Statistical and Boltzmann polarization
a): A schematic depiction of statistical nuclear polarization and its high polar-
ization. b): A schematic depiction of thermal or Boltzmann nuclear polarization,
only few spins are polarized. c) The extreme cases of the binomial distribution,
also depicted in Fig. 4.2 b). Here the number of possible micro-states, or their
respective polarization is shown for 10k and 1 billion proton-spins at 28 T and
300◦ K. d): The sample polarization as a function of number of spins, for a water
sample at 28 T and 300◦ K. For a small number of spins statistical polarization
dominates. This figure was taken from Allert et al.48 with permission of the
author under the Creative Commons Attribution-Noncommercial-ShareAlike li-
cence.

The comparison between statistical and thermal polarization can be found in Fig. 4.3 c).

A consequence of the statistical nature of the polarization in nano-scale experiments is the

fluctuation of the sample-field amplitude,48, 95 since the amplitude as well as the direction
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(phase) of the polarization will vary from average to average.

Since the lack of polarization has been a problem for NMR-experiments since the beginning,

much thought has been put into artificially increasing the sample-magnetization, also called

hyperpolarization. One method used in all micro-scale NMR experiments in this thesis is

Overhauser dynamic nuclear hyperpolarization,96 which is described in appendix section D.

There are many more or less efficient and difficult to implement hyperpolarization methods,

which also have been used together with NV-NMR experiments, like Overhauser hyper-

polarization19 or Parahydrogen Induced Polarization, Signal Amplification by Reversible

Exchange.97 Also the NV-centre itself has been discussed as a possible method for hyperpolar-

ization,91, 98–100 since the electronic-spins of the NV-centre itself are able to be polarized up to

80%.48 Though so far this high polarization has not been transferred to a sample efficiently.

4.1.3. Chemical resolution

Chemical information is extracted via magnetic field-independent J-coupling terms, dipolar

interactions between nuclei within the same molecule, and the chemical shift, which is

magnetic field dependent and arises from electrons shielding the nuclei.92, 94 J-coupling

terms typically are on the order of several Hz, whereas chemical-shifts scale linearly with

the magnetic fields used in our NV-experiments. Better resolved chemical shifts, as well as

the increased polarization for micro-scale experiments, see equation 4.2, are the two main

motivations to increase the magnetic field of NV-NMR experiments.

Typically the spectral linewidth is limited by either T1 or T∗
2 decay of the sample protons, in

the case of nano-scale NV-NMR it can actually also be limited by the diffusion in and out of

the sample volume.15, 89, 90, 95 Since each NV-centre couples to its own subset of sample-spins

and therefore detects a different direction and magnitude of statistical sample polarization,

a substantial exchange of spins during the time of a measurement will lead to a loss of

information.
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4.2. Dynamic decoupling

The idea of dynamical decoupling (DD) goes back to the 1950s.8 The main idea is, to reapply

π-pulses to a qubit in a superposition state to cancel out decoherence, as explained in this

section. I will first introduce these basic ideas, then mention the most common DD-sequences

used in NV-NMR.

4.2.1. The Hahn-echo experiment

The Hahn-echo or spin-echo experiment is one of the most relevant experiments in quantum

technologies and builds the basis for every experiment discussed further on. A qubit is first

initialized in the |0⟩-state and rotated about the x-axis into an equal superposition state.

V=B0

V=B1 sin(ω t )
π-pulse

π/2-pulse

t1: t2: t3:

t1 t2 t3

Figure 4.4.: The Hahn-echo experiment
In the Hahn-echo experiment is capable of cancelling constant and slow fields,
but is still sensitive to AC-frequencies close to 1

2τ . Initially both spins depicted
have been rotated for π/2 about the y-axis. At t = t1 they have accumulated a
phase due to the respective magnetic fields. At t = t2 the π-pulse has inverted
the accumulated phase. At t = t3 the light blue spin, sensing the constant field
has accumulated the same amount of phase as before, resulting in a net-0 phase
accumulation. Since the oscillating field changed sign, the direction of the phase
accumulation of the dark blue spin changed as well. This results in a non-zero
phase accumulation.
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Here it will accumulate a phase due to an external signal V(t) according to:

ϕ =
∫ t

0
γV(t′)dt′ . (4.4)

After a time τ, a π-pulse is applied as seen in Fig. 4.4. A constant magnetic field

V0(t) = Bmax will first lead to a phase-accumulation of ϕc and after the π-pulse the time

evolution is reversed and a second waiting period τ will lead to a cancellation of the phase

accumulation and result in a so called echo in the coherence.

a)

b)

c)

2ττ π π/2

∆φ

fδ

Figure 4.5.: Phase accumulation during a CPMG experiment
π-pulses are indicated as black vertical boxes, π/2-pulses as boxes half the width.
The external NMR-signal is indicated as a sinusoidal oscillation. Green areas
under the NMR-signal indicate phase accumulation of the NV-centre’s spin in
one direction and red areas indicate phase accumulation in the opposite direction.
a): In the CPMG-experiment multiple π-pulses lead to repeating reversals of the
time-evolution. A frequency matching the resonance condition fres = 1

4τ will
lead to continuous phase-accumulation. b): If the initial phase is non-zero, the
amplitude of this phase-accumulation decreases. c): A detuned frequency will
have the same effect of decreasing the accumulated phase compared to a).

Oscillations with frequencies in the order of ω ≈ 1
2τ , for example the one displayed in Fig.

4.4, can still lead to a net-phase accumulation. Finally a last π/2-pulse is applied, mapping

the accumulated phase back onto the XZ or YZ-plane, where a difference in population

depending on the accumulated phase can be read out.43, 44, 101 The phase-accumulation of the
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Hahn-echo experiment with a resonant magnetic field can be written as

ϕ =
∫ τ

0
γB1 sin(2πt′/(2τ))dt′ −

∫ 2τ

τ
γB1 sin(2πt′/(2τ))dt′ = 8 ¯γB1τ . (4.5)

T2 decoherence

In chapter 2 the basic concept of the dephasing time T∗
2 was introduced. Since the Hahn-echo

and the DD-sequences described further on extend the spin coherence by removing the effects

of constant and slowly oscillating fields, a second dephasing time called T2 was introduced.

This describes the decay of the Hahn-echo amplitude as a function of τ and is in general

more descriptive of the qubit, due to DD being so ubiquitous in quantum technology.

4.2.2. CPMG and the filter function

The idea of the spin echo can be extended using multiple π-pulses.102 The simplest instance

of this is the Carr-Purcell-Meiboom-Gill (CPMG) sequence, depicted in Fig. 4.5. The initial

phase of the AC-signal, as well as its frequency play a major role. The phase-accumulation

can be described by:14

ϕ = γBmaxt W( fac, α)

W( fac, α) = sinc(π facnτ) (1 − sec(π facτ)) cos α + π facnτ ,
(4.6)

where n is the number of π-pulses in the pulse-train, W( fac, α) is a weighting or filter function,

seen in Fig. 4.6 a) and α is the initial phase of the signal at the first π/2-pulse. For large n the

filter function becomes very peaked and can be approximated as peaks with amplitude:14

W(α) =
2

πk
(−1)

k−1
2 cos(α) , (4.7)

centered around the centre frequencies:

fk = k/(4τ) , (4.8)
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with a bandwidth:

∆ f ≈ 1/(nτ) , (4.9)

where k is an integer representing the kth harmonic of fres = 1/(4τ).

This frequency-filter is easily tunable, since its centre frequency only depends on the

spacing of the pulses within the pulse train, and its bandwidth only depends on the number

of π-pulses. The basic idea between all of the following DD and sensing-protocols, is to

tune this frequency as close as possible to the expected NMR-signal, τ = 1/(4 fres), to be as

sensitive as possible.

Figure 4.6.: Frequency filter function and transmission probability of the CPMG sequence
a): The filter function of equation 4.7 to 4.9. The pulse train is only sensitive to
the target frequency and its harmonics. b): The transmission probability between
the initial |0⟩ and the |1⟩ states, for various kinds of signal when measured with a
CPMG-sequence.14 The equations for each of these curves can be found in section
4.2.3.

4.2.3. Random phases and random amplitudes: Cosine- and sine-magnetometry

The target signal is not always coherent, nor does the signals amplitude necessarily follow a

well-behaved function. An example of this can be seen in the case of statistical polarization,
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where both amplitude and phase of the signal underlay random fluctuations. In micro-scale

NMR, a coherent signal with more or less fixed amplitude (on the time-scale of one CPMG-

sequence) is measured. Therefore, the transition probability from the initial |0⟩ to the |1⟩-state

for a resonant-frequency can be calculated directly via the known, accumulated phase14 and

is displayed in dark blue in Fig. 4.6 b):

pcoherent(t) =
1
2

[
1 − cos

(
4 ¯γBmaxt cos (α)

k

)]
. (4.10)

In the case of this type of coherent signal, so called sine-magnetometry is used. The idea

behind this goes back to the reason behind the second π/2-pulse ( π
2 2). If π

2 2-pulse would not

exist, the spin population would be in an equal superposition state (somewhere on the XY-

plane) and the probability of obtaining either |1⟩ or |0⟩ would be equal, totally independent

of the amount of phase accumulation. The π
2 2-pulse projects the XY-plane into a plane parallel

to the z-axis, therefore transferring the difference in phase between the |1⟩ and |0⟩-states into

a difference in transmission probability (population). Generally the NMR-signals will only

lead only to a small phase-accumulation angle ϕ, so, without loss of generality assuming the

first π/2-pulse ( π
2 1) to be about the x-axis, the spin’s quantum state will be close to the y-axis

|Ψpre− π
2 2
⟩ = (|0⟩+ e±iϕ |1⟩)/

√
2 . If there is a 90◦ phase shift between the π

2 1 and π
2 2-pulse,

i.e. the π
2 2-pulse is about the y-axis, the state will be:

|Ψsin⟩ = cos(π/4 ± ϕ) |0⟩+ sin(π/4 ± ϕ) |1⟩ . (4.11)

This means the difference between the sign of phase accumulation translates into a differ-

ence in transmission probability and we can coherently determine the NMR-signal’s phase.

Generally the signal response as a function of phase is sine-like, as seen in Fig. 4.7, hence

the name. On the other hand, if the phase of the signal between measurements were ran-

dom, the transmission probability would also randomly switch sign and averaging with

this kind of measurement-scheme would reduce the signal strength continuously. Using

cosine-magnetometry, where the π
2 1 and π

2 2-pulse have 0◦ phase shift, transforming the state
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to |Ψ⟩ = (|0⟩+ e±iϕ |1⟩)/
√

2 to be:

|Ψcos⟩ = cos(±ϕ) |0⟩+ i sin(±ϕ) |1⟩ = cos(ϕ) |0⟩ ± i sin(ϕ) |1⟩ , (4.12)

resulting in a signal-phase independent transmission probability from |0⟩ to |1⟩ of pcosine(ϕ) =

sin2(ϕ) or in the small-angle approximation pcosine(ϕ) = ϕ2. Since the behaviour of this

sign-independent measurement-scheme is quadratic, after averaging sufficiently, this is a

measurement of the signal’s variance ⟨ϕ2⟩.

Figure 4.7.: Sine and cosine-magnetometry
a): Two qubits have been initialized, rotated onto the x-axis with a π/2-pulse
about the x-axis. Both have accumulated the same phase but with opposite sign
due to their respective evolution during a CPMG-sequence. e.g. due to the fields
B1(t) = cos(2πt/(4τ)) and B2(t) = cos(2πt/(4τ) + π). b): Sine-magnetometry:
In this case the last readout pulse is a π/2-pulse about the x-axis. The dark blue
spin is now more likely to be read out as |0⟩ and the light blue spin is more likely
to be read out as |1⟩, so we are able to distinguish the difference in phase of the
B1(t) and B2(t). c): Cosine-magnetometry: In this case the last pulse is about
the y-axis. Both spins are now equally likely to be read out as |0⟩. Therefore
this sensing scheme is not phase-sensitive, it can not distinguish between B1(t)
and B2(t). d): The transition probability for cosine and sine-magnetometry. For
small angles/phase-accumulations (grey dotted circles), the response for cosine-
magnetometry is quadratic and for sine-magnetometry linear. The cases shown
in b) and c) are circled with the respective spin-colours.
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In the case of a resonant signal with constant amplitude but random phase, the transmission

probability is:103

prand.phase(t) =
1
2

[
1 − J0

(
4
√

2¯γBrmst

k

)]
, (4.13)

where Brms is the root-mean-square of the signal-field and J0 is the zeroth Bessel function of

the first kind.

Lastly we have the case of the resonant nano-scale NMR-signal, where phase and amplitude

can fluctuate on between measurements. In this case still the variance of the magnetic field is

measured, but the transmission probability is:14

prand.phase(t) =
1
2

1 − exp

2π2 W2

¯γ
2B2

rmst2

k2

 I0

2π2 W2

¯γ
2B2

rmst2

k2

 , (4.14)

where I0 is the zeroth modified Bessel function of the first kind and W2
is the phase-averaged

weighting function:

W2
( fac) =

1
2π

∫ 2π

0
W2( fac,α)dα = sinc2(π facnt)/2 (1 − sec(π facτ))2 . (4.15)

All transmission probabilities as a function of accumulated phase can be seen in Fig. 4.6.

4.2.4. Advanced DD-protocols

Even though the CPMG-sequence is the basic building block of all DD-schemes described in

this section, it itself is experimentally much too unstable. The following sequences all try to

compensate pulse-errors, e.g. in the NV-driving fields power. This is by no means a complete

list of approaches, but a selection of the author, which he deems interesting and/or important

to note.

XY-N sequence

The XY-N sequence was proposed in the 1990s104 and introduces pulses along both the y (πy)

and x-axis (πx) within the π-pulse train. XY-N consists of N π-pulses, in total acting as an
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identity-matrix on the quantum state. Therefore each of these blocks is then repeated as often

as one desires, as seen in Fig. 4.8 a). The alternation of these pulses allows for much greater

pulse-error compensation.104

XY-8 XY-8

πx πya)

b)
I.

II.

...
+φ2 +φM+φ1

...
+φ1,2 +φM,3+φ1,1

III.

Figure 4.8.: Improving pulse error robustness with random pulse-phases
a) The (XY-8)1 sequence, consisting of eight π-pulses with alternating phases
between πy and πx. Each block of eight pulses acts as an identity-matrix on
the NV-spin state. b) I:: Each pulse-block in the (XY-8)6 sequence has the same
remaining error, which in turn adds up coherently, as indicated by the orange
arrows. II: If each block has a randomly chosen phase added to it, the errors
perform a random walk and do not add coherently any more. III: If each subset
of three blocks has randomly chosen phases, which in turn sum to zero, their
pulse errors cancel out.

This problem is quite prevalent with the CPMG-sequence. If every π-pulse has an error of

1-2 %, this adds up quickly during a pulse train of only tens of pulses, rendering the resulting

quantum state completely unusable.104

Random phases

The idea behind this approach is to cancel out the remaining pulse error of each of the XY-N

blocks.105 This protocol is a bit more complicated, so please refer to Fig. 4.8 b) for a visual
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aid.

Since the relative phase of each pulse determines the axis, around which the Bloch-vector

rotates, the initialization-pulse sets the frame of reference and is arbitrarily defined as a

πx/2-pulse. The first block of XY-N pulses should be in the same frame of reference and will,

map the Bloch-vector back onto the y-axis, with a small error δθ. As described for the CPMG

sequence above, chaining these XY-N blocks will also accumulate pulse errors linearly. Since

each block acts as an identity-matrix, the relative phases from block to block do not matter.

Adding a random phase to each pulse of each block, will not change the magnitude of the

rotation-error, but it will change its direction, leading to an incoherent addition of the errors

akin to a random walk.

Finally one can divide the whole sequence in chains of M XY-N blocks. Then each Mth

phase is chosen randomly, and the remaining M-1 phases of the chain are chosen in a way,

that ∑M
k=1 ϕk = 0. This results into chains of M x N π-pulses, whose errors should act as an

identity matrix, even further increasing the pulse-error stability.

UDD sequence

This DD-sequence is in a way an extension of the XY-N-sequence. It is called universally

robust dynamical decoupling (UDD), since in theory it can be made arbitrarily robust against

pulse errors. It tries to maximize the fidelity F of the pulse sequence by introducing even

more axis of rotation, according to:106

F =
1
2
|Tr(Û†

0 Û(n))| ≡ 1 − ϵn , (4.16)

where Û is the pulse sequence’s propagator and ϵn is the fidelity error after n pulse sequence

blocks. Genov et al. came up with the following phases, to cancel out errors for a UDD-N

sequence with N being even:

ϕ
(n)
k =

(k − 1)(k − 2)
2

Φ(n) + (k − 1)ϕ2 , (4.17)
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where k denotes the kth pulse in the sequence, ϕ2 can be chosen at will and Φ(4m) = ±π/m

or Φ(4m+2) = ± 2mπ
2m+1 applies respectively.

Due to its great robustness and ease of implementation it was used as the basis-pulse

sequence for all experiments in this thesis.

DROID

Recently the disorder-robust interaction-decoupling (DROID) framework was presented,107

who’s goal it is to give a general framework of Hamiltonian-engineering, to design a pulse-

sequence best suited for the task. The whole theory is too much to discuss in this thesis, but

the interested reader is referred to Choi et al.107 for an in-depth description of this framework,

and to Arunkumar et al.,108 for experimental results.

4.3. Pulse sequences for NV-NMR

Each of the different pulse sequences discussed in section 4.2 gives us the possibility to do

frequency selective ac-magnetometry. Since the bandwidth of each of the filter function is

set by the number of π-pulses, it ultimately is limited by the NV-centre’s dephasing time

T2. In micro-scale NV-ensembles, T2 ranges from ∼ 1 µs to ∼ 100 µs, leading to a frequency

resolution of these DD-methods of ∼ 1 MHz to ∼ 10 kHz, which is far from sufficient for

the resolution of the chemical structure of molecules. In this section more sophisticated

approaches of ac-magnetometry are discussed, which again reflect the author’s choice of

important and/or interesting magnetometry sequences.

4.3.1. Correlation spectroscopy

This pulse sequence has been proposed, to extend the spectral resolution from being T2

limited to be T1 limited. Correlation spectroscopy reduces the linewidth down to ∼ 1 kHz

and has found application mainly in nano-scale NMR-experiments.15, 109

As depicted in Fig. 4.9, two full DD-sequences are repeated after one another, with a spacing
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∆t between them. After the first DD-sequence, a phase ϕ1 is accumulated and transferred into

a population difference, which will then only decay with T1. For the second DD-sequence,

the initial phase α2 of the AC-signal will depend on the spacing ∆t and will vary with respect

to ϕ1 as α2 = α1 + ∆tωac. The total transmission probability of both measurement blocks

will be the product of the individual transmission probabilities of the individual results:

ptot(α1, ∆t) = p1(α1)p2(α1, ∆t).

Sweeping the separation ∆t, leads to a decaying oscillation with frequency fac(∆t) and

envelope e−∆t/T1 , correlating the signal with the relative phases ϕ1 and ϕ2.

∆t

AC-signal

Recorded signal

exp(-∆t/T1)

Figure 4.9.: Correlation spectroscopy
In correlation spectroscopy, the separation between two DD-sequences is swept.
This leads to an oscillation of the second DD-block’s starting phase. The resulting
data is an oscillation, decaying with the NV-centre relaxation-time or the diffusion-
constant of the sample.

4.3.2. Coherently averaged synchronised readout

Coherently averaged synchronised readout (CASR) is a heterodyne detection method for

coherent signals.87 This makes it unsuitable for the detection of statistical polarization, though

a similar sequence has been used with single NV-centres for the detection of coherent, oscil-

lating signals and even NMR.110–112 CASR is the detection-method, which is used together

with the UDD-sequence for all NMR-experiments in this publication. A detailed investigation

of the ins and outs of CASR can be found in appendix section B, for this section I will only
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mention the core concepts, also seen in Fig. 4.10. The core idea of CASR is the repetition of

several frequency-selective DD-sequences, with a spacing of ∆CASR = N4τ = N
fres

and a target

signal ftarget = fres + δ f , where k is an integer and δ f ≪ fres. The relative starting phase

of ftarget and therefore the recorded phase of each of the individual measurements, will be

oscillating with δ f .

π /2

-πx

πy Optical
readout

NMR-signal

2τ

N 4τ

Recorded data

AC-signal

CASR-sequence

Optical
readout

Figure 4.10.: Coherently averaged synchronised readout
A Sketch of the CASR sequence. The spacing of the individual DD-sequences is
a multiple of a frequency close to the target AC-frequency (blue). The relative
difference between the initial phase of the AC-frequency with respect to the start
of each individual CASR-block (green rectangles), leads to an oscillation in the
phase accumulation during each block. This in turn leads to an oscillation in
the recorded fluorescence-data. The two inlets in the bottom right illustrate the
two extreme cases: the first having a relative phase leading to minimal signal
amplitude, the second leading to maximum signal amplitude.

The linewidth of this heterodyne approach is in principal limited by the accuracy of the

DD-sequence spacing, which in turn depends on the stability of the clock used for separating

these pulses. In the case of NMR-signals though, it is limited by the coherence of the target

nucleus. This in turn depends on the homogeneity of the magnetic field seen by the sample,

and has reached ∼ T∗
2 = 0.1 s or ∼ 0.2 ppm in our experiment, which is sufficient for

chemical-shift resolution.
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4.3.3. Repetitive readout

Repetitive readout has been introduced some time ago113 and shows great promise in more

recent results.108, 114 The idea is to replace the averaging of multiple lengthy DD-sequences or

the correlation spectroscopy sequence, with one lengthy measurement and multiple quick

and repeated non-destructive readouts of the nearby nitrogen nuclear spin.

RF

e n

MW RF
MW

Laser

SWAPExperiment

...

∆t ∆t

∆t ...

...

...
b)a)

c)I.

II.

Readout
x N

Figure 4.11.: Repetitive readout
a): The different hyperfine transitions can be driven selectively allowing the
transfer of spin states between the 15N nuclear (n) and the NV-electronic spins
(e). b): The sequence used for repetitive readout, all pulses are π-pulses. First
the NV-centre is initialized, then a microwave pulse selectively drives the |e↓, n↑⟩
and |e↑, n↑⟩ transition, acting as a CNOT-gate, controlled by the nuclear spin.
Afterwards the radio frequency transition between the electron excited-state
hyperfine lines is driven, again acting as a CNOT-gate, but this time controlled by
the electron spin. Both gates together act as a spin-SWAP. Finally the electronic
spin is re-polarized and the micro-wave hyperfine transition is driven, to map
the previously stored state back onto the electron. c): Sketch of the measurement
speed up. Correlated spectroscopy takes much longer (I.), than the repetitive
readout step (II.), therefore the experiment can be sped up using the technique.

As shown in Fig. 4.11, it is possible to swap the NV-centre’s spin state with the 15N’s spin

state, by selectively driving the hyperfine transitions and the nitrogen’s spin-transition.108, 113, 114

This information can then be repeatedly mapped from the nucleus back onto the NV-centre’s

spin, readout, and mapped back again. As long as this process is shorter than the the time
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of a single measurement, the experiment can be averaged more often during the same total

measurement time.

4.3.4. Nano-NMR using entanglement

The first time, that chemical-shifts were resolved using NV-NMR experiments was using a

correlation approach including entanglement with the nearby 15N nucleus.114 In addition, this

sequence also uses repetitive readout for faster averaging. The selective NV-15N transitions

are the same as in Fig. 4.11.

RF
MW

Sample

Laser

Sample
manipulation

x NDD DD DD DD
: 

: 
RF

e n

MW
MW

Encoding Decoding Readout

Figure 4.12.: Entanglement enhanced spectral resolution
The pulse sequenced used by Aslam et al.,114 which is described in detail in this
section. Blue RF-pulses of half height denote π/2-pulses. The blocks labelled
DD are replaced by any CPMG-like DD sequence.

The measurement sequence consists of four parts seen in Fig. 4.12. First the NV-centre’s

spin is initialized and the nuclear spin brought into a superposition state via a π/2-pulse.

Afterwards the NV-centre’s spin is flipped, depending on the nuclear spin-state, entangling

the two:

|Ψ⟩ = (|e↓, n↓⟩+ |e↑, n↑⟩)/
√

2 . (4.18)

Now the sample signal is encoded on the spins. There are two phase-accumulation

steps, the second one is to cancel additional noise, so they can effectively be treated as one
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phase-accumulation step:

|Ψ⟩ = (|e↓, n↓⟩+ eiϕ1 |e↑, n↑⟩)/
√

2 . (4.19)

A second set of CNOT-gates stores this quantum state on the memory spin. After this there

is a phase for sample manipulation, which in this paper is used for a delay time, probing

the samples T∗
2 . This time is limited by the 15N relaxation time, which can be on the order

of minutes, leading to extremely high spectral resolution. In the next steps, the NV-spin is

reinitialized and encoding steps are repeated, leading to a total state of:

|Ψ⟩ = (|e↓, n↓⟩+ ei(ϕ1+ϕ2) |e↑, n↑⟩)/
√

2 , (4.20)

where ϕ1 and ϕ2 are the phase accumulations of the first and second encoding steps respec-

tively. Lastly this is read out using repetitive readout.

4.3.5. Proposed pulse sequences

Many of the major hurdles NV-NMR had to face have been circumvented by the development

of these pulse sequences. Especially for micro-scale NMR, one challenge remains: To increase

the external magnetic field for better signal amplitude and a higher chemical-shift resolution.

One of the major challenges in doing this, is acquiring fast enough π-pulses, to be able to

reach the inter-pulse-spacing necessary for the NMR-frequencies at these fields. For example,

at a magnetic field of 1 T the NMR-resonance frequency of a proton will be:115

fproton = ¯γpB0 = 42.577 MHz

⇒ τ = 1/(4 fproton) ≈ 6 ns

⇒ Ω ≈ 0.17 GHz .

(4.21)

Here we have assumed, that the π-pulses have to at be at least of the order of the interpulse

spacing. Such fast pulses pose high technical challenges, though some solutions have been
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proposed.

Figure 4.13.: Amplitude-Encoded Radio Induced Signal sensing
In regular intervals the sample-spins are strongly driven, leading to an oscillation
of the sample-spin’s mz-component at the frequency Ωnuc. Similar to CASR,
equally spaced measurement blocks lead to identical phase-evolution in between
measurements, and therefore an oscillation in the sensed field. This shown by
the example of two spins with different frequencies ω1 (dark blue) and ω2 (light
blue).

AERIS-sensing

The Amplitude-Encoded Radio Induced Signal (AERIS) sensing method has recently been

proposed as a way of down-converting fast signals,116 though it could also be used for

up-conversion of extremely slow signals. The idea is to strongly drive the sample spins, to

create an oscillating mz-component, as seen in Fig. 4.13 a). This oscillation will be at the

frequency of the nuclear Rabi-drive Ωnuc ≪ 10 MHz. The amplitude of this oscillation will

depend on the sample spin’s initial azimuthal angle or phase. Multiple of these measurement

blocks are spaced with equal separation τ. During this time, the sample spins evolve, which

will shift the initial phase from measurement block to measurement block, which in turn

leads to an oscillation in the recorded signal.
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Figure 4.14.: The quantum frequency mixer
a): The Fourier-transform of several Floquet-driven water-NV-NMR experiment
conducted in our experimental setup. The amplitude is held constant, at about
0.3 µT thought the driving frequency varies between 0 and 300 Hz. At lower
driving frequencies several side-bands appear though the number and amplitude
of visible side-bands decreases with the frequency. b): The idea behind the
quantum frequency mixer. Two strong driving fields fsignal and fRF are necessary
to utilize this technique. c): A sketch of the experiment described in this section,
sweeping fRF yields a dip in the readout fluorescence at fRF = fsignal + fres.

Interestingly the components of m⃗ perpendicular to m̂z will continue to oscillate with

ω ≫ Ω, and therefore cancel out during the measurement. So far this sequence has not been

tested experimentally, which likely is due to the technical challenges of reaching fast enough

nuclear Rabi-drives compared to the NV-centre’s dephasing time. AERIS is discussed a little

further in chapter 6, since, in the eyes of the author, it is the most promising technique for

achieving high-field NV-NMR.
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Quantum frequency-mixing

Several approaches to increase the bandwidth of possible measurement frequencies have

been proposed building on Floquet-theory.117–120 The most sophisticated scheme is the

quantum frequency-mixer.117 The idea is to exploit side-bands of strongly driven systems,

as depicted in Fig. 4.14 a). If a spin-system, resonant at frequency fres is driven with a

frequency fdrive ≪ fres which is parallel to B0. This leads to an oscillation in the B0-amplitude,

and therefore a frequency-modulation of the spins-resonance. In the frequency-domain,

this corresponds to multiple side bands, which are spaced ±k fdrive from fres, where k is an

integer,118, 120–122 as seen in Fig. 4.14. The amplitudes of these side-peaks, corresponding

the transition probability, are dependent on the driving field strength pk = Jk(Ωdrive/ωdrive)

where Jk is the kth Bessel-function of the first kind.118 This can be seen in Fig. 4.14 b), where

a proton-NMR signal measured using the CASR sequence undergoes Floquet-driving with

varying frequencies at constant amplitude.

In the quantum frequency-mixer the NV-state is driven both by the signal-frequency as well

as a radio frequency fRF, the latter being swept. If the resonance condition fRF = fsignal + fres

is met, a dip in the NV-fluorescence is seen.

Sadly this approach is likely not useful for NV-NMR, due to the necessary condition of

Ωdrive ≥ ωdrive. It is still an interesting approach and might spark new ideas for similar

schemes applicable to NMR.

Continuous wave heterodyne sensing

This approach is quite different compared to every other measurement sequence discussed

so far, since it is a continuous wave (CW) approach. This means the NV-drive as well as the

re-polarizing laser are applied continuously, leading to a steady-state population, which is a

result of the different constants, like the (in this experiment) constant Rabi-amplitude, T1 and

T2 decay and the re-polarization rate.123

As seen in Fig. 4.15, if there is a signal-frequency fsignal close to the driving frequency
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fdrive, the frequency seen by the NV-centre is a amplitude modulated driving frequency,

whose amplitude modulation in turn modulates the CW-fluorescence. This happens, since

the Rabi-contrast will fluctuate over time due to the modulated Rabi-drive amplitude. The

recorded fluorescence-oscillation’s amplitude depends on the signal’s amplitude and the

modulation-frequency on the signal-frequency.123

Figure 4.15.: Continuous wave heterodyne sensing
a): A CW sensing approach, where NV-drive and laser are constantly on, leading
to a steady-state NV-fluorescence. b): If in addition there is a oscillating signal-
field, close to the drive frequency, the drive seen by the NV-centre will be
amplitude modulated. This will lead to a oscillating steady-state fluorescence,
which can be detected.

This sensing scheme is only of use to NMR-experiments, due to the challenge of having the

signal frequency close to the NV-drive’s frequency. Nevertheless, in my eyes the extremely

loose hardware-constraints and the novel approach to AC-sensing make it an interesting

candidate for a basis of future sensing schemes.
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In this chapter I introduce the three types of NV-sensors which have been used for AC-

magnetic field sensing, discussing their fabrication, advantages, disadvantages and use-cases.

I’ll start from single NV-defects, talk about nano-scale NV-ensembles and finally turn to the

micro-scale ensembles used in the experiments discussed in chapter 8.

5.1. Single NV-centres

The first experiments using NV-centres were conducted using individual defects a few

nanometers below the surface.46, 57 Since they are literally of atomic size, single spins or small

collections of spins can be probed, which gives unprecedented spatial resolution.

5.1.1. Fabrication

Since NV-centres occur naturally in diamond, any type can be used, scanning the surface

until a NV-centre with good coherence-properties is found. For type I diamonds, the general

density of impurities will still lead to bad coherence times, also the presence of the NMR-

active 13C isotope can skew the measurement-results. Therefore the targeted implantation of

nitrogen-ions is desirable and has been shown to work with high accuracy.124–127 Subsequent

annealing of the diamond leads to NV-centre creation. Hereby vacancies, introduced during

the highly energetic ion-implantation, diffuse towards the nitrogen.48, 49, 128
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5.1.2. NMR-experiments

In 2012, Ohno et al. were the first to detect an NMR-signal using NV-centres,129 even though

it was one from the close by 13C-nuclei within the diamond itself. One year later Mamin et al.

and Staudacher et al. conducted the first NV-NMR experiments using external samples.89, 95

They measured the nano-scale NMR signal of various organic compounds, from the ∼ 5 nm

detection volume of their sensors.

One year later the spatial resolution of NV-centres was brought to its maximum potential,

when first the NMR-signal of four silicon nuclei17 and afterwards the signal of a proton-spin

were detected.18 Two years later a single protein was tethered to the diamond surface and the

NMR-signal of deuterium and 13C-markers were measured.16

All these measurements suffered from the broad linewidth, connected with the solid-state

nature of their samples as well as the NV-T1 limited linewidth of nano-scale NV-NMR

experiments.92, 94 As explained in the previous chapter Aslam et al. managed to increase

the spectral resolution by several orders of magnitude, by using a clever scheme, in which

NV-centre an nitrogen spin are entangled and the long lifetime of the nucleus is exploited.114

Single NV-centres have a unprecedented spatial resolution, but they suffers from long

averaging times, due to the low photon count per measurement.45, 48, 130 Also the spectral

resolution-problem has not been fully solved. Even though the limitations due to the

coherence-times involved has been solved,114 the spectral lines are still limited by sample

diffusion,43, 48, 130, 131 though different solutions have been proposed.130, 131
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5.2. Shallow NV-ensembles

Moving from single NV-centres to ensembles of NV-centres, which are positioned a couple nm

below the surface means trading spatial resolution for averaging time. The sample-volume is

now defined by the size of the laser-spot as well as the depth of the NV-layer, which typically

ranges from ∼1-100 nm. In these measurements, millions of NV-centres can be controlled

and read out simultaneously, effectively averaging them and therefore reducing the total

measurement time by about ∼
√

NNV . Compared to single NV-centres, the readout-fidelity

or contrast between the two NV-centre states per NV-centre is much less (≤ 14% compared to

∼ 30%),43, 48 mostly due to the four possible orientations of the NV-centre of which three only

produce background fluorescence. Also the spin life- and decoherence-times will be smaller,

due to the increased concentration of spin’s in the diamond.

5.2.1. Fabrication

The fabrication of shallow NV-centre layers is akin to the one of single NV-centres. A

(generally type IIa) diamond is implanted with N-ions. Finally annealing guides the vacancies

towards the implanted nitrogen, mostly due to the stress caused by the nitrogen-atoms.49, 128

The thickness of the NV-layer is determined by the ion-implantation energy.49, 132

5.2.2. NMR-experiments

The first achievement of shallow NV-ensembles was the detection of multiple nuclear species

simultaneously,133 while drastically reducing the averaging time compared to single NV-

centres. In addition they introduced the wide-field approach, when performing optically-

detected MRI for the different samples.133 Further experiments improved on this microscopy

technique.76, 134 Recently efforts have been made, to further sharpen the diffusion limited

lines. Here Liu et al.15 studied the time dynamics of a self assembled mono-layer, which was

tethered to the diamond surface. This approach leaves the target molecules mobile enough,

to average the dipolar-coupling broadened lines,15, 92, 94 while their motion is still to limited to
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diffuse out of the NV-centre’s area of sensitivity.

Similar to shallow NV-ensembles still have to beat the diffusion limited line-widths, to

improve their spectral resolution by orders of magnitude for chemical-shift resolution. Never

the less, in the case of inherently 2-dimensional samples, like 2D-materials or surface in-

teractions, the ability of probing the dynamics during chemical reactions with NMR-active

nuclear-species, with or without chemical-resolution, can be of great advantage.

5.3. Micro-scale NV-ensembles

Single cell studies using NMR have been a continuous goal for the NV-community.19, 87, 135, 136

Most mammalian cells are of the order of ∼10 µm, therefore similar sized NV-layers have been

utilized to work towards this goal. Due to the, increased number of defects in these layers,

the fluorescence light or equivalent number of averages compared to shallow NV-ensembles

is increased quite drastically. Nevertheless, due to their detection of Boltzmann nuclear

polarization, detecting NMR-signals needs a comparable amount of time as nano-scale NMR,

if the sample is not hyperpolarized.19, 87, 97

5.3.1. Fabrication

The fabrication of these ensembles differs drastically form the shallow and single NV-centres.

Due to the much thicker NV-layers on the diamond surface, the energy necessary for ion-

implantation would cause too much damage to the diamond and would render them useless

for magnetometry experiments.49 Instead the micro-scale layers are grown in a CVD process

on top of the typically type IIa diamond, and later polished to the desired thickness of ∼1-100

µm. Since no vacancies were introduced during a ion-implantation step, electron-irradiation

of the diamond is necessary to do so. Finally the annealing step is still necessary to bring

vacancies close to the nitrogen incorporated in the diamond.

59



5. Previous NV-NMR experiments

5.3.2. NMR-experiments

The major advantage of the micro-scale NV-NMR experiments is its high spectral resolution,

which has been shown for the first time in 2018 by Glenn et al.87 This allows for chemically

resolved NMR-spectroscopy of pl (10−12 l) volume samples.44, 87, 97 In addition to this, the tech-

nique lends itself to be used with micro-fluidics. First attempts have been promising,,136, 137

and the first well defined microfluidic-NV-setup showing chemical resolution has been used

in our group with great success.86, 138

If the goal of single-cell NV-NMR is to be reached, some major challenges still have to be

overcome. The reported sensitivities87, 108, 136 are still not good enough to detect metabolites,

even in high concentrations.139 Additionally, it has not been shown how and if cells will

survive the high microwave and laser-powers used in NV-NMR experiments.
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Micro-scale NMR-detects the sum of all Bz-components of the dipolar field of each sample-

nucleus. Since the dipolar field is highly geometry dependent, it is to be expected, that

the NV-NMR signal is too.88 The geometry dependence of these fields has been studied in

conventional NMR, where the setup normally is insensitive to these dipolar-effects,140, 141

though it can be made sensitive to dipolar interactions via clever pulse-sequence design.142, 143

A similar geometry-dependence exists though, which is defined via the pickup-coil and

has been well investigated.144 In addition, NV-NMR is not the first technique to use one

spin-ensemble as a sensor for a secondary spin-ensemble,145, 146 in which similar dependences

were investigated.

In this chapter I will first explain the origin and importance of this geometry dependence,

afterwards I will explain a numerical way of simulating the signal strength. I will discuss the

results for several geometries of importance and extend the simulations into the time domain.

Finally I will introduce gradients and their effect on our signal including some unexpected

ways to exploit them.

6.1. Sample geometry in NV-NMR

The NV-NMR signal obviously depends strongly on factors like sample-spin concentration

and polarization, but also the geometry of the experiment plays an important role. One

example, that has already been mentioned is the detection volume of the NV-centre, which is

on the order of the NV-centre’s depth below the diamond surface. In this section I will give

an analytical explanation of the influence sample geometry can have on the signal and then
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explain how to simulate this using a Monte Carlo approach. This section is partially adapted

from Bruckmaier et al.88

6.1.1. Analytical derivation of the geometry factor

The complex interplay between the NV-orientation, i.e. the angle between the direction of

measurement and the diamond surface, as well as the direction of the sample-magnetization

is hard to grasp intuitively (as seen in Fig. 6.1 a)). The NV-orientation can vary, depending

on the diamond cut and the sample magnetization oscillates about B̂0. The basic interaction

originates from the magnetic field of a dipole, which can be written as already seen in

equation 4.1:

B⃗spin =
µ0

4π

3r̂(m⃗ · r̂)
r3 , (6.1)

where µ0 denotes the magnetic permeability, m⃗ is the magnetic moment of the precessing

sample-spin and |r| and r̂ are the distance and direction between the sample spin and the NV-

center measuring. Since, in the end the NV-center measures the difference in Zeeman-splitting

between the |±1⟩ and |0⟩ state, we are only sensitive along the B̂0 ≡ B̂z direction:

B⃗spin, || =
µ0

4π

3r̂(m⃗ · r̂)
r3 · B̂0 . (6.2)

Assuming the sample is uniformly polarized, we can integrate the dipolar field over the

sample volume to obtain our NMR-signal S(t):

S(t) =
∫

ρtherm

(
B⃗spin, || (⃗r, t) · B̂0

)
dV

Smax =
µ0

4π
ρtherm |mmax(t)|

∫ [
3r̂ (r̂ · m̂max)− m̂max

r3

]
· B̂0 dV ,

(6.3)

where ρthermal is the concentration of thermally polarized spins within our sample and m̂max

is the direction of the magnetic moment, at which the signal amplitude is maximal. |mmax(t)|

is the magnetic moment’s mean magnitude along m̂max.
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Diamond

a)

c)

b)

Figure 6.1.: Schematic of a micro-scale NV-NMR experiment
a): The diamond is shown as a light blue area with a red arrow indicating the
NV center, which is located at a depth dNV below the diamond surface. The
darker blue circular-cap of radius R is the area out of which > 50% of the NMR
signal originates. The miniature bar magnets depict the polarized portion of the
precessing nuclear sample spins. b): A model of the NV-center in diamond, with
the NV-orientation displayed as a red arrow. c): The dipolar field of one of the
precessing sample spins.
This figure was taken from Bruckmaier et al.88

Now the NMR-signal can be split up into two parts S = K · G, the first contains the

geometry-independent information about the experiment like the spin density or the magnetic

field amplitude:

K =
µ0

4π
ρtherm |mmax(t)| . (6.4)

The second is the geometry-factor, containing all the information about the sample geometry,

as well as the interplay of the spin-orientations:
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G =
∫ [

3r̂ (r̂ · m̂max)− m̂max

r3

]
dV . (6.5)

Since the magnetic moment precesses after a π/2-pulse, m̂max and B̂0 are orthogonal:

G =
∫ [

3r̂ (r̂ · m̂max)− m̂max

r3

]
· B̂0 dV

= 3
∫

(r̂ · B̂0)(r̂ · m̂max)

r3 dV .

(6.6)

At this point the resulting signal depends on the sample geometry, and the analytical

evaluation might be quite tedious if at all possible, which is the motivation for the numerical

simulations discussed later in this section. Further evaluating the simple case of an infinite

sample volume, we can integrate over the spherical cap depicted in Fig. 6.1:

Ghalfspace = 3
∫ R

dNV

∫ θmax

0

∫ 2π

0
sin θ

(sin γ sin θ cos ϕ + cos γ cos θ)(cos γ sin θ cos ϕ − sin γ cos θ)

r
dϕ dθ dr

= π sin γ cos γ
2R3 − 3dNV R2 + d3

NV
R3 ,

(6.7)

where we have defined B̂0 =


sin γ

0

cos γ

 and therefore cos(θmax) = dNV/r. Here dNV is the

NV-centre’s distance below the diamond surface and γ is the angle between the NV-center

orientation end the diamond surface normal. When taking the geometry-factors limit for

R → ∞, it converges to:

Ghalfspace,∞ = lim
R→∞

π sin γ cos γ
2R3 − 3dNV R2 + d3

NV
R3

= 2π sin γ cos γ .
(6.8)
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One example of the strong sample geometry dependence can easily be seen here: If θmax

would be constant, the resulting geometry would be cone-shaped and our geometry-factor

would be:

Gcone = π sin γ cos γ sin θmax
2 cos θmax log

(
R

dNV

)
. (6.9)

Again taking the limit for R → ∞, the geometry factor diverges logarithmic, emphasising

the strong geometry-dependence of micro-scale NV-NMR experiments:

Gcone,∞ = pi sin γ cos γ sin θmax
2 cos θmax log

(
R

dNV

)
= ∞ . (6.10)

Figure 6.2.: The geometry factor of a half space filled with sample volume
a): Analytical (dashed) as well as simulated (solid lines). Once with γ = 54.74◦,
γ = 45◦ and once the signal enhancement due to a theoretical maximum geometry
factor described in section 6.3.1. b) Simulations of the geometry factor as a
function of the angle γ, once for the sample filled half-space described here (light
blue) and once for the AERIS-protocol (dark blue) described in section 4.3.5.
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6.1.2. Dipolar fields and diamond cuts

Looking at equation 6.8, which displays the most commonly used micro-scale geometry, a

couple of things are to note:

1. The NMR signal converges (grows logarithmic) as a function of R so increasing the

sample-volume yields drastically diminishing returns.

2. For R ≫ dNV , the signal size is independent of the depth of the NV-center.

3. There is a strong dependence on the angle between the NV-orientation and the diamond

surface, which is dependent on the diamond cut, reaching its maximum at γ = 45◦.

A consequence of this angle dependence can also be seen in Fig. 6.3. ⟨110⟩ and ⟨111⟩-

diamonds are not able to sense thermal polarization with the normal detection schemes, i.e.

the CASR-scheme described in section 4.2. Interestingly, as seen in Fig. 6.2, the AERIS-scheme

is most sensitive for ⟨111⟩-diamonds. This stems from the fact, that during this scheme the

fast oscillating x and y components of the magnetization do not contribute to the detected

signal.116 For the ⟨100⟩-diamonds used in the experiments in this thesis, the signal due to

thermal polarization can now be calculated with G = 2
√

2π/3. Assuming a water sample at

T = 300 K and B0 = 0.2 T, with |mmax(t)| = h¯γp/π, the geometry-independent part can be

estimated to be:

K =
µ0

4π

h¯γp

π
¯γphB0

2 kBT
ρproton ≈ 80 pT , (6.11)

where T is the temperature, µ0 the magnetic vacuum permeability h is the Planck-constant

and kB is the Boltzmann-constant leading to a total signal of S ≈ 240 pT.

As mentioned, in the reality of our experiments we use Overhauser-nuclear-polarization to

enhance the signal amplitude. Since the amplification of this procedure is strongly dependent

on multiple variables like the external magnetic field, concentration of radicals and target

molecules,19 the resulting signal strength can only be estimated. Previous publications

estimated the hyperpolarized signal in similar conditions as in our experiment to be a factor

100-200 greater than that of the thermal polarization in pure water at room temperature.19
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Figure 6.3.: The diamond-cut dependence of NV-NMR signals
A sensitivity map of a single NV-center sensing thermal polarization. The color
indicates the signal contribution from the respective areas. a): The case of a
⟨100⟩-diamond, close to maximum signal. b)-c): For ⟨110⟩ and ⟨111⟩-diamonds,
the same amount of spins have positive and negative B0-contributions at the
NV-center, cancelling each other out. d): A sketch visualizing the magnetic field
cancellation of the red and blue areas.

6.1.3. Monte-Carlo simulations of dipolar fields

For the estimation of more complex structures, the analytical derivation of the geometry

factor is not as straight forward. A powerful tool to solve this problem is the Monte-Carlo

approach. Just by defining a sample-volume Vsample and a NV-VolumeVNV, we can simulate

the analytical result to arbitrary accuracy. The method relies on the random sampling of N
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target locations within Vsample and M NV-center locations within VNV. Now the magnetic

field projection along B̂0 from each target at the location of each NV-center can be calculated

and averaged. Since the task of simulating each individual spin for a sample volume of this

size is computationally daunting, each of these targets refers to a set of spins within a volume

Vsample/N behaving identically. With increasing N, the simulation will become more and

more accurate. With this the geometry factor can be approximated as:

G = 1/K
K

∑
k=1

[
Vsample

Mk Nk

Mk

∑
m=1

(
Nk

∑
n=1

3r̂m,n (r̂m,n · m̂max)− m̂max

r3
m,n

· B̂0

)]
, (6.12)

where rm,n is the distance between target n and NV-center m and r̂m,n the normalized direction

between the two. K indicates the number of averages, in between which the individual Nk

target and Mk NV-center locations are randomized.

6.1.4. Different geometries

The geometries investigated here are each motivated by different samples of interest in

NV-NMR, the results of which can be seen in Fig. 6.4. The cone-shape is the only exception,

it has already been discussed briefly in the previous section.

Spherical volumes

The sphere is motivated by two distinct samples of interest. On one side single suspension

cells are of approximately spherical shape. In the case of mammalian cells they have a typical

diameter of of ∼ 10 µm.147 The second sample of interest are micro-droplets, small droplets of

a sample-water solution in a fluorinated oil. Due to their robustness and high controllability,

both in size and within microfluidic channels, they are widely used in life sciences.148 As

seen in Fig. 6.4 b), if the sphere is placed above the NV-centres, it avoids the areas of negative

signal contribution, overall increasing the geometry factor.
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Cylindrical volumes and sheets

Adherent cells can be approximated using a cylindrical shape, neglecting the cell-nucleus. In

addition to adherent cells, NV-hyperpolarization can create such sample geometries. There has

been continuous interest in using NV-centers for hyperpolarization91, 98–100 and the resulting

hyperpolarized sheet of the sample volume is estimated to by ∼ 1 µm thick,98, 99 due to diffu-

sive spreading of the hyperpolarized molecules and of course of the size of the laser spot used.

Figure 6.4.: The geometry factor for different sample geometries
a) -d): Schematic display of the simulation geometry. The radius R is swept and
the NV-ensemble is contained within a cylindrical volume of radius 1 dNV and
depth 1 dNV . e) -h)): Results of the simulations, in blue the average geometry-
factor for the ensemble case is displayed and the dashed black lines are the results
for a single NV-center. The NV-ensemble improves the average geometry-factor
compared to the single NV-center case, since the average NV-center is closer than
dNV to the surface and the limit of R ≫ dNV is not reached in most of these
simulations.

In Fig. 6.4 c) and d) these two cases are displayed. The cylinder’s volume in g) is kept

constant while for the cylinder in h) the height is kept constant and the radius is swept.

Due to the smaller volumes in these samples, the geometry factor tends to be smaller than

that of the half-space. In the limit of H, R → ∞, the geometry factor converged to a similar
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value as that of the half-space at Gcylinder,∞ ≈ 3.

NV-ensemble depth and laser spot size

Not only the signal size but more importantly the signal to noise ratio (SNR) is to consider

when talking about NMR experiments. The SNR is a measure of how strong the NMR-signal

is and is defined as the ratio of the amplitude of a spectral component and the standard

deviation of the noise floor, discussed in more detail in section 7.1.2. The number of averages

N improves the SNR as SNR∝
√

N. Since each individual NV-center read out simultaneously

can be considered averaging: SNR∝ Gaverage
√

NNV , so assuming the average geometry factor

being constant, increasing the number of NV-centres is highly beneficial.

Figure 6.5.: The different scaling of the geometry factor and the SNR with the number of
NV-centres
The normalized relative geometry factor (a)) and SNR (b)) of our microfluidic
channel as a function of the laser spot diameter and NV-layer thickness.

In Fig. 6.4 the average geometry-factor is displayed, which corresponds to the average

signal size. If we want to optimize the geometry to improve the SNR, we need to consider the

increased averaging as a function of the excited NV-volume. An example can be seen in Fig.
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6.5, where the once the geometry factor (a)) and once the SNR (b)) of a microfluidic channel

of dimension 1000 µm x 80 µm x 100 µm is investigated as a function of a varying laser spot

size and NV-ensemble depth. The difference is quite astonishing, while the geometry factor

decreases fast as a function of both the NV-layer thickness as well as the laser spot diameter,

the SNR increases with both. Depending on the experiment, spatial resolution might be of

importance to, which will of course be the highest for small laser spots and NV-layers. In the

end the optimal conditions for each individual experiment have to be decided on a case by

case basis.

6.2. Time-domain simulations of NV-NMR

In a next step the geometry factor simulations can be extended into the time domain.

Continuing from equation 6.12, assuming a homogeneous polarization this equation is

valid for all orientations of m̂, not only m̂max. Using the above definition of B̂0 =


sin(γ)

0

cos(γ)


we can substitute:

m̂max → m̂(t) =


cos(γ) cos(2π tB0 ¯γproton)

sin(2π tB0 ¯γproton)

− sin(γ) cos(2π tB0 ¯γproton)

 . (6.13)

Meaning, m̂(t) is oscillating in the plane perpendicular to B0. If we want to simulate

an experiment using the CASR approach, we can only look at the beating between the

NMR-frequency and our π-pulse spacing τ:

m̂(t) =


cos(γ) cos(2πt(B0 ¯γproton − 1

4τ ))

sin(2π(B0 ¯γproton − 1
4τ ))

− sin(γ) cos(2πt(B0 ¯γproton − 1
4τ )

 =


cos(γ) cos(ϕ(t))

sin(ϕ(t))

− sin(γ) cos(ϕ(t))

 . (6.14)

The resulting oscillation can be seen in Fig. 6.6 a), the four lobes, seen in the two dimensional
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plots before are now visible in the three dimensional oscillation in b).

Time [s]

Figure 6.6.: The oscillation of the geometry factor visualized
a): The oscillation of the geometry factor due to the oscillating magnetization as
a function of time. b): The total sample volume is divided into four quadrants
with opposite sign looking similar to a d-orbital, originating from the double
dot-product in equation 6.2. Positive signal contribution is displayed in red and
negative signal contribution in blue. These quadrants rotate with time about the
NV-orientation, leading to an oscillating geometry factor. Only the 10 % of all
randomly sampled positions with the highest contribution (|B⃗i,0|) are shown at
different times t.
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Introducing gradients

Since the experimental goal of this thesis are pulsed field gradient (PFG) experiments, the next

natural step is to simulate the effect of a linear B0 gradient. For this each individual target

volume is assigned its own magnetization-vector m̂i(t) with phase ϕi(t), which depends on

the external gradient g⃗ as:

ϕi(t) = 2πt((B0 + g⃗ · r⃗i)¯γproton −
1

4τ
) . (6.15)

Since each sample volume’s magnetization m̂i now rotates at its own frequency, they will

start to dephase, leading to an decaying envelope of the the oscillating geometry factor, as

seen in Fig. 6.7. The effect of a gradient of duration δ is characterized by its b-value b = 2π ¯γδg

which describes the relative dephasing of the whole sample. It should be noted, that this

dephasing happens in a "coherent" way, which can be seen in Fig. 6.7 b) where a double-helix

like structure of different signed geometry-factor is created by the gradient along its direction.

The frequency of this helix depends on the relative dephasing. It can be "unwound" again, by

applying a gradient with the same amount of dephasing but opposite sign.

A second way of rephasing the spins is the Hahn-echo experiment. Including a π-pulse,

after the signal has decayed will negate all the dephasing due to constant gradients. The

π-pulse can be implemented in the simulation by:

ϕafter π = −(ϕbefore π + 2α) , (6.16)

where α is the azimuthal angle of the axis of rotation in the Bloch-picture, relative to the

x-axis.
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Figure 6.7.: Effects of a linear B̂0 gradient on the geometry factor
a): Simulation of a decaying oscillating geometry factor of a NV-NMR experiment
as a result of an applied z-gradient, of strength 0.015 T/m (dark blue). The
geometry factor is reduced to ∼0 by a short but strong gradient pulse, after
0.3 s the same gradient pulse with opposite sign is applied, reviving the signal
(orange). The two oscillations have different frequency for better visibility. b):
With time, the spins dephase along a constant gradient (here ĝ||B̂0), resulting in a
double-helix like structure with each helix having a geometry factor of opposite
sign. It should also be noted, that the images are in the rotating frame of m̂, so
the effects seen are solely due to the gradient.
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Simulating a pulsed gradient spin echo experiment

This controlled rephasing is only possible, if all sample-volumes stay in their respective

places. In a real NMR-experiment, this will not be the case, since any liquid sample will

have self-diffusion. This can be modeled by implementing a random walk for each of the

target volumes.92, 149 For this, each of the sample volume moves a certain amount ∆⃗ri,n in

each discrete time step tn:

r⃗i,n = r⃗i,n−1 + ∆⃗ri,n = r⃗i,n−1 + r̂i,randri,gauss
√

6Dtn , (6.17)

where D is the free diffusion constant of the sample, defined as D = ⟨∆x2⟩
t , where ⟨∆x2⟩ is

the mean-squared particle displacement. ri,gauss is a randomly chosen number of a Gaussian

distribution with standard deviation σ = 1 and r̂i,rand is a random uniformly distributed

direction.149 In addition to this discrete random walk, border constraints of the total sample

volume can be chosen, at which the diffusing sample is reflected inwards, limiting the

maximal distance particles can diffuse.

Here the question arises, how much each randomly diffusing volume dephases during

each time step, since it is diffusing through a magnetic field gradient. Luckily, the dephasing

can be made time step-independent149 and the total phase accumulation for each individual

sample during one time step is:

ϕi,n = ϕi,n−1 + ∆ϕi,const. + ∆ϕi,gradient + ∆ϕi,corr. + ∆ϕi,CASR (6.18)

∆ϕi,const. = 2πtn¯γproton B0 (6.19)

∆ϕi,gradient = 2πtn¯γproton(g⃗ · (⃗ri,n/2 − 3
2

r⃗i,n−1)) (6.20)

∆ϕi,corr. = 2πtn¯γproton(|⃗g| ri,gauss

√
D/2 t3

n) (6.21)

∆ϕi,CASR = −2πtn/(4τ) , (6.22)

where ∆ϕi,const. is the phase accumulation due to the constant field B0, ∆ϕi,gradient is the
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gradient induced dephasing of the average sample position during the time step, ∆ϕi,corr.

is a correction of the gradient induced dephasing due to the strong time-step dependence

following Gudbjartsson et al.149 and ∆ϕi,CASR gives the relative phase accumulation in the

CASR sequence.

With this a whole pulsed gradient spin echo (PGSE) experiment can be simulated as seen

in Fig. 6.8. In this experiment two identical gradient pulses of dephasing b are separated by a

time ∆ and a π-pulse in between. The echo in the experiment diminishes as the dephasing of

the gradient pulses increases, depending on the displacement of the sample volumes. The

experiment is explained in detail in chapter 8.
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Figure 6.8.: Simulation of a PGSE experiment
a): The oscillating geometry-factor of a PGSE-experiment. The echo amplitude
diminishes as the gradient strength increases, since the sample volumes rephase
less. The applied π-pulse is indicated with a orange, dashed line. b): The applied
gradients during the experiment, in shades of orange, the pulsed gradients of
varying amplitude, in dark blue a constant background gradient.
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6.3. Gradient-enhanced NV-NMR and other interesting results

Several interesting observations have been made using these simulations. Some of these

have been investigated qualitatively in NV-NMR experiments, but non of them have been

understood quantitatively or been published at the time of this thesis.

6.3.1. Maximal geometry factor

The geometry factor can be improved, by dephasing the spins in a controlled manner. This

can be easily seen from equation 6.2:

B⃗spin =
3(r̂ · B̂0)(m⃗ · r̂)

r3 . (6.23)

Applying a gradient, shifts the magnetization vector at each position r⃗. To find an upper

bound, a position dependent, maximum contribution is needed. When maximizing m̂ · r̂:

B⃗spin,max =
3(r̂ · B̂0)|r̂ − B̂0(B̂0 · r̂)|

r3 , (6.24)

the contribution is maximal in amplitude, but the direction will vary according to r̂ · B̂0, this

can be compensated, by flipping m̂ according to the sign of this dot product, though taking

|r̂ · B̂0| is equivalent. This leads us to the maximum achievable geometry factor:

Gmax =
∫ 3|r̂ · B̂0| |r̂ − B̂0 (B̂0 · r̂)|

r3 dV . (6.25)

A comparison between the maximum and the current geometry factor can be seen in Fig.

6.2. It should be noted that this geometry factor hardly seems achievable, since the relative

phase does not vary smoothly as a function of position, but has a sudden phase flip to cancel

out the change in sign from the first dot-product r̂ · B̂0.
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Figure 6.9.: The dependence of the geometry factor on the gradient direction
For small dephasings b, the direction of the gradient plays a major role. If the
gradient shows in the same direction of the rotation of the "lobes" (c)), the rotation
is slowed down, since the spins on the "far" end oscillate slower, while the spins
on the "near" end speed up. In the case of the opposite gradient direction (d)),
the effect is reversed and the rotation is sped up. The simulated FNDs of both
cases for a constant gradient of 0.015 T/m can be seen in a). Experimental results
can be seen in b).
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6.3.2. Asymmetric dephasing and the non-exponential envelope of micro-scale

NV-NMR

In the presence of a linear B0-gradient, the sensitivity map of the NV-NMR experiment

transforms from a shape similar to a d-orbital into a double helix with more and more

windings along the gradient direction g⃗, seen in Fig. 6.7. Both shapes rotate about the axis of

NV-orientation, as seen in Fig. 6.6. For short times, there is a transition period between the

two shapes, which can strongly depend on the gradient direction. In Fig. 6.9 a) (b)) the cases

of a gradient against (in) the direction of the "orbit-rotation" is seen the far end of sample

spins is oscillating slower (faster), while the near end is sped up (slowed down). This leads

to a increased (decreased) geometry factor on short time-scales, which can be explained by

the effect described in section 6.3.1. In Fig. 6.9 simulation results for three oscillations, with

opposing gradients and once without gradient, can be seen. The difference in amplitude is

quite drastic. Similar results have been obtained in experimental data, as seen in Fig. 6.9 b).

6.3.3. Flipping the sensitivity map

If the gradient is against the direction of the magnetization’s rotation above the diamond,

hypothetical sample spins below the diamond surface see a gradient in the direction of their

magnetization’s rotation. This is made obvious when applying π-pulses after a short gradient

pulse (see Fig. 6.10), since they invert the time evolution of the individual sample spins.

Different axis of rotation lead to different sensitivity maps and therefore different amplitudes

in the geometry factor. Similar behaviour can be seen in experimental results, with two

π-pulses about random axis, see Fig. 6.10 c).
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c) Time [s]

Figure 6.10.: Flipping the sensitivity map using π-pulses
a): After a short initial gradient, several π-pulses are applied, each changing the
sensitivity map drastically. b): Experimental results of the simulation described
in a). c) Different π-pulse axes can lead to a different geometry factor.

6.3.4. Gradient-enhanced NV-NMR

This behaviour of NV-NMR can be exploited in several ways. First of the geometry factor for

⟨100⟩-diamonds using CASR can be enhanced by a factor of ∼ 1.4, if the magnetic field is
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sufficiently homogeneous and a controlled initial gradient is applied, as seen in Fig. 6.11 a). In

addition to signal enhancement, some otherwise impossible experiments can be enabled. As

discussed in section 6.1.3 due to symmetry reasons diamonds whose surface are cut along the

⟨111⟩-direction normally can not be used for NV-NMR utilising CASR. Applying a gradient

parallel to the diamond-surface breaks the "d-orbital" symmetry and allows for the detection

of an NMR signal, see Fig. 6.11 b).
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Figure 6.11.: Enhancing NV-NMR experiments with short gradient pulses
a): An experimentally measured FND of Trimethylphosphat (TMP) with and
without gradient enhanced signal amplitude. b): Simulation of an FND using
the AERIS sequence and a ⟨100⟩-diamond, once without gradient and once
with gradient. c): Simulation of an FND using the CASR sequence and a ⟨111⟩-
diamond, once without gradient and once with gradient.
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In total contrast, the AERIS-detection scheme is not applicable to the commonly used

⟨100⟩-diamonds, see Fig. 6.2. This poses a problem, since ⟨111⟩-diamonds are hard to obtain

and slow to grow.48, 49 Again, applying a gradient orthogonal to the diamond surface has the

ability to solve this problem, see Fig. 6.11 d).

Both of these hypotheses have not been tested experimentally.
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During my work as a PhD student, my NMR-setup went through many iterations. In this

chapter, I will describe the final version of our setup, on which the experiments described in

chapter 8 were conducted. In addition to the continuous improvement on the experimental

hardware, I developed a software frontend and backend to flexibly switch between the

different experiments necessary on a day to day basis, though introducing this software

development in detail would go beyond the scope of this thesis. First off, I will introduce the

sensitivity of our setup, which is arguably the most important parameter of all.

7.1. Sensitivity and SNR

7.1.1. NV-NMR sensitivity

Sensitivity describes the ability of an NV-NMR experiment to measure a certain quantity, for

us magnetic field strength, within a given time and is of the unit [ T√
Hz

]. The spin-projection-

limited sensitivity of a magnetometer consisting of an ensemble of N non-interacting electronic

spins, as our NV-ensemble, is given by:43, 150–152

ηopt ≈
h̄

∆msgeµB

1√
Nτ

. (7.1)

Here ∆ms = 1 is the difference in spin quantum number, µB is the Bohr magneton, ge is the

electronic g-factor and τ is the free precession or interaction time per measurement.

In the case of ODMR-measurements using CPMG-based DD-sequences, the total sensitivity
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is given by:43

ηsp−limit ≈ ηopt ηreadout ηoverhead ηdecoherence . (7.2)

ηopt has been described above, ηreadout is a term depending on from the imperfect readout

fidelity:43, 153, 154

ηreadout =

√
1 +

1
C2navg

, (7.3)

where the readout contrast C = a−b
a+b and navg = (a + b)/2, a and b denoting the average

number of photons detected from the |0⟩ and |1⟩ state respectively.

ηoverhead is a term, that originates from the readout overhead, initializing the NV-ensemble

and reading out the quantum state takes a significant amount of time, in which there is no

interaction between the spins and the sample. It can be written as:43

ηoverhead =

√
tI + τ + tR

τ
, (7.4)

where tI and tR denote the initialization and readout time, respectively.

Lastly ηdecoherence describes the amount of decoherence in the qubit state while measuring

with a pulse train of k pulses and is modeled by:43

ηdecoherence = 1/ exp(−[τ/(kST2)]
p) , (7.5)

where p is a stretched-exponential parameter, which stems from the ensemble-averaging over

many different decoherence-times and s depends on the noise spectrum in the NV-spin bath.

In most cases the sensitivity is not limited by the spin projection, but rather by the photon

shot-noise of the measurement setup. A detailed derivation of this can be found in Barry et

al.:43

ηshot ≈
(

γelectron C exp(−(τ/T∗
2 )

p)
√

N navg τ
)−1

. (7.6)

Increasing the sensitivity is of vital importance to measure NMR-signals of smaller size than

the signal of highly concentrated water.48 Looking at equations 7.1-7.6, the two parameters,
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which can be controlled the best are 1) The difference in number of photons detected per

readout C2navg, for example through more efficient light collection or higher NV-concentration.

2) The NV-ensembles decoherence time T2 , which in turn effects the interaction time τ

between the NV-centres and the sample spins. This can be done through better diamond-

engineering.

7.1.2. Signal to noise ratio and averaging time

The signal to noise ratio (SNR) of an NMR-experiment is determined by the ratio between the

signals peak amplitude Apeak and the standard deviation of the complex noise spectrum,

SNR = Apeak/σnoise . (7.7)

To reach SNRtarget using a setup with sensitivity η, a signal of strength Bsignal has to be

averaged over a time tavg = (η/Bsignal SNRtarget)2. Typical sensitivities quoted for micro-scale

NV-NMR experiments are of the order of ηCPMG−like ≈ 20 pT/
√

Hz. How the experiment

is calibrated is discussed in appendix section B. As discussed in chapter 6, the maximum

amplitude of an expected NMR-signal is on the order of S ≈∼ 200 pT. The narrowest

full width half maxima (FWHM) of NV-NMR spectral lines quoted in literature44, 87, 97, 136

and the ones in our setup (e.g. Fig. 6.11) are of the order of ∼ 1 − 5 Hz Using 5 Hz,

T∗
2,proton = 1/(π FWHM) ≈ 0.0637 s leading to an average signal amplitude of 42 pT over the

first 0.2 s. For a target SNR of 10, this leads to an averaging time of:

taverage ≈ (η/Bavg,signal SNRtarget)
2 = 22 s , (7.8)

so a total of taverage/0.2 s ≈ 113 averages are needed.

It should also be mentioned, that the repetition rate of the NMR-experiments is limited by

the sample spins relaxation time (T1), since the sample should be in thermal equilibrium at

the beginning of each measurement. For a sample of pure water the relaxation time of the
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hydrogen’s nuclear spin is on the order of ∼3 s,19 though the TEMPO solution added to the

sample for Overhauser DNP has the beneficial side effect of lowering the sample-T1 time to

≈0.3 s.19

7.2. Optics

A major part of each NV-centre setup are its optics. Not only does the laser used for NV-centre

initialization and readout need to be controlled, there is also the question of how to collect

the NV-fluorescence in the most efficient way.

Figure 7.1.: The optical equipment in our experiment
A sketch of the optical equipment used for the experiments in this thesis. A
detailed description of the equipment shown in this figure can be found in section
7.2.1.
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7.2.1. AOM and optics

The optical equipment used in our experimental setup is sketched in Fig. 7.1. The laser used

in our setup (Laser Quantum Opus 53) has a wavelength of 532 nm. Typical laser powers

for readout and initialization are 380 mW, repolarizing the NV-centre spins within ∼ 5 µs.

We would achieve better sensitivities at high laser power, both due to a higher photon count

as well as a shorter repolarization, the limiting factor is the fact, that the maximum output

power is shared between different experiments. After the laser, the beam passes a λ/2-plate

(ThorLabs), which rotates the laser’s polarization, to match the acousto optic modulator

(AOM) used shortly after. Between the AOM (Gooch and Housego, model 3260-220) and the

λ/2-plate, there is one f = 400 mm lens (ThorLabs), focusing the beam onto the AOM.

The AOM itself is used for defining the laser pulses and is controlled by our arbitrary

waveform generator (AWG), discussed in section 7.4.1. It contains a piezoelectric crystal, on

which acoustic waves can be created using an applied AC-current at 250 MHz. The laser

beam diffracts on this wave-pattern leading to several diffraction maxima. If the laser beam

and its polarization are aligned correctly, up to 71 % of the incoming beam’s intensity can be

reached in one of the first maxima.155 As sketched in Fig. 7.1, the 0th maximum is stopped

via an aperture, on which one of the first maxima is centred. Using AC-pulses the AOM can

be used to create laser pulses in the order of > 0.1 µs.155 From the AWG’s controlling signal

to the AOM-response, there is a delay of ∼ 600 ns.

400 mm after the AOM there is an identical lens as the first, collimating the laser beam. A

non-polarizing beam-splitter cube (ThorLabs) splits the laser beam into two, with intensities

of 90% and 10% respectively. The lower intensity beam is reduced further using a reflective

filter (ThorLabs), until it is of the same intensity as the collected NV-fluorescence. Then it

enters a liquid light guide (Lumatec) which is connected with our photo diode (PD, PDB210A,

ThorLabs). This is for real-time laser-noise cancellation, since our PD has two direct input

channels, and one reference channel, who’s output is the difference of the two input channels.

The higher intensity beam is led through an optical beam expander (ThorLabs BE02-05-A),
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increasing the width of our Gaussian laser beam. This helps focusing the laser onto a smaller

laser-spot, since the minimum laser diameter after a focusing lens is inverse proportional to

the initial diameter. Finally the beam enters the magnet and is focused onto the diamond

using a f = 250 mm lens (ThorLabs).

7.2.2. Light collection

The laser is coupled into our trapezoid diamond via a total internal reflection geometry, seen

in Fig. 7.2 a). In our current setup, the fluorescence light leaving the diamond is collected

using a compound parabolic concentrator (CPC) designed by us and fabricated by Süd-Optik

Schirmer GmbH, which increases the numerical aperture of our system by collimating the

light from originating from our laser spot.

Figure 7.2.: Sketches of different light collection setups
The diamond is shown in blue, with a red fluorescence spot in the middle. Red
lines indicate light-rays from the point source. a): The fluorescence light escaping
a cuboid diamond. The yield of the fluorescence light collection is rather low,
since much is escaping the diamonds side, due to its high refractive index. b): A
CPC is glued directly under the diamond, the numerical aperture of the system
is greatly increased. c): A hemispherical diamond is used in conjunction with a
hollow CPC. Nearly all of the fluorescence light is collected.

There are more optimal solution for light collection, for example the hemispherical NV-

diamond in Fig. 7.2 c), but we opted for the CPC due to its ease of use.

The fluorescence light is collected by a liquid light guide, after which it is collimated again

using a condenser lens (ThorLabs). The remaining 532 nm laser light is filtered out using an

optical filter (Semrock) and it is finally focused onto one of the inputs of our PD.
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7.3. The magnet and the sample holder

Optics equipment can readily be bought, but most of the parts used surrounding our diamond

needed to be a custom design, due to some unusual constrains in the NV-NMR setup. The

most significant one being the necessity to align the magnets magnetic field with the NV-axis,

which leads to a ∼ 35.26◦ angle of the magnet and the floor of our laboratory. In this section I

will discuss the custom parts used in our setup.

7.3.1. The superconducting magnet

The superconducting magnet (Superconducting Systems INC., 3T-215-RT) is designed for

rodent MRI and has a bore size of 22 cm diameter. It is mounted on a custom stage, capable

of rotating in all directions for the alignment of the magnetic field. Since we are using

⟨100⟩-diamonds in all our experiments, the magnet needs to be mounted at an angle of about

35.26◦ with respect to the floor, as seen in Fig. 7.3 a). This is to ensure, that the magnetic

field is aligned with the NV-centre’s crystal orientation. It can produce magnetic fields up to

3 T, though all experiments in this thesis were conducted at ∼ 0.175 T. The sample holder

containing the diamond is mounted at the end of an aluminium rod, which is lowered into

the centre of the magnet’s bore. The laser is guided along this rod and through the lens

focusing the laser onto the diamond, as seen in Fig. 7.3 b). Lastly the camera and the lenses

acting as a microscope and imaging the diamond onto the camera are mounted on top of the

aluminium rod.

7.3.2. The sample holder

The sample holder is a custom design and 3D-printed using a Formalabs 3 and Formlabs

grey resin. The design can be seen in Fig. 7.4, the microfluidic chip containing the sample

as well as the diamond is placed in the middle of the holder. Below it the CPC guides the

NV-fluorescence into the liquid light guide, which is stuck into the bottom of the holder.
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Figure 7.3.: Photos of the magnet and sample-holder
a): An image of the tilted superconducting magnet used in our experiments. A
aluminium rod holding our sample-holder is entering the middle of the boar. b):
The top of the aluminium rod. In the top right corner one lens focusing the laser
onto the diamond (I) and two lenses focusing an image of the diamond onto our
camera (II) are seen. In the bottom left is our sample holder. c): A close up of our
sample holder. The gradient-PCBs are clearly visible, as well as a mirror used for
redirecting the laser onto our diamond (I) and one mirroring the image of our
diamond onto the camera (II). c): A close up of the sample holder’s centre. The
Helmholtz-pair used for driving the proton spins as well as the calibration-coil
are visible. The microfluidic chip is held tight by the MW-antenna and two strings
of tape.

Next to the microfluidic chip, there are two coils forming a Helmholtz-pair, which is

used for driving the sample spins with a homogeneous field. A third, smaller coil is placed

orthogonal to the Helmholtz-pair, which is used for calibrating the measurement setup as

described in appendix section B. The gradient coils are on the printed circuit boards (PCB)
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next to the Helmholtz-pair.

The laser is coupled into the diamond through one of the Helmholtz-coils using a mirror.

The loop used for the NV-centre control is fixed using a bulkhead SMP-connector and is in

direct contact with the microfluidic chip, asserting some pressure and keeping it in place.

Finally the mirror used for monitoring the experiment is directly above the diamond.

7.3.3. The diamond

The diamond sensors used for experiments in this thesis are of type IIa, based on electronic

grade single crystal diamonds (2.0 x 2.0 x 0.5 mm3) with a bulk nitrogen concentration of < 5

ppb (Element Six Technologies Limited). The bulk diamonds were overgrown homoepitaxially

by CVD, with nitrogen-doped diamond layers (Fraunhofer Institute for Applied Solid State

Physics). The doped layers are estimated to contain 5 ppm nitrogen impurities and were

subsequently irradiated with electrons at a flux of ∼ 5 ∗ 1017cm−2 (US Diamond Technologies).

Finally, they were high-temperature annealed in a custom oven at 1000◦ C for 2 h under

vacuum conditions, resulting in a dense NV ensemble layer. Next, the diamonds were cut so

that the top face containing the NV ensemble is in the ⟨100⟩ crystal orientation and two sides

of the diamonds were polished at a 45◦ angle resulting in a trapezoidal-shaped diamond

where the top face is 2.0 x 1.0 mm in size (MEDIDIA GmbH). The trapezoidal shape allows

us to enter the diamond in a total internal reflection geometry, see Fig. 7.4, resulting in a

higher laser power at the diamond surface, while reducing laser power within the sample

itself, mitigating laser induced sample heating.

7.3.4. The microfluidic chips

Two different designs of microfluidic chips were used, though the basic working principle

and fabrication is the same,138 they can be seen in Fig. 7.5. The microfluidic chips are

produced from fused silica by selective laser-induced etching (SLE). SLE uses ultra fast, high

energy laser pulses focused on voxels of 3D space. These pulses damage the structure of the
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fused silica enough, that subsequent wet-etching is able to selectively remove the damaged

structures, resulting in highly resolved 3D structures.156

Figure 7.4.: Renders of our sample-holder
a): The pairs of gradient coils can be seen as the green PCBs left and right of
the chip in the middle. Microfluidic-tubing and the light guide leave the sample
holder from the bottom. A microscope objective at the top stands in for the optics
in place for imaging our experiments from the top. b): A closer up render of
the central part. Two big coils forming a Helmholtz-pair are used for sample-
spin control. A third, smaller coil is used for calibration of the experiment.The
microfluidic chip, containing the diamond sits in the middle and is held in
place by the microwave antenna. c): An explosion render to visualize the most
important components. From top to bottom: A camera objective (I), standing in
for the optical access from the top, used for microscopy. The microwave-antenna
(II) for NV-control. The microfluidic chip (III) in which the diamond (IV) is glued,
the laser enters and exits the diamond in a total internal reflection geometry.
Finally the CPC (V) for fluorescence collection.
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The microfluidic chips were designed in house and manufactured by LightFab GmbH. The

diamond trapezoids were glued into the microfluidic chips using UV-curing optical adhesive

(NOA68, Norland Products). The sample is delivered through two PEEK tubes, also glued

into the microfluidic chip (SGEA1301005001-5F, VWR). To cure the glue optimally, the chip

was placed over night at 50◦ C under UV illumination (Form Cure, Formlabs Inc.). Detailed

pictures of the microfluidic setup can be seen in Fig. 7.4 and Allert et al.138

Figure 7.5.: Photos of our microfluidic chip
a), b): Two photos of the microfluidic chip used most commonly. The diamond
and the CPC are glued into the chip as well as the microfluidic tubing. c), d): Two
photos of the standard microfluidic chip and the one used under the anisotropy
experiments discussed in chapter 8 respectively. These photos were taken under
the microscope without glue.
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7.4. NV-microwave control

The microwave control of our setup contains some of the most expensive and most powerful

machines in our setup, necessary for the precise manipulation of the NV-centres’ spins. In this

section I explain in detail, which device is connected to which and in what way. A detailed

schematic of connections is seen in Fig. 7.7.

7.4.1. The arbitrary waveform generator

The heart of the experiment is the arbitrary waveform generator (AWG), precisely timing and

synchronising microwave control of both the NV-centres themselves as well as the sample

spins. In the setup described here, we use a AWG700002B by Tektronix. It has a maximum

sampling rate of 25 GSa/s and two channels with one analogue output, two marker outputs

and four flags outputs. Analogue outputs have a resolution of 8 bits between 0 and 0.75

Vpp and are used to define the individual microwave pulses as well as their relative phase.

Usually these pulses are synthesised at a frequency between 100-1000 MHz. Marker outputs

have the same resolution as the analogue outputs (maximal 25 GSa/s), but they are can only

be set to 0 or 1.25 V. We use these as high-resolution transistor-transistor-logic (TTL) signals,

controlling various devices in our experimental setup. Finally the flag outputs are also used

as TTL signals, though their resolution is much smaller than that of the marker outputs. It is

either on or off for each waveform uploaded to the AWG.

Each of our different experiments is uploaded to the AWG as two "sequences", containing

multiple "wave-forms". Here wave-forms describe an array of X samples, each sample

containing an amplitude value for the analogue output and a value for each of the marker

channels. Wave-forms can be of arbitrary length, but at least 2400 samples. Sequence means

a series of wave-forms wi, each of which is repeated ni times. Each wave-form, stored

in the sequence, also has an output-amplitude set for each of the flag outputs, as well as

parameters concerning which waveform to play next, either via a trigger command or after the

ni repetitions. Using this architecture, arbitrarily complex experiments can be programmed
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into the AWG. A sketch of this can be seen in Fig. 7.6. In our experiment the two analogue

outputs are connected to the IQ-mixer (see section 7.4.3) and the four highly resolved marker

channels are used to gate the AOM, the signal source controlling the gradient pulses for

the diffusion experiments (RIGOL LXI DG1022), the RF-drive controlling our sample spins

(RIGOL LXI DG1022) as well as the data acquisition unit (DAQ, NI USB-6821), which needs

to be timed to be synchronous with the AOM/laser pulse. The flag channels are used for

gating the RF-signal used for calibration (RIGOL LXI DG1022), as an additional gate for the

sample spin RF-drive and as a trigger for quickly switching the frequency of our NV-drive

(R&S SMB100A).

Waveform 1

Waveform 1

Waveform name Repetitions Go to Jump to Flag channels

Analogue
Marker 1
Marker 2

200 2 1 A: off B: off C: off D: off

Waveform N-1 8 N 1 A: off B: on C: off D: on

Waveform N 50 1 1 A: off B: off C: off D: on

...

...

b)

a)

Figure 7.6.: An experimental sequence on the AWG
a): An examplary waveform uploaded to one of the AWG’s channels. The ana-
logue signal is displayed in blue, the marker channels are displayed in orange and
dark blue. Inset: A zoom-in into the analogue waveform, the signal is uploaded in
discrete samples. b): An example of a sequence. Several waveforms are chained,
and each is assigned additional parameters: The number of repetitions, the next
waveform to play (Go to), which waveform to jump to on a trigger event (Jump
to) and which flag outputs to turn on during the sequence step.
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7.4.2. Signal source

The signal source used for driving the NV-centre spins is a Rhode & Schwarz SMB100A. It is

capable of producing monochromatic frequencies between 100 kHz and 40 GHz. Since we

use Overhauser DNP for increasing our signal strength, we need to quickly (∼ ms) switch

between the Overhauser driving frequency fOverh = ¯γ ∗ B0 and the NV-resonance frequency

fNV,±1 = ¯γ ∗ B0 ± DZFS. This is feasible by triggering the SMB100A using one of the AWG’s

TTL signals.

AWG

I Q
LO

RF

Signal source
DG1000 Series

Signal source
DG1000 Series

Signal source
R&S SMB100A

NI-DAQ
USB-6821

PSU
KEPCO BOP 5-20DL

1
2

3

4

I Q
LO

RF

1 NV-drive

2 RF-signal

3 Nuclear-drive

4 Gradient coils

TTL signal

RF/arb. signal

amplifier

Photo diode

AOM & Laser

IQ-mixer

Antennas:

Figure 7.7.: The microwave setup
A detailed schematic of our microwave setup, described in this section.
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7.4.3. IQ-mixing

We use an In-phase/Quadrature (IQ)-mixer for up-converting our AWG’s microwave signal

to the desired frequency. While this is not strictly necessary for lower magnetic fields, due to

the high sampling rate of our AWG being capable of directly synthesizing frequencies up to

∼10 GHz, mixing still increases the output amplitude of our AWG at low fields.

The working principle of IQ-mixers is briefly described in appendix section I, for this section

it is sufficient to state, that the three input signals I, Q (both AWG analogue outputs) and LO

(R & S output) are mixed in such a way, that the resulting RF waveform has the shape:

RF =
1
4

AI (cos((ωLO + ωAWG)t + ϕI) + cos((ωLO − ωAWG)t − ϕI))

+
1
4

AQ (cos((ωLO + ωAWG)t + ϕQ) + cos((ωLO − ωAWG)t − ϕQ)) ,
(7.9)

where AI , AQ and ϕI and ϕQ are the I and Q channels amplitudes and phases respectively.

Also assuming both I and Q channels have the same frequency ωAWG. In the frequency

domain, this corresponds to two peaks at distance 2 ωAWG centred around ωLO.

Choosing AI = AQ and ϕI = 0, ϕQ = π
2 , the above equation simplifies to:

RF =
1
2

cos((ωLO + ωAWG)t) . (7.10)

Removing the peak at ωLO − ωAWG, effectively up-converting our AWG-waveform to a

much higher frequency than possible to synthesize with the AWG’s resolution.

7.5. Sample spin control

Since we are detecting thermally polarized NMR-signals, our setup needs the necessary

equipment to coherently control the sample spins/protons. In this section I will talk about

the relevant microwave equipment and future challenges.
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7.5.1. The sending-coil

Since the detection of the NMR-signal is via our NV-diamond, we only need a sending coil to

control the sample-protons. This is done via a pair of Helmholtz-coils with radius R = 1.5 cm.

They have ten windings each and are connected to an RF amplifier (Mini-Circuit, LZY-22+).

The RF signal is generated by a RIGOL LXI DG1022, which is gated by one of the AWG’s

flag outputs. In addition, between the Rigol and the amplifier there is a RF-switch (Mini-

Circuit, RIGOL LXI DG1022) which is needed to preserve the initial phase of multi-RF-pulse

sequences.

7.5.2. π-pulses and problems with spin control

As described above, the Helmholtz-pair used as an RF-drive is not resonant at the driving

frequency of the proton spins. Previously used resonant coils had problems with drifting

resonance-frequencies and were unreliable for executing precise pulses. At the moment,

the fastest π-pulses achieved in our setup were around ∼40-80 µs which is an order of

magnitude slower than usual π-pulses in conventional NMR. Especially for novel sequences,

like the AERIS sequence, stronger RF-drives are necessary and either a stable, resonant

circuit or a stronger RF-amplifier needs to be added to the current setup. An example of a

Rabi-experiment on our sample spins and a FND in our setup can be seen in Fig. 7.8.
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Figure 7.8.: FND and proton-Rabi
a): An example of a free nuclear decay in our experiment. b): An example of a
proton Rabi experiment in our setup.

7.5.3. Gradient coils

For the PGSE-experiments described in chapter 8, gradient coils were designed in a collabora-

tion with the University Medical Center Freiburg. The coils were printed on printed circuit

boards (PCB) and mounted on the sample holder, as seen in Fig. 7.4. Designing these coils

was not straight forward for two main reasons:

1. The magnetic field is at an angle towards the PCB, necessitating unusual coil geometries.

2. Optical access was necessary for the laser beam, the fluorescence readout as well as the

monitoring camera.

A more detailed description of the design process can be found in.157, 158 The resulting coils

produced linear B0 gradients of gx ≈ 30 mT
Am , gy ≈ 31 mT

Am and gz ≈ 28 mT
Am .

The coils were connected in series with the output of a bipolar power supply (KEPCO BOP

5-20DL), which in turn was gated by a RIGOL LXI DG1022 outputting the desired control

voltage. The Rigol itself was gated by one of the AWG’s marker outputs. A measurement of
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the different gradients produced at a current of 1 A can be seen in Fig. 7.9. The measurements

were conducted using a wide field approach, measuring the Zeeman splitting of the electronic

|±1⟩ states using ESR. From this the relative magnetic fields can be calculated, using the

electrons gyromagnetic ratio.

gzgx gy

X [µm]

Y
 [

µ
m

]

Relative Bz

Figure 7.9.: The gradients produced by our gradient coils on the NV-diamond surface
The measured gradients produced by the gradient coils in the diamond surface-
plane. Only gx = 0.030 T

m lies within the diamond surface-plane, so the gradients
fitted along the gy = 0.032 T

m and gz = 0.028 T
m were measured and corrected with

1
sin(35.26◦) and 1

cos(35.26◦) , respectively.
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The effects of gradients on NMR experiments have been thought about since the very

beginning.8 The first pulsed gradient experiments in the 1960s proved to be of the utmost

value,92, 159–162 paving the way for modern technologies like the MRI-scanner. In this section I

will discuss the basics of diffusion-NMR and explain in detail the experiments conducted by

me.

8.1. The diffusion tensor

The free diffusion coefficient D of a medium is defined as:

D =
⟨x2⟩
2N t

, (8.1)

where ⟨x2⟩ is the mean squared distance a particle within this medium moves within the

time t and N is the number of dimensions, the particle is diffusing in. If the diffusion is

unrestricted, the diffusion coefficient is constant for all t. For pure water at about 25◦ C,

the diffusion constant has be measured to be Dlit,0% ≈ 2.3 × 10−9 m2/s.163–165 In the case of

restricted diffusion, e.g. due to the walls of our microfluidic channel hindering the random

motion of the water molecules, the system is described by the apparent diffusion coefficient

(ADC). The ADC is strictly smaller than D and depends on the time of free diffusion as well

as the restriction of the sample volume in each direction.92

For a free diffusion constant D0, the mean squared distance travelled per molecule is on

the order of
√

D0t. Following Kusumi et al.,166 the ADC in one dimension, e.g. between two
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parallel plates, can be calculated to be:

ADC (t) =
⟨(x0 − x(t))2⟩

2t
=

L2

6
− 16

L2

π4

∞

∑
n=1

1

(2n − 1)4 exp(−
(

π
2n − 1

L

)2

D0t) , (8.2)

where L is the maximum distance a particle can diffuse, e.g. the distance between the

two plates, and ⟨(x0 − x(t))2⟩ is the mean squared particle displacement. Modeling the

microfluidic channel as a cuboid, the ADCs in each of the three cardinal directions, between

pairs of opposing walls, can be calculated, see Fig. 8.1.

X'̂

X̂

Y'̂

Ŷ

Z'̂

Ẑ

Figure 8.1.: Coordinate transformation
Top: The Cartesian basis in which the diffusion tensor of a cuboid is diagonal.
Bottom: The basis used throughout this thesis, in which ẑ||B̂0 and in which our
gradient PCBs produce their gradients.

In this case each of the values ADCx′ , ADCy′ and ADCz′ are the eigenvalues of the diffusion

tensor and the tensor is diagonal in this basis. The gradients used in our experiment are in

a different basis, in which B0||ẑ, which is equivalent to a rotation of our coordinate system
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around x̂ by ϕ ≈ 35.26◦, with x̂ = x̂ ′, ŷ → ŷ ′ and ẑ → ẑ ′. Calculating the ADC in this basis

leads to:

ADCx̂ (t) = ADCx̂′ (t)

ADCŷ (t) = cos2(ϕ)ADCŷ′ (t) + sin2(ϕ)ADCẑ′ (t)

ADCẑ (t) = sin2(ϕ)ADCŷ′ (t) + cos2(ϕ)ADCẑ′ (t) .

(8.3)

This analytical result can be compared with a numerical simulation, where the mean

squared distance traveled of each sample volume is calculated as described in chapter 6. As

seen in Fig. 8.2, both numerical simulations and theory agree very well.

0 0.1 0.2 0.3 0.4 0.5
1

1.5

2

2.5
10-9

Figure 8.2.: The ADC as a function of the diffusion time
The diagonal values of the diffusion tensor in the coordinate system defined by
the gradient coils as a function of the diffusion time ∆.

As mentioned in chapter 6, the NV-center’s sensitivity has a strong dependence on the

sample geometry. To exclude any effects due to this effective weighing of the sample volume,

we can derive a description of the NV-center’s weighting function. Since we can simulate

each sample volume’s contribution to the detected signal, we can use the amplitude of this as
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the relative weights for the diffusion signal:

c(⃗r) =
∫ T

0
|B⃗spin|| (⃗r, t)| dt

1
C

, (8.4)

where C is a normalization factor chosen such that:

∫
c(⃗r) dVsample = 1 . (8.5)

0 0.1 0.2 0.3 0.4 0.5
-0.6

-0.4

-0.2

0

0.2

0.4

Figure 8.3.: Expected deviation from the theoretical ADC due to the NV geometry depen-
dence.
The difference between the simulated weighted diffusion coefficient and the theo-
retical value. The difference stays below 0.5 % in all directions for the first half
second.

Now we can define a position weighted diffusion coefficient according to:

Dweight,x̂i(t) =
1
2t

∫
c(⃗r) [x̂i · (⃗r0 − r⃗(t))]2 dVsample . (8.6)

The difference between the values is plotted in Fig. 8.3 for the standard microfluidic channel

used in most experiments. The difference between the analytical and weighted values is
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negligible for the duration of our diffusion experiments.

8.2. The pulsed gradient spin echo experiment

The PFG-NMR method used in the experiments in this chapter is called pulsed gradient spin

echo (PGSE).159 It is a modification of the classic Hahn-echo experiment, where before and

after the refocusing π-pulse two B0-gradient pulses inducing the same dephasing are applied

along x̂, ŷ or ẑ.

Recorded

NV - PL

CASR 

NV-readout

Gradient

Nuclear

drive

Δ
2�

g

- x

y

optical

readout

NMR-signal

Figure 8.4.: The PGSE sequence
The polarized nuclear population is rotated into the Bloch sphere’s XY-plane using
a π/2-pulse. After a waiting time τ the spin population is inverted by a π-pulse.
Before and after the π-pulse two gradient pulses are applied. Both pulses are of
equal length δ and strength g and separated by a time ∆. The NMR-signal is read
out starting right after the initial π/2-pulse using CASR. In the first row a red
experimental PGSE-data can be seen, including B0 offsets during the gradient
pulses.

The first gradient pulse leads to a relative phase-accumulation of each individual sample

spin depending on position, the latter leads to a refocusing as described in chapter 6. The

refocusing of the individual phases depends on the amout each spin has diffused along the
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applied gradient direction. The sequence can be seen in Fig. 8.4. In the original PGSE paper,

the echo amplitude was calculated to be:159

log(A(g⃗)/A0) =− γ2 D

(
2
3

τ2 g2
0 + δ2 g2 (∆ − 1

3
δ)

− δ

[
(t2

1 + t2
2) + δ (t1 + t2) +

2
3

δ2 − 2τ2
]

g⃗ · g⃗0

)
,

(8.7)

where g⃗ and g⃗0 are the pulsed and constant background gradient-amplitudes respectively.

A(g⃗) and A0 are the echo amplitudes of the PGSE-data sets with gradients g⃗ and g⃗ = 0,

respectively. δ indicates the length of the pulsed gradients and ∆ their spacing. τ is the

spacing of the π and π/2-pulses and t1 and t2 are the times before the first gradient pulse

and after the second gradient pulse but before the echo respectively.

In the case of g ≫ g0:

log(A(g⃗)/A0) = −D γ2 δ2 g2 (∆ − 1
3

δ) . (8.8)

As proof of principle experiments to test our setup we conducted measurements of the

diffusion coefficient of different concentrations (0%, 10% and 20% w/w) of polyvinylpyrroli-

done K90 (PVP) in water. The diffusion properties of PVP-water solutions has been in-

vestigated in detail167–169 and are therefore a good base for these experiments. The ADC

was measured using a varying amplitude of the gz gradient. This direction was chosen,

since the ADC should be close to the free diffusion coefficient in this direction, at least on

the time scales of our experiment. The ADC of pure water at 25◦C is found to be about

ADClit,0% ≈ 2.3 × 10−9 m2/s.163–165 Simulating the mean squared displacement using this

free diffusion coefficient in a cuboid of side length 80 x 100 x 1000 µm2, we obtain with

ADCsim,0% = 2.14 × 10−9 m2/s. This agrees well with the measured diffusion coefficient of

ADCmeas,0% = 2.27 × 10−9 m2/s, seen in Fig. 8.5.
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Figure 8.5.: Proof of principle PGSE measurements
The measured diffusion coefficient for different concentrations of PVP in water.
All Echo amplitudes have been normalized to the initial measurement, without
gradient.

The expected ADC for the concentrations of 10% and 20% w/w at T = 25◦ C can be

calculated by:167

Dapp,10% = 1.594
µm2

ms
exp

(
0.02531

1
K
(T − T0)

)
Dapp,20% = 1.197

µm2

ms
exp

(
0.02749

1
K
(T − T0)

)
,

(8.9)

where T0 = 20◦ C, resulting in ADClit, 10% = 1.81 × 10−9 m2/s and ADClit, 20% = 1.37 ×

10−9 m2/s. Simulating the expected ADC for these mixtures, we expect ADCsim, 10% =

1.69 × 10−9 m2/s and ADCsim, 20% = 1.27 × 10−9 m2/s. The measured values seen in Fig. 8.5

ADCmeas, 10% = 1.68 × 10−9 m2/s and ADCmeas, 20% = 1.13 × 10−9 m2/s, which are in good
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agreement with the theoretical predictions.

8.3. Measuring anisotropic diffusion

While most experiments in this thesis have been conducted using the straight microflu-

idic channel described in chapter 7, a separate channel was designed to conduct PGSE-

measurements probing the channel’s anisotropy. The chip can be seen in Fig. 8.7, it was

probed on three distinct locations, which were imaged in parallel using our camera. Results

of these measurements can be found in table 8.3. Especially the difference of the diffusion in

x̂-direction is clearly visible from the experimental data.

200 µm

Figure 8.6.: The laser spots measured in the microfluidic chip
Three images taken at three of the spots measured in the microfluidic channel.

The spatial resolution of this experiment was limited by the thickness of the NV-layer on the

diamond surface (∼ 50 µm) and the width of the laser spot (fitted using a two dimensional

Gaussian model to have a standard deviation of σ ≈ 14.5 µm). Photos of the typical laser

spots can be seen in Fig. 8.6. Using shallower NV-layers and focusing the laser onto even

smaller areas can easily lead to spatial resolutions on the order of ∼ 1 µm.
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Figure 8.7.: Experimental results and simulations of the diagonal elements of the ADC
a) Measurements of the diffusion coefficients at three distinct spots. The y (light
blue) and z (dark blue) directions are not in the picture plane as described in Fig.
8.1. b) The diffusion coefficient simulated in our microfluidic channel. Close to
the edges and in the small channel the diffusion coefficient is significantly smaller
than in the middle of the wider microfluidic channels.

D [10−9 m2/s] spot 1 spot 2 spot 3

Dx
simulated 2.12 ± 0.1 1.25 ± 0.1 1.78 ± 0.1
measured 2.56 ± 0.33 1.16 ± 0.18 2.11 ± 0.14

Dy
simulated 1.68 ± 0.1 1.78 ± 0.1 1.84 ± 0.1
measured 1.97 ± 0.22 2.22 ± 0.21 2.67 ± 0.34

Dz
simulated 1.73 ± 0.1 1.94 ± 0.1 2.68 ± 0.08
measured 1.96 ± 0.18 1.99 ± 0.06 2.0 ± 0.3

Table 8.1.: Averages of measured and simulated values for each of the three cardinal directions
and each of the locations investigated with their respective uncertainties.
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Quantum sensing has come a long way since the first thoughts of applying single quantum

systems as sensors for external fields. The first "of the shelf" quantum sensors are commercially

available26, 27 and more and more quantum sensing companies enter the market.170 On the

other side more and more research group enter the field of quantum sensing and especially

the field of NV-centers.171

In this thesis I have introduced the NV-center and discussed the methods of AC-sensing

using this defect in diamond. I have introduced the basics of quantum sensing and different

dynamical decoupling sequences. I discussed the different types of NV-centers and their major

achievements, such as pico-Tesla sensitivities,19, 87, 162 chemically resolved NMR-spectra19, 114

and even the detection of single spins.17, 18 After the introduction into NV-NMR, I have

discussed the simulation of NV-NMR experiments as well as of the PGSE experiments157

demonstrated in this thesis. These simulations are a useful tool for estimating the optimal

parameters for the geometry of NV-NMR experiments. I also described the unintuitive

effects gradients can have on the NV-NMR signal amplitude. This includes improving the

FND amplitude or the possibility to use new detection sequences like AERIS for ⟨100⟩-

diamonds, which would not be possible without gradients. Finally I have described the

PGSE-experiments themselves, which demonstrated the high potential of the NV-diamond

platform. I was able to conduct first proof of principle measurements, and compare them to

literature values. Then I detected the anisotropic diffusion in our microfluidic channel.

Still, to really exploit the full potential of this technology much future work is still necessary.

The major goal for micron-scale NMR-experiments is to reach even better sensitivities. This is
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necessary to be able to detect even lower concentrated samples e.g. individual metabolites

within biological tissues.139 In my opinion the major ways to achieve this are on one hand

through engineering: Better diamond materials and fluorescence light collection could greatly

benefit the NV-center’s sensitivity. Also improved magnetic field homogeneity and a better

understanding of the magnetic-susceptibility mismatches at the diamond-sample, diamond-

glass and glass-sample interfaces are of major importance. On the other hand there have been

various NMR-pulse sequences developed over the decade long NMR-research, which have

not been applied to NV-NMR, which could benefit NV-NMR by counteracting the effects of

the inhomogeneous fields.139

In addition, the experiments need to be conducted at higher magnetic fields. So far reported

experiments have not been higher than ∼ 0.2 T, increasing this to 1 T and above will not only

increase spectral resolution of the chemical shifts, but also the signal amplitude. Again this

seems to be an engineering challenge, where the high microwave frequencies necessary to

drive the NV-spins pose the major hurdle.

The true potential of the micron-scale NV-NMR setup lies within the ability to highly

parallelize the experiments in the wide-field approach especially combined with microfluidic

techniques.76 This can lead to much quicker and higher resolved magnetic resonance imaging

than with conventional methods, since all pixels can be imaged simultaneously.76 Also High

throughput-NMR is possible using the high sample control available through the microfluidic

platform.24, 138 Maybe the most important development necessary is in the ease of use. For

NV-NMR to fully reach potential, researchers from different fields like biology or chemistry

need to be able to get easy access to NV-NMR experiments as well as be able to work with

them without being an expert. For this to happen the setups need to become much more

user-friendly than they currently are.
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A. Time evolution operator, the rotating frame and the rotating wave

approximation

A.1. Time evolution operator

In the Schrödinger picture of quantum mechanics, operators in a system are constant, while

quantum-states |Ψ(t)⟩ evolve over time. The mathematical description of this usually uses

the time evolution operator Û(t1, t0):

|Ψ(t1)⟩ = Û(t1, t0) |Ψ(t0)⟩ . (10.1)

One important consequence is, that |Ψ(t1)⟩ still has to fulfil the Schrödinger-equation,

therefore:

ih̄
∂

∂t
Û(t, t0) |Ψ(t0)⟩ = Ĥ(t)Û(t, t0) |Ψ(t0)⟩ , (10.2)

which is nicely solvable if Ĥ(t0) and Ĥ(t1) commute. This is especially true, if Ĥ is time

independent. Since this is the case in the Schrödinger picture of quantum mechanics, the time

evolution operator can be written as:

Û(t1, t0) = exp
(
−1

h̄

∫ t1

t0

Ĥ(τ)dτ

)
. (10.3)

Often t0 = 0 in which case it the second parameter is often dropped in the notation: Û(t).
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A.2. The rotating frame

As mentioned before, the rotating frame is a useful tool to describe spin systems in an external

magnetic field. To change into the rotating frame, both the Hamiltonian Ĥ and the quantum

state |Ψ(t)⟩ have to be transformed accordingly.

We can define the transformed state as:

|Φ(t)⟩ = R̂ |Ψ(t)⟩ , (10.4)

where R̂ = exp
(
i ω0t

2 σ̂z
)
, since we want to change into a rotating frame at frequency ω0.

Inserting this into the Schrödinger equation:

ih̄
∂

∂t
R̂† |Φ(t)⟩ = ĤR̂† |Φ(t)⟩

ih̄
(

∂R̂†

∂t
|Φ(t)⟩+ R̂† ∂ |Φ(t)⟩

∂t

)
= ĤR̂† |Φ(t)⟩ .

(10.5)

Multiplying with R̂ from the left and reordering the terms, we end up with:

ih̄
∂

∂t
|Φ(t)⟩ =

(
R̂ĤR̂† − ih̄R̂

∂R̂†

∂t

)
|Φ(t)⟩ = Ĥrot |Φ(t)⟩ . (10.6)

A.3. The rotating wave approximation

The rotating wave approximation (RWA) is an important tool for two level systems. The idea

is to change into a rotating frame and neglect fast oscillating terms, resulting in an averaged

Hamiltonian.

Starting with a simple two level Hamiltonian Ĥ0 and a driving Hamiltonian Ĥ1 describing

a field at frequency ω1 with amplitude Ω:

Ĥ = Ĥ0 + Ĥ1 = h̄
ω0

2
σ̂z + h̄Ω cos(ω1t + θ)σ̂x , (10.7)
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we can change into the rotating frame, according to equation 10.6:

Ĥrot = h̄Ω cos(ω1t + θ)
(
cos(ω0t)σ̂x − sin(ω0t)σ̂y

)
. (10.8)

Assuming |ω1 + ω0| ≫ |Ω| we can use the RWA. As mentioned above, the idea is that

terms rotating much faster than the driving frequency will average out:

∫ 2π/Ω

0
sin(ωxτ)dτ =

sin(2π ωx
Ω )

ωx
≈ 0 , (10.9)

where x ∈ 0, 1. An example can be seen in Fig. 10.1.

Time t [a.u.] Time T [a.u.]
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Figure 10.1.: The rotating wave approximation
a): The function cos(ω0t) + cos(ω1t) (blue) and cos(ω0t) (orange) for ω1 = 30ω0.
b): The integral of the two functions as function of T = 2π

ω0
.

Applying the RWA to equation 10.8:

Ĥrot =
h̄Ω
2

 0 exp(−i(ω0 − ω1)t − iθ)

exp(i(ω0 − ω1)t + iθ) 0

 . (10.10)

If the driving field is on resonance, ω0 = ω1:
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Ĥrot =
h̄Ω
2

(cos(θ)σ̂x + sin(θ)σ̂y) , (10.11)

with a time evolution operator:

Û(t) = exp
(
−i

Ωt
2
(cos(θ)σ̂x + sin(θ)σ̂y)

)
. (10.12)

B. CASR: Calibration and variants

CASR is the main method of NMR-signal detection used in this thesis. A detailed overview

of CASR can also be found in Glenn et al.87 and Schmidt.171

B.1. CASR-basics

Heterodyne detection

The basic idea of CASR is the detection of a heterodyne beating of the signal frequency

slightly detuned to the main peak of the DD-sequence’s filter function. Looking at equation

4.10:

pcoherent(t) =
1
2

[
1 − cos

(
4¯γBmaxt cos (α)

)]
, (10.13)

where we have neglected the small detuning δ f ≪ f0. The strong dependence on the initial

phase of the signal α with respect to the first π/2-pulse is obvious.

As seen in Fig. 10.2, CASR consists of several consecutive measurements, where each

measurement is spaced an integer number N of ∆t = N/ f0 apart. This leads to an change in

the initial phase of measurement n: αn+1 = αn + ∆t δ f and in turn to a signal fluorescence

oscillating at the beating-frequency δ f .
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Figure 10.2.: Coherently averaged synchronised readout
A Sketch of the CASR sequence. The spacing of the individual DD-sequences is
a multiple of a frequency close to the target AC-frequency (blue). The relative
difference between the initial phase of the AC-frequency with respect to the start
of each individual CASR-block (green rectangles), leads to an oscillation in the
phase accumulation during each block. This in turn leads to an oscillation in
the recorded fluorescence-data. The two inlets in the bottom right illustrate the
two extreme cases: the first having a relative phase leading to minimal signal
amplitude, the second leading to maximum signal amplitude.
This figure is also shown in chapter 4.

Variations of CASR

There are a few variations of CASR, the one described above was first shown in Glenn

et al.87 A very similar protocol called quantum heterodyne detection (Qdyne) described

in Schmitt et al.110, 112, 171 The only difference to the protocol above, is the removal of the

detuning δ f . Instead the phase acquisition between each measurement step comes from a

separation ∆t = N/ f0 + δt, which leads to a phase at measurement n: αn+1 = αn + δt f0. this

scheme has the advantage of not losing sensitivity due to the small detuning away from

the DD-sequence’s filter function. Unfortunately it comes with some technical challenges

described in section B.3.

A third protocol is used for mapping the initial phase of the sensing signal onto a constant

oscillation amplitude.111 This protocol has both conditions ∆t = k/ f0 and δ f = 0. For a signal
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with time-independent relative phase α(t) = α(0) each measurement would result in the same

fluorescence amplitude. This is circumvented by oscillating the phase of the last π/2-pulse

with a frequency fphase. Effectively this switches between cosine and sine magnetometry at a

frequency fphase, leading to an oscillation of the NV-fluorescence with amplitude. This gives

the ability to detect changes in the signal phase as a function of the CASR-amplitude.

B.2. CASR-calibration

The signal detected by the CASR-protocol can be estimated as described in chapter 6. Still it

is of use to calibrate the experiment, not only to also determine its sensitivity.

To do so, the effects of an external field of constant amplitude Bext = bext sin(ωextt + ϕ) is

measured. Here bext is the fields amplitude, ωext = 2π f0 + δω is the external fields known

angular frequency and ϕ = 0 is its phase. Neglecting finite pulse width, the accumulated

phase due to the integrated magnetic field seen by the NV-centre can be calculated to be:

∆ϕNV =
2gµB

h̄
Bintegrated

=
2gµB

h̄

∫ 2N τ

0
|bext sin(ωextt)|dt

=
gµB

h̄
bext

ωext

[
sin(ωext

τ

2
)− 2 sin(ωext

τ

4
)
]

≈ 2gµB

h̄
bext

ωext
,

(10.14)

where 2τ is the π-pulse spacing in the CPMG-like DD-sequence, µB is the Bohr-magneton and

g ≈ 2 is the electron g-factor. In the last step we have neglected the detuning and assumed

ωext ≈ 1/(4τ).
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Figure 10.3.: CASR calibration
a): A calibration measurement, the first oscillations of the CASR experiment are
plotted, with varying external field amplitude bext. b): One of the anti-nodes
is chosen, indicated by the orange circles in a). The anti-nodes’ amplitudes are
plotted as a function of the applied Volt at the calibration coil. And the magnetic
field per applied Volt is calculated according to equation 10.14. c): The voltage
is set to generate a signal of bext = 10 nT, and averaged over a total time of 1
s. From this measurement the sensitivity of the experiment can be calculated,
using the standard deviation of the complex noise-floor. d): The NMR-signal
size can be calculated by the relative integrals of the NMR and the calibration
peak, which is approximated by the relative SNR for low bandwidth beaks.

The setup’s sensitivity can be calculated using the experiment described in Fig. 10.3. The

amplitude of the external field is swept, and the resulting maximum oscillation-frequency of

the CASR signal-amplitude allows for the estimation of the calibration-signals amplitude in

Tesla at the NV-ensemble position.

Averaging an external field of now known amplitude bext = 10 nT for 1 s, allows us to

calculate the sensitivity according to:

η = bext/SNR . (10.15)
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Finally the NMR-signal amplitude can be calculated by the relative amplitude of the

external signal and the NMR-signal, as seen in Fig. 10.3 c).

B.3. CASR: Technical challenges

In this section I want to outline two challenges of using CASR. The first is the problem of

increasing the NV-ensembles dephasing time. Of course this is of interest, since the total

number of π-pulses in the DD-sequence and therefor the interaction time of the NV-ensemble

and the NMR-signal can be increased. This in turn leads to higher sensitivity, as described

in chapter 2. Sadly the frequency bandwidth of the CASR spectrum is determined by

the repetition frequency of measurements. Increasing the dephasing time leads to smaller

bandwidths, which in turn makes finding the NMR frequency in the NV-NMR setup more

difficult. In addition the setup is more sensitive to low frequency (< 1 kHz) noise, for example

fluctuations in laser intensity, which means it might be more likely to be influenced by close

by noise-frequencies in the frequency domain.

Overall the increase of the coherence time is still highly desirable!

A second minor issue is the problem of the AWGs granularity. Every AWG has a finite

resolution, which in turn limits the number of frequencies f0 at which the total measurement

separation can be an integer multiple of 1/ f0 as well as the number of frequencies that can be

represented by the separation τ = 1
4 f0

. For this reason it is difficult to implement the Qdyne

protocol for NMR frequencies, since the exact frequencies f0 = 1
4τ that can be represented by

the AWG seldom match the NMR-frequency.

C. Mathematical description of NMR

The goal of this chapter is to give a brief overview of NMR using a semi-classical description.

I will follow the relevant chapters in Callaghan92 and also Keeler,94 so refer to their respective

derivations for further information.
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C.1. Semi-classical description of Lamor-precession

Limiting ourselves to the case of spin- 1
2 nuclei, we can describe the ensemble of sample spins

using the ensemble magnetization M⃗. This is possible since all spins will either be parallel

or anti-parallel to B⃗0. The angular momentum of the ensemble magnetization is M⃗/γ. The

torque of the system is defined as:

L⃗ =
dM⃗
dt

= γM⃗ × B⃗0 . (10.16)

This leads to the Lamor-precession frequency of the system:

ω0 =
∆ϕ

∆t
= h̄

µB0 sin(θ)∆t
L sin(θ)δt

= h̄γB0 . (10.17)

Here µ denotes the spins magnetic moment and θ the angle of nutation from the z-axis

defined by B̂0. With this, we can move into the rotating frame and use a transverse driving

field B1 for spin manipulation as described in section 2.4.1.

C.2. Pure states, mixed states and the density matrix

The quantum-mechanical description of NMR builds on the concept of the density matrix ρ =

∑Ψ pΨ |Ψ⟩ ⟨Ψ|, where pΨ is the probability of the ensemble-state Ψ. This can be represented

as a matrix with entries ⟨m| ρ |m′⟩ = ama∗m′ , where m, m′ ∈ 0, 1 for a two-level system.

This leads to a number of important properties:

1. The diagonal elements ⟨m| ρ |m⟩ represent measurement probabilities and need to be

real numbers with ∑m ⟨m| ρ |m⟩ = Tr(ρ) = 1.

2. ρ is Hermetian, so ρ = ρ†

3. If the system is in a known quantum state, e.g. after initialization, then pΨ = 1 for one

given Ψ. This is called a pure state with the additional property Tr(ρ2) = Tr(ρ) = 1.

If the density matrix of a system is not in a pure state, this means some information about
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the system has been lost, e.g. through relaxation or dephasing. In the Bloch-picture pure

states are on the surface of the Bloch-sphere. If the system is not in a pure state, the state is

called "mixed".

It is worth mentioning, that the probabilities pΨ are not necessarily the same as the quantum-

mechanical probabilities depending on a superposition state, but in general is a probability

arising from the number of microstates of the system, akin to the discussion of polarization

in chapter 4!

C.3. Quantum mechanical view of nutation

Looking at a spin- 1
2 -ensemble in a magnetic field B⃗0, we can describe the initial state as:

ρ(0) =

p0 0

0 p1

 , (10.18)

since only the excess spin polarization contributes to the signal, we write:

ρ(0) =
1
2

1 0

0 1

+
1
2

(p0 − p1) 0

0 −(p0 − p1)

 . (10.19)

If we now apply a π/2-pulse th the system:

ρ(π/2) = Ûpulse(tpulse) ρ(0) Ûpulse(tpulse)
−1

=

√
2
−1

i
√

2
−1

i
√

2
−1 √

2
−1


(p0 − p1) 0

0 −(p0 − p1)


 √

2
−1 −i

√
2
−1

−i
√

2
−1 √

2
−1


=

1
2

 1 −i (p0 − p1)

i (p0 − p1) 1

 .

(10.20)

This means the population |0⟩ has been mapped to a state |Ψ⟩ =
√

2
−1 |1⟩+ i

√
2
−1 |0⟩ and

the population formerly in |1⟩ has been mapped to a state |Ψ⟩ = i
√

2
−1 |1⟩+

√
2
−1 |0⟩. The
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Lamor-precession follows from the energy difference of the two levels of the superposition

state, as described in section 2.1.

D. Overhauser polarization

Overhauser dynamic nuclear polarization (ODNP) is th e first way DNP has been shown.96

The general idea of the method is to transfer the thermal polarization of spins with a

high gyromagnetic ratio, mostly electron spins ¯γe = 28.025 GHz/T, to spins with a lower

gyromagnetic ratio, for example proton spins ¯γp = 42.577 MHz/T. This is useful, since the

gyromagnetic ratio determines the magnitude of the Zeeman-shift ∆EαγB0 and the thermal

polarization of a spin ensemble follows from the Boltzmann-distribution, as described in

chapter 4. In our experiments we use a ∼ 10 mM solution of Tetramethylpiperidinyloxyl

(TEMPO) in water, where TEMPO contains a stable radical.

The free radicals diffuse within the sample and interact with the proton nuclear-spins, in

an external magnetic field B0:

H0 = ωe Sz + ωp Iz + A Sz Iz + B Sz Ix , (10.21)

where ωe and ωp are the electron and proton Lamor-frequencies, Î and Ŝ are the nuclear and

electron spin operators in the Zeeman-basis and A and B secular and pseudo-secular parts of

the hyperfine-interaction. During the DNP-step, a strong driving field is applied at frequency

ωe with amplitude Ω, leading to a rotating frame Hamiltonian:

Hrot = ωp Iz + A Sz Iz + B Sz Ix + Ω Sx . (10.22)

So the driving frequency continuously transfers electron polarization between |0⟩ and |1⟩

state, which will lead to polarization transfer through single quantum transitions due to

mixing arising from the B-term.

In a different approach, we can look at the relative population of each hyperfine level and
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the magnetization of the electron ensemble MS
z and proton ensemble MI

z:19

MI
zα(p↓↑ + p↑↑ − p↓↓ − p↑↓)

MS
z α(p↓↑ + p↓↓ − p↑↑ − p↑↓) .

(10.23)

Here pe,n refers to the population with spin projection of electron e and nuclear spin n

respectively.

w0

w2

w1
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w1
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Figure 10.4.: Overhauser polarization
Sketch of a coupled electron-proton systems population before (a)) and after (b))
ODNP. Electron-spins are displayed as black and nuclear spins are displayed as
blue arrows.

The change in nuclear and electron magnetization therefore depends on the change of the

p↓↓ and p↑↑ respectively. it can be shown19, 172 that:

dMI
z

dt
= −(w0 + 2wI

1 + w2 + w0)[MI
z(t)− MI

z(∞)]− (w2 − w0)[MS
z (t)− MS

z (∞)] , (10.24)

where w0, wI
1 and w2 denote the transition probabilities shown in Fig. 10.4, M(∞) is the

equilibrium magnetization and w0 is a variable referring to all other relaxation and dephasing

processes. After a long enough radiation to reach steady state conditions, typically on the

order of tst ∼ 0.1 s, the change in proton magnetization can be written as:

MI
z(tst)− MI

z(∞) = − w2 − w0

w0 + 2wI
1 + w2 + w0

[MS
z (t)− MS

z (∞)] . (10.25)
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The actual enhancement in strongly dependent on the sample species as well as the

magnetic field operated at, since this derivation assumes a simple electron-nucleus system

and neglects any other spins.

E. Geometry dependence of nano-scale NV-NMR

Since nano-scale NMR measures the root-mean-squared (RMS) field of the statistical polarized

sample, there is no dependence on the sample-spin orientation due to the averaging.89–91, 95, 173

x [dNV]
y [dNV]

z 
[d

N
V
]

NV-center

G
rm

s, || at N
V
-cen

ter

B0

Figure 10.5.: The sensitivity map for a statistical polarized sample
Analytical results of the geometry dependence of a single NV-centre in a ⟨100⟩-
cut diamond, measuring statistical polarization. The sample is only shown in
half of the sample-filled space, for better visibility.

Similar to the micro-scale case, the number of sample spins increases with r3 for each

hemisphere of distance r from the NV-centre, while the dipolar field of each individual spin

drops as 1
r3 , leading to a net constant contribution of each shell. The overall dependence thus
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only originates from two different parameters: 1) The increase in sample spins per distance r

means the statistical polarization of each of these shells is going to be progressively smaller.

2) The first dot product in the dipolar field equation (see equation 4.1) r⃗ · B̂0 will lead to a

varying contribution depending on the diamond cut.

The effects of this is illustrated in Fig. 10.5 Overall signal contribution of a spin at position

r⃗ can be written as:90

⟨B2⟩ ≈ 1
VS

∫
dV f (⃗r)2 ⟨m2

z⟩+ (g(⃗r) sin(γ))2 ⟨m2
⊥⟩ , (10.26)

where ⟨X⟩ denotes an average over the variable X, mz and m⊥ are the parallel and orthogonal

components of the sample-magnetization with respect to B0 and γ is the angle between the

diamond surface-normal and B̂0. The functions f (⃗r) and g(⃗r) are defined as:

f (⃗r) =
3 cos2(γ)− 1

r3

g(⃗r) =
3 cos(γ)

r3 .
(10.27)

F. Diamond-growth: CVD and HPHT

The two prevalent methods of synthetic diamond creation are CVD and HPHT. Both function

fundamentally different and result in very different end-products.

F.1. High pressure high temperature

The HPHT method uses high pressure (> 5 GPa) and high temperatures (≈ 1250◦C) to mimic

the natural diamond formation.43 Hereby graphite is dissolved with a seed-diamond and

a metal catalyst, which increases the diamond growth rate and control over the growth

process.174 Nitrogen easily mixes into the dissolved carbon and is one of the most prevalent

impurities in HPHT-grown diamonds,43, 49, 174, 175 which typically are of type I. This poses a

problem for NV-NMR, due to a strong fluorescence from the bulk diamond compared to the

comparatively shallow sensing-layer.
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F.2. Plasma enhanced chemical vapour deposition

CVD grown diamonds have some major advantages compared to HPHT-grown diamonds.

While more costly and slower to produce, the control over the growth process is much

higher, allowing for isotopically enriched and basically defect free diamonds to be grown.43, 49

Typically a diamond-seed is exposed to methane-hydrogen-plasma, leading to homoepitaxial

growth of the diamond. Hereby radicalised carbon atoms bond to the diamond surface,

though the growth rate of CVD grown diamonds can vary drastically, depending on the

diamond orientation.43

For mico-scale NV-diamonds, nitrogen is incorporated into the plasma, which leads to the

growth of nitrogen-enriched diamond layers.

Compared to the HPHT-approach, CVD diamonds are typically of type IIa, which makes

them favourable for NV-NMR experiments.

G. NV0-centres and substitutional nitrogen

In all NV-ensembles, first nitrogen and vacancies are introduced to the diamond afterwards

there is an additional annealing step, to convert the substitutional N-atoms (p-centres) into

NV-centres. Increasing the conversion rate from p-centres to NV-centres is highly desirable,

since p-centres are one of the main causes of magnetic noise in the diamond, reducing the

dephasing time of the NV-centres and therefore the NV-NMR setups sensitivity.

The second most prevalent undesired nitrogen-defect is the uncharged NV0 centre. Due to

various optical and non optical conversion methods between NV0 and NV−, it is impossible to

get completely rid of them in the diamond sample,43, 45, 58 though these conversion processes

can be understood and minimized. The extent of the NV0-centres effect on NV-centre dephas-

ing time is not completely understood, though too high concentrations will be detrimental.

One of the major problems is, that the NV0-centre is optically active at similar, though slightly

lower wavelengths than the NV-centre. The NV0-fluorescence can be filtered out partially

using optical bandpass-filters.
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H. Magnetic field dependence of the NV-fluorescence

The magnetic field dependence of an NV-centre can be seen in Fig. 10.6. initially, there

is a sharp drop in NV-fluorescence, which originates from spin mixing of the non-aligned

NV-centres, who’s ZFS-splitting is no longer the dominant term for the spin-quantization

axis.58, 176, 177 The remaining sharp features correspond to several hyperfine transitions. The

first feature at about 51.2 mT is attributed to an excited state level anti-crossing (ESLAC),

which corresponds to an anti-crossing of the NV-centre’s excited ms = −1 and ms = 0

state.58, 177 Next the feature at 59.0 mT is attributed to cross relaxation between the aligned an

non-aligned NV-centres in the diamond. The last sharp feature is at 102.4 mT is the ground

state level anti-crossing (GSLAC). It originates due to an anti crossing of the NV-centre’s

ground ms = −1 and ms = 0 state.58, 177

Figure 10.6.: Normalized NV-fluorescence as a function of magnetic field
Taken from reference177 with permission of the American Physical Society.

I. Theory of IQ-mixers

As described in chapter 7, we mostly use our IQ-mixers for the up-conversion process. For

this we connect the two AWG outputs to the mixer’s I and Q channel:

I = AI sin(ωI t + ϕI)

Q = AQ sin(ωQ t + ϕQ) ,
(10.28)
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where Ax and ωx are the amplitude and angular frequency of the I and Q channel.

RF In
LO

RF

RF

I

In
LO

Q

LO
50 Ω 

90° phase
shifter

combiner

Figure 10.7.: Schematic of an IQ-mixer
I, Q and LO inputs are mixed as described in this section, resulting in the RF-
output.

For our applications AI = AQ ≡ A, ωI = ωQ ≡ ω and ϕ ≡ ϕI = ϕQ − π/2:

I = A sin(ω t + ϕ)

Q = A cos(ω t + ϕ) .
(10.29)

The local oscillator (LO) input is connected to the signal source with amplitude ALO,

angular frequency ωLO and phase ϕLO = 0 set to 0 with out loss of generality. In the first

step, the LO frequency enters an phase-splitter, so both I and Q channel mix with the LO

frequency at a 90◦ offset. After the two mixers shown in Fig. 10.7, the resulting wave forms

can be described as:

Iintermediate = ALO A sin(ω t + ϕ) sin(ωLO t)

= ALO A
1
2
(cos((ωLO − ω) t − ϕ)− cos((ωLO + ω) t + ϕ))

Qintermediate = ALO A cos(ω t + ϕ) cos(ωLO t)

= ALO A
1
2
(cos((ωLO − ω) t − ϕ) + cos((ωLO + ω) t + ϕ)) .

(10.30)

This corresponds to two frequency peaks around ωLO separated by 2ω. Though the relative
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phases of the peaks in the I and Q intermediate steps is different. This is obviously inefficient,

since the power put into the splitter ends up on multiple frequencies instead of one. In the

last step the two waveforms are combined. The resulting waveform at the radio frequency

(RF) output can be described as:

RF = Iintermediate + Qintermediate

= ALO A cos((ωLO − ω) t − ϕ) .
(10.31)

Removing the upper side-band from equation 10.30, leaving a single peak in the frequency

space. Depending on the relative phase of I and Q channel the upper and or lower side-band

can be removed. An even more detailed description of IQ mixers, mixers and how to work

with them can be found in reference.178
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