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Abstract

Electrode degradation currently limits the wide-spread commercial adoption of highly efficient

solid oxide cell based energy storage systems. While the phenomenon has been reported

and studied excessively, the structure of the active site of the relevant oxygen evolution re-

action located at the triple phase boundary in electrolysis mode is elusive. This prevents

the detailed analysis the actual degradation mechanism, which is crucial for the systematic

development of mitigation and prevention strategies.

In this work, the fundamental structure of the triple phase boundary and its underlying com-

plexion at the solid/solid interface are uncovered by physics based simulations. The simula-

tions uncover a new deactivation pathway by cation segregation trough the complexion. The

findings are supported by experimental data, whose analysis is aided by a newly developed,

robust workflow to detect minute concentrational changes of electron microscope images. To

enable the access to the active sites’ electronic structure, three neural network based genera-

tive models for inverse material design are assessed and adequate metrics for model training

and comparison developed.
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Zusammenfassung

Die kommerzielle Verwendung von Festoxidzellen als hoch effektive Energiespeicher wird ak-

tuell durch die schnelle Zersetzung der Luftelektrode limitiert. Trotz ausgiebiger Beobachtung

und Beschreibung dieses Phänomens ist die relevante Struktur des aktiven Zentrums der

Sauerstoffbildungsreaktion an der Dreiphasengrenze im Elektrolysebetrieb ungeklärt. Dies

verhindert eine genaue Analyse des Zersetzungsmechanismus, welcher notwendig ist für die

systematische Entwicklung einer Strategie zur Vermeidung dieser Deaktivierung.

Die fundamentale Struktur der Dreiphasengrenze sowie der ihr zugrundeliegenden Komplex-

ion der Festkörpergrenzfläche werden in dieser Arbeit mit physikalischen Modellen simuliert.

Es ergibt sich ein neuer Reaktionspfad für die Deaktivierung durch Kationensegregation

durch die Komplexion. Diese Ergebnisse werden gestützt durch experimentelle Messungen,

für deren Auswertung eine neue, robuste Methode entwickelt wird. Diese ermöglicht die Auf-

lösung kleinster Konzentrationsunterschiede in den Elektronenmikroskopiebildern. Desweit-

eren werden, um Zugriff auf die Elektronenstruktur des aktiven Zentrum zu erhalten, drei

generative Modelle basierend auf künstlichen neuronalen Netzen für inverses Materialdesign

verglichen und eine passende Metrik für deren Training und Vergleich entwickelt.
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1. Introduction

The change of the world’s climate induces high investments in renewable energy technolo-

gies as carbon free, alternative energy sources[1–3]. While from an environmental perspective

the usage of such sustainable energy production is highly desirable, many renewable energy

sources such as wind, solar or wave power plants have an intermittent energy production

which is dependent on the environment. The resulting variability and limited predictability ren-

ders their energy production times hardly flexible, requiring dynamic energy consumption[4]

and a balancing system for efficient mid-term energy storage, which is able to store excess

energy in times of overproduction and feed back in times of energy deficiency[1,5]. At the

moment, this balance between supply and demand is mostly provided by the combustion of

conventional fuels or usage of nuclear power[6]. However, with increasing usage of renewable

energy technologies a way for environmentally friendly energy storage is required.

Hydrogen made from electrolysis of water is a promising solution, as it can provide mid- and

long-term chemical storage capacity[5,7]. Stored energy in the form of such produced green

hydrogen can flexibly be converted back to electric energy in fuel cells in times of demand.

This does not only offer the desperately needed solution for power grid stabilization, but can

also help to increase the market value and investment in renewable energy sources[8], thus

catalyzing the transition towards more sustainable energy sources. Furthermore, hydrogen

can serve as direct alternative to conventional fuels because of its high energy contents, zero

greenhouse gas emissions, and low environmental impacts[9]. Its wide-spread adoption offers

the evolution towards a more hydrogen based economy[7,10,11], as is illustrated in Figure 1.

Figure 1 Scheme of a hydrogen based stabilization of the electrical grid.

Solid oxide cells (SOCs) are a promising candidate for reversible conversion of electrical

power to hydrogen[12–15]. Their potential is based on the use of affordable raw materials[15],

while showing low sensitivity to impurities in the fuel, good scalability, potential for dynamic

1



operation and high conversion efficiency[16,17]. In fact, their commonly high operating temper-

atures result in such favorable thermodynamics and reaction kinetics, that the cells yield an

unrivaled efficiency for energy conversion[15,18].

However, their wide-spread adoption is still limited by the short lifetime of these electrochem-

ical cells. Problematic is the fast degradation of the air electrode under electrolysis mode.

Even though a plethora of deactivation mechanisms[19] and their mitigation[20] has been pro-

posed, the performance of an operated cell continues to decrease faster than desired. This

renders the use of SOCs still uneconomical. Understanding of processes on the atomistic

level is necessary for successful identification and suppression of the problem[20–22].

In this work, the close collaboration of theoretical studies, employing density functional the-

ory (DFT), molecular dynamics (MD) and Monte Carlo (MC) simulations, and high-resolution

scanning transmission electron microscopy (HR-STEM) based experiments, including elec-

tron energy loss spectroscopy (EELS) and energy-dispersive X-ray spectroscopy (EDX),

tackles the demystification of the air electrode’s active region. For the first time, the fun-

damental structure of the interface between the common electrolyte yttria stabilized zirco-

nia (YSZ, (Y2O3)0.08(ZrO2)0.92) and the air electrode material lanthanum strontium mangan-

ite (LSM, (La0.8Sr0.2)0.95MnO3–δ) is elucidated at an atomistic level[23,24]. The discovered

complexion[25,26] at the solid/solid interface reveals distinctly different properties from the sur-

rounding bulk phases and opens a new design space to tune cell performance via interfacial

engineering.

A subsequent investigation of a thermally aged electrode indicates the temporal stability and

evolution of the complexion. For this, the limits of the spatial resolution of EDX are pushed to

the sub-nano level, by detection of differences in mean concentrations with statistical Welch

t-tests. Together with MD simulations along and across the complexion, a new cation seg-

regation pathway within the cell is unveiled, which can explain several previous observations

that accompany cell deactivation.

In order to make the complexion region accessible for electronic structure calculations, the

performance of generative models is explored and compared in a comprehensive study of El-

pasolite crystals. The findings do not only open the field of generating structure ensembles of

small, periodic cells suitable for DFT calculations from larger simulation cells, but furthermore

will enable inverse design of the complexion region in the future.

Before the major findings of the published papers are summarized, an overview of the theo-

retical concepts and employed methods is given.
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2. Solid Oxide Cells

Solid oxide cells (SOCs) are among the most efficient technologies for reversible conversion

of electrical power to fuel, commonly hydrogen, methane, syngas, or synthetic fuels[13–15,20,27].

The cells can be operated in two modes. In fuel cell (FC) mode, electrical energy is gener-

ated by oxidizing a fuel in two controlled half-reactions that are spatially separated on different

electrodes. In electrolysis cell (EC) mode, fuel is generated from electrical power by apply-

ing an electric potential between the electrodes, which reduces the gas (commonly steam or

steam/gas mixtures) fed into the cell.

Figure 2 Scheme of the atomic transports and reactions in a planar solid oxide cell. Particle flow pathways and electrode
classifications in fuel cell mode are given in red, for electrolysis mode in blue. Typical materials for the cell components are
given on the left. Adapted from [23].

A schematic overview of a typical hydrogen SOC is shown in Figure 2. The gas-tight elec-

trolyte is sandwiched between the two porous electrodes, which are connected to the gas

channels that transport and supply reactants. For the two operation modes of the cell, fuel

cell and electrolysis, particle flow and reaction directions are indicated with arrows of different

colors. In fuel cell mode (red), electric energy is generated from fuel, here hydrogen, and

oxygen. In this mode, a hydrogen oxidation reaction (HOR) takes place at the fuel electrode

(anode), and an oxygen reduction reaction (ORR) at the air electrode (cathode).

In a solid oxide electrolysis cell (blue), water is split into its elemental components under an

applied potential. Here, the reactions and ionic transport are taking place in opposite direction

from the fuel cell mode, changing also the role of the respective electrodes. The hydrogen

electrode takes the role of the cathode, hosting the reduction of protons to molecular hydro-

gen in the hydrogen evolution reaction (HER). At the air electrode, oxygen ions are oxidized

in the oxygen evolution reaction (OER), thus making it the anode.

SOCs exist for intermediate (773–1073 K) and high temperature (1073-1273 K) operation[28].

Economically, especially high temperature solid oxide cells (HT-SOCs) are attractive as they

reach energy conversion efficiencies of up to 65–85% in FC mode[18,20,29,30], and even better

efficiency in EC mode as the electric energy to be stored can partially be compensated by
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low-cost thermal energy[20]. The reason for this are benefits from favorable thermodynamics

and reaction kinetics at elevated temperature[15], which result in lower overpotentials and

thus a lower loss of power during conversion[31]. This is explained further in the following

section.

2.1. Overpotentials

In an electrochemical cell, a reaction is spatially separated into two half-reactions, each at

its own electrode. Differences in electrochemical potential between each of the two charge

separating half-reactions thereby determines the obtainable electric potential from the en-

tire reaction. The maximum electrical potential that can be generated in an electrochemical

reaction is limited by the laws of thermodynamics[27], and defined by the magnitude of the

difference of the electrochemical potential between the electrodes.

The electrochemical potential of an electrode is a reaction intrinsic property originating from

the occurring charge separation. Standardized measurement and comparison of many elec-

trochemical half-reactions against the standard hydrogen electrode enable easy access to the

electrochemical potential between two electrodes via the electrochemical series. The poten-

tial difference obtained from this series yields the ideal thermodynamic potential E◦ between

two electrodes based on their respective reactions under ideal conditions, i.e. without dilution

effects or transport and kinetic limitations.

However, in reality, these cell limitations cause potential losses that lower the obtained usable

potential. Any such variance of the cell potential from the thermodynamically feasible potential

is called overpotential. Main causes for overpotentials in solid oxide cells are[27,32]

• activation losses, arising from the slow kinetics of the charge transfer reactions at

the electrodes,

• diffusion losses, evoked by mass transport limitations of the reactants to the elec-

trode active sites and

• ohmic losses, generated by the cell internal resistance due to its individual compo-

nents and their contacts.

Hence, during cell operation, the cell voltage V obtained (FC mode) or needed (electrolysis

mode) to drive the reaction is

V = E◦ − iR− ηA − ηF , (2.1)

with the current i passing through the cell, the internal electric resistance R of the cell (re-

sulting in ohmic loss) and the voltage losses ηA and ηF of air and fuel electrode. The voltage

losses at the electrodes include the diffusion and activation losses, i.g. gas diffusion, ionic

migration, gas/solid interactions, polarization, and kinetic losses[28]. As overpotentials cause

the formation of heat instead of electric power and thus cause the loss of electric energy to

less valuable thermal heat, it is desirable to minimize them as much as possible.
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One mitigation possibility for overpotentials is based on careful cell design. This includes,

besides the selection of materials with optimal properties for the desired task, cell engineering

that reduces mass transport ways, e.g. optimized gas flow and thin electrolytes. Appropriate

design choices can greatly reduce ohmic and diffusion losses[33].

Cell performance can further be optimized by the reduction of the activation loss. This loss

is caused by the kinetics induced slowness of the reactions at the electrode surface in the

presence of reacting species. Specifically, it arises from the charge transfer between the

electrode and the electrolyte interfaces[32].

The influence of the activation overpotential ηact on the obtained electric current density j is

described by the Butler–Volmer equation[32]

j = j0

(
eα

nFηact
RT︸ ︷︷ ︸
j1

− e−(1−α)nFηact
RT︸ ︷︷ ︸

j2

)
. (2.2)

Besides the activation overpotential ηact, the current density j is dependent on the exchange

current density j0, temperature T and the number of electrons n involved in the reaction[27].

F is the Faraday constant. The transfer coefficient α relates to the symmetry of the activation

barrier.

From the Butler-Volmer equation it can be seen, that the obtained current density can be

separated into two partial current densities, belonging to the forward (j1) and reverse (j2)

reaction. The individual contributions of the two terms to the Butler-Volmer equation is illus-

trated in Figure 3a. It shows that a higher overpotential requires a higher current density,

which directly translates to a higher loss of electric energy.

Figure 3 a) Contributions to the Butler-Volmer equation and resulting kinetics and b) the dependence of the current density j
on temperature.

Figure 3b shows the influence of temperature on the relation between current density and

activation overpotential. At higher temperature, a lower overpotential is required in order to

drive the cell with the same current as a cell at decreased temperature. Reason for this is

the higher probability to overcome the activation barrier of a system with higher temperature

and thus thermal energy, which results in faster kinetics. Hence, the operation of SOCs at

elevated temperatures increases the reaction rates at the electrodes and thus reduces the
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overpotential required to obtain a certain current density[13]. Overall, this leads to a decrease

of irreversible losses associated with ohmic resistance and activation overpotential[33,34]. The

resulting higher conversion efficiency and lower loss of electrical power makes high temper-

ature operation of SOCs desirable.

2.2. State-of-the-art Cell Components

High stability at high temperature and applied potentials is an essential requirement for all cell

components. Additionally, depending on the specific task of the cell component, the materials

have to fulfill further properties, e.g. necessary particle conductivity and catalytic activity for

the respective reaction. The requirements of the individual cell components and an overview

of the state-of-the-art materials is given in the following.

2.2.1. Electrolyte

The essential role of the electrolyte in a solid oxide cell is to spatially separate the two half-

reactions occurring on the electrodes. At the same time, it provides a connection between

the two half-reactions, by conducting the produced oxygen ions from the active site of one

electrode to the other electrode’s, where it is the educt for the other half-reaction. A high ion

conductivity between the electrodes is desired, as it results in a lower ohmic overpotential for

ion transport through this cell component. Thus, this property is crucial for cell performance.

In general, this ohmic loss is lowered by making the electrolyte layer as thin as possible while

still preventing short circuiting[12].

Besides the functional necessity of ion conduction, materials for the electrolyte have to fulfill

three other requirements. Next to being dense and gas-tight, so that no gases can diffuse

between the different electrode gas channels, a low electronic conductivity is required to

suppress short circuiting. Furthermore, long term chemical stability at the cell operating

temperature is desirable, as well as at the highly oxidizing and reducing conditions, which the

electrolyte is exposed to on the sides of the electrodes[12,28].

State-of-the-art for the electrolyte is yttria stabilized zirconia (YSZ), which is the only known

material that sufficiently balances these electrical, thermal, and mechanical requirements at

elevated temperatures[20]. This material has different properties and applications depending

on the amount of yttria doping. With 4 mol. % yttria doping (4YSZ, or often also confusingly

denoted 8% YO1.5), it is an excellent thermal insulator used for thermal barrier coatings for

aircraft engines and land-based gas turbines[35,36]. Around 8 mol. % doping of yttria (8YSZ),

the oxygen ion conductivity of the material peaks[37–40], making it the optimal amount of dop-

ing for the SOC electrolyte application. Despite its comparably low oxygen ion conductivity in

comparison to other materials, its availability, low electronic conductivity and stability under

SOC reaction conditions makes it undisputably the electrolyte of choice for HT-SOCs[12].
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2.2.2. Fuel Electrode

Necessary requirements for the fuel electrode are high porosity to allow sufficient gas diffu-

sion, a similar thermal expansion coefficient as the electrolyte for mechanical stability under

dynamic operation and high stability at the cell operation temperature and the required ap-

plied potentials.

Good catalytic properties can be found in most noble metals, of which Ni offers a relatively

cheap option with high catalytic activity[12]. Initial problems with this fuel electrode mate-

rial, e.g. the higher thermal expansion coefficient and a coarsening of the microstructure

due to metal aggregation through grain growth, have been mitigated by sintering a Ni-YSZ

composite[12,28]. This advance made it the most common material for fuel electrodes[41,42].

2.2.3. Air Electrode

The air electrode is currently the Achilles’ heel of SOCs, as it gradually deactivates during cell

operation in electrolysis mode. A wide variety of electrode materials have been proposed[43],

however, each having their own drawbacks and degradation problems. As for the fuel elec-

trode, the requirements for the air electrode are a porous material with matching thermal

expansion coefficient to the electrolyte and stability at cell operation conditions.

These properties are present in many different types of doped and double perovskite oxides[43].

Proposed materials include (among others) manganites, ferrites, cobaltites, cuprites, titanite,

molybdenites and their mixtures, e.g. La1−xSrxMnO3−δ (LSM)[20,44], La1−xSrxCo1−yFeyO3−δ

(LSCF)[12,45],SrTi1−xFexO3−δ (STF)[46,47], SrFe1−yMoyO3−δ (SFM)[48], PrBa0.8Ca0.2Co2O5−δ

(PBCC)[49], La1−xSrxGayNi1−yO3−δ (LSGN)[50], and La1−xSrxCu1−yFeyO3−δ (LSCuF)[51].

However, the compliance of the requirements and catalytic activity vary depending on doping

concentrations and cell operating conditions. Furthermore, some of these perovskites react

with the electrolyte material YSZ, requiring a protective coating between the electrode and

the electrolyte[20].

For high temperature applications, YSZ/LSM ceramic/metal (cermet) composite is the state-

of-the-art material, as it features high electronic conductivity and similar thermal expansion

coefficient as YSZ and does not require a protective coating[19,52–54].

2.3. Lifetime Limitations

High temperature operation of SOCs is preferable, as it yields very high energy conversion

efficiency, due to the low overpotential losses evoked. However, at high temperature, cell

deactivation over time due to material degradation becomes a severe problem[13,20,55], dras-

tically limiting the lifetime and thus economic viability of the cells.

It has been estimated, that in order to sufficiently compensate material and fabrication cost,

the operation time of a solid oxide cell stack should be at least five to eight years[56,57]. This

translates to a cell stack lifetime of at least 40,000 h, corresponding to a cell degradation rate
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lower than 0.5% per 1000 h of operation. While SOFC are already quite close to this goal

with a degradation rate of 0.5-0.6% per 1000 h[44,58], operation in electrolysis mode is vastly

limited. High temperature SOECs have a lifetime of the cells to about 2,000-5,000 h[28,59],

translating to about 2% performance loss per 1000 h at best.

Cell lifetime has been shown to increase, when the cell operation alternates between the

two modes[19,60–62]. However, even then electrode delamination was observed, and degra-

dation in electrolysis mode is generally recognized to be irreversible[14]. In order to prevent

this deactivation and thus extend the lifespan of the cells, an understanding of the funda-

mental reactions and the atomic structures in a SOC, its components and active sites is

necessary[20].

For SOECs, cell deactivation has been reported to be caused by degradation of the fuel

electrode (cathode)[21,53,56,59,63,64], mainly caused by nickel agglomeration and poisoning,

and the electrolyte[56,59], due to side reactions and restructuring.

Figure 4 Scheme of the triple phase boundary located at the interface of electrolyte, anode and gas phase in SOECs. The
particle flow in the respective phases is illustrated for the OER. Its atomic structure was obtained from simulation.

However, the undisputed main reason for the severe lifetime restrictions of SOECs is the

degradation of the air electrode (anode). The active site of this electrode is at the triple phase

boundary (TPB), where electrolyte, electrode and gas phase meet. Figure 4 illustrates the

position of the TPB and the reactant flow during the OER. On the right, an atomistic view of

the TPB and the classification of the regions obtained from simulations during this work is

given.

In general, it is known that SOCs feature higher losses under anodic polarization compared

to the cathodic polarization mode[62,65]. Reason for this are ionic and electronic transfer bot-

tlenecks arising from compositional or structural inhomogeneities, which have been found

to lead to potential jumps. In electrolysis mode, these potential jumps do not only amplify

the occurring overpotentials for the OER, but furthermore lead to very localized extreme

potentials[66].

Thus, faster degradation under anodic polarization is not surprising. However, in order to

extend the lifetime of the cells as much as possible, the arising deactivation effects have to

be mitigated as much as possible. Multiple mechanisms for the degradation of the TPB have

been proposed, which for YSZ/LSM cermets include[19,43]

• microstructural coarsening
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• nanocluster formation of e.g. LSM, which leads to weakening of the YSZ/LSM

contact[62,67]

• changes in surface chemistry

• cation segregation (Sr and Mn)[20]

• reactions between phases

• formation of electrically insulating layers of La2Zr2O7 and SrZrO3 at the

contact region, which are known to form when sintering the two materials

at high temperature[20,63,68–72]

• delamination

• high internal oxygen partial pressure under anodic potential[13,73–75] lead-

ing to blasting of the contact between the two materials and thus loss of

catalytically active regions

• active site poisoning

• reactions of segregated cations with volatile surface components such as

Cr, S and B agglomerating as inert species on the active site[20] and

• spatial active site blockage by overgrowth with secondary phases[55,76].

While the exact reason for cell deactivation is unknown and might even include coaction

of multiple of these processes, it is worth noting that cation surface segregation is related

to many of the proposed deactivation causes. Cation migration can partly be prevented

by A-site nonstoichiometry, which has been shown to mitigate the formation of secondary

phases[77–79]. Furthermore, specific anode and microstructure design[80,81], as well as infil-

tration with nanoparticles[82] have been proposed to prevent high oxygen partial pressure[54]

and anodic polarization[83], which are believed to cause further segregation. Even though

these mitigation strategies have shown promising results, the underlying atomistic mecha-

nism is nevertheless elusive. Elucidation of this process has been termed crucial, as knowl-

edge of the mechanism enables the design and development of more targeted mitigation

strategies[20].
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3. Solid/Solid Interfaces and Complexions

Solid/solid interfaces play a major role for the properties of many solids, as the internal grain

boundaries influence chemical and electrochemical stability, electron conductivity and en-

hance or inhibit ion diffusion. They thus critically define a material’s performance and func-

tionality, as well as its behavior in chemical reactions and catalysis[84–86].

The detailed form of a specific interface is often highly complex and its properties are there-

fore strongly dependent on the material, its crystal structure, doping, surface orientation and

treatment. Especially for solid/solid interfaces, a great variety of interfacial models and inter-

pretations exist, reaching from crystalline solid solutions[87] via relatively crystalline interfaces

with subgrain boundaries[88] to rather amorphous intergranular glassy films (IGFs)[86] and

surface amorphous films (SAFs)[26]. As many non-crystalline, 2-D interfaces are character-

ized by common compositional properties, the latter two have been unified under the term

complexion[25,89].

Complexions are neither fully crystalline nor amorphous and thus exhibit compositions and

thermodynamic stability differing from the crystal bulk. Furthermore, they feature distinct

structural and compositional gradients, as well as a self-limiting equilibrium thickness of about

1 nm, as they are stabilized by the confining bulk phases and thus thermodynamically-limited.

This means also, that complexions cannot be isolated, as they are not 3-D stable[26].

These characteristics yield very different local properties compared to the bulk phases of the

respective materials. Changes in microscopic properties such as amorphization and lower

density lead to distinctly different chemical environments compared to the bulk. These can

severely influence a materials macroscopic properties, such as the stability of the material

and its electronic and ionic conductivity.

Dillon and Harmer[25] proposed the classification of complexions into six different categories,

depending on the numbers of atomic layers they span and their kinetic behavior. They pro-

posed the creation of complexion diagrams, which analogous to a phase diagram show the

state of a complexion for a material depending on doping and temperature. Besides these

two points, the thickness of a complexion can be influenced by the crystal structure, pressure,

crystal orientations (lattice mismatch), material pretreatment and impurities[26], and varies

from one material to the next. Nevertheless, as stated before, the macroscopic properties

of a material depend much on the thickness and form of its comprised complexions, making

their assessment of high interest.

The concept of complexions is not limited to grain boundaries between solids; they have also

been found for crystal terminations bordering other phases, which have undergone surface

reconstruction[90]. For active surfaces, the understanding of such surface reconstructions

is essential, as the formed complexion can alter the form of the reactive site and thus the

reaction mechanism.

In practice, the occurrence of a complexion enables vast possibilities for material property

design due to their multifaceted forms and characteristics dependent on environmental and
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preparation conditions. This offers many adjustment prospects of their structural and there-

with physical properties via interfacial engineering, e.g. by material pretreatement, sinter

protocol, material doping and coatings[26,89].
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4. Theoretical Description of the Atomic Scale

All information of a particular state of any chemical system can be fully described by its

wave function[91]. The wave function Ψ is thus a central quantity in conventional quantum

chemistry. From the wave function, every measurable observable can be calculated by its

corresponding operator F̂ . For the energy E, this operator is called Hamiltonian Ĥ , giving

the famous Schrödinger equation

HΨ = EΨ . (4.1)

For a many-body system, the Hamiltonian takes the energy of all particles and their interac-

tions into account. For a multi-atom system, the relevant energy contributions are the kinetic

energy of the electrons Te and nuclei Tn, as well as all electron-electron Vee, nucleus-nucleus

Vnn and nucleus-electron Vne interactions.

Ĥ = T̂e + T̂n + V̂ee + V̂nn + V̂ne (4.2)

This formula can be simplified by application of the Born-Oppenheimer approximation, which

rests on the insight that the heavy nuclei move so much slower compared to the electrons,

that their potential acting on the electrons can be considered fixed. Hence, the kinetic energy

of the nuclei can be approximated to be zero and the interaction of the nuclei with each other

to be constant, and thus negligible when dealing with energy differences (as is the case in

computational chemistry). This renders the non-relativistic electronic Hamiltonian Ĥel

Ĥel = T̂e + V̂ee + V̂ne . (4.3)

The complexity of the evaluation of the electronic Hamiltonian depends, due to the presence

of pair-wise interaction terms, on the number of particles in the system which is included in

the systems wave function. However, the wave function is an experimentally non-measurable,

complex quantity depending on 4N variables, consisting of three spatial and one spin variable

for each of the N electrons[91]. This makes assessment of properties of many-body systems

highly complex, if not impossible.

In computational chemistry, a variety of wave function-based methods that aim to simplify the

problem exist, which approximate the wave function more or less accurately e.g. Hartree-

Fock, Møller-Plesset pertubation theory and Coupled Cluster expansion[92].

However, the either low accuracy or high computational cost and complexity of wave function

based methods provoked the rise of alternative, cheaper approaches to describe chemical

systems. In the following, a short introduction of the basic concepts of the two methods

employed in this work, density functional theory (DFT) and force fields (FFs), is given. Both

methods are commonly used in modern computational chemistry, for a more detailed descrip-

tion of DFT and FFs, refer to [91–93] and [94].
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4.1. Density Functional Theory

In density functional theory, the central quantity that describes the target system is the elec-

tron density ρ(~r), which captures the probability to find an electron at the relevant position ~r.

It is a real, experimentally measurable quantity and its sole dependence on the position in

space reduces the variable space to three, making it a much easier and cheaper accessible

quantity than the wave function.

The electron density was established as a basic variable by Hohenberg and Kohn with two

famous theorems[95]. The first proves that the ground state electron density uniquely defines a

system’s external potential (except for an additive constant), and thus its Hamiltonian operator

and all system properties. The second Hohenberg-Kohn theorem states that only the exact

ground state density delivers the minimum of the total energy and thus, this ground state

density and energy can be obtained variationally from the trial density ρtrial with the energy

functional Ev [91]

Ev[ρtrial] ≥ E0 . (4.4)

Note, that the functional is thereby dependent on the external potential v induced by the trial

electron density.

By this means, the electron density can provide the exact solution to any system, as long as

the exact functional is used. However, the exact energy functional for the electron density is

unknown and thus renders the approximation of accurate functionals the greatest challenge

in DFT.

A partial solution to this problem was proposed by Kohn and Sham[96], rendering DFT the

fruitful computational tool it is today. They proposed approximations of the two unknown

functionals originating from the electron-electron interaction and the electron kinetic energy.

The first is approximated by a classical Coulomb repulsion and the latter is estimated with

a fictive, reference system of non-interacting electrons. Both approaches neglect correlated

electron movement and the fermionic nature of electrons.

Nevertheless, these simplifications allow for the approximation of the dominant part of both

energy contributions, with only a small part of the energy being uncertain, termed exchange-

correlation energy. Unfortunately, even this small, missing energy contribution can be cru-

cial for predictions that reach chemical accuracy. However, no universally valid form of the

exchange-correlation functional has been found, yet. Hence, for the remaining, unknown

energy many different approximations have been developed, which have been adjusted and

tested to yield good results for certain chemical environments[91].

The usage of such environment-specific functionals allowed the application of DFT in all kinds

of chemical systems and problems. Its versatility combined with its extremely high efficiency

in predicting relatively accurate results, makes DFT one of the most popular methods in

computational chemistry.
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4.1.1. Excited States and Spectroscopy

DFT is widely used for the search of the global minimum of a structure’s electron density and

geometry, as the ground states provide valuable information on many properties of a system.

However, the ground state is not accessible directly in spectroscopic experiments. Thus to

validate predictions made with DFT and to provide data comparable with experiment, the

description of excited states of a chemical system are often desirable.

Figure 5 Scheme of electron excitation and relaxation. The different energy levels of the electrons of a system are illustrated
with horizontal lines, and their transition given by straight arrows. Besides excitations from valence electron (VE, left) and core
(middle left) energy levels, ionization is depicted by excitation of a system bound electron beyond the vacuum level (middle
right). Relaxation of electrons from higher energy levels releases energy in the form of light (right).

Excited states are formed by promoting an electron from the ground state to a higher energy

level. Figure 5 depicts single-electron excitations from and to different energy levels, namely

the promotion of valence electrons (VEs) and core electrons to excited states. When enough

energy is provided to an electron, the electron can be promoted beyond the vacuum level,

leaving an ionized system behind. The kinetic energy of the released electron matches the

provided energy minus the spent ionization potential.

Each excitation or ionization creates a hole in the ground state energy levels of the sys-

tem, changing its electronic structure and therewith the system’s properties. Relaxation from

higher, occupied states to such an empty, energetically lower level releases energy, which is

emitted in the form of a photon, as depicted on the right of Figure 5. In a single-electron pic-

ture, the energy emitted by such an electron transition to a lower energy level exactly matches

the energy difference ∆E of the two levels. On the other side, the promotion of an electron to

a higher energy level costs energy. This energy can be introduced into the system by interac-

tion with other particles (ions or electrons) or the direct absorption of a photon, which exactly

matches the energy difference between the ground state and the excited state.

In experiments, the measurement of a system’s absorbed or emitted energy can be used to

obtain its different energy levels, which provides information about the system, reaching from
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its electronic conductivity to its binding states and reactivity. Experimentally, various ways

to excite atoms and more complex chemical systems, as well as measuring its energy level

differences have been developed[97]. In the following, the working principle of the two electron

spectroscopy methods complementing this work is given.

Electron Energy Loss Spectroscopy In electron energy loss spectroscopy (EELS), the

loss of energy of an electron beam transmitted through a thin sample is investigated. The

fast electrons of the beam thereby loose a characteristic amount of energy due to inelastic

scattering within the investigated material. The transmitted electrons are then separated ac-

cording to the kinetic energy of the electrons, which creates a spectrum of scattered electron

intensities having decreased kinetic energy compared to the initial electron beam[98]. In gen-

eral, EELS is used for effective compositional analysis of light elements and the exploration

of their crystallographic and electronic structure[98,99].

Energy-dispersive X-ray Spectroscopy Energy-dispersive X-ray spectroscopy (EDX) is

a widely used, standard electron microscopy method which measures the emission of a

system’s characteristic X-rays after systematic excitation. The emission of X-rays is a phe-

nomenon produced by the excitation of core electrons with incident electrons, and the sub-

sequent filling of the resulting hole with another electron from a higher shell. The energy

freed by this second electron transit is emitted in form of X-rays, featuring the characteris-

tic energy corresponding to the difference between the two energy levels. This quantitative

method enables analysis of elemental compositions, and even provides high local resolution

if performed with a suitable electron microscope[99]. EDX is easier to conduct than EELS, as

thicker samples are measurable. However, in comparison to EELS, lower energy resolution

and peak overlap can cause problems in the analysis of the spectrum[98].

For the interpretation of experimentally measured spectra, simulations can be of great aid

when assigning the observed peaks to their corresponding origin. The simulation of excited

states, however, is not straightforward in DFT. The variational principle, which allows for the

search of the ground state electron density, does not hold for excited states. In order to still

make predictions of spectroscopic properties employing DFT, several approaches have been

developed to describe excited states approximately.

An accurate approach is time-dependent DFT[100,101], which naturally includes many body

effects such as spectrum broadening due to electron-hole lifetime. It has been used success-

fully in the past, but this method demands much higher computational cost than ground state

calculations[102,103]. A computationally less demanding approach for standard DFT is to re-

strict the occupation of a specific core level of an atom in a supercell, rendering good results

which are comparable with experiment[91]. In this approach, lifetime broadening is artificially

introduced into the simulated spectra by widening with Gaussians. This allows for the direct

comparison with experimentally measured spectra, and a detailed analysis of the underlying

spectral properties[104].
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4.2. Force Fields

As powerful as density functional theory has proven in the past, it reaches its limits for large

systems with thousands or even millions of atoms, as the iterative computational procedure

necessary to obtain the density becomes in-feasibly expensive. To handle such large systems

in a cheaper way, classical mechanics in the form of force fields (FFs) can be used for the

description of atomic interactions, trading precision for computational speed by only effectively

treating the electron-mediated chemical interactions.

In force fields, atoms and their bonds are approximated as balls and springs. Potential energy

and forces between the atoms are approximated by simple mechanical formulas, which are

parameterized for the interaction between the different atom types. The purely classical me-

chanics based description no longer explicitly accounts for electrons and thus the quantum

mechanical properties of the atoms, but allows for an efficient prediction of atomic interplay.

This enables the access to molecular structures at a fraction of the computational cost of elec-

tronic structure methods[94]. Hence, with this approach, simulation cells containing millions of

atoms become tractable.

In a crystal in which every atom has a closed valence shell and no formal covalent bonds

are present, the Born model of solids[105] identifies all particle interactions as isotropic and

thus, the potential between the atoms is only dependent on two-body terms. Hence, for

the simulation of crystals purely ionic FFs that only consider pairwise interactions between

the atoms can be sufficient. In such a Born-type FF, the interaction between the atoms are

reduced to the treatment of the electrostatical interaction, caused by the charges of the ions

and the van-der-Waals interaction, originating from polarization of an atom’s electron cloud.

For both quantities, simple analytical expressions are available. Electrostatic interactions are

described by a Coulomb potential, which treats inter-ionic repulsion or attraction arising from

their charges q. Van-der-Waals dispersion and repulsion can accurately be described by a

Lennard-Jones potential[92]. A simplification of it is the Buckingham potential, which correctly

describes the long range decay of the interaction, however fails to correctly describe very

short distances. As such short distances are often not present in an ionic crystal, computa-

tions involving a Buckingham potential can be preferable as their computational evaluation is

cheaper.

The pairwise interaction between the two atoms i and j can be described by the sum of a

Coulomb and a Buckingham potential potential

E =
qiqj

4πε0rij︸ ︷︷ ︸
Coulomb

+Aije
−rij
ρij − Cij

r6ij︸ ︷︷ ︸
Buckingham

, (4.5)

with the Coulomb term depending on the vacuum permittivity ε0, the ionic charges q of the re-

spective atoms and their distance rij . The Buckingham potential comprises three parameters

Aij , Cij and ρij , which have to be determined during the creation of the force field. In this

process, the parameters are optimized such that the force field is able to reproduce reference

data, often experimental data or properties calculated by first principles, e.g. DFT.
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Figure 6 Force field potentials between two respective elements. a) Buckingham potentials. b) Coulomb potentials. As the
cation-cation interaction is dependent on the charge of the respective cations, the interaction between Sr and La is given
exemplary. c) Total potentials, i.e. the sum of Buckingham and Coulomb potentials obtained by summing Coulomb and
Buckingham potentials. The trend for cation-cation interaction is given exemplary for Sr-La.

In order to exemplify the form of these potentials between different ions dependent on the

distance of the ions, the potentials of the force field[23,106,107] employed in this work and its

individual components are shown in Figure 6. The Buckingham potential makes bonding

between certain atom types favorable, and introduces equilibrium bond distances into the

system. The Coulomb potential introduces short range repulsion and attraction between ions

of same and different charges, respectively. Note, that the Coulomb potential is dependent

on the charge of the individual ions, and therefore the Coulombic cation-cation interaction is

exemplified only for Sr-La for simplicity. Furthermore it can be seen, that for very short dis-

tances the total potential has an unphysically high attraction for some element pairs which is a

result of the employed Buckingham potential. However, as these distances smaller than one

Ångström are not expected to occur in crystals, this inaccuracy of the potential is dispensable

for crystal simulations.

In general, classical force fields are not as accurate as DFT, and highly dependent on the

properties they have been fitted against during parametrization. Thus, care must be taken

when interpreting results obtained from force fields, and the physical validity cross checked

when domains unknown to the force field are calculated.

Nevertheless, as mentioned above, FFs are a powerful tool to treat large molecular sys-

tems and their ensembles. Besides computationally cheap structure relaxations and energy
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evaluations, FFs allow a rather cheap prediction of temporal evolution of atomic systems via

molecular dynamics (MD) simulations, which are introduced in the following.

4.2.1. Molecular Dynamics and Ion Diffusion

The system of classical charged soft spheres representing atoms captured in a Born-type

classical force field can be extended to contain a temporal component by the introduction

of momenta to the atoms. With positions and momenta of atoms known, the evaluation

of Newton’s second law of motion allows simulations with step-wise position updates and

thus sampling of the high dimensional phase space along a one parameter trajectory[93].

The evaluation of the atomic position evolution over time enables the investigation of time

dependent physical properties such as sampling of the free energy and kinetic processes

under pre-defined simulation conditions[94].

The evaluation of Newton’s equation of motion includes the conservation of motion and en-

ergy in a given system of a fixed volume and number of particles over time. However, exper-

imental conditions often imply the constancy of other physical properties, such as constant

temperature and pressure, or the exchange of particles with the environment. In simulations,

such different thermodynamic ensembles can be realized via introduction of particle baths,

thermostats and barostats. These keep the temporal average of the desired property at a

constant value, while allowing physically reasonable fluctuations.

For temperature, the size of the fluctuations under specific experimental conditions can be es-

timated by the variance of the kinetic energy in a real free particle system with corresponding

temperature, which is described in the Maxwell-Boltzmann distribution. A certain temperature

in a simulation can thus be obtained by assigning kinetic energies sampled from the respec-

tive Maxwell-Boltzmann distribution to the atoms. As this distribution is for free particles, a

such initialized MD simulation for a system containing molecular bonds or closer atomic in-

teraction needs to equilibrate for an adequate time in order to return physically meaningful

results. Then, material specific properties at different temperatures and pressures can be

calculated from the further simulation[93,108].

A macroscopic property A of a system corresponds to the ensemble average 〈A〉e over all

distributed points in phase space. This equilibrium phase space density distribution can be

sampled by a single trajectory, which visits ideally (if the system is not frustrated) all the points

in phase space with a frequency proportional to their probability density. At infinite time, this

temporal average 〈A〉t will be equal to the ensemble average

〈A〉t = 〈A〉e . (4.6)

This fundamental hypothesis of statistical thermodynamics, known as ergodic hypothesis[109],

allows the calculation of macroscopic quantities from one or multiple MD simulations, pro-

vided that the simulation times are long enough and/or the calculated ensemble resembles

properly the investigated phase space.

For this work, a relevant material property obtained by MD is ionic diffusion. Diffusion is
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caused by molecular motion in a material, which can be described macroscopically by Fick’s

laws. To access the mobility of the ions in a material from simulation, the mean square

displacement (MSD) can be calculated from an MD trajectory[93] as

MSD = 〈|~ri(t)− ~ri(0)|2〉 . (4.7)

The observable obtained from the simulation comprises of the temporal positions r of the

atom i, from which the squared distance covered from the beginning of its observation until

the time t can be calculated. As the motion of a single atom is based on jumps between

lattice sites, which are rare events dependent on the individual local atom environment, the

observation of many long atom trajectories is necessary to obtain the desired property from

simulation based on reliable statistics.

The diffusion coefficient D can be obtained from the MSD

D =
1

3

〈|~ri(t)− ~ri(0)|2〉
2∆t

(4.8)

by taking into account the diffusion time. The dimensionality of the investigated diffusion

space, here 3D, is normalized by the factor 1
3 . For more details on calculation of ion mobility

and diffusion refer to [93, 94] and [108].
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5. Generation of Novel Atomistic Structures

Chemical configuration space is high dimensional even for small systems containing only

a few atoms[110–114]. However, its knowledge is highly desirable, as it provides information

on favorable structures and transition pathways. As acquirement of the whole space is a

often unfeasible task due to its high dimensionality, efficient and smart sampling methods are

needed.

In this work, two approaches to access unknown chemical spaces have been used, whose

main ideas are described in the following.

5.1. Monte Carlo Simulation

The structure of complexions between any two materials is mostly unknown, and its inherent

disorder renders a modeling based on chemical intuition unrealistic. Experimentally, complex-

ions form from interdiffusion of the ions across the grain boundary, which, due to the rareness

of the relevant ion transpositions, typically occurs on time scales of minutes to days. Simula-

tion of such long time scales with molecular dynamics is unfeasible, and thus the construction

of complexions by this means impossible. However, simulating the interdiffusion process is

crucial to assess accurate models of the complexion.

Monte Carlo (MC) probabilistic simulations enable the sampling of rare events by the introduc-

tion of random actions weighted by their likelihood to occur. In general, the obtained projec-

tion of the underlying distributional space can be used for space exploration or to numerically

assess a quantity of interest. In computational chemistry, MC permits coarse graining of

atomistic processes, which enables access to equilibrium properties and structure of a sys-

tem. This renders efficient predictions of a system’s evolution on longer time scales through

stochastic dynamics possible and enables constructive exploration of chemical configuration

spaces as well as the creation of structural ensembles. This makes MC the perfect tool to

construct unknown interfacial structures.

In 1953, Metropolis et al. proposed an algorithm to stochastically sample a phase space,

which laid out the fundamental steps still used in many MC codes today. In general, the

algorithm recurrently performs three basic tasks[93,115]:

1. Select a random particle and get particle/system energy

2. Perform step and get particle/system energy

3. Accept or reject step based on a filter, which compares the energies from step 1 and 2

Here, a filter is a selection criterion, which either accepts or rejects steps rated by their prob-

ability. A schematic overview of the MC algorithm employing a Metropolis filter is given in

Figure 7. This commonly used and physically motivated filter applies the Metropolis accep-
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tance criterion[115] yielding the probability p

p = min
(

1, e
− ∆E
kBT

)
(5.1)

based on the temperature T , the Boltzmann coefficient kB and the energy difference ∆E of

the initial and the perturbed system. The probability of a step is thus coupled to the energy

difference generated by the step, with immediate acceptance if the step leads to a decrease

in energy. Otherwise, the probability evaluation can lead to either acceptance or rejection of

the proposed move, based on the size of the difference.

Sequential execution of the MC algorithm yields a probabilistic chain, in which each state of

a system only depends on the previous state. This is known as a Markov Chain[94].

The validity of a property obtained by MC sim-

ulation is based on the accuracy of the model

itself, as well as the relevant sampling pro-

cess. One desired property of MC simulations

is that the transition probability should be er-

godic, meaning that every point in configura-

tion space is reachable from any other point

via only Monte Carlo steps[93]. Furthermore,

to guarantee unbiased sampling, it is desirable

that once an equilibrium state is reached, it is

maintained.

Figure 7 Scheme of the three basic steps that are
repeatedly performed in a Monte Carlo simulation.

This can be ensured by making the simulation reversible, which is achieved by following the

principle of detailed balance. It states that the transition probability πij from a state i to any

other state j multiplied by the probability Wi of being in state i should equal the probability

Wj of being in the initial state of the reversed transition multiplied by its transition probability

πji to state i[93,94]:

Wiπij = Wjπji . (5.2)

In theoretical chemistry, successful MC simulations enable the prediction of many physical

properties, while still offering insights on the atomistic level[93]. In this work, MC enables the

assessment of the thermodynamic equilibrium structure between the two solids.

5.1.1. Complexion Construction with Monte-Carlo Simulations

SOEC anodes are manufactured by sintering a mixture of the ceramic YSZ and the metal LSM

at 1500 K for one hour. To mimic this sintering process in simulations, a workflow for ionic

diffusion during the sintering employing a Metropolis Monte Carlo approach was developed.

An overview of the workflow is shown in Figure 8.
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A step in this MC algorithm denotes the swapping of two cations and relaxing the new struc-

ture, and then accepting or rejecting this action according to the Metropolis MC criterion

based on the energies of the relaxed system before and after the swap. Every 100 steps,

short molecular dynamic simulations are conducted for oxygen ion diffusion and relaxation.

In order to realistically mimic the experimental diffusion process, the number of cations par-

ticipating in this process is cumulatively increased during the simulation, depending on their

distance to the interface. Deeper local minima encountered during this simulation are over-

come by parallel tempering, where multiple differently tempered simulations called ’walkers’

run in parallel and occasionally exchange temperature depending on their potential energy,

which increases the probability of acceptance of a step. This simulation is continued until the

complexion converges to its equilibrium thickness, which refers to the point where the com-

plexion is not growing anymore. In the simulations, the complexion thickness is determined

by the thickness of the transition region of the error function fitted to the Gaussian overlaid

atom positions of Mn, which was chosen arbitrarily as reference.

Figure 8 Scheme of the workflow of the developed MC algorithm.

Note, that the here presented Metropolis Monte Carlo is purely based on the potential ener-

gies reflecting the thermodynamics of the system. There is no kinetic information going into

the process, thus no information about time scales and diffusion barriers can be obtained.

The simulation shows thermodynamic strive of the system, and the equilibrium structures

obtained correspond to one realization of the system at infinite time.
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5.1.2. Application and Usage in this Work

The algorithm described above was used to construct an ensemble of cells with a YSZ/LSM

interface. This allowed primarily to gain information on the interfacial structure and to classify

it as a complexion[23]. After successful generation of the complexion, its evolution towards

vacuum and ion mobilities within the complexion as obtained by MD simulations gave insights

into a possible deactivation mechanism[116]. In further work, the knowledge about chemical

environments in the complexion can be used for the creation of an ensemble of small, periodic

cells resembling the complexion. These can be used for electronic structure calculations and

active site determination. A first step to reach this goal was performed by the assessment of

generative models, which are explained in the following section.

5.2. Generative Models

Generative models are a group of machine learning (ML) approaches to generate new data

based on a known distribution[117,118]. The distribution is fed into the model in form of a

training set, as illustrated with a blue arrow in Figure 9. During the training process, the

generative model learns the underlying distribution of the training data, making it able to

reproduce its fundamental features. A successfully trained generative model can then be

sampled which is often performed with random noise that the model maps to new, meaningful

data. This process is depicted in green in Figure 9. Ideally, the newly generated data is novel

and realistic in such a high degree, that it cannot be distinguished from the training data.

The quality of the newly generated data can be used to judge the training process and its

precision.

Figure 9 Scheme of the training (blue) and sampling (green) procedure of a generative model. This Figure is based on
Figure 1-1 in [117].

The backbone of modern generative model approaches are neural networks (NNs), which

are universal function approximators used to capture the underlying distribution of the training

set[117,118]. NNs rendered generative models a powerful tool to generate realistic samples,

which have successfully been used in many different applications, reaching from the creation

of texts to picture, video, and audio generation[119]. In fact, the high flexibility and quality of

generative models produced a plethora of implementations and applications. Overviews of

possibilities are provided in [118] and [119], including the references therein.

In chemistry, generative models have successfully been used for structure prediction and in-
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verse molecular design[118,120–124]. Especially inverse design is of high interest, as it allows

the targeted generation of data containing desired features by simple addition of labels clas-

sifying the training data. Generative models have even been proposed to predict interfacial

structures in battery materials[125], however, this approach has not been realized yet due to

its high data demand including experimental measurements.

5.2.1. Artificial Neural Networks

Artificial neural networks are flexible and powerful tools, which are able to learn complex

patterns and functions. They are used in many machine learning approaches and often

for parametrization of generative models[118]. Their great advantage to ordinary regression

models lies in their non-linearity, which is a highly important feature for data generation, as

the physical source that generated the training data is often inherently non-linear[126].

Neural networks are an artificial structure that mimic the structure of a brain consistent of

interconnected nodes, which are also called neurons after the biological original. A neural

network is characterized by three critical components[126–128]

• its architecture, i.e. the design pattern of the connection between the neurons,

• the character of these neurons, determining their individual input and output sizes,

as well as biases and activation functions, which introduce non-linearity to the model,

and

• the applied learning algorithm that determines the initialization and adjustment of

the weights on the connections of a neuron.

An overview of these three properties, explaining the general structure and functionality of

NNs, is given in the following.

Network Architecture

A neural network consists of connected nodes, which are organized in layers defined by their

connectivity. Every network has an input layer, in which data can be fed, and an output layer,

which returns the results computed by the network. Optionally hidden layers can be put in

between, which define the deepness of the network and enlarge its learning capacity.

Figure 10 illustrates an exemplary neural network and nomenclature of layers. Note, that

this is only one realization of a possible NN, shallower and deeper networks (meaning less

or more hidden layers), as well as different sizes and connectivities of the layers are also

possible.

The network shown in Figure 10 is a fully connected, feedforward NN, where neurons are

connected linearly to subsequent neurons. This architecture is called multiple-layer percep-

tron, which was first introduced by Rosenblatt[129] and is the most used neural network[127].

It is one of two general network architecture categories[128], the other being recurrent NNs,

which include neurons connected to either themselves or pre-passed neurons in a feedback
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Figure 10 Exemplary neural network structure. Neurons are represented as circles and their connection illustrated by arrows.
Their color relates to their affiliated layer.

loop.

The optimal network architecture, i.e. its number of layers, each layer’s number of nodes

and their connectivity, is dependent on the task of the network, making network design an

optimization problem in itself.

Neurons

Artificial neurons are the information-processing units of neural networks. They consist of

several basic elements, which together process a given input signal to an output value.

x1

x2

xn

wk1

wk2

wkn

Bias
bk

Σ

Summing
junction

Synaptic
weights

uk ϕvk

Activation
function

Output
yk

Input
signals

Figure 11 Model of a single neuron k of an artificial neural network. Non-linearity is introduced by the activation function ϕ.
Figure based on Figure 5 in [126].

The basic structure of a neuron is illustrated in Figure 11. The input signals xj passed

into the neuron k are linearly combined by their respective synaptic weights wkj to a single

value[126]

uk =
n∑
j=1

wkjxj . (5.3)
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This single output uk can optionally be altered by adding a bias bk, which increases or lowers

the net input of the subsequent activation function ϕ. This yields the output signal yk of the

neuron[126]

yk = ϕ(uk + bk) . (5.4)

The functionality of neurons can be adjusted to a given task by choosing different kinds of acti-

vation functions, the usage of a bias bk, and introduction of normalization with other nodes.

Network Training

Prediction of output from a neural network is produced via forward propagation along its

neurons. The value of the output results from the size of the parameters of the network,

i.e. its weights and biases. An untrained initialized network has arbitrary parameters, which

produce random output. During the training process, the network parameters are adjusted to

yield the desired output based on the training data.

The training procedure of a feedforward NN is usually performed by backward propagation[130].

For this, first an input from the training data is propagated through the network and its output

calculated. Then, the error between this output and the desired response according to the

training data is calculated by a defined loss function. This loss δE is used to adjust the net-

work parameters via propagating backward through the network. The update of the weights is

thereby performed by altering the old weight wkj,old in the direction such that the loss function

is minimized[127]. The updated weight wkj,new is obtained as[126]

wkj,new = wkj,old + ∆wkj , (5.5)

with the size of the update ∆wkj defined as

∆wkj = −α δEk
δwkj

. (5.6)

Here, the learning rate α serves as training hyperparameter and scales the size of the up-

date.

Note, that this means that the form of the resulting NN depends completely on its initialization,

which introduces a factor of randomness into the training procedure. As a result, two NNs

with same architecture trained on the same data with different initialization yield a different

parametrization and results and their parameters can thus can not be compared.

For successful neural network training, two further points should be considered. The first is

the form of representation used for input and output of the network, where the employed ML

descriptors should be able to capture all relevant features of training data. Secondly, NNs and

particularly generative models are very data expensive, meaning that often a large training set

containing thousands of examples is required to obtain adequate results. Furthermore, it is

desirable that the training set covers as much as possible of the inquired space, as a network

27



generally learns the training set distribution and can thus not return meaningful results of

spaces largely unknown.

5.2.2. Application in this Work

For the final determination of the active site, electronic structure computations are necessary

to estimate the local electron conductivity and enable mechanistic calculations for the OER.

The therefore necessary small, periodic cells of the complexion can be generated by use of

a generative model, provided an adequate training set and atomic representation is used.

As the chemical environment and thus the distributional space of the complexion is available

from the MC simulations, the plan to train a generative model to create multiple ensembles of

small atomic cells, each representing a local structure of the complexion evolving from YSZ

to LSM, emerged.

Yet, we did not know which kind of generative model was best suited to fulfill this task. Thus,

together with colleagues a survey of three common deep generative models, namely rein-

forcement learning, variational autoencoders, and generative adversarial networks, has been

conducted to identify the most suitable approach for the investigated problem. Further details

on this project can be found in Section 6.3 and in the respective paper[131].
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6. Publications

6.1. Complexions at the Electrolyte/Electrode Interface in Solid

Oxide Cells

Hanna Türk*, Franz-Philipp Schmidt*, Thomas

Götsch*, Frank Girgsdies, Adnan Hammud,

Danail Ivanov, Izaak C. Vinke, L.G.J. (Bert)

de Haart, Rüdiger-A. Eichel, Karsten Reuter,

Robert Schlögl, Axel Knop-Gericke, Christoph

Scheurer, and Thomas Lunkenbein,

Adv. Mater. Interfaces 2021, 8, 2100967.
*These authors contributed equally to the

work.

Summary: In this detailed investigation, we unraveled the fundamental structure of the

solid/solid interface of YSZ and LSM, employing an interplay of experimental and theoret-

ical methods. In the first part, high-resolution scanning transmission electron microscopy

(HR-STEM) was used to characterize the individual materials. The findings were supported

by DFT calculations, revealing the atomic structure of the individual components. Further-

more, an in-depth understanding of the electronic structure of YSZ and LSM was obtained

by electron energy loss spectroscopy (EELS), again supported by corresponding theoretical

calculations.

In the second part of the study, the morphology of the anode cermet revealed the inter-mixture

of the two materials by energy-dispersive X-ray spectroscopy (EDX). A close-up scanning

transmission electron microscopy (STEM) image of the interface supported by structural MC

simulations revealed the formation of a nanometer wide complexion, which features a higher

degree of amorphization compared to the confining bulk phases and irregularly decreasing

compositional gradients. With the aid of the simulations, the avoidance of the complexion

area by the strontium atoms could be attributed to the larger size of the Sr2+ ions, which avoid

the complexion due to the absence of large-sized anion polyhedra.

The finding and detailed investigation of the complexion reveals the unknown fundamental

nature of the intergranular layer underlying the active site of the air electrode. This is a first

step to obtain a picture of the active site at the TPB, which is necessary to determine the

reaction mechanism of the OER and the deactivation pathway of the air electrode. It further-

more opens multiple possibilities for chemical interface engineering by e.g. pretreatment or

doping, which can be a powerful concept to enhancing cell performance and lifetime.
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Individual Contributions: I performed all calculations featured in this paper, including the

DFT calculations to characterize the atomic and electronic structure of both materials. Based

on the idea of Dr. Christoph Scheurer, I developed an approach to mimic the experimental

cell sintering process with force field-based MC simulations. For this, I implemented a routine

including MC-based ion swapping and molecular dynamic simulations for structure relaxation,

which has since successfully been used by other members of our group. The comparison with

experimental data, the analysis and interpretation of the calculation results were performed

in close exchange with my coauthors, especially with Dr. Christoph Scheurer who introduced

us to the concept and features of complexions.
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6.2. Sr Surface Enrichment in Solid Oxide Cells - Approaching the

Limits of EDX Analysis by Multivariate Statistical Analysis

and Simulations

Hanna Türk, Thomas Götsch, Franz-Philipp

Schmidt, Adnan Hammud, Danail Ivanov,

L.G.J. (Bert) de Haart, Izaak C. Vinke,

Rüdiger-A. Eichel, Robert Schlögl, Karsten

Reuter, Axel Knop-Gericke, Thomas Lunken-

bein, and Christoph Scheurer,

ChemCatChem 2022, 14, e202200300.

Summary: In this work, a mechanism for Sr segregation towards the surface via the com-

plexion is proposed. The proposed process is supported by molecular dynamics simulations,

which revealed a higher ionic conductivity across the complexion compared to the confining

bulk phases. It is shown, that not only the mobility of oxygen ions in comparison to the YSZ

bulk, but also the diffusivity of all cations is increased in the complexion. The evolution of the

complexion towards the surface is explored with MC simulations, capturing not only for the

first time the TPB, but also its long time equilibrium structure. This simulated aging process

of the complexion revealed segregation of Mn and Sr to the TPB surface.

In order to confirm this finding with experiments, a robust post-processing routine includ-

ing drift-correction and non-negative matrix factorization (NMF) was developed to push the

resolution of the experimental data, as conventional EDX analysis reached its limit for the

detection of the sparsely present doping element Sr. The new routine enables an analysis

of the data on the sub-nanoscale, allowing for the detection of minor variances of elemen-

tal concentrations in LSM. Combination of the experimental and simulation findings permit

the proposal of a mechanism for Sr segregation to the complexion surface via the interfacial

area.

Individual Contributions: I conducted and interpreted the MC and MD simulations. Fur-

thermore, together with Dr. Christoph Scheurer and Dr. Thomas Götsch, I developed the

post-processing routine of experimental EDX images. Dr. Thomas Götsch and I discussed

possible approaches for the drift correction and their implementation. Based on experimental

EDX spectra of pure oxide structures obtained from Dr. Franz-Philipp Schmidt, I determined

suitable initial-guess matrices for the NMF to enhance the contrast of the elemental composi-

tions. I implemented the application of the drift correction and NMF, using hyperspy[132] and

scikit-learn[133]. Furthermore, I conducted the statistical analysis (Welch t-tests) of concen-

tration changes and interpreted the results under consultancy of Dr. Christoph Scheurer.
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6.3. Assessing Deep Generative Models in Chemical Composition

Space

Hanna Türk*, Elisabetta Landini*,

Christian Kunkel*, Johannes Margraf,

and Karsten Reuter,

Chem. Mater. 2022, 34, 9455.
*These authors contributed equally to

the work.

Summary: Three different generative models, namely variational autoencoders (VAEs),

generative adversarial networks (GAN), and reinforcement learning (RL), were compared in

their ability for inverse design in the defined, closed chemical space of the Elpasolite train-

ing set from Faber et al.[134]. The conditioned generation of new material compositions was

investigated by designing metrics assessing their targeted generation and coverage of the in-

vestigated chemical space. This allowed the assessment of the performance of the different

models for the attempted tasks, which does also allow the determination of proper hyper-

parameters. Furthermore, the importance of training set size and design was demonstrated

by extension of the original data set by exploitation of its symmetry. This allowed an even

more exact prediction of the formation energies, and an assessment of reasonable training

set sizes compared to the investigated phase space.

The defined metrics deliver a guide for neural network design and training without the neces-

sity of a test or validation set or extensive hyperparameter optimization. This study demon-

strates, that all employed models can be tuned to yield similar results for inverse design. The

performance of the individual model is rather dependent on the chosen training set and the

training procedure due to the chosen hyperparameters.

Individual Contributions: I implemented and computed all results concerning the rein-

forcement learning. Together with Elisabetta Landini, Dr. Christian Kunkel and Dr. Johannes

Margraf, I developed the metrics to define model performance used for comparison of the

models, and discussed meaningful hyperparameter, conditioning, representation and loss

function choices. Furthermore, I proposed the extension of the dataset by exploiting its sym-

metry.
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6.4. Further Work

Over the course of this work, I co-authored one further paper, which is not directly part of this

work and only mentioned here for completeness.

Visualizing the Atomic Structure Between YSZ and LSM: An Interface Stabilized by

Complexions? Thomas Götsch, Hanna Türk, Franz-Philipp Schmidt, Izaak C. Vinke, L.G.J.

(Bert) de Haart, Robert Schlögl, Karsten Reuter, Rüdiger.-A. Eichel, Axel Knop-Gericke,

Christoph Scheurer, and Thomas Lunkenbein ECS Trans. 2021, 103, 1331.

This work provides a detailed picture of various complexion featuring different crystal orien-

tations. They feature different thicknesses than the previous findings and allows a greater

understanding of the form of the complexion. The role of complexions for the activity and

stability of SOCs is discussed, with special focus on the influence of pyrochlore formation on

cell performance.
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7. Conclusion and Outlook

Cell degradation is the limiting factor hindering the wide-spread adoption of solid oxide cells

for efficient reversible generation of green hydrogen. The complexity of the relevant air elec-

trode/electrolyte interface renders the identification of the main reason for cell deactivation

challenging, and resulted in a plethora of proposed deactivation causes. A lack of funda-

mental knowledge of the ongoing cell processes on the atomic scale prevents a strategic

approach to mitigate the problem.

In this work, a more realistic picture of SOCs and their functionality was obtained by simulat-

ing the fundamental structure of the air electrode’s active site at an atomistic level. In close

cooperation with experiments, a complexion at the electrolyte/electrode interface was uncov-

ered. Its investigation exposed distinctly different properties from the confining bulk phases,

featuring lower density, amorphization, compositional gradients and increased ion mobility.

Underlying the active site at the triple phase boundary, the complexion greatly influences its

form, and thus plays a crucial role in cell activity. Its discovery opens a new design space

for this area, and allows tuning of the cell performance via interfacial engineering by targeted

doping, pretreatment or coating.

For the first time, generated structures of the triple phase boundary unmasked its thermody-

namic equilibrium form, unveiling Sr segregation as a relevant deactivation mechanism. The

proposed Sr segregation pathway through the complexion provides a consistent picture of the

ongoing cell processes, which again, can be influenced by tailored interfacial engineering. In

future work, timescales of this segregation process can be assessed with metadynamic simu-

lations on Sr diffusion in the complexion, which will furthermore provide details on the relevant

diffusion mechanisms.

Experimental validation of these findings has been taken to a new level by the newly devel-

oped, robust workflow for detection of nano-scale elemental agglomerations, which pushed

the resolution limit of EDX, rendering the approach a useful tool for efficient and reliable

analysis of experimental data. The increased amount of information derivable from the mea-

sured data by employing statistical tests expands the informative value of spatially resolved

spectroscopy, which is not restricted to the material system investigated here. For SOCs,

further studies employing the method on thermally aged as well as operated cells will pro-

vide a deepened understanding of deactivation processes, including structural changes and

timescales.

A comparative study of three commonly used generative models allowed the determination

of suitable training hyperparameters and comparison metrics. The gained knowledge here

opens the door for targeted structure generation and backmapping, allowing the extraction of

small periodic cells from larger simulation cells containing the desired distribution. One idea

for this is the employment of a GAN[135] following the approach of Kim et al.[123] combined

with latent space interpolation[136] and use of a classifier for ensemble generation.

Overall, the here provided fundamental concepts, developed workflows and statistical analy-
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sis of experimental data are not limited to SOC applications, as they can easily be expanded

to further systems and materials. For SOCs, their application led to a deepened understand-

ing of the cell processes and resulted in a new degradation mechanism. This builds a solid

foundation for many further investigations on the theoretical and experimental side, which will

in combination elucidate the reason for deactivation of the cells. This will allow the strategic

development of mitigation strategies which can ultimately increase the lifetime of the SOCs.
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at the same time, providing mid- to long-
term chemical storage capability.

As shown in Figure 1a, these cells typi-
cally consist of an oxygen-ion-conducting 
ceramic electrolyte such as yttria-stabilized 
zirconia (YSZ, (Y2O3)x(ZrO2)1−x) and a 
Ni/YSZ fuel electrode. A perovskite like 
lanthanum strontium manganite (LSM, 
(La,Sr)MnO3−δ) acts as air electrode where 
it is typically mixed with YSZ.[3–5] The elec-
trolyzer cell converts electrical to chemical 
energy e.g. by splitting water into H2 and 
O2, which can be stored. The reversed 
operation in fuel cell mode enables the 
back-transformation of chemical energy to 
electricity by oxidizing H2 with O2 to form 
H2O. This bifunctionality of solid oxide 
cells is depicted in Figure  1a. The key to 
the high efficiency of these cells is the ele-
vated operation temperature, which typi-
cally exceeds 1000 K. However, commercial 

operation is not yet practical as the cells suffer from degradation 
even under steady state conditions.[6] This needs to be mitigated 
to render a widespread adoption of SOECs and SOFCs feasible 
and overcome intermittent power availability.[7] Predominant 
degradation occurs at the anode of the electrolyzer cells, where 
the oxygen evolution reaction (OER) shows a higher kinetic lim-
itation compared to the processes taking place at the cathode.[8,9]

Rapid deactivation presently limits a wide spread use of high-temperature solid 
oxide cells (SOCs) as otherwise highly efficient chemical energy converters. 
With deactivation triggered by the ongoing conversion reactions, an atomic-
scale understanding of the active triple-phase boundary between electrolyte, 
electrode, and gas phase is essential to increase cell performance. Here, a 
multi-method approach is used comprising transmission electron microscopy 
and first-principles calculations and molecular simulations to untangle the 
atomic arrangement of the prototypical SOC interface between a lanthanum 
strontium manganite (LSM) anode and a yttria-stabilized zirconia (YSZ) 
electrolyte in the as-prepared state after sintering. An interlayer of self-limited 
width with partial amorphization and strong compositional gradient is 
identified, thus exhibiting the characteristics of a complexion that is stabilized 
by the confinement between two bulk phases. This offers a new perspective to 
understand the function of SOCs at the atomic scale. Moreover, it opens up a 
hitherto unrealized design space to tune the conversion efficiency.
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1. Introduction

The intermittent output of renewable energy sources such as 
wind or solar power requires an efficient way for the mid-term 
storage of excess electrical energy. Solid oxide fuel and elec-
trolysis cells (SOFCs, SOECs) offer the prospect of high perfor-
mance devices,[1,2] reaching more than 80% efficiency,[3] while, 

The copyright line for this article was changed on 23 August 2021 after 
original online publication.
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For a purely electron-conducting air electrode such as LSM, 
the triple phase boundary (TPB) between YSZ, gas phase and 
LSM is considered to be the active site.[4] In this assembly, YSZ 
provides O2 −, whereas the formed molecular oxygen will escape 
to the gas phase and LSM is used for current collection. Thus, 
an understanding of the degradation processes can be achieved 
by investigating the morphological and chemical changes of the 
TPB, such as reduction of the number of TPBs by delamina-
tion, or chemical reactions at the electrolyte/electrode interface.

Multiple studies have investigated the macroscopic proper-
ties of the YSZ/LSM interface, focusing on the influence of the 
preparation method, oxygen content, polarization and aging 
on resistance,[10,11] reaction kinetics[12] and the formation of 
inactive pyrochlore layers.[13,14] On the mesoscale, the forma-
tion of micropores and ring-shaped contact craters of YSZ and 
long range Mn and La segregation have been described.[15–18] 
However, when considering the atomic scale, published works 
discuss controversially the nature of the interface. Backhaus-
Ricoult et al. proposed the formation of a solid solution on the 
zirconia side,[19–21] and Chen  et  al. reported nano precipitates 
as well as an amorphous film at the LSM/YSZ grain boundary 
after operation.[22] He  et  al., on the other hand, described a 
semi-coherent interface between YSZ and LSM with neither an 
amorphous phase nor a solid solution and the formation of an 
”intimate interface”.[17,18] The clarification of the interfacial nano-
structure is essential to answer many questions that are crucial 
for the overall cell performance concerning interfacial properties, 

microstructure and stability.[23] A lack of theoretical support for 
a comprehensive structural analysis has rendered the detailed 
structure at the interface of YSZ with an LSM grain underneath 
the TPB, and even more so the TPB’s structure itself, elusive. 
Density functional theory (DFT) investigations of this complex 
interface, for instance, are rare and focus on defect formation as 
well as doping of perfect crystals and surfaces.[24] The assump-
tion of an idealized, atomically thin, truly two-dimensional (2D) 
interface region makes the TPB a one-dimensional line with 
minimal active surface. Additionally, the transport of oxygen ions 
from YSZ to the catalytically active LSM, as well as the elemen-
tary steps of the reaction at the TPB, including oxygen exchange 
with the gas phase, remain unclear when considering neigh-
boring pure LSM and YSZ phases with bulk properties.[25–27] 
From detailed studies of intergranular interface regions in 
alloys and functional ceramic materials, a more diverse picture 
has emerged over the last decade, which comprises a variety of 
interface types. These range systematically from single layer, 
highly ordered interfaces, via double, triple, and multiple layer 
types with high residual order to fully disordered intergranular 
films (IGF) with a truly amorphous interphase between neigh-
boring grains. The interfacial structural types in this classifica-
tion system have been termed complexions.[28–32] Complexions 
are not stable as a bulk three-dimensional (3D) phase. They can 
exist, though, as thermodynamically stable, quasi 2D interfacial 
structures of finite, self-limiting width between adjacent bulk 
phases and exhibit reproducibly distinct physical and chemical 
properties. A surface cutting through a YSZ || complexion || LSM 
region or evolving like a spandrel from such an underlying com-
plexion could present a TPB of finite width with mixed ionic/
electronic conductivity (MIEC), explaining the propensity for 
oxygen exchange with the gas phase.

In the first part of this study, we use transmission electron 
microscopy (TEM) on the experimental side, and DFT on the 
theoretical side to characterize the structural properties of the 
SOEC anode material and electrolyte at the nano and atomic 
scale. For this purpose, an as-prepared half cell consisting of 
an LSM + YSZ air electrode, which reflects the anode of the 
electrolyzer, on top of an 8YSZ (ZrO2 with 8mol% Y2O3) elec-
trolyte is investigated after sintering in air at 1423 K for 1 h. As 
current collector, pure LSM20 ((La0.8Sr0.2)0.95MnO3−δ) is used. 
The results are interpreted with the aid of DFT calculations, 
allowing to establish a detailed picture of the electronic struc-
ture and state of the materials (see Figure  1b,c for the cubic 
crystal structures as obtained by theory). Based on the under-
standing gained from the material characterization, the inter-
face of LSM and YSZ is examined in the final part using energy-
dispersive X-ray spectroscopy (EDX), giving insights into the 
composition of the active phase, supported by force-field-based 
MC simulations. These, together with high-resolution scanning 
TEM (HR-STEM), are used to elucidate the structural configu-
ration of the formed complexion at the atomic level.

2. Results and Discussion

2.1. Crystallography of LSM

As evidenced by X-ray diffraction (XRD) data shown in 
Figures S1 and S2, Supporting Information, LSM crystallizes in 

Figure 1.  a) Schematic representation of the bifunctionality of solid oxide 
cells. The reaction pathways for fuel cell (red) and electrolysis operation 
mode (blue) are indicated by different colors. Unit cells of b) 10YSZ 
(YSZ with 10mol% Y2O3, (Y2O3)0.1(ZrO2)0.9) and c) LSM25 (LSM with 
25at% of Sr in the cuboctahedral A site of the general ABO3 perovskite, 
La0.75Sr0.25MnO3) for one probable doping distribution, relaxed using 
density functional theory (DFT). The deviations from the experimentally 
used concentrations are necessary to obtain cell sizes suitable for DFT. 
The elements are labelled by color and atomic-radii-dependent spheres as 
defined in the legend. Polyhedra were added to each structure indicating 
coordination environments.

Adv. Mater. Interfaces 2021, 8, 2100967



www.advancedsciencenews.com
www.advmatinterfaces.de

2100967  (3 of 9) © 2021 The Authors. Advanced Materials Interfaces published by Wiley-VCH GmbH

the rhombohedral perovskite structure (ABO3) at room tempera-
ture. However, under operation conditions (i.e., 1000–1200 K),  
this structure has been shown to become pseudocubic,[33,34] 
and at the typical sintering temperature of around 1400 K, a 
fully cubic perovskite is formed.[35] The rhombohedral structure 
can be conceived as a distorted cubic lattice where the [BO6] 
octahedra are tilted around the threefold rotation axis.[36] This 
results in a displacement of the oxygen sites while the positions 
of the cations are unaffected. The structure is further analyzed 
in Figure  2. In the rhombohedral rh[241] viewing direction, 
which is equivalent to c[001] for the cubic perovskite, the oxygen 
atoms between the La sites split from single columns into two 
distinct locations. This is indicated by the red oxygen atoms in 
the structural insets of Figure  2a,b (left inset: rhombohedral, 

right inset: cubic), as well as in Figure  S3, Supporting Infor-
mation in more detail. However, while the raw high-angle 
annular dark field STEM (HAADF-STEM) and annular bright 
field STEM (ABF-STEM) images in Figure  2a,b (most intense 
atoms: La, less intense: Mn), respectively, are generally adequate 
for investigating potential cation displacements and distortions, 
they exhibit an insufficient signal-to-noise ratio for determining 
the positions of the O sites. Thus, an average over 1034 unit 
cells within each image (14 nm × 14 nm) was formed by tem-
plate matching and rigid registration (see Figure S4, Supporting 
Information for more details). The results of this procedure are 
given in Figure 2d (HAADF-STEM) and Figure 2g (ABF-STEM). 
For comparison, simulated STEM images with matching beam 
and microscope aberration parameters (see the Methods sec-
tion) are displayed in Figure  2c,f (rhombohedral), as well as 
Figure  2e,h (cubic). The cubic ABF-STEM image simulation 
(Figure  2h) hints at some contrast stemming from the O col-
umns (black arrow), which is not the case for the rhombohe-
dral ABF-STEM image (Figure 2f). The experimental average in 
Figure  2g resembles more the rhombohedral simulation com-
pared to the cubic simulation. This is corroborated by the hori-
zontal line scans along the [100] direction through the Mn sites 
in Figure 2i. Whereas the cubic case (green line) shows a clear 
dip at the expected positions of the O atoms (marked by arrows), 
the rhombohedral simulation (blue) and the experimental inten-
sity profile (orange shaded region) do not. This points towards a 
rhombohedral rather than a cubic structure for LSM. Although 
this averaging procedure might hide local contributions of 
single cubic unit cells inside a matrix of rhombohedral cells, 
this approach serves as a good way of determining the crystallo-
graphic phase on the nanometer scale from HR-STEM images. 
For instance, it has been reported that oxygen vacancies, which 
might be formed during OER operation, stabilize cubic phases 
of perovskites.[37] Thus, while the resulting local crystallographic 
deviations would not be visible in bulk XRD data, the HR-STEM 
unit cell averaging approach would excel.

2.2. The YSZ/LSM Interface

The electrolyte/electrode interface constitutes an integral part 
within SOECs and SOFCs and its composition may influence 
the structure at the adjacent TPB and thus the performance. 
An in-depth view on the elemental spread across the YSZ/LSM 
interface is therefore crucial. In the following, the focus is put 
on the YSZ/LSM interface of a sintered SOEC before opera-
tion, which was investigated by a combined approach involving 
EDX, MC and HR-STEM.

2.2.1. Inter-Diffusion at the YSZ/LSM Interface

Figure 3a displays an overview HAADF-STEM image recorded 
on a cross-sectional lamella of the electrolyte/electrode inter-
face, prepared by a focused ion beam (FIB) inside an SEM. 
Simultaneously to the HAADF-STEM image, an EDX spec-
trum image was acquired. The elemental Mn and Zr distribu-
tions (based on the Mn-K and Zr-K line intensities) are shown 
in Figure  3b. The EDX maps at low magnification clearly 

Figure 2.  Bulk HAADF (a) and ABF (b) HR-STEM images of LSM in c[001] 
zone axis (corresponding to rh[241]). The crystal structures of rhombo-
hedral (left) and cubic (right) perovskites are overlaid on the images 
(La: orange, Mn: yellow, O: red), see Figure S3, Supporting Information. 
Experimental average over 1034 frames in a 14 nm × 14 nm region by 
template matching (d, g) in comparison to simulated images for the 
rhombohedral (c, f) and cubic (e, h) perovskite. i) The experimental line 
profile (in c[100] direction across the Mn sites) of the ABF-STEM image 
agrees very well with the simulated intensity based on the rhombohedral 
structure. The dip due to the O atoms (black arrows), which is visible in 
the cubic case only, cannot be observed.
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show well separated phases in the size range of approximately 
0.5–1  μm, which are highlighted by the blue (Zr) and yellow 
(Mn) colors in Figure 3b. The respective spectra for the Zr-rich 
and Mn-rich phases are displayed in Figure 3c using the same 
color code as in the elemental distribution map in Figure  3b. 
The EDX spectra show signals of all expected elements that are 
present in LSM and YSZ. Intensity that stems from the Cu-L 
line arises from the copper lift-out grid on which the lamella is 
mounted. The Ga-L line is an artifact that stems from the FIB 
sample preparation.

The results from a high magnification EDX study are 
provided by Figure  4: Figure  4a shows a dark field STEM 
(DF-STEM) electron micrograph in which the LSM phase is on 
top of YSZ (see Figures S11 and S12, Supporting Information). 
The latter is oriented along the [110] axis in viewing direction, 
which results in Laue reflections in the Fourier plane, identified 
as 111, 112, and 002 (Figure 4a, red circles in the corresponding 
FFT image).[38] The elemental maps shown in Figure 4b include 
La, Sr, and Mn (reddish colors) and Y and Zr (blueish colors), 

in superimposed (left) and separated (middle and right) repre-
sentation. At the grain boundary, elements from LSM intermix 
with elements from YSZ and an extended compositionally 
unique region (as indicated by white dashed lines and grey 
arrows, Figure 4b). These experimental findings were corrobo-
rated by MC simulations (see the Methods section for details). 
Values for the width of the intergranular layer derived from 
experiment and simulation are presented in Figure  4c. They 
agree very well except for La, which is discussed below. Further 
note that, in the case of Y, the amount of doping is too small 
for the size-limited simulation cell to obtain a fully reliable line 
profile. Supplementary details on the EDX quantification are 
presented in Figures S13 and  S14, Supporting Information for 
experiment and simulation, respectively.

A more detailed view on the elemental distribution across the 
interface is given in Figure 4d by the corresponding elemental 
line profiles: the left panel shows the EDX signal across the 
interface for La, Sr, Mn, Y, and Zr. From these line profiles, an 
average inter-diffusion width of 1.25 nm was identified, indi-
cated by grey arrows and the vertical lines. The middle panel in 
Figure 4d shows the simulated results, which, with an 1.34 nm 
average diffusion layer, are again qualitatively close to the experi-
mental curves. As opposed to the experiment, a broadening of 
the La distribution close to the interface was observed in the sim-
ulation. This can be attributed to the high swapping probability 
of La with other atoms seen in the simulations. This happens 
especially often with Y (see Figure  S15, Supporting Informa-
tion), which leads to a distribution of La atoms beyond the inter-
diffusion region. As the employed MC approach samples ther-
modynamic probabilities, it is likely that the diffusion of large 
La cations into the regular oxygen lattice of YSZ is kinetically 
hindered and thus not seen as dominantly in the experiment.

The widths given in Figure  4c are represented by σ, the 
standard deviation of the normal cumulative distribution func-
tion used to fit the elemental profiles. Some additional long 
range diffusion of Mn into the YSZ region up to 35 nm was 
observed at different LSM/YSZ interfaces (Figure  S16, Sup-
porting Information), explaining the residual signal in the 
experimental profile in Figure  4d. This is in agreement with 
other works where Mn was shown to be prone to diffusion into 
the YSZ bulk.[17] Together with the structural characterization 
results in the next sections, the recurring compositional varia-
tions and matching widths at different locations (see Figure S17, 
Supporting Information) indicate that this distinct interfacial 
region can be classified as a complexion. Complexions are 
characterized by, for example, structural and compositional gra-
dients, partial amorphization, and thermodynamic self-limita-
tion.[31] The abundance of complexions found by TEM suggests 
that at all YSZ/LSM interfaces in the sample, a complexion is 
formed. Preliminary results of MC simulations at lower tem-
peratures further indicate that the found complexion is an equi-
librium structure, which is stable down to 300 K.

However, not all elements are present in this complexion: 
a systematic shift of 0.8  nm in the Sr signal (pink line) with 
respect to the other elements was found in the experimental 
as well as the simulated distributions. Consequently, it is the 
only element not contributing to the intergranular region, 
additionally acting as proof that the observed inter-diffusion is 
not the result of a sample preparation artifact since this would 

Figure 3.  Morphology and elemental distribution in the screen-printed 
half cell after sintering (before operation). a) HAADF-STEM image of the 
interface between the 8YSZ electrolyte and the LSM + 8YSZ air electrode. 
b) Overlaid Mn-K and Zr-K intensity maps (EDX) from the region shown 
in (a). c) EDX spectra sampled from YSZ and LSM regions.
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be expected to lead to a uniform distribution of all elements. 
The absence of Sr at the YSZ/LSM interface has been reported 
before for a lower Sr doping.[20] However, no explanation for 
this observation could be given so far. The swapping probability 
as obtained by MC (compare Figure S15, Supporting Informa-
tion) unveils that Sr, the largest cation within both oxides,[39] 
preferentially occupies large cuboctahedral sites (A-sites in the 
perovskite structure) of LSM. This suggests that, in contrast 
to the perovskite, a breakdown of large-sized anion polyhedra 
occurs at the inter-diffusion region, effectively forming a barrier 
for Sr that leads to a not fully stochastic distribution of ions.

This is supported by a more detailed analysis of the inter-
facial region, which indeed indicates a change of the cation 
coordination number in the complexion (compare Figure S18, 
Supporting Information). The reason for this is presumably the 
deformation of the [ZrO8] oxygen cubes in YSZ to octahedra 
via a bicapped antiprism, as demonstrated in Figure S19, Sup-
porting Information. This goes hand in hand with a decrease 
of the number of neighboring polyhedra for all cation environ-
ments and a change of the polyhedra connections (compare 
Figures  S20 and S21, Supporting Information). The structure 
of the complexion is analyzed in further detail in the following.

2.2.2. Structure of the YSZ/LSM Interface

The complexion was further investigated structurally by 
atomically resolved HR-STEM. The high-resolution BF-STEM 

micrograph (Figure  5a, refer to Figure  S23, Supporting Infor-
mation for the corresponding HAADF-STEM image) displays 
the same YSZ/LSM electrolyte/electrode grain boundary that 
was investigated by STEM-EDX in Figure  4. YSZ is oriented 
along the [110] zone axis, as evidenced by the diamond-shaped 
distribution of Zr atoms. The corresponding projection of the 
YSZ crystal structure is presented in Figure  S3, Supporting 
Information. The image is oriented such that the [001] axis is 
horizontal and the [110] orientation points vertically towards 
the interface. A more detailed analysis is given in Figure S24, 
Supporting information, where the inset shows the template-
matching-assisted average of several YSZ unit cells. The anal-
ysis clearly reveals the locations of O sites and the missing 
distortion of the oxygen lattice that would be characteristic for 
tetragonal zirconia.[38,40] This further corroborates the cubic 
structure as determined by XRD measurements (Figure  S1c, 
Supporting Information). LSM appears in a high-index zone 
axis ([135], Figure  5a). Distinct atomic columns are absent, 
but lattice fringes attributed to {310} and {211} planes can 
be observed.

In Figure  5b, spatially resolved 1D Fast Fourier Transforms 
(FFTs) along the [001] direction of YSZ are plotted, which 
were obtained from the BF-STEM image that is presented in 
Figure 5a (see Methods section for more details). While the x 
axis is in Fourier space (k, sampled along the [001] direction), 
the y axis of the FFT plot describes real space and is shared 
with the adjacent HR-STEM image. This semi-reciprocal plot 
shows strong signals in the YSZ phase (Figure  5b, bottom) 

Figure 4.  Inter-diffusion at the YSZ/LSM interface: a) DF-STEM image of YSZ/LSM interface, with YSZ oriented in a [110] zone axis (left), and corre-
sponding Fourier-transformed image with reflexes highlighted by red circles, used for determining the [110] orientation of YSZ (right). b) EDX maps of 
elements as indicated by the insets, with LSM on top of YSZ. The dashed lines highlight the mixed LSM + YSZ inter-diffusion region. c) Experimental 
and simulated elemental spread across the YSZ/LSM interface. d) Experimental line profiles extracted from the EDX maps in (b) (left), simulated line 
profiles (middle), and comparison of fits (right) from experiment (solid) and simulation (dashed). The indicated values of 1.25 nm (experiment) and 
1.34 nm (simulation) are the arithmetic mean of the values given in (c), with sigma being the standard deviation of the normal distribution function. 
Note the significant shift of Sr of approximately 0.8 nm with respect to all other elements.
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and weaker reflections in the LSM phase (Figure 5b, top) due 
to the less resolved features owing to the high-index zone 
axis. However, approaching the YSZ/LSM grain boundary, the 
YSZ signals at high k values (about 6 and 8 nm−1) disappear 
(Figure  5b, middle, dashed white lines), and only the peaks 
at 2 and 4 nm−1 remain, as also evident from the line profiles 
presented in Figure  S22, Supporting Information. The loss of 
signals at high k can be understood as the loss of high index 
reflections due to reduction of long range order in the diffu-
sion layer. As low index reflections at low k remain, short range 
order is still present. Thus, this points toward the formation of 
a less ordered/slightly amorphous structure on the YSZ side of 
the grain boundary.

Figure  5c shows the resulting grain boundary geometry 
according to the MC simulations. While LSM (top) and YSZ 
(bottom) both possess clear crystalline order, the diffusion layer 
appears more disordered and forms a structurally and compo-
sitionally distinct region between the two materials, denoted as 
complexion.[28] The loss of translational symmetry within the 
complexion is also evident when observing only the oxygen ions 
in the structure as they define the boundaries of the involved 

crystal structure. This is shown in Figure 5d. In order to ana-
lyze the amorphization of this layer, the corresponding cation 
density is mimicked by 3D Gaussian functions, whose 2D pro-
jection is given in Figure 5e (right). Additionally, cross-sectional 
cuts through the cation densities of LSM (yellow), YSZ (blue) 
and the complexion (green) are shown to provide a complete 
picture of the degree of crystallinity in all three dimensions. 
The corresponding windowed FFT of the 3D density of the 
simulated cell (f) is in good agreement with the experimental 
FFT. For YSZ (Figure  5e, bottom), the position of the signals 
agree with the experimental ones, although they are slightly 
lower as a result of the marginally stretched cell size needed for 
compliance with LSM. The peaks in the upper half of the graph 
result from LSM with a [135] surface termination. However, the 
LSM grain boundary orientation seems to be different from the 
experiment, as the few peaks that can be spotted are shifted. 
Nevertheless, the simulated FFT of the complexion qualitatively 
agrees with the experiment, indicating that the LSM interface 
orientation is not crucial for the characteristics of the formed 
complexion. Like in the experimentally determined FFT, signals 
at high k vanish at the complexion in Figure 5f, affirming that 

Figure 5.  a) High-resolution BF-STEM image of the YSZ/LSM grain boundary with a superimposed cation density from the MC simulation (inset) 
in [110] zone axis. The white dashed lines enclose the area that is considered to belong to the complexion, based on the analysis in Figure S22, Sup-
porting Information. b) Semi-reciprocal plot, that is, the spatially resolved Fourier Transform along the [001] direction (the y axis corresponds to the 
real space [110] axis of the micrographs and the x axis is shared with (f). c) View of the inset of (a) at atomic scale with La (bronze), Sr (pink), Mn 
(yellow), Zr (dark blue), Y (light blue), and O (red). d) Oxygen ions of the structure shown in (c). e) Cation density of the simulated interface (right, 
enlarged version of the inset in (a) and one repetition to show periodicity) with cuts through LSM (left, orange), the complexion (green) and YSZ 
(blue) that are orthogonal to the paper plane (and parallel to the interface plane). f) Corresponding Fourier Transform of the simulated 3D density 
with a representation analogous to (b).
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long range order is lost, while the signals at low k from YSZ per-
sists, which ascertains that some structure is retained for short 
to medium distances. Hence, the cations of the formed com-
plexion preserve the short range structure of the YSZ phase, 
which can distinctly be seen in the BF-STEM image (Figure 5a). 
The loss of long range order derives from the disturbance of 
the oxygen ion lattice by the doping ions Mn and La, such that, 
in the complexion, many anions can be found aside defined 
crystal positions. This uneven framework of the oxygen atoms 
in turn causes distortion of the cation positions, leading to a 
slight amorphization of the phase and the loss of large cation 
sites which are typical for the perovskite-structured LSM.

2.2.3. Complexion Classification

Earlier reports did not classify this transitional region as a com-
plexion. For tetragonal 3YSZ (i.e., YSZ with 3mol% of yttria) 
and LSM, the interface has previously been interpreted as a 
nanometer-wide solid solution with strong lattice distortion 
on the YSZ side of the interface with particular chemistry.[19,20] 
The suggested formation of solid solutions, for which Y3 +, La3 +  
or Mn cations can be homogeneously dispersed in zirconia, 
should only lead to a slight relaxation of atomic positions, 
whereas the complexion observed here undergoes such a strong 
deformation that crystallographic reflections are lost. This is 
especially pronounced in the oxygen positions in Figure  5d. 
The high degree of disorder caused by the diffusion-induced 
doping and the resulting loss of long range order suggests that 
this cannot be classified as a solid solution. On the other hand, 
it also cannot be referred to as an interphase since, based on 
the amorphization of the oxygen lattice in the inter-diffusion 
layer, thermodynamic stability as an extended 3D phase without 
the confining bulk phases is highly unlikely. Additionally, the 
stoichiometric variations introduced by the cross-diffusion 
do not satisfy the definition of the term “phase”. However, in 
addition to other properties discussed in the following, partial 
amorphization and compositional gradients at the interface are 
characteristic features of complexions.[30,31]

Thus, in contrast to the previously proposed models of the 
YSZ/LSM interface, the results presented here, for the first 
time, reveal that considering the concept of complexion for-
mation is necessary as it does not only explain the general 
structural and compositional appearance, but also the strong 
variation of the chemical properties at the YSZ/LSM boundary 
compared to the respective bulk phases that have also been 
observed for similar interfaces.[32]

The investigated complexion is characterized by compo-
sitional and structural profiles which deviate from either of 
the neighboring LSM and YSZ phases distinctively. Struc-
tural changes are necessitated by the fact that the anion is the 
mobile species in the less rigid solid ion conductor YSZ, which 
forms a contact with the robust, perovskite-structured and 
electronically conducting LSM by structurally adjusting over a 
finite width. The thermodynamic driving force for this might 
be seen in a frustrated phase transformation where the com-
plexion resembles a kinetically trapped intermediate or pre-
cursor state on the way to the formation of the undesired pyro-
chlore La2Zr2O7, which is known to be formed if the material is 

sintered at too high temperatures.[41–43] Alternatively, it is also 
known that LSM is less prone to pyrochlore formation than, 
for example, cobalt- and iron-based perovskites,[44] and exhibits 
a higher electrocatalytic stability than those materials.[45] Both 
of these properties might have their origin in the presence of 
this complexion.

The width of a complexion is self-limited and dependent 
on various intrinsic and extrinsic factors such as surface ori-
entation, temperature, pressure and applied potential.[31,46–48] It 
was shown here that a complexion is formed at every investi-
gated YSZ/LSM interface during the thermal sintering process; 
however, their individual thicknesses vary depending on the 
local conditions. In fact, the disorder at the electrochemically 
sintered interfaces seen in the high-resolution TEM images 
by He et al.[17,18] may also be interpreted as a complexion, sup-
porting our conjecture that this is a pervasive phenomenon at 
sintered YSZ/LSM interfaces. As evident from analysis of the 
disordered region in Figure  S22, Supporting Information, the 
complexion observed in Figure  5 spans approximately four 
atomic layers (1.47 nm), which classifies as multilayer in Dillon-
Harmer nomenclature.[28] However, in contrast to the strongly 
amorphous multi-layer complexions in alumina, the retained 
structural order in YSZ/LSM corresponds more to the bi- or 
trilayer structures, illustrating that complexion characteristics 
are also very material-specific.

In all experimentally probed sample regions, the thicknesses 
of all grain boundaries are similar (compare Figure  S17, Sup-
porting Information). This is in agreement with the thermo-
dynamic control of complexion formation, whereas, in the 
kinetic regime of a non-self-limited layer, a significantly higher 
variety of complexion thicknesses would be expected. However, 
the thermodynamic stability of the complexion under reaction 
conditions remains unclear as defects, such as the distortions 
of the anionic lattice shown in Figure 5 can act as kinetic bar-
riers as well. On the other hand, the thermodynamical self-
limited width is also observed in the simulations (see Figure 4 
and Figure  S25, Supporting Information for different inter-
face terminations), where complexion growth is limited in the 
approached thermodynamic minimum. Comparing the two 
simulations, the sensitivity of complexion properties such as 
width and degree of amorphization on the confining bulk lat-
tice orientation can also be observed.

The dependence of the form of complexions on multiple 
parameters implies that their properties correlate with various 
conditions that can be controlled experimentally. Knowing the 
relationship between relevant complexion features and adjust-
able parameters thus allows the selective tuning of relevant 
complexion properties such that a beneficial influence of the 
complexion on the active phase activity can be achieved. Iden-
tifying these correlations and connecting the impact of the 
complexion characteristics to the TPB under working condi-
tions requires a detailed operando study, designated to link 
complexion properties to cell performance. With the aid of 
theoretical models, a further link to intrinsic characteristics of 
the different complexion categories such as ionic and electronic 
conductivity can also be established. This ultimately compiles to 
the creation of a YSZ/LSM complexion phase diagram and prop-
erty map that enables finding the optimal operation conditions  
to enhance the performance and lifetime of solid oxide cells.
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Beyond the questions whether the YSZ/LSM complexion 
constitutes a mixed ionic/electronic conductor that can supply 
the reactive centers at the surface of the TPB with the charged 
reactants from “underneath”, it is of paramount importance to 
establish the structure of the living catalytic TPB surface under 
operating conditions. A legitimate path would be to follow the 
general assumption of surface science that the native and 
active catalyst surface is derived from the underlying structure 
of the bulk. In the present case, it would be expressed by the 
structure of the YSZ/LSM complexion. However, for metal 
oxides, it is known that the surface structure can differ substan-
tially from the underlying bulk.[49–51] Further modifications are 
induced in the surface and sub-surface layers due to varying 
chemical potentials of the gas phase species that are in contact 
with the outermost layer of this complexion at elevated temper-
atures. As the electric and ionic conductivity of the complexion 
remains unknown, it will be important to know how this 2D 
surface termination contributes to the appearance and function 
of the expected one-dimensional TPB.

These intricate new questions of structural and composi-
tional variability along two orthogonal dimensions, i.e. ver-
tical solid/gas and lateral YSZ/LSM, require spatially resolved 
operando experiments. For operando TEM experiments, 
atomic resolution is possible,[52] although a spatially resolved 
SOEC/SOFC operando investigation would require new cell 
developments that allow for realistic measurements. Even so, 
it remains questionable whether the observed atomic descrip-
tion of the surface structure that may be observed under 
operando conditions is relevant or significant. For instance, 
high-resolution imaging requires a high electron density. For 
operando experiments, it is, thus, impossible to disentangle 
between reaction-, electron beam-, and radical-induced sur-
face structures, i.e. when the electron beam interacts with 
the gas phase.[53] This example shows that spatially resolved 
operando techniques alone may be of limited use and should 
be complemented by quasi in situ imaging approaches and 
theory.[54–56]

3. Conclusion

By unraveling a complexion structure at the electrolyte/elec-
trode interface of SOECs/SOFCs at the atomic scale, we have 
paved the way to a more realistic picture of solid oxide cells 
and their functionality. Driven by significant inter-diffusion 
of all cations except for Sr, a break-down of the oxygen lat-
tice (see  Figure  5d and Section  S4.2, Supporting Informa-
tion) leads to the formation of this complexion in a sintered, 
yet unoperated cell, that is, a thermodynamically stable, 
nanometer-sized intergranular layer of reduced long-range 
order, which was observed by experiment and theory at all 
investigated interfaces.

The inclusion of finite structures such as complexions in the 
classically simplified model of an atomically sharp interface is 
an important extension with immediate impact on the appear-
ance and performance of the active surface area. We also expect 
it to be a powerful concept for chemical interface engineering 
toward more active and long-lived cells.
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Sr Surface Enrichment in Solid Oxide Cells – Approaching
the Limits of EDX Analysis by Multivariate Statistical
Analysis and Simulations
Hanna Türk,[a, b] Thomas Götsch,[a] Franz-Philipp Schmidt,[a] Adnan Hammud,[a]

Danail Ivanov,[a] L. G. J. (Bert) de Haart,[c] Izaak C. Vinke,[c] Rüdiger-A. Eichel,[c, d]

Robert Schlögl,[a, e] Karsten Reuter,[a] Axel Knop-Gericke,[a, e] Thomas Lunkenbein,*[a] and
Christoph Scheurer*[a]

In solid oxide cells, Sr segregation has been correlated with
degradation. Yet, the atomistic mechanism remains unknown.
Here we begin to localize the origin of Sr surface nucleation by
combining force field based simulations, energy dispersive X-
ray spectroscopy (EDX), and multi-variate statistical analysis. We
find increased ion mobility in the complexion between yttria-
stabilized zirconia and strontium-doped lanthanum manganite.

Furthermore, we developed a robust and automated routine to
detect localized nucleation seeds of Sr at the complexion
surface. This hints at a mechanism originating at the complex-
ion and requires in-depth studies at the atomistic level, where
the developed routine can be beneficial for analyzing large
hyperspectral EDX datasets.

Introduction

Solid oxide cells (SOCs), including solid oxide fuel cells (SOFCs)
and solid oxide electrolysis cells (SOECs) are becoming increas-
ingly important due to their relatively high energy conversion

efficiencies of up to 85 %.[1,2] This makes solid oxide cells a
valuable element to complement the modern energy infra-
structure by providing chemical storage capacities for excess
energy that temporarily arises due to the intermittent nature of
renewable energy sources such as wind or solar power.[3]

The wide-spread adoption of these cells is currently
hindered primarily by a fast degradation of the anode in
electrolysis mode. This electrode is responsible for the oxygen
evolution reaction (OER).[4,5] It is believed that oxygen evolution
occurs at the triple phase boundary (TPB) where the oxygen-
ion-conducting electrolyte (usually yttria-stabilized zirconia,
YSZ), the electron-conducting electrode (often a perovskite,
here lanthanum strontium manganite, LSM) and the gas phase
meet.[6–8] While the location of this point is defined by
indispensable properties to allow the OER to proceed, e. g.
having sufficiently high oxygen ion and electron conductivity,
the point itself, however, remains an elusive concept that has
never been directly observed so far. Elucidating the structure of
the TPB and its thermodynamic stability is crucial to identify the
relevant aging process within the plethora of proposed
deactivation mechanisms.[9] Besides poisoning[5] and electrode
delamination caused by internal oxygen partial pressure[4,10–12]

or YSZ electroreduction,[13] cation (Sr and Mn) migration is
believed to play a key role in electrode deactivation. It is
responsible for interfacial reactions,[14–18] nanocluster
formation,[19] structural damages,[20] loss of electronic conductiv-
ity in LSM[21–24] and active site blockage by the respective oxides
as well as subsequent surface reactions of the cations with
volatile species.[17,22,23,25–27]

Already in the early stages of SOFC development at FZ
Jülich,[28,29] an A-site deficient LSM composition was selected,
because in combination with the YSZ electrolyte this composi-
tion is less susceptible to the undesired formation of a La2Zr2O7

interlayer during sintering of the LSM electrode layer at
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elevated temperatures (1250 to 1350 °C).[30–32] Further segrega-
tion mitigation strategies include nanoparticle infiltration[33] and
anode[34] and microstructure[35] design to suppress high oxygen
partial pressure[36] and anodic polarization,[20] which have been
proposed to drive this phenomenon. Even though these
strategies have shown promising results, cation segregation,
especially of Sr, continues to impact cell performance, as the
absence of fundamental understanding on the atomistic level
prevents its systematic control.[37,38]

Previously,[39,40] we have shown that a so-called complexion
is formed between the typical components of the cell, i. e. the
YSZ electrolyte and the LSM anode. In brief, a complexion is a
thermodynamically stable intergranular layer of self-limited
width that is only stable in between two bulk phases.[41,42]

Complexions have already been found in a variety of different
functional solids.[43–48] Such a complexion can exhibit properties
different from their neighboring phases. For SOCs, many of
these properties are not yet identified or understood. For
instance, it may be a mixed ionic and electronic conductor
(MIEC),[39] which would ideally increase the size of the location
of oxygen evolution from a 1-dimensional (1D) line to a 2D
complexion/gas area containing the active sites if it extends
unperturbed to the surface. In reality, however, the surface
structure and composition of oxides differs from the underlying
bulk.[49,50]

In the present study, we aim at assessing the composition
of the surface termination of the complexion by combining
simulation and experiment. Therefore, the manuscript is
hierarchically structured and we first take a closer look at the
chemical properties inside the complexion by evaluating
molecular dynamics simulations to understand spatially re-
solved ion mobilities. We found a variation of the oxygen ion
diffusion within the complexion compared to the neighboring
bulk phases. Second, we investigated the cation mobility in this
partially amorphous layer and predict a stable surface composi-
tion of the complexion by Monte Carlo (MC) simulations. The
evolution of the elemental distribution towards the complexion
surface was investigated emphasizing the role of strontium
cations, which were previously found to be almost absent from
the unperturbed complexion. It was found that the elemental
profile associated with Sr across the complexion was shifted
significantly compared to all other elements.[39] Experimentally,
we employ energy-dispersive X-ray (EDX) spectrum images in a
(scanning) transmission electron microscope ((S)TEM) for aged
samples (150 h at 1073 K). In addition, complementary synchro-
tron-based X-ray photoelectron spectroscopy (XPS) measure-
ments were performed for the aged and the pristine samples
(1423 K for 1 h).

The detection of small, local (i. e. sub-nanometer) variations
in the elemental distribution represents a key challenge when it
comes to low concentration elements. STEM-based EDX is a
well-suited technique to study such local variations due to its
high spatial resolution given by the focused electron probe.
However, the limited collection efficiency of the generated X-
rays leads to high noise levels hindering a clear interpretation
of potential changes in the elemental distribution. This can
become problematic if the respective elemental concentrations

drops below 5 at %, which holds also for the Sr content within
the LSM used in this study ((La0.8Sr0.2)0.95MnO3� δ). Within the
complexion,[39] the Sr content is further reduced to below
2 at %. Although there has been a huge progress within the last
decade to increase the X-ray detection efficiencies, the meas-
urement of minute variations of a small amount of an element
at the sub-nm scale remains still challenging.

To overcome this dilemma we here apply a novel approach
that consists of four steps: (1) We have optimized the acquis-
ition procedure to obtain the best trade-off between high signal
and low/no beam damage. (2) We performed a post-acquisition
sample drift correction and (3) utilized multivariate statistical
analysis (MSA)[51–56] by applying non-negative matrix factoriza-
tion (NMF).[57,58] (4) Welch’s t-testing was finally employed to
evaluate an increase or decrease of the Sr content along the
complexion towards a potential TPB.

In general, MSA is used to find inference of more than two
variables in empirical datasets.[59,60] Besides many other fields, it
has successfully been applied in medicine[61,62] and biology.[63] In
electron microscopy, the main application of dimensionality
reduction by MSA is denoising of spectra, often by principal
component analysis (PCA).[64,65] However, these methods are
increasingly also used to decompose hyperspectral stacks
obtained from spectrum imaging in order to extract different,
also overlapping, components from EDX or electron energy-loss
(EEL) spectra. This can be used to map different phases that are
non-trivial to distinguish spectroscopically.[66–68]

The Sr variations are additionally investigated by means of
XPS, which enables the comparison of surface to sub-surface
(“bulk”) Sr content. It further allows the analysis of its chemical
nature. However, being a spatially integrative technique with
much worse lateral resolution compared to EDX and Sr
segregation has also been shown for pure perovskites,[69] the
sample was carefully polished in order to expose as many
complexion/vacuum interfaces as possible to the X-ray beam.

Results and Discussion

Simulation

Ion diffusion

For OER, oxygen ion and electronic conductivity around the
active phase is essential as it determines the availability of O2�

at the recombination zone. In addition, the concept of TPB may
be supported by the presence of a complexion, albeit by a
possible higher dimensionality. Complexions can have different
properties compared to their confining bulk phases, e. g. partial
amorphization and compositional gradients.[46] We focus here
on the ion transport properties within the complexion which
has not been investigated until now.

We performed molecular dynamics (MD) simulations to
assess the ion mobility along the complexion. Figure 1 shows
the extracted diffusion coefficients of all ionic species for several
relevant temperatures. At each temperature, the total ion
mobility is significantly increased within the complexion as
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compared to the bulk phases. This effect is most pronounced
for the oxygen anions, suggesting a more than three-times
increase of the ion mobility as compared to the adjacent YSZ
bulk phase. Such an enhancement of oxygen ion conductivity
has been reported before for LSM grain boundaries,[70] which
was attributed to the high density of oxygen vacancies in this
area. In our case the observed high oxygen ion mobility may
stem from a reduced density as a consequence of the partial
amorphization of the complexion. According to the simulations,
the oxygen density in the complexion yields only 83.1 % and
83.3 % of the one of LSM and YSZ, and the total mass density is
reduced to 78.4 % of the LSM bulk and 98.6 % of the YSZ
(compare Table S1 in the SI for density values). Note that the
bulk density values are, due to simulation cell size limitations,
extracted only a few nanometers away from the complexion
and thus can still be influenced by it. This reduced density in
the complexion could open space for oxygen diffusion and
facilitate ion movement. The enhancement of oxygen ion
mobility might be considered an intrinsic property of grain
boundaries and complexions in ion conducting host materials
as long as free oxygen sites are available. The high oxygen
mobility within the complexion may be important for the
function of the SOEC to maintain a steady surface oxygen
supply and to regulate the oxidation states of the surface
metals.

Remarkably, not only the oxygen ion mobility is consid-
erably enhanced in the area of the complexion, but also the
cations become fairly mobile within the complexion. However,
a high cation mobility could enhance segregation and thus lead
to irreversible restructuring effects. This poses the question
whether the elemental composition within the complexion as
established during the sintering process is stable during the
prevailing time of the operation, in particular in the vicinity of

the active surface. In reality the LSM/YSZ interface is multiplied
in a porous layer of approximately 25 μm thickness, which
exposes several active areas to the gaseous environment.[39] In
order to obtain a realistic thermodynamic equilibrium model
from infinite simulation slabs, covering not only a complexion
between the two adjacent oxide phases but also the exposed
active surface, we cut a rectangular hole through this arrange-
ment (see SI Figure S1). This may facilitate the exploration of
compositional restructuring, which could be a reason for the
fast anode degradation.

Complexion surface termination

To assess this question, we simulated sintering and thermal
aging by an MC approach for an ensemble of model cells
containing surfaces exposed to vacuum that cut across the
complexion to study the evolution of the surface composition
of the complexion at an atomistic level. The top and side views
of the complexion/vacuum interface for one exemplary cell
after convergence of the MC simulation are shown in Figure 2a
and b. The simulations show that the Sr ions (pink) are
accumulating on this surface in the vicinity of the complexion
in the form of an oxide.

To quantify this effect, Figure 2c features the ensemble
averaged elemental profiles along the complexion up to the
vacuum interface. While oxygen and zirconium do not show a
notable gradient from the complexion bulk towards the surface,
Mn and Sr seem to significantly supplant La within the
nanometer, which is closest to the surface. In comparison to Zr
and O, this effect is the strongest for Sr, where the elemental
profile is even shifted slightly towards the surface, whereas for
La and Mn the profiles' points of inflection are shifted towards
the bulk region of the complexion. While the general phenom-
enon of Mn[71–73] and Sr[7,24–26,73–77] surface segregation in LSM has
been reported for various conditions and doping concentra-
tions, Sr segregation has even been linked to cell
performance.[22,23,27,38] Note that this simulation, performed with-
out any polarization and neglecting the oxygen partial pressure,
yields the same results as experiments under various exper-
imental conditions. Hence, cation segregation seems to lead to
a broad thermodynamic minimum, whose reach can only be
suppressed sufficiently if the mechanism leading there is
understood. The highly localized deposition on the complexion/
vacuum interface, in combination with the observed high cation
mobilities in this area, hints towards a segregation mechanism
via the complexion.

Thus, we propose a complexion-mediated cation segrega-
tion pathway, which is illustrated for Sr in Figure 2d. Instead of
migrating via the LSM bulk to the surface, where cation
diffusion is severely limited,[24] cations close to the grain
boundary diffuse into the complexion, which features a
significantly enhanced ion mobility. The enhanced diffusion in
the complexion leads to a faster thermodynamic equilibration,
which, according to our simulations, includes Sr and Mn oxide
formation on the complexion surface.

Figure 1. (left) Diffusion coefficients of different ions across the complexion
at different temperatures (dotted lines: 923 K, solid: 1200 K and dash dotted:
1333 K). The dashed black lines enclose the complexion. (right) Exemplary
excerpt of one complexion with its confining bulk phases. The color code of
the elements is the same as for the diffusion, Y is highlighted in light blue.
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In addition to the often contemplated effect of reduced
electronic conductivity in LSM due to Sr bleeding, this surface
oxide formation might actually result in physical blockage of
active sites.[38] It may thus render Sr segregation into a
potentially active zone, i. e. the surface of the complexion, a
plausible source for degradation. The driving force behind this
mechanism might be electrostatic and elastic interactions of
the cations in the complexion, which are believed to cause Sr
segregation in pure LSM,[38] and agree with our findings that Sr
is almost absent within the complexion.[39] However, further
studies are required to fully elucidate the mechanistic details of
this pathway.

Experiments

Cation mobility

In order to validate the simulation results we analyzed the aged
sample (150 h, heated up to 1173 K) by STEM-EDX. We first
investigate the cation diffusion along the grain boundaries.
Figure 3 shows part of the LSM/YSZ mixed electrode close to
the interface of the YSZ electrolyte (for details on the cell
structure see Ref. [39]). The phase separation between the LSM
and YSZ phase is depicted in Figure 3a by elemental maps.
Together with a bright field (BF) TEM image (left), the elemental
distribution is revealed by a combined Zr/La EDX map (blue/
red) and single EDX maps of Mn (yellow), La (red) and Sr (pink).
As predicted by the simulations discussed above, Mn and La
exhibit increased mobility trough the complexion into YSZ and
its grain boundary, which is highlighted in Figure 3b. At the
grain boundaries between different YSZ grains, the Mn and La
signals could be detected as shown by an enhanced signal,
indicating cation diffusion along these grain boundaries (see
also yellow and red arrow, respectively). For Sr, in contrast, we
could not detect any signal, above the noise level, outside the

LSM grains. Note, that the seemingly low Sr content in
Figure 3b can not be attributed to a significant spectral Sr
feature applying standard analysis routines. These findings on
the diffusion or lack thereof of La, Mn, and Sr cations along the
grain boundaries are further corroborated by Figure S3 in the
Supporting Information. However, as found by simulations,
mobility for Sr is also to be expected. Therefore, two questions
arise: whether this negative finding is merely due to limitations
in the data analysis and whether, it is possible to detect the
predicted Sr diffusion and enhancement at the complexion/
vacuum interface. Note, that the Sr content is nominally only
4 at % in the LSM phase and potentially much less outside the
LSM grain.

Drift correction

To answer the question which emerges from the simulation
experimentally is a rather complex challenge, as size of the
simulated strontium oxide nucleation seed is rather on the
Ångström than nanometer scale. Investigating such small
variations of elemental concentration changes requires an
analysis close to the microscopic resolution and detection limit
and is, therefore, extremely challenging. On top, appropriate
sample preparation to uncover potential complexion/vacuum
interfaces for TEM investigations introduces an additional
degree of complexity.

The small width of the complexion paired with the even
smaller size of its interface with the gas phase evoke the need
to assess minor changes in the concentration of individual
elements with very high spatial resolution. Only this would
enable us to prospectively track the whole surface oxide
formation process from the beginning. This would also allow
the investigation of its formation mechanism in full detail,
which is necessary for its direct linkage to cell performance.

Figure 2. (a) Top view of one simulated cell showing the complexion/vacuum interface. (b) Cut through the surface shown in (a) to show complexion
evolution to the surface. (c) The normalized intensity of the elemental profiles from the vacuum along the complexion obtained by overlaying the atoms
�7 Å from complexion center with 3D Gaussian functions and projection onto the y dimension. (d) Proposed cation segregation pathway to the complexion
surface, illustratively shown for Sr.
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To overcome the aforementioned issues, we developed a
routine that is based on post-acquisition drift correction,
component analysis and statistical analysis. The developed
routine is demonstrated in the following. For details on the
sample preparation and the optimized acquisition procedure
for optimized signal detection to avoid e-beam induced
artifacts which would limit any unambiguous interpretation, we
refer to the Methods section.

In Figure 4a, BF images from different points in time during
the acquisition of an EDX spectrum image close to the
complexion/vacuum interface are displayed. Compared to the
first frame, the additional images of this series exhibit
significant drifts of several nanometers despite using the online
drift correction of the acquisition software. Since this residual
drift is much larger than the localization of the desired
information, i. e. the strontium oxide accumulation, the spec-
trum images can hardly be used without further processing as
the spectral information is blurred in an analog way. The top-
left panel in Figure 4b shows the resulting image when
summing up all BF images from all 175 frames in the EDX
hyperspectral cube. Compared to the single snapshots, it
appears very smoothed while well defined contrast changes are
absent. This is further illustrated in Figure S6, where the effect is
simulated on a 2D Gaussian with a full-width at half maximum

of 1 nm and is shown to lead to strong delocalization and
distortion.

Figure 4b also shows the results of different drift detection
algorithms. Cross-correlation (top right), a standard technique
used for such tasks, results in a minute improvement especially
in the horizontal direction. However, it does not lead to
significant improvements, even though there are sharp and
significant contrast changes in the image. Thus, we employed a
different approach in which 100 templates (a combination of
manually and randomly placed ones, refer to Figure S4) are
matched every frame, for each of the three image types that
are acquired, i. e. BF, dark field (DF) and high-angle annular dark
field (HAADF), resulting in 300 template matches each frame.
This creates a much sharper image, which can be further
improved if the image shift is not determined from all template
matching results, but if an outlier check is first performed using
the RANSAC algorithm.[78] This creates a summed image that is
comparable to the single frames. Figure S7 highlights the effect
of the RANSAC outlier removal: from the multitude of template
match results (in gray), only the orange points are considered
inliers. The drift detected by applying a Euclidean transform
model to the RANSAC inliers follows the orange points closely
(see the blue curve), whereas the one from all templates (green)
deviates strongly, especially at high time values in x (horizontal
direction) and already before that in y (vertical direction).

Figure 3. Cation mobility. (a) Bright field image (BF) of a mixed LSM/YSZ electrode and EDX elemental maps of zirconium and lanthanum (Zr/La), manganese
(Mn), lanthanum (La) and strontium (Sr) of the corresponding region shown in BF. (b) Contrast- and brightness-adjusted maps of Mn, La and Sr highlight
enhanced signal at the grain boundaries between different YSZ grains for Mn (yellow arrow) and less pronounced for La (red arrow). Sr is only resolved within
the LSM grains, the low and homogeneous signal over the YSZ grains is attributed to residual background and noise contribution due the low Sr content.
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The temporal drift evolution from RANSAC in Figure 4c
reveals that there is a fast sample motion in the beginning
toward the top-left, which is in line with the images in
Figure 4a, and then the sample drifts towards the lower right
rather linearly, with a slight kink in the position distribution
between 500 s and 1000 s. The sample drift thus spans a
distance of around 8 nm in x and 5 nm in y direction, which is
insufficient for detecting local information at the nanometer
scale, let alone in the range of a few Ångström.

Figure S8 also shows the time-dependent drifts obtained
from all methods. While RANSAC and template matching have
similar trends, cross-correlation appears to be insufficient for
the present images, explaining the blurred image. It should be
noted that the corrected images are cropped because only
pixels that are contained in every shift-corrected frame can
contribute to the final image. Thus, the field-of-view is
restricted. However, this is compensated by a gain in spatial
resolution. This improvement can also be seen in Figure 4d and
Figure 4e. In these figures, line profiles of the BF image in

horizontal and vertical direction are plotted for the different
drift correction types. As discussed before, cross-correlation
only leads to a negligible improvement over the raw data as
output from the microscope software. However, the vertical
step is significantly sharper for both template-matching-based
procedures, with RANSAC leading to the sharpest contrast
change. Furthermore, in the horizontal profile, RANSAC is the
only drift correction method that resolves the small step at
around 2 nm, as indicated by the arrow in Figure 4d.

Component Analysis

The EDX data was analyzed and decomposed into individual
elemental maps using two alternative, but complementary
routes: (a) by standard evaluation tools and (b) by a standalone
Non-Negative Matrix Factorization (NMF), which would enable
automated analysis and add superior spatial resolution due to
the possibility to apply additional drift correction and denois-

Figure 4. Post-acquisition drift correction. (a) Selected BF snapshots from different times during the spectrum image acquisition still show considerable drift
with respect to the first frame at 0 s. The orange lines serve as guides to the eye to enhance the visibility of the drift still present in the raw data.
(b) Comparison of the summed BF images without further correction (‘raw’) and after different post-acquisition drift correction algorithms. Image regions not
present in every frame are masked, effectively cropping the available field of view. (c) The residual sample motion after acquisition, as measured using the
RANSAC algorithm. In (d) and (e), intensity profiles along the lines indicated in b) are plotted. Neither the online drift detection (‘raw’), nor cross-correlation
yield adequate results and lead to very blurred contrast changes. RANSAC generates the sharpest steps and is the only technique to resolve the small step
just above 2 nm in d) (see the arrow).
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ing, i. e. less binning. Automated analysis is important in order
to achieve a high throughput analysis, which would allow for a
statistical evaluation of the sample at high spatial resolution
and the tracking of nanostructural inhomogeneities at the
complexion/vacuum interface. Spatial resolution is required as
in the case of SOCs the Sr enrichment is an atomic scale
phenomenon located at a small fraction of the sample. Results
from the standard procedure are shown in Figure S9 and used
as a reference for the NMF analysis. The results of the NMF
analysis are shown in Figure 5. Additionally, the drift-corrected
HAADF- and BF-STEM images are presented for comparison in
the same figure. Complete results of the NMF are given in the SI
Figures S10 and S11, as well as an analysis of the Sr signal in
YSZ due to the overlap of Sr, Y and Zr spectral peaks in
Figure S12.

While both methods are able to separate the EDX signal
into the elemental maps, the drift corrected NMF yields sharper
edges and higher contrast of intensities in comparison to the
standard procedure. This allows for an improved quantitative
analysis of the respective element distributions in the sample,
even for the doping elements Sr and Y, which have comparably
low concentration (approximately 3.8 at% in LSM and 5.1 at %
in YSZ).

Comparing the elemental maps from both methods (Fig-
ure 5 and Figure S9), a prominent feature is the concentration
edge in the oxygen map at the transition of YSZ to LSM
obtained by both techniques. When taking a closer look at the
oxygen density in the individual bulk materials, LSM is expected
to have 86.8 % of the oxygen number density of YSZ as
calculated from experimental lattice parameters.[39] While the
standard evaluation procedure yields a ratio of approximately
81 %, the drift-corrected NMF data is able to capture this
difference as well, yielding a ratio of 91 % of the mean oxygen
concentrations between LSM and YSZ (see Figure S13 in the SI
for details). As opposed to the maps of the drift-corrected NMF
analysis the elemental maps of the standard evaluation
procedure appear more blurred at the interfaces. Overall this
analysis shows that automated routines, such as drift corrected

NMFs, can be used to efficiently analyze large EDX data stacks
and perform high-throughput analysis in to order to understand
local compositional variations of SOCs.

Statistical analysis

In order to resolve minute concentration differences of dopant
species, such as Sr, with high spatial resolution, we perform
Welch tests, i. e. statistical tests which are able to distinguish
unequal mean values of sample distributions.[79] To demonstrate
their performance, the tests were first applied to the bulk signal
of the Sr elemental map. Figure 6a shows the complete relative
spectral contribution of the Sr intensity map obtained by the
drift-corrected NMF. The dashed black line marks the area in
which the sample was found to possess a constant thickness.
To the left, the sample features a wedge-like shape, becoming
progressively thinner (compare SI Figure S14). Colored rectan-
gles mark the positions of sections shown in the other subplots.
For the first set of tests, the Sr map was divided into 25 equally
sized areas, shown as blue rectangles in Figure 6b. The Sr
concentration in each of those areas was compared to the same
central Sr bulk area, marked by a dashed red boundary. Note
that, as a consequence, the red-marked area is also compared
to itself. A close-up of this reference area is shown in Figure 6c.

We performed two-sided Welch t-tests, meaning that the
alternative hypothesis constitutes an either smaller or higher
mean concentration in the respective areas of comparison. In
order to conduct a Welch test comparing two areas, these areas
are each sub-divided into 30 smaller regions. Each of the
smaller sub-regions is 19.5 Å2 in size, making the total
compared areas 5.85 nm2. The values within each sub-region
are aggregated. From the resulting 30 cumulative intensity
values, 15 were selected randomly (with replacement) and used
in the test. One realization of the selected sub-regions within
the compared areas resulting from this stochastic sampling
process is exemplarily shown in Figure 6d for one of the blue
areas and the reference area. The binning of the smaller sub-

Figure 5. NMF decomposition of the EDX raw data after application of the drift correction. All elemental maps are binned (3 × 2 pixel bins). The binning was
applied after the drift-correction and before conducting the NMF.
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regions improves the power of the test by yielding more
normally distributed samples. True random sampling from the
compared areas is important to enable a meaningful statistical
evaluation.

A failure of the test indicates a high probability that the
alternative hypothesis is true, with the significance of the test
being reflected in the reproducibility of the results. We have
here selected the settings such that the alternative hypothesis
can be accepted with statistical relevance defined by a
significance (P-value) lower than 0.05. A passed Welch test, on
the other hand, can have two possible reasons: either the null
hypothesis is really true or the chosen test settings are not able
to resolve the desired property from the provided samples. It is
thus only a weak indicator that the null hypothesis is true and
other test settings and/or data are necessary to prove the
hypothesis. Note that a hypothesis can never be proven
directly, but indirect proof is possible by falsifying a suitable
null hypothesis.

Even for a successful test, not all individual random Welch
tests are necessarily delivering the same error-free results. As
mentioned above, the reliability of the test is related to the
significance, which indicates the smallest value level of α at
which the null hypothesis can be rejected according to the
provided samples. To further demonstrate the statistical robust-
ness of the chosen test settings, 1000 Welch tests were
performed for each comparison. The relative share of passed

tests for the Sr bulk investigation is displayed in Figure 6e (see
Table S2 in the SI for exact values). Within the bulk area itself
(upper 20 regions), the majority of tests are passed (white
color), indicating that the average mean between the areas is
similar, or at least differences cannot be resolved with the
chosen test settings. However, some of these regions on the
left and lower edge show a higher failure rate, suggesting that
there might be local changes in the areas themselves, which
cannot be resolved with the chosen area size. The five lower
areas fail the majority of the tests with significant accuracy
(black color, compare Table S2), revealing a diverging mean Sr
concentration in these areas compared to the central bulk
reference region. Comparing the signal intensity in these areas
with the reference, it becomes clear that these areas must
contain less Sr, which is most probably due to the incipient
complexion, for which we have shown before that it features
much lower Sr concentrations than bulk LSM.[39]

This first analysis shows that nanoscale trends can be
confirmed with Welch tests with significant certainty. However,
small features like the oxide nucleation seeds found in the
simulation require an even higher resolution. We thus compare
one small region close to the complexion with potentially
higher concentration to several bulk positions, in order to
demonstrate the power of the conducted Welch test. Figure 6f
gives an overview of the compared areas, with a close up of the
reference area enclosed in red given in Figure 6f. With the new

Figure 6. (a) Relative spectral contribution of the Sr EDX map obtained from the NMF broadened by a Gaussian filter to ease viewing. The colored rectangles
show the positions of the following subplots: orange: b+ f, cyan: c, magenta: d, pink: g. The dashed red rectangle is the reference area for the bulk Welch tests
and the dashed line indicates the area where the sample has an even thickness (compare SI Figure S14). (b) Close up of the sample area with high Sr content.
Random samples from the red dashed rectangle (close-up shown in (c)) are compared to random samples drawn from each individual blue rectangle in Welch
tests. (d) One exemplary realization of random samples (smaller rectangles) drawn from each area (larger, confining rectangle) that are compared in a single
Welch test. (e) Percentage of passed tests (see Table S2 in SI for exact numbers). (f) Location of passed one-sided Welch tests to test of higher Sr concentration
(red dashed rectangle) close to the HAADF-determined surface with bulk position (blue rectangles). (g) Close-up of the area with higher Sr content. (h)
Percentage of passed Welch tests, stating that the red area has a higher mean concentration than the blue areas specified in (f). The colormap is the same as
used in (e).
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hypothesis that the reference area has a higher concentration
than the bulk areas, we can perform one-sided Welch test,
which need less samples and do thus allow for a higher
resolution. Note that, other than for the bulk Welch tests, here
the random samples from compared areas are not re-binned,
but the individual pixel values are taken. The area of such a
random sample is thus only 1.95 Å2. With an area containing
only 6 × 6=36 of these, the resolution demonstrated here is
70.2 Å2, which would correspond to a cluster containing only a
few atoms in the xy dimensions.

As before, 1000 tests were performed. The percentage of
passed tests is given in Figure 6h (see Table S3 in SI for
numbers). The results of the tests suggest that the alternative
hypothesis is accepted for all areas, stating that the mean
concentration in the red area is significantly higher than in each
of the ones marked in blue. These results demonstrate that the
informative value of high resolution EDX measurements can be
pushed to resolve concentrational deviations in areas down
lower than the nanoscale. The selected combination of data
post-processing methods demonstrated the resolution of minor
changes in elemental distributions, and thus provides an
indispensable tool for the detection of nucleation seeds. This
now enables more detailed investigations of the complexion
evolution over time and the linkage of concentration changes
on its surface to cell deactivation.

The presented results render Sr segregation in SOCs a very
probable reason for cell deactivation, in line with earlier
findings at larger length scales. However, whether the segre-
gated cations mainly lead to spatial blockage of the active site
or to its loss via exsolution of the complexion, accompanied by
the creation of voids and increasing porosity, needs yet to be
determined at atomistic resolution. The proposed workflow
provides a tool for an automated, robust, and fast analysis of
EDX spectrum images necessary for such a detailed analysis of a
large data stack, especially when the focus is on low-
concentration elements such as strontium in the LSM perovskite
studied here. This way, the cation agglomeration and nucleus
growth can be tracked from early stages where only minute
stoichiometric changes are anticipated. The flexible design of
our routine based on multi-variate statistical analysis allows for
easy and straightforward adaptation for the investigation of
other materials. This is of high interest, especially for other
electrode materials such as LaxSr1� xCoyFe1� yO3� δ (LSCF), for
which high temperature environmental scanning electron
microscopy spectra of the grain boundaries also hint at a Sr
segregation pathway via a complexion.[80] However, further
studies are needed to verify this conjecture and to establish the
relevance of the proposed mechanism for other materials.

Surface Spectroscopy

In order to assess the potential enrichment of strontium at the
surface, we have additionally conducted XPS measurements, as
seen in Figure 7. In Figure 7a, the Sr 3d regions are plotted for
two samples: one that has only been sintered at 1423 K for 1 h
(pristine, blue), and one (‘aged’, orange) that has additionally

been aged thermally at temperatures up to 1173 K for 150
without polarization. The left panel contains the surface-
sensitive spectra that have been acquired with a kinetic energy
of 130 eV, and the sub-surface-sensitive data is in the right
panel (600 eV). According to the TPP-2M equation,[81] the escape
depths for these kinetic energies can be estimated to be 3λ=

1.6 nm for the surface, and 3λ=4 nm for sub-surface spectra
(with λ being the inelastic mean free path). All spectra are
normalized to the respective total La 3d area in order to
investigate the distribution of A-site elements in the perovskite
(when considering the form ABO3). In the aged sample, there is
a slight accumulation of strontium at the surface. More
specifically, an increase of the Sr/La ratio of 11.5 %, see also
Table 1. This corresponds to an increase of 9.7 % in the nominal
A site occupancy by Sr, which might also result from
segregation of strontium oxide. In addition, the sub-surface
seems to be enriched in Sr in the aged sample, which could be
explained by a diffusional concentration gradient originating
from the LSM bulk.

The peak shapes of the Sr 3d surface and sub-surface
spectra appear to be significantly different. Thus, peak fitting
was performed, as shown in Figure 7b and Figure 7c. This
procedure reveals that, in addition to the expected Sr 3d

Figure 7. Sr 3d photoelectron spectra. (a) the surface (left) and sub-surface
(right) spectra for the sintered and aged cells, normalized to the
corresponding La 3d areas. During aging, the Sr/La ratio changes at the
surface, see also Table 1. The blue and orange shaded regions illustrate
regions where the sintered (blue) and aged (orange) spectra have higher
intensities, respectively. In (b) and (c), peak fits of the Sr 3d region show that
an additional component, shifted to higher binding energies compared to
the bulk perovskite strontium, is present and seems to be accumulated at
the surface, hence labeled as ‘surface Sr’.

ChemCatChem
Research Article
doi.org/10.1002/cctc.202200300

ChemCatChem 2022, 14, e202200300 (9 of 13) © 2022 The Authors. ChemCatChem published by Wiley-VCH GmbH

Wiley VCH Montag, 26.09.2022

2219 / 260355 [S. 125/129] 1

 18673899, 2022, 19, D
ow

nloaded from
 https://chem

istry-europe.onlinelibrary.w
iley.com

/doi/10.1002/cctc.202200300 by Fritz-H
aber-Institut D

er M
ax-Planck-G

esellschaft, W
iley O

nline L
ibrary on [13/10/2022]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



doublet (3d5/2 at a binding energy of 132.2 eV, colored gray in
the plots), a second component is present in all spectra (red).
This component is shifted to higher binding energies, with the
3d5/2 maximum at 133.6 eV and is more prominent in the
surface spectra, where it makes up around 47 % of the Sr 3d
region for both samples, compared to just above 20 % in the
sub-surface. The main component thus seems to be the bulk
oxide, which is in good agreement to literature values for
perovskites,[82] and strontium oxide.[83]

The high-binding-energy component has been observed for
other perovskites as well,[69] mostly being ascribed to
carbonates.[83] Due to the generally very low amount of Sr in the
sample (roughly 4 at % in LSM, accordingly less in the approx-
imately 1 : 1 LSM/YSZ mixture), no distinct carbonate signal can
be resolved in the C 1s spectra. Since it is thus not possible to
clearly ascribe the component to a certain compound. We, thus,
refer to it as'surface Sr’, following the nomenclature recently
used for lanthanum strontium ferrite.[69] In contrast to this
system, the fraction of surface Sr species in LSM is, however,
not increased after aging. Instead, the total amount of Sr is
increased. As seen from Table 1, the fraction of bulk oxide
species remains constant during aging. Thus, the observed Sr
accumulation on the surface does not stem from the formation
of secondary species, e. g. carbonate species, but from a general
increase in Sr content towards the surface.

While it is impossible to draw the conclusion of where
exactly the Sr agglomerations are located, i. e. at the complex-
ion/vacuum interface or the LSM/vacuum interface, because
XPS is a laterally integrative technique, the results seem to be in
line with the simulation data in Figure 2. In order to further
affirm this link, future experiments need to be performed on
model systems with ultra-thin perovskite layers. That way, by
means of synchrotron-based XPS depth profiling, the complex-
ion can be probed directly and distinguished from the LSM/
vacuum surface.

Conclusion

Combining MC and MD simulation, spatially resolved EDX-STEM
mapping, and post-acquisition drift analysis, we could validate a
predicted atomic scale Sr enrichment at the complexion/
vacuum interface occurring on the LSM/YSZ side of SOECs after
thermal aging up to 1073 K for 150 h. The results are
complemented by surface-sensitive XPS measurements. In
addition, simulations demonstrated increased diffusion rates in

the complexion for both oxygen anions and cations, which has
been corroborated by experimental observations. The formation
of highly localized and atomically dispersed Sr enrichment at
the complexion/vacuum interface which was found in the MC
simulations could be validated by a newly developed, robust
routine, which is based on STEM-EDX analysis, drift correction,
NMF and Welch t-test. This automated data analysis is superior
in spatial resolution and analysis times compared to standard
evaluation procedures, while qualitatively similar results are
obtained. This renders the outlined drift-corrected NMF analysis
of large EDX stacks capable for high-throughput analysis to
study the origins of compositional variations in SOECs down to
the atomic scale. This will ultimately lead to improved
structure-function correlations and a deepened understanding
of deactivation processes.

Experimental and Methods Section

Theoretical methods

Monte Carlo Simulation

Two kinds of simulation cells were built and the preparational
sintering process was simulated for 16 different doping realizations,
each with the force-field based MC algorithm that has been
described in previous work.[39] The cells that were obtained in this
earlier work have been used to obtain ion diffusion coefficients
across the interface using spatially restricted lag time mean square
displacements.[48] For the surface simulations, a bigger cell contain-
ing a total of 21,330 atoms with lattice vectors measuring 22.4 ×
93.6 × 147.9 Å has been constructed in such a way, that a big hole
cutting through the complexion between the two materials
exposes two surfaces at the YSZ/LSM interface in the xz-plane (see
SI Figure S1).

All cells have been aligned in the direction orthogonal to the
complexion to match in the point of inflection of the fitted Mn
elemental profiles across the complexion. Elemental profiles of MC-
’sintered’ cells with the described surface models were obtained
from the projection of atom positions (up to �7 Å from the
complexion center in z direction) overlaid with Gaussian functions
to the y dimension. In order to include both surfaces featured in
the cell, the elemental profiles were folded around the z direction
at the middle of the simulation cell, which is 3 nm from either
surface.

Molecular Dynamics

Molecular Dynamic simulations have been conducted for 1 ns after
an equilibration time of 10 ps with a time step of 1 fs for 6 different
structures employing LAMMPS.[84] The force field is the same as in
the MC simulations. Spatial resolution of the diffusion is achieved
by calculating the lag time mean square displacement for all atoms
that have not left the region �5 Å around the specified point
during the respective time periods.[48]

Sample preparation

The half cells, LSM j jLSM+8YSZ j j8YSZ, were prepared using
yttria-stabilized zirconia (8YSZ, with 8 mol% Y2O3) electrolyte
supports (Kerafol®, nominal diameter 20 mm and thickness

Table 1. The Sr/La ratio and fraction of Sr in the A site of the perovskite
both increase upon thermal aging by 11.5 % and 9.7 %, respectively, while
the fraction of surface Sr species (Srsurf.) does not change significantly
during the aging process.

condition Ekin [eV] Sr/La ratio Sr in A site [at %] Srsurf. [%]

sintered 130 0.169 14.5 46.5
sintered 600 0.212 17.5 23.4
aged 130 0.189 15.9 47.1
aged 600 0.224 18.3 21.1
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300 μm). Terpineol-based slurries were prepared with pure LSM
((La0.8Sr0.2)0.95MnO3� δ) powder (Fuel Cell Materials) and an LSM+YSZ
(50/50) composite. First, an LSM+ YSZ layer (thickness approx-
imately 25 μm and diameter 8 mm) was symmetrically screen
printed on both sides of the dense 8YSZ supports and after drying
it at 353 K, an LSM layer (thickness about 25 μm, diameter 8 mm)
was printed on both sides. The final sintering was performed at
1423 K for 1 h in air, with a heating rate of 2 Kmin� 1. One of the
cells (labeled ‘aged’ throughout this manuscript) was further
treated thermally for 150 h at temperatures of 1173 K in order to
investigate the effects of thermal aging by means of EDX.

Specimens for electron microscopy were prepared by cutting the
cells with a wire saw and subsequent polishing at an angle of 30°.
From this oblique cross-section, a TEM lamella was prepared using
an FEI Helios NanoLab G3 FIB-SEM Dualbeam system. Special care
has been taken to avoid and remove re-deposited material at the
interface of interest during the final low energy cleaning step.

For X-ray photoelectron spectroscopy (XPS) measurements, both
cells (sintered and aged) were polished in plan-view, removing the
LSM current collector layer (corresponding to the topmost 30 μm).
Refer to Figure S2 for an optical microscopy image detailing one of
these samples.

Electron microscopy and spectroscopy

STEM-EDX

TEM analysis – consisting of simultaneous image and EDX spectrum
acquisition – was done in a ThermoFisher Scientific Talos F200X at
200 kV. The microscope was equipped with four silicon drift
detectors (SDDs) in Super-X configuration, spanning a solid angle
of 0.9 sr. A semi-convergence angle of 10.5 mrad was used with a
beam current ranging between 50 to 450 pA. To improve the signal
to noise ratio, multiple frames were acquired with the same
parameters and summed up, applying an online drift correction
based on cross correlation between each frame (Velox software,
Thermo Fisher Scientific). Either raw data were used for further
analysis, or background subtraction (empirical background model)
was applied as well as prefiltering. For pre-filtering, the data were
averaged over 4 (Figure 3) or 2 (Figure S3) next neighbor pixels,
before EDX maps were extracted from the spectrum image data
set. 4 pixels (Figure 3) relate to 3.5 nm and 2 pixels (Figure S3)
relate to 328 pm. Pre-filtering reduces the spatial resolution. Note,
the point resolution of the microscope is 160 pm. This is not the
case for the data shown in Figure 5 (58 pm pixel size), in which the
raw data (4D data stack, consisting of 175 frames, each including
3D spectrum image) is further analyzed.

Drift correction

While modern microscope acquisition software is equipped with
real-time drift correction systems, there are cases where its
performance is not sufficient, especially at high magnifications.
Thus, we have developed an off-line, post-acquisition drift
correction routine based on multiple template matching using
scikit-image,[85] and subsequent outlier removal using random
sample consensus (RANSAC).[78] In total, N templates (typically 100)
are selected, with a few of them being placed manually and the
rest of them randomly chosen. As shown in Figure S4, a region can
be defined inside which all randomly assigned templates need to
be located. Then, these templates are extracted from all image
types acquired along with the SI spectrum image to make the
procedure more robust to small changes in contrast (bright field
images are especially prone to this). In our case, bright field (BF),

dark field (DF) and high-angle annular dark field (HAADF) are
obtained, thus increasing the number of available templates for the
template matching by a factor of 3. These templates are matched
for every frame in the spectrum image time series, after a Gaussian
filter with σ= 2 px (corresponding to 0.639 nm) has been applied to
both the templates and the images in order to avoid potential
issues arising from the loss of atomic resolution due to focal
changes. Instead of fitting a Euclidean transformation model to all
3N data, the robustness of the shift detection is improved by
applying a RANSAC algorithm to the template match results,
removing all outliers. By outsourcing the parameters to an external
configuration file (in the YAML format), rapid screening of the
optimal settings is possible in parallel. Afterwards, the drift
correction is applied to the spectrum image stack.

Non-Negative Matrix Factorization

Each individual spatially resolved spectrum is convolved with a
moving average with a window width of 100 eV. In order to
increase the signal while still getting sufficient spatial resolution,
spatial binning of the spectra with a bin size of 3 in x and 2 in y
direction was performed. A Non-Negative Matrix Factorization
(NMF) (employing the scikit-learn routine[86]) of the measured
spectrum is used to identify the elemental composition at each
measured spatial point. The initial component guess was based on
experimental spectra originating from YSZ and LSM regions, far off
the interface. Therefore, single element components (Y, Zr, La, Sr,
Mn) were extracted from the experimental LSM and YSZ spectra
using a home-made fitting routine, which combines serial and
simultaneously Gauss peak fitting (Figure S5). These fitted compo-
nents, together with a vector featuring the fitted background
(Velox) and constructed spectra of other identified elements served
as initial component guess.

Statistical Analysis

The mean concentrations at different areas with high resolution
were investigated with Welch t-tests[79] performed on the elemental
intensities obtained from the NMF. For two-sided Welch tests
comparing solely the bulk regions, the 5.85 nm2 areas were divided
into 30 19.5 Å2 sized samples, each containing 2 × 5 pixels of the
maps obtained from NMF. The pixels in each sample are then
aggregated into one value. 15 samples were drawn randomly with
replacement from each investigated area. For the high resolution
one-sided Welch tests, the investigated 70.2 Å2 areas were divided
into 36 of the 1.95 Å2 NMF pixels and used directly in the test.
24 random samples were drawn from each area for each test. All
tests were performed with a confidence interval of α=0.95 and
without assumption of equal variances. Illustrations and further
details on the execution of the tests are given in the respective
results section.

X-ray photoelectron spectroscopy (XPS)

X-ray photoelectron spectra were acquired at the ISISS-PGM beam
line at BESSY II for planpolished samples (see above). The setup
consists of a Specs Phoibos 150 near-ambient pressure hemi-
spherical sector analyzer and the measurements were performed in
high vacuum at kinetic energies of 130 eV and 600 eV in order to
achieve surface- and sub-surface-sensitivity. Spectral analysis was
done in CasaXPS. Charge-induced drift was corrected for by using
the C 1s region (adventitious carbon) and the valence band
maximum. Shirley-type backgrounds were employed and for all
fitted components, Pseudo-Voigt shapes with 30 % Lorentzian
character were used. For quantification, the peak areas were
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corrected for the beamline flux (separately measured using a gold
foil) and the respective cross sections.[87]
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ABSTRACT: The computational discovery of novel materials has
been one of the main motivations behind research in theoretical
chemistry for several decades. Despite much effort, this is far from a
solved problem, however. Among other reasons, this is due to the
enormous space of possible structures and compositions that could
potentially be of interest. In the case of inorganic materials, this is
exacerbated by the combinatorics of the periodic table since even a
single-crystal structure can in principle display millions of
compositions. Consequently, there is a need for tools that enable
a more guided exploration of the materials design space. Here,
generative machine learning models have recently emerged as a
promising technology. In this work, we assess the performance of a
range of deep generative models based on reinforcement learning, variational autoencoders, and generative adversarial networks for
the prototypical case of designing Elpasolite compositions with low formation energies. By relying on the fully enumerated space of 2
million main-group Elpasolites, the precision, coverage, and diversity of the generated materials are rigorously assessed. Additionally,
a hyperparameter selection scheme for generative models in chemical composition space is developed.

1. INTRODUCTION
Generative machine learning (ML) models are increasingly
used for the targeted generation of images,1 video sequences,2

text,3 or music.4 This can be achieved by approximately
representing the underlying data distribution as inferred from a
provided data set and sampling from this distribution.
Alternatively, the underlying “construction rules” of a dataset
can be learned from examples without taking the underlying
distribution into account explicitly. Ultimately, both ap-
proaches provide access to the novel but realistic examples,
which incorporate the decisive features of the training data.
In the context of organic chemistry, such ML models have

already been successfully applied for the inverse design of
novel molecular candidates.5,6 Rather than using an explicit set
of rules that link molecular fragments to new molecules, the
underlying wealth of construction principles is captured from
data in the training phase,7−9 often using existing (public)
libraries of organic molecules presented to the model. The
generation process then allows for overcoming the limitations
of the initially presented molecular library10−14 by accessing
molecules with a wide variety of chemical functionalities that
are still consistent with the training examples.
Beyond merely proposing realistic molecules, molecular

design typically additionally demands the focused generation
of candidates with desired properties. This can be achieved15

by enhancing generative approaches via transfer learning,16−20

semisupervised learning,21,22 conditional generation,21−26

reinforcement learning,27−30 or by carrying out optimization
in a well-structured (latent) representation space.31−33

In essence, this molecular design toolbox can equally be
applied to the proposition of novel and useful inorganic
materials for catalysis, energy conversion, or other applications.
However, inorganic materials present notable challenges in this
regard. This is because, on the one hand, a suitable (i.e.,
invertible) material representation that respects the symmetry
and the periodicity of a three-dimensional crystal and is
(ideally) independent of the number of atoms in the unit cell is
not trivial to define.34 On the other hand, a much larger variety
of chemical compositions are possible for inorganic systems.
The current paper will focus on the latter aspect.
In the prevailing data scarcity, inverse design of inorganic

materials has usually focused more on structural prediction in
limited composition spaces35−40 or compositional optimization
with fixed structural prototypes.41−43 However, even if trained
on a limited subset of structure types, it has been shown that
these models are able to generalize to new structure types that
were not included in the training process.34

Deep generative frameworks employing neural networks
(NNs) have proven to be an invaluable tool in this context.44

Notably, these comprise a large zoo of approaches, including
variational autoencoders (VAEs),34−36,39,42,45−47 generative
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adversarial networks (GANs),37,38,41−43,48,49 and reinforcement
learning (RL).50,51 Given this wide range of approaches, it is a
priori difficult to decide which method should be used for a
new inverse design task.
While different ML models can be compared objectively by

checking their predictive accuracy on an unseen test set for
regression or classification tasks, this is much less straightfor-
ward for generative models, where each model generates new
data independently. Here, one must instead evaluate to what
extent the new data covers the underlying distribution of the
training set and how well it generalizes to new samples that are
unlike the training examples.11−13,52 Furthermore, in the
context of targeted materials design, an important question is
whether the proposed candidates reliably display the desired
properties.
Due to these questions, comparative studies which have

been performed for organic molecule generation11−14,52,53 and
(less frequently) inorganic materials,54 are particularly
valuable. Aiming to establish deeper insight into the advantages
and disadvantages of the variety of generative frameworks for
inorganic materials design, we here embark on such a
comparative study. Specifically, we use the targeted search
for novel, stable compositions within a fixed structural
prototype as a suitable benchmark for comparing the
performance of three prevalent generative ML approaches
(VAE, GAN, and RL).
To this end, we rely on a well-established computational

data set of Elpasolite structures reported by Faber et al.,55

which has previously served as a benchmark for regression
models.56−60 This set comprises the fully enumerated space of
nearly 2 million systems, which can be derived by the main-
group elemental exchange on the pristine quaternary Elpasolite
mineral AlNaK2F6. Notably, this mineral is part of the
quaternary double-perovskite prototype ABC2D6, which is of
significant technological interest.
Relying on the distribution provided by this fully

enumerated chemical composition space, we demonstrate
that straightforward realizations of different generative frame-
works using simple NN architectures can reliably generate
promising material candidates. Noting the plethora of
algorithmic ramifications and subtleties in hyperparameter
settings in each generative model class, we define general
performance metrics with regard to the diversity, coverage, and
fitness of the proposed materials. With this, we hope to
establish a well-defined and representative benchmark problem
for future assessment and tailoring of generative models.

2. METHODS
2.1. Dataset and Material Representation. The prototypical

Elpasolite mineral ABC2D6 is reproduced in Figure 1a. The complete
Elpasolite material space considered herein then emerges from all
possible combinations of main-group elements (from H to Bi, 39
overall) on the four lattice sites (A, B, C, and D), leading to 1,974,024
possible structures. In ref 55, formation energies Eformation

DFT computed at
the PBE level are reported for a subset of 10,590 structures (assuming
perfect cubic symmetry). Additionally, that work also provides
accurate estimates of Eformation

regression for the remaining structures, predicted
by a kernel ridge regression (KRR) model with a mean absolute error
of 0.1 eV; see Figure 1e,f. In the following, we use DFT values to train
the conditional generative models, while estimated values from the
KRR model are used to gauge the quality of generated samples. All
formation energies are given per atom.

To represent different Elpasolites, we employ a simplified version
of the bag-of-atoms42 representation, closely following Faber et al.55

In this way, each composition is represented by an eight-dimensional
vector x8D. As illustrated in Figure 1b, its entries correspond to the
row number nrow (ranging from 1 to 6) and the main-group number
ngroup (ranging from 1 to 8) of each of the four sites in the structure.
The different absolute ranges of the row and main-group entries in the
vector are thereby normalized to the common interval (−1,1) by
rescaling to

=x
x

n
2 1

18D,scaled
8D

row/group (1)

Note that this representation also encodes structures with
nonexistent elements (e.g., first-row elements of group number 2−
7) or structures with repeated elements. The generative models can
therefore in principle also generate such invalid structures. However,
as structure generation is not a time-limiting factor and the proportion
of invalid compositions is generally low, we simply disregard invalid
samples, rather than fixing this shortcoming of the compositional
representation.

It should further be noted that the A and B sites are equivalent in
the Elpasolite structure, so that structure ABC2D6 should have the
same formation energy as BAC2D6. This permutational symmetry is
not exploited in the DFT training set of ref 55. Indeed, there are only
34 occurrences where both structures are contained (with slightly
different DFT formation energies deviating on average by 2.3 meV/
atom). As part of our data curation, we augmented the DFT training
set by consistently adding all A/B permutations, obtaining a final DFT
training set size of 21,112 structures.

Figure 1d depicts the elemental distribution of the final training set.
The corresponding DFT formation energies range from −3.07 to

Figure 1. (a) Prototypical Elpasolite structure ABC2D6. (b) 8D
representation of the Elpasolite elemental composition by row and
main group number in the periodic table exemplified for AlNaK2F6.
(c) Scaling of the 8D representation by eq 1. (d) Elemental
distribution of the training dataset. (e) Formation energy distribution
of DFT training and the full reference data set from ref 55, split into
10 equal-range energy classes, see text. (f) Formation energy of the
DFT data vs the predicted one from the regression model.
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5.02 eV/atom, with a negative value indicating stability with respect
to elemental decomposition. In order to conditionally generate
samples in given stability ranges, the training data was split into 10
classes, each containing an equal span of 0.81 eV/atom on the
Eformation
DFT scale. Class 1 spans the lowest formation energies and thus

the most stable Elpasolite compositions, while class 10 spans the
highest formation energies and thus the least stable compositions.
When necessary for conditional training, these classes are encoded
into a 10-dimensional one-hot vector, which is concatenated to the
structural representation discussed above. Note that this division into
classes is mainly performed in order to simplify the subsequent
analysis of the models. It would also be possible to directly condition
the models on the formation energy.

During training, batches are formed by randomly sampling training
compositions with a probability that is the inverse of the frequency
with which the corresponding energetic class appears in the DFT
training set. This weighted sampling allows us to mitigate the class
imbalance in the DFT training set, that is, the fact that, for example,
much fewer samples are in class 1 than in class 5 as apparent in Figure
1e. Note that all cost functions below are defined for a single training
example, for notational convenience. Extension to batch-based
training is straightforward. For practical implementation, a common
interface to the data set is provided by a custom data loader. This
code implements the described preprocessing steps and handles the
balanced sampling of batches during the training of the generative
models. For reference and further benchmarks, the Python code is
freely available at https://gitlab.mpcdf.mpg.de/fhi-theory/elpasolite_
generative_model_assessment.
2.2. Performance Metrics. Using the DFT training set, we build

deep generative models for the inverse design of Elpasolite
compositions. Ideally, these models should (i) propose compositions
in a targeted energy class with high precision, (ii) yield a high diversity
among the proposed compositions, and (iii) display high coverage of
the chemical composition space. While the first of these is directly
enforced by the conditional generation (and in the RL reward),
diversity and coverage are more subtle factors. Indeed, so-called

mode- or posterior collapse is commonly observed in GAN61 or VAE
models,62,63 ultimately resulting in a limited number of samples that
the models can generate.

To assess these factors, we exploit the fact that the full Elpasolite
composition space is known from the prior work of Faber et al.55 We
thus know the total number of Nclass of compositions in each class (see
Figure 1e) and the elemental distributions on the four sites (A, B, C,
and D) in each class. Based on this, we define the following
quantitative performance metrics:

(1) Precision (right class) measures the model’s ability to generate
samples in the desired class. To this end, the fraction of generated
compositions that actually fall into the desired class is computed

=
N
N

precision (right class) class
gen

gen (2)

where Ngen is the total number of generated samples and Nclass
gen is the

number of generated samples which belong to the desired class. This
means that high precision is achieved if the model reliably produces
samples in the desired class. Note however that this can also be
achieved from only a few repetitively produced samples (or even by
memorizing the training set).

(2) Precision (neighboring class) analogously measures the fraction
of samples falling into the classes just above or below the requested
class

=
+ +N N

N
precision (neigh. class) class 1

gen
class 1
gen

gen (3)

This allows capturing the tails of the predicted formation energy
distributions. Since the models are trained on DFT data but evaluated
using the approximate KRR energetics for the full Elpasolite space,
this metric captures the residual uncertainty in the definition of the
energy classes.

(3) Coverage (right class) measures the fraction of unique
compositions in the desired class that could be generated by the
model

Figure 2. Reference JS distances between the training set and the full Elpasolite space.
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=
N

N
coverage (right class) class,un.

gen

class (4)

where Nclass,un.
gen is the number of unique compositions generated in the

desired class.
(4) Coverage (neighboring class) analogously measures the

fraction of unique compositions in the classes just above or below
the requested class

=
+
+

+

+

N N

N N
coverage (neigh. class) class 1,un.

gen
class 1,un.
gen

class 1,un. class 1,un. (5)

(5) The Jensen−Shannon (JS) distance measures how strongly the
elemental distribution in the generated examples differs from the
corresponding distribution in the full Elpasolite composition space
(for a given class). Specifically, we consider probabilities p(Z|S) of
finding element Z on site S in a given dataset. To compare two such
probability distributions, we use the JS distance dJS, which provides
intuitively interpretable values between 0 and 1 (with 0 indicating that
the distributions are identical and 1 indicating no overlap at all). For
two elemental distributions p and q, this is calculated as

= | |
|

+ |
|
|
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( )
1
4

1
2

( )log
( )
( )

1
2

( )log
( )
( )

S Z
JS 2

2

1/2

(6)

where the first sum runs over all sites A, B, C, and D, the second sum
runs over all elements in the Elpasolite dataset, and m(Z|S) = 1/
2[p(Z|S) + q(Z|S)].

To provide some reference values for the JS distance, we compare
the elemental distributions corresponding to different classes in the
training set and the full Elpasolite space in Figure 2. This shows that
identical classes have low JS distances between training and full sets,
while different classes have high distances. Unsurprisingly, the
distance for identical classes is lower when many examples are
included in the training set (i.e., for class 5). Furthermore, the
distances change smoothly across the classes, so the distance between
class 1 and class 2 is lower than the distance between class 1 and class
5. Overall, values of 0.25 or lower can be considered as a good
agreement between the distributions.
2.3. Generative Frameworks. Our comparative study specifically

covers the three deep generative frameworks shown in Figure 3. The
ideas behind the three models differ fundamentally. In RL, an agent
constructs the materials in a step-wise procedure. During training, the
agent receives feedback about the quality of the samples (i.e., whether
they fall into the desired class) and thus improves its decision-making
policy. In contrast, VAEs and GANs are both trained to generate data
similar to the training examples when sampling from a low-
dimensional latent space. Both models therefore effectively learn a
(conditional) probability distribution of material compositions.
However, the way this is achieved differs markedly. On the one

hand, the VAE consists of an encoder network, which maps training
samples to latent space, and a decoder network, which reconstructs
them back. On the other hand, the GAN uses an adversarial principle.
A generator network is trained to translate random samples from latent
space to realistic material representations. In parallel, a discriminator is
trained to distinguish the “fake” samples from the generator and the
“real” samples from the training set. Through a feedback process, the
generator ultimately learns to fool the discriminator.

To implement the three models, we employ fully connected
multilayered artificial NNs. This is the simplest and most general NN
architecture, and it is not specifically tailored to the problems at hand.
The corresponding generative models therefore serve to establish
simple baselines, while specifically tailored architectures may display
even better performance. All models are implemented using PyTorch
(v1.9.0) and executed with Python (v3.8.8).

As a nonlinearity after every hidden layer, the commonly used
LeakyReLU64 function is used with a negative slope of 0.2. Based on
the model-dependent cost function, the free parameters (weights and
biases) of these networks are updated by gradient descent using the
Adam optimizer65 and gradients obtained through backpropagation.
While some of the illustrations below are based on one representative
model fit, all reported performance metrics are obtained from 50
separate model initializations, unless otherwise stated.

As is always the case for deep learning models, a variety of
additional hyperparameters must be set to determine the NN
architecture (e.g., the number of hidden layers and neurons per
layer) and training procedure (e.g., the learning rate and batch size).
We optimize these model- and training hyperparameters with respect
to two objective functions, which can be cheaply computed against
the training set: (1) the model’s ability to reproduce the elemental
distribution occurring in the targeted lowest formation energy class of
the training set (practically measured by the JS distance12) and (2)
the model’s ability to generate an overall large number of unique new
samples not contained in the training set. To identify suitable
combinations of hyperparameters, a simple random search66 was
performed. See Table S4 for a listing of all searched parameters and
their ranges. Figure S4 and Tables S5−S7 fully detail the procedure.

2.3.1. Variational Autoencoder. The generation of high-dimen-
sional data with VAEs67,68 proceeds as follows: a low-dimensional
latent space vector z is drawn from a predefined probability
distribution and mapped to a realistic data point x by a NN Pϕ
called the decoder (with trainable parameters ϕ).

= Px z( ) (7)

During training, the decoder is paired with a second trainable
NN�the encoderQθ (with trainable parameters θ). The encoder takes
a sample xi from the training set and produces a representation of this
data point in the latent space. Importantly, VAEs use a probabilistic
mapping for this purpose: each input sample xi is mapped to a
multivariate normal distribution N in latent space so that the output
of the encoder is a vector of means μ(xi) and variances σ2(xi). The
corresponding probability distribution qθ(z|xi) in latent space is thus
defined as

Figure 3. Schematic overview of the generative frameworks compared in this study.

Chemistry of Materials pubs.acs.org/cm Article

https://doi.org/10.1021/acs.chemmater.2c01860
Chem. Mater. 2022, 34, 9455−9467

9458



| =q z x x x( ) ( ( ), ( ))i i i
2

(8)

Here, the subscript θ indicates that this probability distribution
depends on the trainable parameters of the encoder Qθ.

Ideally, the decoder should be able to reconstruct xi as accurately as
possible, given a random sample zϵ from the distribution qθ(z|xi).
Furthermore, the probabilistic mapping of the training data should be
smooth and continuous in latent space to obtain an effective
generative model. This is achieved by training the VAE with a
combined cost function J(ϕ, θ), defined as

| = + |J P D qx x z z x( , ) ( ( )) ( ( ) (0,1))i i i
2

reconstruction

KL

regularization
Ö́ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ Ö́ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ

(9)

Here, the reconstruction term is simply the squared deviation
between the original and reconstructed input. The regularization term
is given by the Kullback−Leibler divergence69DKL, which quantifies
the statistical distance between the learned distribution qθ(z|xi) and a
multivariate normal distribution with zero means and unit variances.

Minimizing this combined cost function during training requires
finding a trade-off between reconstruction and regularization.
Intuition about this process can be gained from looking at the two
terms separately. If only the reconstruction term was included, the
model would be very accurate in reproducing the training set, but its
generalization capability toward novel compositions would suffer.
Similarly, if the regularization prevails and only the Kullback−Leibler
divergence is minimized, the decoder would resort to generating very
few unique samples and instead output an average representation of
the training set (since all inputs xi would be mapped to the same
latent space distribution). This latter problem is known as posterior
collapse.63,70 To balance between these extremes, the regularization
parameter λ in the loss can be adjusted.

As described so far, the VAE would simply propose materials from
the full chemical composition space. For a targeted generation of
materials with specific properties, we operate the VAE as a conditional
model.71,72 Such class-conditional learning can easily be incorporated
while keeping a similar training procedure. To this end, both the
encoder and the decoder receive the class label of each training
sample, which is concatenated with their respective inputs. After
training, the decoder can then generate new samples from a specific
class when provided with a random latent space vector and the
desired class label.

Following the hyperparameter search described above, the final
VAE models used below are constructed as follows: the class-
conditional input x18D is encoded to an eight-dimensional latent
space, and decoded into the scaled eight-dimensional representation
of the composition. Both the encoder and decoder NNs have 2
hidden layers with 256 nodes. Layer normalization73 is employed. The
final output function of the decoder is a hyperbolic tangent that
returns values between −1 and 1. All models were trained for 10,000
network updates on batches of 500 samples each, using the Adam
optimizer with a learning rate of 0.001. The regularization parameter λ
in the loss is fixed at 0.1.62

2.3.2. Generative Adversarial Network. Similar to the VAE, the
GAN74 framework uses a generator model Gθ (with trainable
parameters θ), which is trained to generate realistic synthetic samples

= Gx z( ) from a random latent space vector zϵ. Training of Gθ
thereby follows an adversarial approach, which can be understood as a
contest between Gθ and a discriminator model Dϕ (with trainable
parameters ϕ). The role of Dϕ is to discriminate between real samples
from the training set and the synthetic samples created by Gθ. The
feedback from Dϕ is in turn used to maximize the ability of Gθ to
generate increasingly realistic samples, essentially trying to fool Dϕ
into misclassification. Over the course of this competition, both
models successively improve.

While this idea is highly intuitive, successfully training a GAN can
be challenging. For example, a commonly observed problem61 is the
so-called mode collapse�where Gθ resorts to fooling Dϕ by
repetitively generating the same highly convincing samples. Intensive
research has therefore been devoted to improving the training

procedure of GANs. This has led to a series of different proposed cost
functions and modified NN architectures that improve training
stability75 or generative performance.76 We here rely on the
Wasserstein GAN77 with a gradient-penalty78 term (WGAN-GP).
In this framework, Dϕ is usually referred to as a “critic” and returns a
scalar value that represents the sample quality, instead of a mere
binary classification of data as real or fake.

As for the VAE, Dϕ and Gθ are represented by fully connected NNs
herein, whose parameters are optimized during the adversarial training
by gradient descent. Due to the adversarial nature of the GAN, two
separate cost functions JD and JG are used for the discriminator and
generator, respectively. The former is defined as

| = + +J D D G Gx x z x z( , ) ( ) ( ( )) ( , ( ))i i iD
real fake gradient penalty

Ö́ÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖ Ö́ÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖ Ö́ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ
(10)

Here, the first and second terms reward high scores for real and low
scores for fake samples, respectively. Sparing the details,78 the
gradient-penalty term represents a practical solution to enforce a well-
behaved critic function. Its evaluation depends on linearly
interpolated data points between the real and fake data points. The
recommended penalty coefficient λ = 10 is used throughout.78

Meanwhile, the cost function of the generator is simply

=J D G z( , ) ( ( ))G (11)

that is, it tries to maximize the score that Dϕ assigns to the generated
samples.

In analogy to the VAE, our model operates as a conditional
GAN,79,80 with sample class-conditional information provided to Gθ
and Dϕ alongside the input during training. After training, this again
allows us to query the generator network for samples from the desired
class.

Note that to achieve stable training, the parameters of Dϕ are
updated five times as frequently as θG.

78 Based on the hyperparameter
optimization, the final models use one hidden layer with 512 nodes
each for Gθ and Dϕ. An eight-dimensional latent space vector is passed
to Gθ and decoded to the structural representation x8D, scaled, again
employing a hyperbolic tangent output layer. The networks are
trained for 200,000 update steps on batches of 100 samples with a
learning rate of 0.00001.

2.3.3. Reinforcement Learning. In RL an agent makes goal-
oriented decisions in a successively evolving environment. To this
end, a reward function is defined, which provides feedback about
whether the actions of the agent lead to the desired outcomes.
Because of this focus on acting in a complex environment, the classic
fields of application of RL are the control of robots or other
autonomous agents (e.g., in games). Nonetheless, RL has also been
applied to the design of molecules and materials.28,30,81−84

In this case, the agent sequentially adds atoms or functional groups
to a system. The main challenge associated with this is that the reward
(e.g., as a measure of stability or the desired property) can only be
determined for the complete system. It is therefore not straightfor-
ward to judge the quality of actions taken early on in the generation
process (the so-called “credit assignment” or “sparse reward”
problem). In this sense, designing a material is similar to a game of
chess, where the reward (win/loose/draw) can only be determined at
the end of the game.

In the context of this paper, a RL agent makes sequential decisions
about the elemental composition of an Elpasolite, with the goal of the
final formation energy being in the desired range. This step-wise
process is illustrated for the composition of KMgXe2O6 (where the
scaling of eq 1 is omitted for clarity)
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The agent thus starts from an empty composition vector and
chooses the row of the element at site A of the Elpasolite structure
(see Figure 1). This leads to an updated composition vector and a
new decision to make, namely, what the group of element A should
be. In RL terminology, the composition vector defines the state s of
the environment and each decision the agent makes is an action a,
which leads to a new state s′. The generation process can thus be
described as a sequence of state-action pairs (s0, a0, s1, a1, ..., s7, a7, s8),
with a final state s8. Such a structure generation sequence is called an
episode (e) in the following.

During training, the agent receives a reward r after each action,
which is based on the formation energy of the new state s′, according
to the classes introduced above. Specifically

=
l
m
ooooo
n
ooooo

r s a
s
s
s

( , )
0 if non final
1 if final and in desired class

1 if final and not in desired class (12)

The key component of any RL model is the policy π, which is the
algorithm used to decide on the next action of the agent based on the
current state of the environment. Importantly, to overcome the sparse
reward problem the policy cannot simply maximize the immediate
reward for the current action. Indeed, this would be completely
ineffective for the task at hand since the reward for most actions is
zero. Instead, the ideal policy maximizes the sum of the current and all
future rewards. This optimal long-term reward Q* for a given state-
action pair (s, a) is formalized by the Bellman equation

* = + *Q s a r s a Q s a( , ) ( , ) max ( , )
a (13)

The optimal long-term reward Q*(s, a) (referred to as the state-
action value) is thus recursively defined as a sum of the immediate
reward r(s, a) and the state-action value Q*(s′, a′), where a′ is the
action that maximizes Q*(s′, a′). The discount factor γ takes the
potentially diminishing relevance of recursively included future
actions into account. Specifically, by choosing γ = 1, all future
rewards are weighted equally, whereas γ ≤ 1 leads to a reduced impact
of rewards that are acquired much after the action a.

Clearly, the state-action value Q* in principle provides a sound
basis for guiding the actions of an agent. However, it is generally only
computable by exhaustively exploring all possible actions into the
future, which would defeat the purpose of RL. The Q-learning
approach85 provides a way out of this problem as it allows the iterative
approximation of Q*. In the original Q-learning approach, this is
achieved via a table of Q-values for all possible state-action
combinations. This Q-table is iteratively updated as the agent
explores the state space, according to

= + +Q s a Q s a r s a Q s a( , ) (1 ) ( , ) ( ( , ) max ( , ))
a

(14)

where α is a learning rate. Although the Q-table is initialized with
arbitrary values, this algorithm eventually converges to the true state-
action values.

Relying on a Q-table is impractical for high-dimensional settings
(such as materials design), however, because enumerating all possible
states is in general not possible in this case. To overcome this
limitation, the deep-Q network (DQN) approach was developed.86

Here, the discrete Q-table is replaced by a NN Qθ (with trainable

parameters θ). This function takes any state s as an input and predicts
the corresponding Q-values for all possible actions a.

To train this network, the cost function J(θ) defines a least-squares
regression with eq 13 as the target value85

= [ + ]J e Q s a r s a Q s a( , ) ( , ) ( , ) max ( , )i
s a e a, prediction target

2

i
Ö́ÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖ Ö́ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ

(15)

This function sums over the state-action pairs (s, a) of a given
training episode ei. Here, a peculiarity of DQNs compared to other
deep learning methods is that both the prediction and the target value
in the loss depend on Qθ. This is directly analogous to conventional
Q-learning, where the Q-values are updated based on the immediate
reward r(s, a) and other (randomly initialized) Q-values in the table.
This works because the information about the reward r(s, a) obtained
at the end of each episode propagates to earlier state-action pairs as
the training progresses.

It should be noted that the above description refers to the “batch”
or “offline” RL setting,87 which assumes a fixed training set of
episodes which are collected independently from the model itself. In
principle, “active” or “online” learning training schemes are also
possible, which use the model itself to explore the action space and
thus construct the training set. In the present context, this would
require performing DFT calculations on-the-fly during training.

The interdependence of predictions and targets in eq 15 causes
some stability problems when training DQN models.88 To mitigate
this, we use the double deep Q-learning89 approach, in which two
different versions of Qθ are used during training. The first of these is
the policy network which is used to make the predictions in the first
term of eq 15 and whose weights are updated at every training step.
The second is the target network, which is used to obtain the Q-values
in the target term of eq 15 and whose parameters are synchronized
with the policy network in regular intervals. This breaks the direct
dependence of prediction and target in the loss function and thus
stabilizes training.

Once the training is completed, Qθ can be used to estimate the
long-term reward of any action a given a state s. To construct a
generative model based on this, we must finally specify the policy π,
that is, the algorithm according to which the next action a is selected.
Here, a greedy algorithm which simply selects the action with the
highest Qθ(s, a) would be possible, but this would obviously not lead
to a diverse sample of materials. For a better balance between
exploration and exploitation, we therefore sample actions according to
probabilities p(s, a), which are obtained from Qθ(s, a) with the
softmax function

=p s a
Q s a

Q s a
( , )

exp( ( , ))

exp( ( , ))a (16)

Here, the sum in the denominator is over all possible actions
(including a) and the hyperparameter β behaves like an inverse
temperature. These state-action probabilities can thus be tuned from
uniform random sampling (for β = 0) to a fully greedy policy (for β
→ ∞). In practice, we found a value of β = 5 to be optimal (see
Figure S7 in the Supporting Information).

From the hyperparameter search, we obtained a network
architecture with five hidden layers with 512 nodes each (with layer
normalization73). The RL model was trained for 800,000 network
updates with a batch size of 250 and a learning rate of 0.00001.
Following common practice in the DQN literature, a discount factor γ
= 0.999 is used and the target network is synchronized every 10 steps.

3. RESULTS AND DISCUSSION
3.1. Targeted Generation in a Minority Class. As

discussed above, the goal of inverse materials design is to
generate promising sample candidates from a large design
space. Importantly, these promising candidates are typically
exceedingly rare. In the Elpasolite dataset, this challenge can be
emulated by attempting the targeted generation of composi-
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tions in the lowest energy class 1. As shown in Figure 1e, this
class is one of the least populated and contains only 86
samples, corresponding to 0.4% of the total training set. This
imbalance is equally present in the full Elpasolite space, with
only 3757 compositions amounting to 0.2% of all possible ones
falling into this minority class. For comparison, the neighboring
class 2 already amounts to 20,097 compositions (1.0% of the
full Elpasolite space).
Figure 4 illustrates the performance of a representative GAN

model conditioned on the minority class 1 for the first 250,000

generated samples. Here, we distinguish between “novel
discoveries” (unknown compositions proposed for the first
time), “repetitions” (compositions which have previously been
generated by this model), and “rediscoveries” (compositions
which are part of the training set). The novel discoveries are
further discerned according to their class.
This reveals that the model initially displays a high degree of

novel discoveries in the target class, which saturates after ca.
10,000 generated samples. At this point, the number of
repetitions begins to dominate the generation process,
although some novel materials from class 2 are still discovered.
Meanwhile, the numbers of rediscoveries and novel discoveries
from other classes remain very low. Similar plots can be
obtained for the VAE and RL models; see the Supporting
Information.
This behavior can be understood from the fact that the

generative models essentially learn a conditional probability
distribution. When sampling from this distribution, initially
mostly unique, high-probability samples are drawn. However,
upon continued sampling, there is an increased likelihood that
lower-probability samples are generated or that high-
probability samples are repeated. This explains the fact that
the number of unique class 2 samples eventually overtakes the
number of unique class 1 samples. While they are considered
to be less probable candidates by the model, there are simply
many more unique class 2 compositions to discover in the
dataset. Importantly, very few compositions from class 3 and
beyond are generated, however, even though these make up
the bulk of the Elpasolite composition space. The model thus
correctly assigns very low probabilities to these compositions.

For all models generated in this work, the curve for the
number of novel discoveries eventually flattens. In other words,
the models display a limited capacity for generating unique
samples, which is unsurprising since the number of possible
Elpasolites is also limited. Notably, the rediscoveries constitute
a low share throughout so the model clearly does more than
mere training-set memorization. Since repetitions begin to
dominate the generation procedure after 10,000 samples, we
terminate the generation procedure at this point for the
following analyses of minority class generation.
Figure 5 shows the formation energy distributions of the

unique compositions produced by representative VAE, GAN,

and RL models. All three models obviously achieve conditional
generation in the minority class 1 with great success.
Specifically, they produce sample distributions with low
formation energies, completely unlike the formation energy
distribution of the original training set.
This plot also illustrates from how little class 1 data the

models are able to learn. On this scale, the 87 class 1 samples
in the training set are not even visible. Nonetheless, all three
models generate over 1000 unique new compositions in this
class. It can also be seen how the formation energy
distributions decay into the neighboring class, generating a
negligible amount of samples in higher-energy classes.
For a more quantitative comparison of the generative

frameworks considered herein, average performance metrics
obtained from 50 model initializations are summarized in
Table 1. These metrics confirm the relatively high precision
with which all three models generate compositions in the
target minority class 1. Given the discrete class boundaries and
the larger size of the neighboring class 2, it is not surprising
that the generated distributions tail into it. Essentially, all
unique samples (>94%) produced by the models therefore
jointly fall into these two classes. All three models can thus
capture the underlying building principles that lead to stable

Figure 4. Performance of a representative GAN model for the first
250,000 generated valid samples when conditioned on the minority
class 1. Repetitions are previously generated samples. Rediscoveries
correspond to known training compositions. Novel discoveries are
further discerned by the classes they belong to (in gray).

Figure 5. Formation energy distribution (in 0.2 eV/atom bins) of the
unique class 1 conditioned compositions proposed by the three
generative models (VAE, GAN, and RL) over 10,000 valid samples.
Additionally shown is the corresponding distribution over the entire
training set of 21,112 compositions.
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Elpasolite compositions while covering at least half of the full
class 1 composition space.
Notably, both VAE and GAN models display a very low

standard deviation for these metrics, indicating that essentially
every model fit robustly yields this high precision. There also
seems to be a slight trade-off between precision and coverage
between VAE and GAN, with the GAN yielding higher
coverage but lower precision. In contrast, the RL models
display somewhat higher variance.
As indicated by the JS distance, all models accurately

reproduce the elemental distribution of the targeted class, with
comparatively small values of 0.16 for VAE and GAN and a
slightly larger distance of 0.2 for RL. Notably, these distances

are actually closer to the target distribution than the training
set (0.236, see Figure 2). A more detailed illustration of the
elemental distributions is given in Figure 6. A prominent
feature of all elemental distributions is the overwhelmingly
dominant occupation of site D by fluorine, likely due to its
high electronegativity and reactivity. Other sites also exhibit
preferences for certain element types, for example, alkali metals
and alkaline earth on site C, although this tendency is less
pronounced. The generative models thus develop a useful
chemical intuition for how to construct stable Elpasolites.
To put these metrics into perspective, simple baseline

models based on the prevalence of element combinations in
class 1 were also developed (see the Supporting Information).
The deep generative models discussed herein display higher
coverage and precision by at least a factor of 2, as well as
significantly lower JS distances. Since the choice of terminating
the generation after 10,000 samples is rather arbitrary, the
same analysis was also performed for 3500 samples (see Table
S2). This reveals that precision and JS distance are unaffected
by the number of samples, whereas (unsurprisingly) the
coverage is somewhat lower when fewer samples are generated.
3.2. Targeted Generation in the Majority Class.

Complementary to the generation in class 1, we can also
consider conditional generation in the majority class 5. This is
particularly interesting with respect to the capacity of the
generative models. With 907,094 compositions, class 5 spans

Table 1. Performance Metrics for the Three Generative
Models Conditioned to Generate Minority Class 1
Compositions after 10,000 Valid Samplesa

RL VAE GAN

precision (right class) 69 ± 8% 83 ± 1% 66 ± 2%
Precision (neigh. class) 30 ± 7% 16 ± 1% 28 ± 1%
coverage (right class) 53 ± 3% 54 ± 2% 62 ± 1%
coverage (neigh. class) 4 ± 1% 5 ± 0% 10 ± 1%
JS distance 0.20 ± 0.03 0.16 ± 0.01 0.16 ± 0.01

aShown are averages over 50 model fits together with the standard
deviation.

Figure 6. Comparison of the normalized elemental distributions p(Z|S) in class 1 over the four sites (A, B, C, and D) for the full Elpasolite space,
the training set, and datasets conditionally generated by the three models (VAE, GAN, and RL). The color scale is chosen to depict the details of
the overall distribution. The value of fluorine on lattice site D surpasses its limits, exceeding 0.997 in all cases.
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46% of the entire Elpasolite composition space and is thus by
far the dominant majority class. Taken together, its
neighboring classes 4 and 6 account for another 39.9% of
the entire Elpasolite design space. The dominance of class 5 is
also reflected in the DFT training set, which contains 9650
such compositions, a much larger number than the 86
compositions of class 1. However, compared to the total size
of the class 5 composition space, this only amounts to 1%. In
relative terms, the coverage of training data in the class 5
composition space is thus even worse than for the minority
class 1 (2%, see above).
Analyzing the generation run of a representative GAN model

for the majority class (Figure 7) reveals largely analogous

behavior to the minority class case shown in Figure 4. The
rediscovery rate of training examples is again low throughout
the run. With continued sampling, the number of repetitions
rises steeply, overtaking the novel generations after around 2.5
million samples. The number of novel discoveries is fully
converged after 25 million valid samples. Comparable findings
are obtained for VAE and RL (see the Supporting
Information) so that we evaluate the performance metrics for
the majority class after 25 million valid samples in the
following.
Table 2 collects the respective metrics. Both GAN and VAE

achieve average class coverages of 86% or higher, with
precisions between 50 and 60%. In contrast, the RL models
achieve significantly higher precision (87% on average) but
lower coverages (typically <50%). We observe such trade-offs
between precision and coverage frequently, and they should

not be strictly attributed to a fundamental difference between
the RL and VAE/GAN frameworks. For example, the RL
agents could in principle achieve higher coverage at the
expense of lower precision by decreasing the inverse
temperature β in eq 16. Similarly, different network
architectures in the random hyperparameter search form a
Pareto front with respect to the number of unique discoveries
(coverage) and the JS distance to the training set (precision)
(see Figure S4). As above, a similar analysis was performed for
a smaller number of generated samples (2.5 million, see Table
S3). Again, the precision and JS distance are unaffected by this
choice, whereas the coverage decreases.
We do see fundamental differences between RL and VAE/

GAN-based models with respect to the elemental distributions,
however. This can be seen from the substantially larger JS
distance of the RL-generated data with respect to the target
distribution (on average 0.49 for RL vs 0.21/0.16 for VAE/
GAN). By analyzing the corresponding elemental distributions
in detail (see Figure S3), we find that VAE and GAN sample
elements are relatively evenly across the periodic table, in fairly
good agreement with the reference data. In contrast, RL
models display a much more selective elemental distribution.
Indeed, we find that differently initialized RL models converge
to different local minima, each with its own characteristic
elemental fingerprints. This is also reflected by the fact that RL
displays a much higher number of repetitions in the generation
process. Overall, this indicates that the distribution learners
(GAN and VAE) are better suited for representing large
composition spaces than agent-based RL models. However, the
latter may also be improved in this respect by using more
sophisticated reward functions.
3.3. Influence of Training Data. The generative frame-

works discussed herein thus display promising performance for
inverse materials design, in particular for minority classes.
However, this capability does not come for free as it relies on
an extensive training set of labeled compositions (for which
DFT calculations are required). The size of this training set
amounts to ∼1.0% of the full Elpasolite design space that spans
nearly 2 million compositions. At first sight, this seems like
impressively little data.
However, it should be noted that in a materials discovery

setting additional DFT calculations would be required to verify
the formation energies of all unique generated samples. Taking
the example of the GAN, this would mean around 4,500
additional calculations, leading to the discovery of 2329 class 1
materials (and 2009 class 2 materials). For comparison, to
discover a similar number of class 1 materials through brute-
force random screening, would require a factor of 50 more
DFT calculations. Since the bulk of the DFT calculations for
the generative models is spent on training data generation,
decreasing the size of the training sets would thus be an
appealing route to further boost the computational efficiency
of this approach.
To explore this possibility, we assessed the performance

metrics for minority class generation when training with
randomly selected subsets of the full training set, keeping all
other settings fixed. As in the original training set, we again
account for the permutational symmetry of the A and B sites in
each subset so that the total number of DFT calculations
required for each subset is N

2
train . These results are summarized

in Figure 8. For comparison, we also include the results for

Figure 7. Same as Figure 4, but for a GAN model conditioned on the
majority class 5. Note the much larger number of samples required to
saturate the number of unique novel discoveries generated, reflecting
the much larger composition space covered by class 5.

Table 2. Performance Metrics for the Three Generative
Models Conditioned to Generate Majority Class 5
Compositions after 25 Million Valid Samplesa

RL VAE GAN

precision (right class) 87 ± 7% 58 ± 1% 54 ± 1%
Precision (neigh. classes) 13 ± 7% 34 ± 1% 36 ± 1%
coverage (right class) 44 ± 15% 86 ± 9% 89 ± 2%
coverage (neigh. class) 9 ± 4% 82 ± 11% 85 ± 3%
JS distance 0.49 ± 0.14 0.21 ± 0.01 0.16 ± 0.01

aShown are averages over 50 model fits together with the standard
deviation.
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models trained with the original training set reported by Faber
et al. (without permutational symmetry).

This reveals that our data augmentation approach works
very well. Models trained on 10,000 data points (including
permutations) reach the same performance as models trained
on the original set while reducing the number of required DFT
calculations by a factor of two. In general, we find that both
precision and (particularly) coverage for the target class
decrease when the training set decreases. Similarly, the JS
distance between generated and target distribution increases.
Here, the RL models are somewhat less sensitive, retaining
higher coverages for the smallest training sets.
Nonetheless, even reduced training sets yield models capable

of discovering a significant number of new materials. Again,
taking the GAN as an example, even at the smallest training set
size of 1000 compositions, on average, 11% (>410 samples) of
all possible class 1 compositions are discovered, easily
surpassing the 86 examples found in the original training set.
Given a precision of around 50% for this class, this means that
roughly 1000 further DFT calculations would be required to
obtain the formation energies of all generated samples. With
random sampling, finding the same number of class 1 materials
would require 220,000 DFT calculations (i.e., a factor of 100
more).
Importantly, these estimates are somewhat conservative. For

one, all model hyperparameters were kept fixed, although small
datasets often lead to different optimal network architectures.
Furthermore, random sampling is a fairly strong baseline in this

example due to the limited size of the Elpasolite composition
space. In reality, chemical space is practically unlimited and
brute-force random search is not a viable strategy at all.

4. CONCLUSIONS
We herein assessed the performance of three deep generative
ML frameworks (VAE, GAN, and RL) for the exploration of a
large chemical composition space. To this end, we relied on
the fully enumerated space of Elpasolite minerals (ABC2D6) as
a target, which allowed us to quantitatively assess the
generative models in terms of precision, coverage, and
elemental distributions. In our view, this is highly valuable as
evaluating and comparing generative ML models is notoriously
difficult.
Despite being built from simple NN architectures, all studied

models are capable of reliably generating candidates within the
desired formation energy classes. This shows that reasonable
model hyperparameters could be determined by an automated
procedure while accommodating a reasonable trade-off
between coverage and precision in a conditional generation.
Nonetheless, there are a number of notable differences

between the approaches. The RL models showed greater
robustness toward small datasets but also greater variability
between differently initialized models (i.e., a tendency to
converge to distinct local minima). In contrast, the VAE and
GAN approaches usually produced models that more faithfully
reproduced the target elemental distributions, as quantified by
the JS-distance.
From a technical perspective, the RL models were trained to

generate samples from a given class. We therefore had to train
completely new models (with a different reward function) for
the majority class generation. In contrast, the VAE and GAN
models directly capture class-conditional probability distribu-
tions so that a single model can generate all classes. Among
these, the VAE showed slightly higher precision and was
(subjectively) somewhat easier to train than the GAN. From
this perspective, the VAE appears to us to be overall best suited
for large-scale materials discovery, although this certainly
depends on the application. Indeed, high coverage and faithful
reproduction of the target distribution are not always
necessary. If the objective is simply to generate a limited
number of high-quality samples, a goal-oriented RL model may
be the better choice. RL furthermore has the advantage that
the reward function can easily be modified to accommodate
more complex design targets.
It should be noted that ML-based regression models remain

a powerful alternative to generative models for materials
discovery, particularly in relatively small design spaces such as
the one considered herein. The question of whether a
generative or regression model is more appropriate for a
given task thus remains interesting. In previous work on
organic semiconductors, we found that regression models are
not well suited for discovering exceptional materials since these
are by definition strongly underrepresented in the training
set.90 The excellent performance of the generative models for
minority class generation is highly promising in this context.
We hope that the present work provides a sound basis for

the development of deep generative models for materials
discovery in chemical composition space. To this end, the
establishment of quantitative performance metrics is of
paramount importance. In future work, we aim to generalize
the current models beyond a single crystal prototype.

Figure 8. Influence of training set size on the performance metrics of
VAE, GAN, and RL models for minority class generation after 10,000
generated samples. Shown are averages over 50 model fits employing
50 different random training subsets. Shaded areas represent the
corresponding standard deviations.
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