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Abstract—Grasp pose estimation is a crucial procedure in robotic manipulation. Most of the current robot grasp manipulation systems are built on frame-based cameras like RGB-D cameras. However, the traditional frame-based grasp pose estimation methods have encountered challenges in scenarios such as low dynamic range and low power consumption. In this work, a neuromorphic vision sensor dynamic and active-pixel vision sensor (DAVIS)—is introduced to the field of robotic grasp. DAVIS is an event-based bio-inspired vision sensor that records asynchronous streams of local pixel-level light intensity changes, called events. The strengths of DAVIS are it can provide high temporal resolution, high dynamic range, low power consumption, and no motion blur. We construct a neuromorphic vision-based robotic grasp dataset with 154 moving objects, named NeuroGrasp, which is the first RGB-Event multimodality grasp dataset (to the best of our knowledge). This dataset records both RGB frames and the corresponding event streams, providing frame data with rich color and texture information and event streams with high temporal resolution and high dynamic range. Based on the NeuroGrasp dataset, we further develop a multimodal neural network with a specific Euler region regression sub-network (ERRN) to perform grasp pose estimation. Combined with frame-based and event-based vision, the proposed method achieves better performance than the method that only takes RGB frames or event streams as input on the NeuroGrasp dataset.

Index Terms—Euler region regression sub-network (ERRN), grasp pose estimation, multimodal fusion, vision-based robotic manipulation.

I. INTRODUCTION

GRASP pose estimation plays an important role in robotic manipulation. The emergence of advanced sensors, such as Microsoft Kinect, has enriched robot perception systems. In recent years, deep-learning-based methods have been widely applied in robotic manipulation [1]–[5]. The success of deep learning has driven approaches that leverage large volumes of training data to perform complex tasks [2], [6]. However, grasp datasets collected in the physical environment are relatively scarce. Dexnet [7] has explored the use of simulated data in grasp pose estimation to alleviate this problem. Another challenge is maintaining a balance between computational cost and the power available within embedded robot systems. Current state-of-the-art robotic grasp manipulation systems [8]–[10] usually leverage frame-driven RGB-D cameras as the perception sensors. The traditional frame-driven cameras capture the environmental information by generating a series of discrete frames at a fixed frequency, providing rich color and texture information. However, frame-based cameras suffer the challenges of high computing time and storage consumption [11]. In this article, we build a dynamic sensing pipeline using a neuromorphic vision sensor: dynamic and active-pixel vision sensor (DAVS-346). DAVIS is a camera model which consists of a dynamic vision sensor (DVS) (event-based sensor) synchronized with an RGB frame-based sensor. DAVIS can synchronously record RGB data and the corresponding event streams. Specifically, it only transmits the local pixel-level changes caused by the change in lighting intensity within a scene at the time they occur, like a bio-inspired retina [12]. Concretely, the change in light intensity is very effective for detecting moving objects. Fig. 1 presents a comparison between conventional images and the corresponding event frames. Events are timestamped with the precision of around a microsecond. A single event is defined as the tuple \( (t, x, y, p) \), where \( t \) is the timestamp of the event, \( x \) and \( y \) are the pixel coordinates of the event in 2-D space, and \( p = \pm 1 \) is the polarity of the event which is the sign of the brightness change. Compared with frame-based cameras, the neuromorphic vision sensors have properties that are complementary to RGB sensors, including very high temporal resolution, high dynamic range (120 dB), and low power consumption [13]. In our previous work [14], we introduced an event-based grasping dataset (E-Grasping) for robotic grasp pose estimation. However, the E-Grasping dataset only records event streams and contains fewer grasp objects. In this work, we use DAVIS as a perception sensor to construct a more challenging dataset in the practical environment. This dataset includes both RGB data and the corresponding event streams.
Early works for robotic grasp mainly rely on template matching to perform grasp pose estimation. In unstructured environments where objects vary in shape and appearance, template-matching algorithms cannot work effectively. Taking 2-D images instead of the 3-D model as input is more convenient to predict grasp pose [1], [15]. Based on 2-D images, many researchers have applied deep convolutional neural networks in robotic grasp pose estimation and achieved great success. In [1], a sliding window detection framework is used for 2-D robotic grasp pose estimation. Specifically, image sequences are fed into convolutional neural network to extract features, and the highest output confidence score of all grasp candidates is chosen as final prediction results. The drawback of this method is the high computation cost. To speed up these algorithms, end-to-end methods are developed [9], [16]–[18]. Concurrently, the authors take RGB or RGB-D images as input to perform regression or classification on grasp rectangles and achieve significant improvements on Cornell Grasping Dataset [15]. Compared with the conventional frame-based grasping, neuromorphic vision-based grasping is still in its infancy.

For event-based robotic grasp pose estimation, it faces two main problems: lack of data and effective algorithms. To cope with these challenges, we collected a manually labeled multimodality (RGB-Event) robotic grasping dataset, NeuroGrasp dataset, and developed a multimodal neural network to explore how to fuse the valuable feature context of RGB frames and events to improve the performance. Specifically, with the use of frequency-based encoding method [19], events generated from DAVIS can be fed into convolutional neural networks for subsequent grasp pose prediction. To take advantage of DAVIS, we use convolutional filters to fuse the valuable feature context of events and RGB images to improve the prediction performance. Furthermore, an Euler region regression sub-network (ERRN) is introduced to predict the orientation of grasp objects by adding an imaginary and a real fraction to the regression network. This strategy builds a closed mathematical space to avoid singularities that may occur in single-angle estimation [20]. The experimental results show that the proposed method achieves better performance than the method that only takes a single-mode signal as input.

Our main contributions can be summarized as follows.

1) We collect an RGB-Event multimodality grasp dataset named NeuroGrasp from a real-world experiment environment, which will promote the research on neuromorphic vision sensors for robotic grasp pose estimation.
2) We develop a novel multimodal neural network to fuse the valuable feature context of RGB images and events to improve the performance. An ERRN is also introduced for more accurate pose estimation.
3) Extensive experiments on the E-Grasping and NeuroGrasp datasets demonstrate that the proposed method outperforms the method that only takes RGB frames or event streams as input.

The main content of this article will cover seven parts. Section II briefly reviews related works about grasping datasets, frame-based, and event-based grasp pose estimation methods. Section III illustrates the setup of neuromorphic robot manipulation system. Section IV describes the details of our grasp pose estimation architecture. Section V presents the dynamic grasping dataset, and Section VI gives the experimental results and analysis on two dynamic grasping datasets, E-Grasping and NeuroGrasp. Finally, we conclude our work in Section VII.

II. RELATED WORK

A. Datasets

At present, the Cornell grasp dataset [15] and Dex-Net dataset [7] are collected for analyzing grasp quality with parallel plate gripper (PPG). The Cornell Grasp dataset recorded with an RGB-D camera consists of 885 images of 280 different objects. It is widely used by researchers and greatly contributes to the robotic grasp research field. The grasp dataset demonstrates 8019 labeled grasp rectangles, including several good grasp positions (5110) and bad grasp positions (2909) for each view of an object. The point cloud data and background image of each image are also provided. The Dex-Net dataset is collected by UC Berkeley Automation Lab [7]. Dex-Net provides synthetic point clouds and grasp annotations based on 3-D objects and has been extended to three versions of Dex-Net 1.0, Dex-Net 2.0, and Dex-Net 3.0. Dex-Net 1.0 includes over 10 000 different 3-D object models and contains about 2.5 million grasp labels, and Dex-Net 2.0 is a dataset of more than 6.7 million synthetic point clouds and corresponding labels. Since Dex-Net 3.0 is built for studying suction grasp, we do not describe it in detail in this article. Moreover, a simulated dataset, named the Jacquard Dataset [21], is created from CAD models through simulation. In this dataset, more than 50k images of 11k objects are collected and 1 million unique grasp rectangles are labeled. However, these datasets are all focused on RGB-D data. In our early work [14], we constructed an event stream-based...
grasping dataset (E-Grasping) using an event-based dynamic active vision sensor (DAVIS). Using an SMP filter to track led markers, all objects are labeled automatically. The disadvantage of this dataset is that it only records the event streams for grasp objects. In this work, we build a more challenging multimodality grasp dataset with more grasp objects.

B. Frame-Based Grasp Pose Estimation

Research on robotic grasp pose estimation has made important advances over the past 20 years. Early works [1], [22] trained grasp detector based on the sliding window, which is very time-consuming. In [23] and [24], the authors reduced inference time by learning their methods on a discrete set of grasp candidates. However, these approaches ignore some potential grasps. Other methods like [8], [25] used end-to-end CNN-based algorithms to regress a single grasp for an input image, but these approaches tend to estimate the average grasp pose of objects. In [9], a grasp region proposal network is incorporated for grasp pose estimation based on Faster RCNN [26]. Furthermore, the authors of [16] proposed a single-stage real-time grasp network with the orientation anchor box mechanism, which achieves the outstanding performance of both speed and accuracy. For object overlapping scenes, an ROI-based method is developed in [27]. The experimental results showed that their algorithm can effectively deal with object overlapping scenes. Since the ground truths in the grasp pose are not exhaustive, Chen et al. [28] introduced a grasp path to generate mapped grasp for convolutional multigrasp prediction which improved grasp accuracy in real-world scenarios. In [29], the authors presented a highly accurate and real-time grasp detection system with a rotation ensemble module (REM). Some ideas of this network design are inspired by YOLO9000 [30]. Another works [10], [18], [31] deployed the neural network to generate grasps with high-resolution images. Their model solves the problem of pixel-wise robotic grasp pose estimation. Moreover, [17] and [32] used the fusion method to perform grasp prediction and achieved better performance. However, the above methods usually take RGB or RGB-D images as input to perform regression or classification on grasp rectangles, and we will explore the potential application of robotics by focusing on neuromorphic vision sensors (DAVIS346).

C. Event-Based Grasp Pose Estimation

Recently, the development of event-based neuromorphic vision technology provides an alternative sensing scheme for many vision fields. Some attempts have been made in the field of object detection [19], [33]. For robotic grasp, a method including perception, reasoning, and control is proposed to solve the problem of picking and placing in mobile robots [34]. Based on embedded DVS, this method can pick up the object and move it to its correct position. In [35], the authors proposed a dynamic vision-based finger system for slip detection and suppression. This fingering system can detect object slips better under illumination and vibration with a threshold algorithm. For vision-based measurement applications, a dynamic-vision-based approach for tactile sensing is introduced in [4]. Furthermore, the authors of [14] constructed an Event-based Dataset and developed an event-based deep neural network to predict grasp pose. However, compared with the conventional frame-based vision, neuromorphic vision is still in its infancy and generally offers a lower spatial resolution.

In this work, we introduce a multimodal neural network to perform robotic grasp pose estimation, which combines frame-based vision and event-based vision. We evaluate our model on two dynamic robotic grasping datasets, E-Grasping and NeuroGrasp. The experimental results demonstrate that our model is capable of predicting exactly grasping rectangular shapes.

III. NEUROMORPHIC GRASPING SYSTEM

A. Neuromorphic Vision Sensor

A neuromorphic vision sensor is a bio-inspired sensor, which mimics the working principle of biological neurons found in the visual cortex of mammalians [12]. The traditional frame-based vision cameras sense the environment by producing a series of frames that sample the light intensity at discrete time intervals. Neuromorphic vision sensors record asynchronous event streams of the change in light intensity of a given pixel. It allows the sensor to measure the per-pixel changes caused by motion in a scene at the time of occurrence. The difference between the two hardware systems is presented in Fig. 2. A stream of sparse spatial–temporal events can be represented by $e_i(x_i, y_i, t_i, p_i)_{i \in [1,N]}$, which means that an event is triggered at pixel location $l_i = (x_i, y_i)$ when the intensity change at a pixel occurs, i.e.,

$$\Delta L(l_i, t_i) = L(l_i, t_i) - L(l_i, t_i - \Delta t_i)$$

where $L(\cdot)$ is the brightness log function, and $\Delta t_i$ is the time interval between the current event and the last event at the same pixel. Specifically, the temporal contrast threshold $\pm T$ ($T > 0$) is set for the intensity change to be reached

$$\Delta L(l_i, t_i) = p_i T$$

where $p \in \{+1, -1\}$ is the polarity of event, which represents the brightness change. $p = +1$ denotes the increase in brightness intensity and $-1$ denotes the decrease. As an emerging bio-inspired vision sensor, event-based neuromorphic vision sensors have several promising properties—low energy consumption, low latency, high dynamic range, and...
high temporal resolution. In this work, we will explore the potential of neuromorphic vision sensors in the field of robotic grasp pose estimation.

**B. System Setting**

A neuromorphic vision sensor (DAVIS 346) collects the event data through lighting intensity changing, so the object needs to maintain movement within the field of view. The DAVIS 346 sensor is attached to the gripper of a robot arm (hand–eye system) to simulate the real trajectory during grasping. The PPG is widely mounted on the end of the robot arm, and our grasping dataset is built following the Cornell Grasping dataset [15]. At first, we only consider flat objects as grasping objects. Moreover, most grasping objects can be considered as flat objects when the objects are placed on the table with a proper direction. Compared with building a 3-D grasping point cloud, this approach can reduce the cost of storage and calculation. The grasping information of flat objects with a PPG can be demonstrated as a rectangle. The width of rectangles presents the distance between gripper plates, the height represents the range of compatible grasping, and the center is placed at a particular point on the table, which presents the grasping point. In addition, the rectangle must be rotated to a particular angle to increase the capability of grasp. This rectangle only provides the pose of PPG when it contacts the table and tries to grasp the object.

**C. Problem Definition**

Given RGB images and event streams of different objects, the grasp pose estimation algorithm needs to learn how to find a successfully grasp configuration $G$ for each object. As described in [1], a 5-D grasp representation can be mapped into the 7-D configuration for robotic grasp execution on a real scene. In this work, we take RGB images and events generated by a neuromorphic vision sensor (DAVIS346) as input to predict the 5-D grasp configuration of a robot with a parallel-plate gripper. As shown in Fig. 3, the grasp pose can be formulated as follows:

$$G = (x, y, w, h, \theta)^T$$  (3)

where $(x, y)$ is the central coordination of grasp rectangle, $w$ corresponds to the maximum distance between parallel plates, $h$ represents the height of parallel plates of the robot, and $\theta$ is the angle of grasp rectangle with respect to the horizontal axis.

**IV. GRASP POSE ESTIMATION**

In this section, we presented a multimodal neural network architecture for grasp pose estimation. The overall framework of this method is shown in Fig. 4. The method consists of two branches, one branch extracts feature representations from RGB images and another focuses on extracting feature representations from event streams. The extracted features are fused and fed into the subsequent network. Furthermore, three task-specific subnetworks are added to perform grasp angle estimation, object classification, and bounding box regression on the feature outputs, respectively. We will describe the details of each component of grasping network.

**A. Event Representation**

Event streams generated by the neuromorphic vision sensor are sparse and asynchronous, which cannot be processed by the traditional computer vision method, such as CNN-based algorithms [12]. Therefore, we use frequency-based encoding method to pre-process event sequences to output matrix for the CNN to extract deep feature.

Given that many more events would occur near an object’s edges because edges of the moving object tend to be the edges of illumination in the image, we use the event frequency as the spike coding to strengthen the profile of the object. At the same time, noise caused by the sensor can be significantly filtered out due to its low occurrence frequency at a particular pixel within a given time interval [19]. Concretely, we count the spike occurrence at each pixel $(x, y)$, and based on this, we calculate the spike coding value using the following activation function:

$$\sigma(n) = 255 \cdot 2 \left( \frac{1}{1 + e^{-n}} - 0.5 \right)$$  (4)

where $n$ is the total number of occurred spikes (positive or negative) at pixel $(x, y)$ within given interval, and $\sigma(n)$ is the spike coding value of this pixel in the event sequences.

**B. Multimodal Fusion**

After the event streams are processed by the frequency-based encoding method, we use a $7 \times 7$ convolution layer and a $3 \times 3$ max-pool layer to transfer the matrix of event sequences into unified scale feature maps. As shown in Fig. 4, the features from event-based and RGB-based networks are fused to generate new feature maps. Since neuromorphic vision sensors can capture dynamic features of the object with high time resolution, combining event streams and RGB data can enhance the spatial–temporal context around grasp objects for improving the detection performance. After that, we use ResNet as a feature extractor to learn deep feature representation for grasp pose estimation. The basic building block of ResNet is the residual block, which is designed as the incorporation of a skip connection with conventional CNN. Referring to [36], feature pyramid network (FPN) is also used to get multiscale features with a top-down pathway and lateral connections. We build a pyramid from $P_3$ to $P_7$, where each pyramid level has $C = 256$ channels. To obtain proper grasp pose, a two-vector of grasp angle regression targets, a length $K$ one-hot vector
Fig. 4. Multimodal neural network architecture. The network includes two branches, one branch extracts feature representations from RGB images and another focuses on extracting feature representations from event streams. The extracted features are fused and fed into the architecture formed by feature pyramid network (FPN) on top of a feedforward ResNet to generate multiscale features. The outputs of the network are composed of the orientation angle, object classification, and the corresponding grasp poses.

of classification targets, where $K$ denotes the number of grasp object classes, and a four-vector of box regression targets are assigned to each anchor. An imaginary and a real fraction is directly embedded into the network to estimate the grasp angle. The grasping rectangle with adding a complex angle $\arg(|r|e^{i\theta})$ can be defined as

$$
\begin{align*}
t_x &= \frac{(x_g - x_a)}{w_a} \\
t_y &= \frac{(y_g - y_a)}{h_a} \\
t_w &= \log\left(\frac{w_g}{w_a}\right) \\
t_h &= \log\left(\frac{h_g}{h_a}\right) \\
t_\theta &= \arg(|r|e^{i\theta}) = \arctan2(t_{\text{Im}}, t_{\text{Re}})
\end{align*}
$$

(5)

where $x$ and $y$ are the center coordinates of the grasping rectangle. $w$ and $h$ denote the width and height, respectively. $\theta$ is the orientation angle, which is represented by the form of an imaginary parameter $t_{\text{Im}}$ and real fraction parameter $t_{\text{Re}}$. Variables $x_g$, $y_g$, and $r$ are for ground-truth box, anchor box, and regression offsets between the anchor box and the ground-truth box, respectively.

C. Euler Region Regression SubNet

The Euler region regression subnet is responsible for predicting the orientation angle of each grasping object. A fully convolutional network (FCN) is applied to each feature pyramid level. Specifically, FCN consists of four $3 \times 3$ convolution layers with 256 filters, followed by a $3 \times 3$ convolution layer with 2A filters, where $A = 9$. The orientation angle can be computed from regression parameters $t_{\text{Im}}$ and $t_{\text{Re}}$ using $\arctan2(t_{\text{Im}}, t_{\text{Re}})$. As shown in Fig. 5, instead of directly predicting the angle $\theta$, we estimate the grasp pose of the object by adding an imaginary and a real fraction to the Euler region regression subnet. This strategy builds a closed mathematical space resulting in better generalization ability of the model.

D. Class and Box SubNet

In parallel with the Euler region regression subnet, two small FCNs are attached to each pyramid level for classification and bounding box regression, respectively. The structure of the two subnets is identical to the Euler region regression subnet except that the classification subnet outputs $KA$ predictions and the box regression subnet produces $4A$ predictions. In the classification subnet, the probability of grasping objects for each of the $A$ anchors and $K$ object classes is inferred by finally passing sigmoid activations. Furthermore, the box regression subnet produces four outputs to regress the offsets between the anchor and the ground-truth box.

E. Loss Function

The multitask loss function of our grasp pose estimation network is defined as follows:

$$
L = L_{\text{cls}} + L_{\text{reg}} + L_{\text{euler}}.
$$

(6)

The loss function $L$ consists of three parts, in which $L_{\text{cls}}$ represents the classification loss, $L_{\text{reg}}$ denotes the box
regression loss, and $L_{\text{euler}}$ is the Euler region regression loss. To improve the robustness of the network, we refer to the design of optimization loss function $L_{\text{cls}}$ and $L_{\text{reg}}$ in [36]. Moreover, we extend the concepts of $L_{\text{reg}}$ by an Euler region regression part $L_{\text{euler}}$ to get the use of closed complex number space. The specific formulations are as follows:

$$
L_{\text{cls}} = \frac{\hat{\lambda}_1}{N} \sum_{i=1}^{N} l_{\text{cls}}(p_i, t_i)
$$

$$
L_{\text{reg}} = \frac{\hat{\lambda}_2}{N} \sum_{i=1}^{N} l_{\text{reg}}^{'} \sum_{j \in \{x, y, w, h\}} l_{\text{reg}}(v_{ij}', v_{ij})
$$

$$
L_{\text{euler}} = \frac{\lambda_3}{N} \sum_{i=1}^{N} l_{\text{reg}}^{'} \sum_{k \in \{\text{Im}, \text{Re}\}} l_{\text{reg}}(\theta_{ik}', \theta_{ik})
$$

(7)

where $l_{\text{cls}}$ is the focal loss, and $l_{\text{reg}}$ represents the smooth $L_1$ loss. In addition, $N$ is the number of anchors, $p_i$ is computed by the sigmoid function to represent the probability distribution of various classes, and $t_i$ is the corresponding label of the category. $v_{ij}'$ and $v_{ij}$ denote the predicted offset vector and the corresponding vector of ground-truth, respectively. For the Euler region regression loss, we assume that the difference between the predicted complex number and the ground truth is always located on the unit circle with $|r| = 1$. Specifically, the orientation angle $\theta$ is regressed by the form of an imaginary $\text{Im}$ and real fraction $\text{Re}$. $\lambda_1$, $\lambda_2$, and $\lambda_3$ are hyper-parameters for controlling the trade-off of different losses.

V. Dynamic Robotic Grasping Dataset

For robotic grasping pose estimation, the number of available grasping datasets is limited. The most famous common RGB-D grasping datasets are Cornell, Dexnet, and Jacquard, which are used to compare the state-of-the-art algorithms. To facilitate the application of event-based neuromorphic vision sensors in robotics, an automatically annotated event-based grasping dataset (E-Grasping) is proposed in our previous work [14]. However, compared with traditional vision, event-based research is still in its infancy. In this work, we present a manually labeled dynamic robotic grasping dataset named NeuroGrasp. Compared with the E-Grasping dataset proposed in [14], NeuroGrasp is the first event-based multimodality dataset for grasp pose estimation. The dataset can be found in https://github.com/HuCaoFighting/DVS-GraspingDataSet.

A. Dataset Recording

The dataset is collected using a neuromorphic vision sensor (DAVIS346) with a $346 \times 260$-pixel resolution. DAVIS346, also known as DVS or event-based camera, is a camera model consisting of a DVS synchronized with an RGB frame-based sensor. We use DAVIS346 to capture 154 grasp objects by recording event-based and RGB frame-based streams separately. The entire dataset is about 4620.42 s in length and contains 14,141.7 M events, making the dataset more diverse and challenging.

B. Dataset Annotation

After manual filtering of unusable data, the NeuroGrasp dataset contains 8753 RGB images and corresponding event streams of 154 different objects with various scales, orientations, and locations. Each image is manually labeled with multiple ground-truth grasp rectangles corresponding to possible grasp configurations, as shown as Fig. 6. However, the annotations are comprehensive and representative examples of good grasp candidates and do not cover all potential grasps. The rating score is affected by the denseness of each object’s label. The standard file format in our benchmark is presented in Table I. The dataset contains original binary data, raw event data, RGB images, timestamp files for each frame of RGB images, and labels. We also build a multiobject grasping dataset for testing the generalization ability of our algorithm on a more realistic and cluttered scene. In a multiobject grasping dataset, a single image has three to five different objects with various orientations or poses.

C. Dataset Analysis

In Table II, we summarize the public datasets and our NeuroGrasp dataset. The most common grasping dataset is Cornell, which is collected in a real-world environment. The DexNet and Jacquard datasets are larger than Cornell’s. However, both DexNet and Jacquard datasets are generated by simulation, so that large amounts of synthetic data and labels can be produced. The E-Grasping dataset is our previous work [14], which is labeled by tracking led markers. Since the size of the E-Grasping dataset is small, we extend the version of the event-based grasping dataset named NeuroGrasp, which comprises 8753 images with the resolution of $346 \times 260$ pixels of 154 different novel real objects. In the NeuroGrasp dataset, both RGB images and corresponding event streams

Fig. 6. Grasp annotations: six grasping objects with different poses and views are selected for display. The first column is RGB images, and the remaining columns are the labeled grasping objects’ event data with different poses.
are recorded, and it is conducive to facilitating event-based robotic grasping research.

VI. EXPERIMENTS AND ANALYSIS

We present the experimental results of the proposed multimodal neural network on the E-Grasping dataset [14] and NeuroGrasp dataset.

A. Implementation Details

In our experiment setup, DAVIS 346 is attached to the end of the robot arm to ensure relative motion between the grasping object and the sensing sensor. The motion speed is controlled under 10–50 mm/s. The experimental dataset is randomly divided into training data and test data in a ratio of 8:2. In the training period, we train the grasping network end to end for 30 epochs on two Nvidia GTX2080Ti GPUs with 22 GB memory. We define the initial learning rate as 0.0005. The weight decay and momentum are set to 0.0001 and 0.9, respectively. The network is implemented using TensorFlow with cudnn-7.5 and Cuda-10.0 packages.

B. Evaluation Metrics

In this work, the widely used rectangle metric is selected to evaluate grasping pose estimation methods. In particular, a prediction of grasp is regarded as valid when it satisfies the following two conditions:

1) **Angle difference**: the difference in the grasp orientation angle between the predicted grasp and the ground truth is within 30°.

2) **Jaccard index**: the intersection over union (IOU) of ground truth and the predicted grasp is more than 25%, as shown in the following equation:

\[
J(g_p, g_t) = \frac{|g_p \cap g_t|}{g_p \cup g_t}
\]

where \(g_p\) is the area of the predicted grasp rectangle, and \(g_t\) denotes the area of the ground truth. The intersection of predicted grasp rectangle and ground-truth rectangle and the union of predicted grasp rectangle and ground truth rectangle are calculated by \(g_p \cap g_t\) and \(g_p \cup g_t\), respectively.

C. Results

We explore the performance of the proposed multimodal neural network in different input data and analyze the experimental results of different grasping pose estimation algorithms. The grasping performance are summarized in Tables III and IV.

1) Experimental Results on E-Grasping Dataset: To facilitate comparison with [14], we train our model with the event streams as an input on the E-Grasping dataset. Compared with [14], the proposed grasp pose estimation method achieves better performance with an accuracy of 98.9%. For different lighting conditions, the proposed model can adapt well to the changes in brightness. Furthermore, both the proposed model and [14] have better performance in brighter conditions.

2) Experimental Results on NeuroGrasp Dataset: We compare our model with the event-based method [14] and frame-based method [9] on the NeuroGrasp dataset. Since DAVIS346 can simultaneously output two separate event streams and RGB images, we develop a multimodal neural network to fuse the valuable feature context of event streams and RGB images. The experimental results demonstrate that the proposed multimodal method has a better generalization ability and achieves the best performance with an accuracy of 80.6%.

In Fig. 7, the grasping poses’ prediction results are presented. The ground-truth grasping rectangles are in the first row, the top-1 prediction results are visualized in the second row, and the multigrasp results are depicted in the third row. In the multigrasp case, our grasping pose estimation model can predict grasping poses from the features of different objects. The predicted results of these objects demonstrate...
that our grasping pose estimation method can predict grasp configuration effectively.

3) Single-Modal Versus Multimodal: In Table IV, grasp prediction results with different input data are presented. For each input data, we use ResNet-50 as backbone to explore the impact of input modality on algorithm performance. Due to the lack of rich appearance features such as color and texture, the grasping pose estimation accuracy based on event streams is lower than RGB frames. However, event streams can provide valuable information with high temporal resolution and high dynamic range, which are complementary to RGB signals. In this work, we use convolutional neural network to learn to fuse information from RGB frames and event streams. By combining RGB frames and event streams, the prediction accuracy is improved by about 4%. The proposed fusion method outperforms the method that only takes RGB frames or event streams as input. To validate the generalization ability of our method, the model trained on the NeuroGrasp dataset is used to test in multigrasp and multiobject environments. The prediction results are presented in Figs. 7 and 8. The model is trained on a single object dataset, but can still predict the grasp pose of multiple objects and multigrasp with various orientations. The results demonstrate the excellent generalization ability and robustness of our method.

4) Effect of Dataset: We train our grasping pose estimation algorithm on both the E-Grasping dataset and NeuroGrasp dataset. Because the annotation method and quantity of label data of two datasets are different, this will affect the prediction accuracy. For the E-Grasping dataset, the same method achieves a higher precision on the E-Grasping dataset than on
the NeuroGrasp dataset as the size of the labeled ground-truth box is larger and the number of grasping objects is fewer. The NeuroGrasp dataset is more challenging.

5) Effect of Model Scale: In Table V, we discuss the effect of network deepening on model performance. It can be seen from Table V that the performance of the model combined with ResNet-101 is better than that combined with ResNet-50. Furthermore, the proposed fusion method improves the prediction accuracy by about 4% on ResNet-50, but less on ResNet-101. The reasons for this issue can be summarized as follows.

1) Since the method used in this article is early fusion (feature-level fusion at the early layers of the network), the early fused features become more abstracted as the network deepens, thus leading to less effective results.
2) The high detection accuracy achieved by the grasping model on ResNet-101 makes it difficult to further improve the performance. However, while the performance of large model (ResNet-101) is higher, the model complexity is also bigger. Therefore, the performance improvement of multimodal fusion based on ResNet-50 is more promising for application.

6) Complexity Analysis: The comparison of the network parameters between the method with single-modal input and the proposed algorithm is listed in Table VI. With the addition of 0.03 M parameters, the proposed fusion method improves the prediction accuracy by about 4% and achieves the running speed of 13 fps. Our fusion method has a good balance between accuracy and speed.

D. Ablation Study

We provide an ablation study to discuss the impact of the Euler region regression subnet (ERRN), objects in clutter, and failure cases analysis. All the results are based on the ResNet-50 backbone and trained on the NeuroGrasp dataset.

1) Effect of Euler Region Regression SubNet: To explore the effect of the Euler region regression subnet (ERRN) for grasp pose learning, we use ResNet-50 as the backbone to train our model with and without ERRN on the NeuroGrasp dataset. The performances are presented in Table VII. The experimental results illustrate that the prediction accuracy can be improved by about 3% in the best case (RGB input), which demonstrates the effectiveness of the proposed ERRN subnetwork.

2) Objects in Clutter: For validating the generalization ability of our method, we use the ResNet-50-based model to test on a more realistic and cluttered scene, where a single view has two to five different objects with various orientations or poses. The test results are shown in Fig. 8. In complex scenarios, the proposed method can predict the grasp pose of multiple objects simultaneously and have a good generalization ability.

3) Failure Cases Analysis: Some failed prediction cases are selected to be shown in Fig. 9. It can be seen that the shadow of the grasping object also produces events and affects the prediction results. Some grasping objects with dense events may cause the model to fail to recognize their contour shapes, which leads to the failure of grasping prediction. At the same time, objects that fail to generate enough events also cannot be predicted very well.

E. Discussion

Compared with the traditional frame-based cameras, event-based neuromorphic vision sensors have several advantages.

1) Energy-Friendly and Low Latency: Since event-based neuromorphic vision sensors only process the triggered events and do not need global exposure of the frame, they consume less energy and have a lower latency. Such properties make it more suitable for real-time applications.

2) High Temporal Resolution: For event-based neuromorphic vision sensors, changes can be captured and timestamped to microsecond. This property meets the fast response requirements of the controller in robotics.
3) High Dynamic Range (HDR): The event-based neuromorphic vision sensors have an HDR (120 dB), which outperforms the frame-based cameras (60 dB). Under a light-changing scene, event-based sensors would perform better.

4) Capturing Grasping Object’s Edges: The event-based neuromorphic vision sensor can filter out redundant information and capture the grasping object’s shapes and edges. The object’s shapes and edges are beneficial for grasping and are complementary to frame-based sensors.

VII. CONCLUSION

In this article, we construct a dynamic robotic grasping dataset named NeuroGrasp. To the best of our knowledge, it is the first event-based multimodality robotic grasping dataset. Based on this dataset, we introduce a multimodal deep neural network for grasping pose estimation with combining frame-based vision and event-based vision. Furthermore, an Euler region regression sub-network (ERRN) is proposed to obtain more accurate orientation angle estimation. The proposed multimodal method is evaluated on the E-Grasping and NeuroGrasp datasets. The experimental results indicate that the proposed method has a better performance and generalization ability. We demonstrate that a neuromorphic sensor will improve both the versatility and the precision of robotic grasping.
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