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Abstract 
 

Leveraging policy setting, impact measurement and privacy technology for an 
increased implementation of Artificial Intelligence in healthcare 

 
The decision of whether and how to implement Artificial Intelligence (AI) in healthcare depends 
on an interplay of medical, process, economic and further factors and can also differ 
significantly between medical indications. Since there is a significant gap between the very 
comprehensive and promising academic results for AI in healthcare and the low level of 
practical implementation, this thesis focuses on the identification of success factors and the 
deduction of measures for an increased implementation of AI in healthcare. 
 
To achieve that, systematic reviews of academic research and real-world AI use cases, 
assessments of policy frameworks for Digital Health (DH) and AI as well as an empirical study 
in terms of an implementation of AI in healthcare were conducted. 
 
The analysis of academic research and real-world AI use cases revealed three key success 
factor categories, namely policy setting, medical and economic impact measurement, and 
technological implementation, which were subsequently analyzed in more detail. First, 
successful policy frameworks such as the German Digital Healthcare Act can serve as a 
blueprint by providing clear medical and structural guidelines as well as evidence generation 
and reimbursement processes, which can serve as an international benchmark for DH and AI. 
Second, medical and economic impact assessments have not been conducted to a sufficient 
extent. In addition to the quantity, also the quality of such assessments needs to be improved. 
In particular, medical impact needs to be measured, for example, through Quality Adjusted 
Life Years, taking into account the CHEERS and PRISMA reporting criteria, while economic 
impact assessments should include, for example, Net Present Values and Cost Alternative 
Scenarios. Third, the technological implementation of AI should take place in a privacy-
preserving manner to circumvent data availability and accessibility issues. In this respect, 
federated machine learning (FL) has proven to be one highly useful tool when analyzing the 
coronary artery calcification (CAC) scores of c.1,500 patients as a basis for the development 
of a predictive AI model for CAC risk. Privacy-preserving technologies such as FL can provide 
significant benefits in several medical fields, in this case potentially reduced radiation exposure 
for patients and cost savings due to a reduction of CT scans. 
 
The identified success factors shall contribute to an overall increased application of AI in 
healthcare: Governments can continuously support this development via the first success 
factor of facilitating policy frameworks, e.g., through AI regulatory frameworks, reimbursement 
models and evidence generation standards. Furthermore, private and public institutions can 
leverage the two latter success factor categories, namely standardized medical and economic 
impact measurement as well as privacy-preserving technology like FL, to actively steer the 
implementation of AI. A close collaboration between governmental, medical and industry 
stakeholders as well as further academic research shall support this development to leverage 
the full potential of AI in healthcare and to ultimately achieve significant healthcare benefits 
globally. 
 
 
  
 



 
 

VII 

Regulatorische Rahmenbedingungen, Wirkungsmessung und datenschutzkonforme 
Technologien als Erfolgsfaktoren für eine erhöhte Anwendung von Künstlicher 
Intelligenz im Gesundheitswesen 
  
Die Entscheidung, ob und wie Künstliche Intelligenz (KI) im Gesundheitswesen implementiert 
werden soll, hängt von einem komplexen Zusammenspiel verschiedener Faktoren ab, die in 
hohem Maße kontextspezifisch sind und sich somit auch je nach Anwendungsfall 
unterscheiden können. Da eine offensichtliche Lücke zwischen den sehr umfangreichen und 
vielversprechenden akademischen Forschungsergebnissen zu KI im Gesundheitswesen und 
der geringen praktischen Umsetzung besteht, wurden Erfolgsfaktoren identifiziert und 
Maßnahmen für eine erhöhte Anwendung von KI im Gesundheitswesen abgeleitet. 
  
Diesbezüglich wurden u.a. systematische Literaturübersichten von wissenschaftlichen 
Publikationen und realen KI-Anwendungsfällen im Gesundheitswesen erstellt sowie Analysen 
von regulatorischen Rahmenbedingungen für Digital Health (DH) und KI sowie eine 
empirische Studie in Form einer eigenständigen KI-Implementierung in medizinischen 
Einrichtungen durchgeführt. 
  
Die Analyse von wissenschaftlichen Publikationen sowie realen KI-Anwendungsfälle ergab 
drei zentrale Kategorien von Erfolgsfaktoren: Regulatorische Rahmenbedingungen, 
medizinische und ökonomische Wirkungsmessungen und datenschutzkonforme 
Technologien, welche jeweils im Anschluss detaillierter analysiert wurden. Erstens können 
regulatorische Rahmenbedingungen wie das Digitale-Versorgung-Gesetz in Deutschland als 
internationaler Maßstab für DH und KI dienen, da sie klare medizinische und strukturelle 
Endpunkte für die Evidenzgenerierung und entsprechende Kostenerstattungsprozesse 
aufzeigen. Zweitens sind medizinische und ökonomische Effekte bisher nicht in 
ausreichendem Maße gemessen worden. Neben der Quantität muss auch die Qualität solcher 
Untersuchungen erhöht werden. Medizinischer Mehrwert sollte z.B. auf der Grundlage von 
sog. Quality Adjusted Life Years gemessen werden und die CHEERS- und PRISMA-Kriterien 
berücksichtigt werden, während ökonomische Bewertungen zum Beispiel um Net Present 
Values und den Kostenvergleich mit Alternativen ergänzt werden sollten. Drittens sollte die 
technologische Umsetzung von KI datenschutzkonform erfolgen, um gängige Probleme der 
Datenverfügbarkeit und -zugänglichkeit zu umgehen. In diesem Kontext hat sich z.B. 
Federated Machine Learning (FL) bei der Analyse der Verkalkung von Herzkranzgefäßen von 
ca. 1,500 Patienten als ein essentielles Instrument erwiesen. Algorithmen auf Basis von 
“Privacy-by-design”-Technologien wie FL können signifikanten Mehrwert erzeugen, in diesem 
konkreten Anwendungsfall potenziell geringere Strahlenbelastung für die Patienten sowie 
signifikante Kosteneinsparungen für das Gesundheitssystem. 
  
Die identifizierten Erfolgsfaktoren und Maßnahmen sollen zu einer vermehrten Anwendung 
von KI im Gesundheitswesen beitragen. Die Politik kann dies durch die Bereitstellung 
geeigneter regulatorischer Rahmenbedingungen kontinuierlich unterstützen, z.B. durch 
Kostenerstattungsmodelle und Standards für die Evidenzgenerierung. Des Weiteren können 
private und öffentliche Einrichtungen die Erfolgsfaktoren standardisierter medizinischer und 
ökonomischer Bewertung und datenschutzkonformer Technologien nutzen, um die 
Anwendung von KI aktiv zu steuern. Eine enge Zusammenarbeit zwischen staatlichen 
Organisationen, medizinischen Einrichtungen und Industrie sowie weitere akademische 
Forschung sollen diese Entwicklung unterstützen, um das gesamte Potenzial von KI im 
Gesundheitswesen auszuschöpfen und damit schlussendlich weltweit erhebliche 
Verbesserungen im Gesundheitswesen zu ermöglichen.
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1. Introduction 
 

Prior research has demonstrated that Artificial Intelligence (AI) is highly promising 

regarding its improvement potential in healthcare, for example through higher 

accuracy levels in diagnostic assessments or time savings in therapeutic processes. 

At the same time, researchers also found that AI is not yet implemented to a significant 

extent in the day-to-day healthcare processes (e.g., Topol 2019, Kelly et al. 2019, 

Panch, Mattie, and Celi 2019). 

  

The European Union (EU) also clearly states in one of its latest research reports that 

despite a number of initiatives, healthcare organizations are slow in implementing AI 

technologies and that the level of adoption is overall low. To promote the development 

and adoption of AI technologies, the European Commission names a variety of 

challenges that need to be addressed such as the lack of policy and access to 

healthcare data, low investments, the need to upskill healthcare professionals as well 

as to educate AI developers on current clinical practices (European Union 2021). 

 

Even when analyzing the situation in specific EU countries, for example, regarding AI 

policies in healthcare, the report reveals that most initiatives focus on the research and 

innovation area with little activity or initiatives to promote actual adoption within the 

healthcare sector itself (European Union 2021). 

  

This gap between the promising academic results on AI in healthcare and its low 

practical implementation is based on various circumstances and therefore 

corresponding success factors needed to be identified and subsequently leveraged to 

increase the real-world implementation of AI in healthcare. In order to achieve that, 

systematic reviews of academic research and real-world AI use cases in healthcare, 

analysis of governmental DH policies as well as an empirical study in terms of an 

actual implementation of AI in healthcare were conducted.  
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Looking at the market more broadly, namely across different industries, AI research 

and real-world implementation has drastically increased over the last years and AI has 

already transformed several industries, markets, and business models. One illustrative 

example is the retail market in which AI-powered functionalities have become widely 

used. Among others, retailers commonly incorporate chatbots into their websites and 

online marketplaces, which respond to customers’ inquiries and provide assistance to 

their claims. Also, through AI-based customer profiling, companies commonly provide 

personalized shopping preference recommendations to their customers (Ameen et al. 

2021). 

  

In a similar vein, AI has already significantly transformed the manufacturing industry. 

For example, AI is commonly applied in the context of demand prediction to improve 

manufacturing planning and logistics. Further, by means of AI-powered optical quality 

assurance mechanisms, defects and deviations from standards can be identified at 

lower cost. Also, AI has been used for predictive maintenance which aims at 

maximizing the useful life of machines and avoiding disruptions in operations (Fahle 

2020). The latter is not only commonly applied in factories, but also to avoid, for 

example, the failure of rail infrastructure (e.g., by Konux). 

  

In the healthcare industry, AI has also a significant transformation potential and this is 

strongly supported by both, academic research (e.g., Triantafyllidis and Tsanas 2019) 

and economic figures revealed by market studies (e.g., Grand View Research, 2019). 

Also specific physician categories can already be seen as potential frontrunners and 

for example research by Lin highlights that primary care providers could be early AI 

adopters due to their dominant role in the overall healthcare structure (Lin 2022). 

 

Interviews with industry leaders even suggest that the potential of AI may actually be 

most significant in the healthcare industry. For example, in early 2020, Sundar Pichai, 

the CEO of Alphabet and its subsidiary Google, announced that healthcare offers the 

largest potential over the next five to ten years for using AI to improve outcomes 

(Reuters 2020). 
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Indeed, benefits from AI may arise in numerous different forms and contexts in 

healthcare and can provide significant medical value through enhanced procedures in 

research, prevention, diagnosis, and therapy. Examples are a higher accuracy and 

pace in drug discovery and clinical trials, improved diagnostic decision-making 

regarding patient treatment based on automatized data analysis, and decision support 

in the context of medical imaging. Further, AI in healthcare may also create significant 

economic value in the form of saved time resources on the side of the medical 

professionals, less costly clinical trials, more efficient treatment procedures (e.g., 

through AI-powered self-management set-ups), and reduced interventions due to 

more accurate disease detection (Ilan 2020). 

 

Against this background, it seems surprising that AI has not already “conquered” 

healthcare to a significant and comparable extent, as opposed to other industries and 

markets such as retail, manufacturing or finance. In particular, prior research showed 

that there are only a few large-scale real-world cases of AI application in healthcare 

(He et al. 2019). The number of real-world and large-scale AI applications lags behind 

considering the high number of AI start-ups in healthcare and record numbers in their 

funding, as well as the large number of academic studies and their positive predictions 

on AI’s value-added in healthcare (Pifer 2019). 

 

This is even more surprising as the right to health and respective equality have moved 

more and more into the focus of today’s society (World Health Organization 2008), 

e.g., as part of the 2030 Global Agenda for Sustainable Development.  

 

In addition to that, the Corona pandemic has clearly revealed healthcare systems’ 

insufficiencies and the importance of digitization of healthcare procedures. Given the 

urgent need for timely action in this context, the pandemic has considerably increased 

people’s comfort with Digital Health (DH) and AI applications for the purpose of safety 

and health (MedTech Innovation 2021). 
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This “controversy“, namely the gap between promising academic research and the low 

real-world AI implementation in healthcare, raised the question, which hurdles exist 

and which success factors can be leveraged to overcome them to increase the 

implementation of AI in healthcare. While the real-world implementation gap can only 

be closed over time as a collaborative effort between researchers, medical institutions, 

governments and further stakeholders, this research aims to be one first step in this 

direction and provide concrete recommendations in this segment. 

  

Several research projects were undertaken which resulted in the four publications of 

this thesis:  

● “Success Factors of Artificial Intelligence Implementation in Healthcare” 
highlighting key success factor categories that can be leveraged to 
achieve an increase in real-world AI implementation (published in 
Frontiers in Digital Health on 16.06.2021, 8 citations) 

● “The Impact of Artificial Intelligence on the Healthcare Economy” 
elaborating on the current status of AI research, real-world 
implementation in healthcare, reimbursement structures and market 
trends (under review in Elsevier “Artificial Intelligence and Machine 
Learning in Healthcare”) 

● “The Economic Impact of Artificial Intelligence in Healthcare: A 
Systematic Review” analyzing the quantity and quality of existing 
medical and economic impact assessments and deriving respective 
areas for improvement (published in Journal of Medical Internet 
Research on 20.02.2020, 61 citations) 

● “Federated machine learning for a facilitated implementation of Artificial 
Intelligence in healthcare – a proof of concept study for the prediction of 
Coronary Artery Calcification Scores” representing an actual real-world 
implementation case of AI in healthcare (accepted with minor revisions 
in Journal of Integrative Bioinformatics on 22.07.2022) 
 

 
The thesis is structured as follows: The Chapter 2 contains an introduction outlining 

the status of the current scientific research. Chapter 3 elaborates on the contribution 

of the described research in this landscape. Chapter 4 summarizes the key results and 

interconnection between the four publications forming part of this cumulative thesis. 

Chapter 5 contains the four individual publications and finally, a discussion and 

conclusion are presented in Chapters 6 and 7, respectively. 
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2. State of the art 
 

There have been various prior academic research projects about AI in healthcare and 

the broad existing publication landscape can be segmented into two research fields: 

On the one hand healthcare as a market and which medical and economic 

advancements are needed, and on the other hand AI as a technology in healthcare 

and which medical and economic advancements could be possible. In the middle 

between those two segments can the success factors be placed, that shall “unlock” 

the potential for advancements through AI technology. An overview about the 

segments can be found in Figure 1: 

 

 
Figure 1: Overview of key research streams 

 

Market 

Accordingly, the first research stream consists of the following two research areas: 

“Market – Medical Impact”, which relates to the question of which medical 

advancements are needed based on the current healthcare environment, and “Market 
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– Economic Impact”, which relates to the question of which economic advancements 

are needed based on the current healthcare environment. 

  

Overall, this research stream reveals a significant need for both medical and economic 

advancements in healthcare, considering the current status quo of the healthcare 

environment. As to medical advancements, undersupply for certain groups and / or in 

certain regions as well as different demographic developments (e.g., aging population, 

increase in chronic diseases) actually require an expansion of both the access to and 

the scope of healthcare services. At the same time, in many countries, medical 

facilities are facing a shortage of labor, causing delays and pressure on existing 

medical staff (e.g., Kumar 2019). With regard to economic advancements, global 

healthcare spending has not only grown steadily, but also represents a considerable 

burden for economies worldwide, e.g. ca. 18% of the annual GDP are spent on 

healthcare in the US and ca. 12% in Germany (World Health Organization 2019), 

(Wolff et al., 2020). 

 

As such, taken together, there is an urgent need to to cope with increased demand for 

healthcare services and, in many cases, simultaneous labor shortages while 

containing the worldwide rise in healthcare spending. In addition, specific needs for 

medical and economic advancements have emerged as a consequence of the global 

corona pandemic such as to achieve efficient infection chain tracing or to organize 

safe vaccination campaigns globally. 

  

Technology 

AI can play an important role in order to meet these different needs, especially when 

considering how AI solutions have already transformed many other markets and 

industries and their respective business models, products and services (Budd et al. 

2020). As outlined above, some common examples are AI-powered customer service 

offerings such as chatbots, personalized advertising based on each customer’s search 
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and purchase history in e-commerce, and the predictive maintenance of machines in 

manufacturing.  

 

The second research stream also consists of two research areas in parallel to the 

above presented first research stream: “Technology – Medical Impact”, which relates 

to the question of which medical advancements are possible based on the current AI 

and related technology, and “Technology – Economic Impact”, which relates to the 

question of which economic advancements are possible based on the current AI 

technology. 

 

The potential for medical impact of AI is broad and ranges from drug discovery over 

AI driven symptom checkers and decreasing non-adherence costs to shortening of 

recovery time (Garbuio and Lin 2019). Additionally, a completely new scope of 

diagnostic and therapeutic approaches is possible and, for example, the application of 

machine learning for genome analysis is a promising reference case that shall lead to 

better medical outcomes with e.g., LQT cardiac rhythm patients (Horizon 2020). 

 

As to economic advancements, previous analyses revealed that AI comes along with 

significant cost saving potential in healthcare, e.g., through time savings via procedural 

optimizations or the involvement of new diagnostic tools within medical institutions 

(Accenture 2017) and also by process improvements like insurance claim approvals 

(Accenture 2018). In addition to that, the economic burden of an ageing population 

that faces a global labour shortage of over 9,9 Million physician, nurse and midwives 

until 2030 shall be encountered through significant AI driven increases in productivity 

and efficiency in chronic care management, clinical decision support etc. (McKinsey 

2020). 

 

The potential of AI in healthcare also greatly benefits from improvements in general 

technological capabilities. These have been achieved over the last years with regard 

to data storage capacities, processing power and cloud computing for AI applications 

(Mordor Intelligence 2020), (Aguis 2019). Overall, the academic landscape indicates 
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that the technical status of AI could be very promising to achieve the medical and 

economic advancements that are needed as per the current healthcare environment.  

 

Yet, several authors confirmed that it became visible in their research on the real-world 

implementation of AI that, despite the significant growth potential and promising 

academic research findings, there are still relatively few actual real-world AI 

applications in routine healthcare processes (e.g., He et al. 2019) and that those can 

only be found in a limited number of healthcare segments (e.g., MarketsAndMarkets 

2020) and regions (e.g., Grand View Research 2019). Further, in the past, the medical 

and economic impact of AI has not been measured to a sufficient extent and quality 

(Wolff et al. 2020), which makes it difficult to conclusively evaluate or precisely 

estimate the actual potential of AI in healthcare (Sanyal et al. 2018).  

 

Several authors also elaborated on the reason for the gap between research and 

implementation and the various challenges regarding the real-world use of AI in 

healthcare, such as patient consent issues, transparency and ownership of data or 

privacy and discrimination regulations (Racine, Boehlen, and Sample 2019). He et al. 

(2019), for example, discussed various concrete and practical improvement areas that 

would be required related to data sharing, transparency of algorithms, data 

standardization and interoperability. Also, Alhashmi et al. surveyed 53 health and IT 

specialists and highlighted the importance of managerial, organizational, operational 

and IT infrastructure-related factors for applying AI in healthcare (Alhashmi, Salloum, 

and Abdallah 2020). A further recent qualitative interview study regarding AI 

implementation challenges with 26 healthcare leaders like politicians or hospital 

managers in Sweden additionally highlighted, that 1) conditions external to the 

healthcare system like liability or quality standards, 2) the internal capacity for change 

management like strategy setting or resource allocation, and 3) transformation of 

healthcare professions and practice like managing new roles are key hurdles 

(Petersson et al. 2022). 
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3. Own contribution 
  

Despite the previous recognition of the gap between real-world AI implementation in 

healthcare, both by the promising academic literature and economic figures in this 

field, and analyses of potential improvement areas, this thesis is one of the first 

attempts to approach this gap systematically. The aim was to examine both, AI’s 

potential in healthcare from a multi-stakeholder perspective and common hurdles to 

AI implementation, for the deduction of concrete success factor categories and 

respective measures. To this end, the chosen research approach is based on 

systematic reviews of previous academic publications, market research, assessments 

of real-world AI applications in healthcare and existing facilitator frameworks, as well 

as an empirical analysis which has been performed through the implementation of an 

AI diagnostic application. These success factors and respective recommendations 

shall unlock the potential of AI in healthcare, as illustrated in Figure 2:  

 

 

Figure 2: Overview of interlinked research streams  
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In the following, the research approaches of the four publications are presented: 

The first paper represents an analysis of academic studies and real-world AI use cases 

to systematically identify success factors for AI implementation in healthcare. The 

possible success factor categories were derived from a prior World Health 

Organization survey about barriers of adoption of Big Data within 125 countries in 

which categories such as “Lack of integration”, “Privacy and security”, “Missing 

national policy” were mentioned as particularly important for the adoption of Big Data 

applications in healthcare. The research was conducted as a systematic literature 

review covering the literature databases Scopus and Opac Plus as well as a Google 

advanced search query for real-world AI use cases. The inclusion and exclusion 

criteria were, among others, a publication date between 2015-2020, a comprehensive 

description of an AI functionality as well as its efficiency and outcomes. Following this 

systematic search approach, out of 1,494 identified academic studies, 51 were 

included, while out of 237 identified real-world AI use cases, 30 were included. 

  

The second paper represents a market analysis of the impact of AI on the healthcare 

economy as well as recommendations on how common hurdles to AI implementation 

in healthcare can be overcome. The research approach combines a non-systematic 

literature review and market research with two assessments of real-world facilitator 

framework for AI implementation, namely of the German Digital Healthcare Act and 

the EU funded FeatureCloud platform. The paper includes academic, market as well 

as real-world case and governmental sources in order to define policy and technology 

reference cases. 

  

The third paper elaborates in more detail on medical and economic impact 

measurement. As such measurements are crucial for decision-making on AI 

implementation, an in-depth evaluation of the quantity and quality of existing studies 

has been performed. The research was conducted as a systematic literature review 

covering the literature database PubMed using combinations of the most frequently 

used search terms related to AI in healthcare based on a 1-year Google Trends 

analysis. The inclusion and exclusion criteria were, among others, a publication date 
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in the year 2015-2020, the description of concrete outcomes (e.g., cost savings per 

patient per year) and at least one of the following content sectors: a) a comprehensive 

description of an AI functionality, b) an evaluation of the economic efficiency and 

outcomes of the AI functionality, and c) quantitative outcomes of the AI functionality in 

at least one health care system. Following this systematic search approach, out of 66 

identified academic studies, 6 were included. 

  

Finally, the fourth paper represents a real-world AI implementation in a privacy-

preserving medical setting to assess whether the success factor category technology 

and the abovementioned facilitator framework FeatureCloud for privacy-preserving 

data access can successfully be leveraged to circumvent common data-related 

hurdles to AI implementation. The paper represents a novel empirical research study 

as federated machine learning (FL) was implemented to predict coronary artery 

calcification (CAC) scores (CACSs) as a risk indicator for subsequent CT screening. 

The prediction model takes the following independent risk factor areas into account: 

Age and biological sex, obesity, dyslipidemia, and diabetes mellitus. For the actual 

implementation, the FeatureCloud platform was applied in two medical units in 

Germany and the model was trained based on medical data of 1,450 patients. The 

results were analyzed with regard to sensitivity and specificity in a comparison 

between a traditional centralized approach and the FL approach. 

  

Altogether, the thesis is based on different methods and research approaches to 

provide answers for the question of how to increase real-world AI implementation in 

healthcare. In particular, the aim was a combination of academic and practical insights 

through a translational research approach, as both types of insights contribute to an 

increased AI implementation in healthcare. 
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4. Results 
The main results and interconnection of the four papers forming part of this thesis are 

described in what follows. 

 

The first paper, entitled “Success Factors of Artificial Intelligence Implementation in 

Healthcare”, assessed the key success factor categories for increased real-world 

implementation of AI in healthcare. Three key success factor categories, namely (1) 

policy setting, (2) technological implementation, and (3) medical and economic impact 

measurement could be identified and for each of them a set of specific 

recommendations was deducted: First, a risk-adjusted policy framework is required 

that distinguishes between precautionary and permissionless principles, and 

differentiates among accountability, liability, and culpability. Second, a “privacy by 

design” technological infrastructure is particularly promising to overcome common 

hurdles to AI implementation in healthcare as it enables practical and legally compliant 

data access. Third, medical and economic impact assessments need to be conducted 

at higher frequency and quality as respective evidence represents a key prerequisite 

for strategic decision-making, both from a medical and economic perspective. Overall, 

the analysis revealed that private and public institutions can already today actively 

leverage these success factor categories and follow the provided recommendations 

and thereby drive the translation from academic research to real-world application. 

There are likely additional key success factors for AI implementation in healthcare 

(e.g., trust-building measures), the identified success factors are interlinked, and 

different success factors can be relevant under different circumstances. Thus, future 

research should elaborate on further success factors, their context-specific relevance, 

and how they can be leveraged together to exploit the full potential of AI in real-world 

applications. 

  

The second paper, entitled “The Impact of AI on the Healthcare Economy”, assessed 

the economic impact from a market perspective. This assessment shows that the 

interplay of four key drivers is likely to trigger a transformation of the healthcare market 
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through AI. First, there is an urgent need for economies worldwide to limit the rise in 

healthcare spending while responding to an increased demand for healthcare 

services, which in many cases is particularly challenging due to labor shortages. 

Second, significant technological improvements in recent years enable simplified and 

scaled AI implementation today more than ever. Third, for the first time, noteworthy 

awareness and acceptance levels can be observed for AI applications in healthcare. 

Finally, the corona pandemic has significantly increased the need for DH structures, 

more generally, and AI, in particular. Indeed, it has put a significant strain on hospitals 

and medical staff across the globe, frequently bringing them to the edge of their 

resources. Therefore, for example, since the outbreak of the corona pandemic, EU-

backed artificial intelligence has been used to analyze over 20,000 CT scans 

(European Commission, 2021). Furthermore, the paper also elaborated on the above 

mentioned success factors categories in more depth.  

As to categories (1) and (2), the paper presents two concrete facilitator frameworks for 

DH and AI implementation. The first facilitator framework is a policy framework that 

has recently been adopted in Germany, namely the German Digital Healthcare Act, 

which has significantly facilitated reimbursement for DH and AI healthcare services 

(so-called ‘Digitale Gesundheitsanwendung’ or ‘DiGa’). In order to prescribe a DiGA, 

a comprehensive application submission, validation and reimbursement scheme has 

been developed and implemented by the German authorities. Accepted solutions must 

fulfill the general requirements of safety, quality, functionality, privacy and data security 

as well as demonstrate a so-called “positive care effect”. The latter consists of a 

medical benefit and/or structural and procedural effects with clearly defined endpoints. 

For all solutions, there are two application forms, differentiating between solutions with 

priorly collected data for permanent listing and solutions without priorly collected data 

and, thus, only for a preliminary “trial period” in a provisional listing. It was shown that 

this reimbursement system, which is open for national and international applications, 

and its underlying evidence generation structure, enables market and reimbursement 

access even for comparatively new solutions, and will, thus, very likely lead to a 

significant increase of real-world DH and AI applications. After one year of existence 
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of the law, so far ca. 50,000 DiGAs have been prescribed by physicians to publicly 

insured patients in Germany (HIH Presentation, 2021). 

The second facilitator framework is the FeatureCloud platform which implements a 

software toolkit for privacy preserving data access and model training. The 

technological set-up has two key features: (A) no sensitive raw data is exchanged and 

(B) data by several institutions are aggregated in a meta model. This technological 

infrastructure allows for privacy-preserving data access and therefore has the potential 

to lead to a significant increase of real-world AI applications in healthcare. Besides the 

direct positive impact of such facilitator frameworks on real-world AI implementation, 

it is likely that they will further induce an indirect positive impact by serving as role 

models for similar initiatives. As to success factor category (3), the paper elaborated 

on the fact that in order to support an AI solution, high-quality and comprehensive 

impact measurement is indispensable, which is also assessed in detail in the third 

paper.  

  

The third publication, entitled: “The Economic Impact of AI in Health Care: Systematic 

Review”, covered the success factor category (3), namely medical and economic 

impact measurement, by systematically reviewing existing impact assessments of AI 

applications. It revealed that there are only few medical and economic impact 

assessments and that these are commonly subject to methodological flaws. The 

systematic literature review revealed that only 6 out of 66 publications could be 

included in the analysis based on the determined inclusion criteria. Out of these 6 

studies, none comprised a methodologically complete cost impact analysis. Thus, to 

date, decisions for or against AI implementation often lack a suitable foundation. Due 

to the corresponding uncertainty and lack of scientific justifications, decision-makers 

likely abstain from implementing AI. To counteract this, the study presents concrete 

levers for improvement when conducting impact assessments. In particular, the impact 

should be defined based on Quality Adjusted Life Years (QALYs) while applying the 

CHEERS and PRISMA quality criteria. In addition to that, the initial investment and 

operational costs for the AI solution need to be considered and alternatives to achieve 
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a similar impact must be evaluated to allow for a comprehensive comparison as a 

basis for strategic decision-making. 

  

The fourth paper, entitled: “Federated machine learning for a facilitated 

implementation of Artificial Intelligence in healthcare – a proof of concept study for the 

prediction of Coronary Artery Calcification Scores”, describes the success factor 

category (2) in more detail, namely technological implementation. It covers the 

implementation of FL in a real-world medical context, using the above described 

FeatureCloud platform. In particular, the paper addresses with that a way to overcome 

one key hurdle to AI implementation, which is the necessity of accessing large, private 

and scattered amounts of data. The study is based on real patient data of two medical 

institutions in Germany and provides insights on the accuracy of a privacy-preserving 

FL approach and the according benefits as compared to a traditional, i.e., centralized, 

AI approach. The FL approach slightly outperforms the centralized approach with a 

sensitivity of 67% (compared with 69%) while slightly underperforming it with a 

specificity of 69% (compared with 70%). Overall, it could be demonstrated that AI-

based prediction of CACSs is feasible via both a centralized and a FL approach, since 

their accuracy is very comparable. In order to increase the prediction accuracy and, 

thus, enable real clinical value, further patient data are required and FL can be utterly 

necessary for that, since these data are otherwise in most cases not accessible. The 

developed FL approach “CACulator” serves as proof of concept, and is available as 

an open research tool and shall support future research internationally to facilitate AI 

implementation. 

  

Taken together, Fig. 3 provides an overview of the unifying conceptual framework and 

shows how the four papers are interlinked and contribute to the question of how to 

increase real-world AI implementation in healthcare.  
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Figure 3: Overview about publications, research questions, provided answers and 

interconnection between publications 

 

The contribution of this thesis is of both academic and practical nature: 

As to the academic contribution, a systematic analysis of success factors for real-world 

AI implementation in healthcare based on academic literature and real-world AI use 

cases was conducted. In this context, conclusions regarding policy setting, 

technological implementation as well as medical and economic impact measurement 

could be drawn. Furthermore, the quantity and quality of medical and economic impact 

measurement as one central lever and research area to support AI scaling were 

analyzed and respective improvement areas identified and described. In addition to 

that, translational research was applied since FL as a privacy-preserving AI technology 

was implemented in the real-world context of two medical institutions in Germany. 

  

As to the practical contribution, for the identified success factor categories, specific 

recommendations for governmental stakeholders, healthcare professionals and 

business management have been derived in order to increase real-world application 

of AI in healthcare (Details of these recommendations can be found in chapter 7). 

Related to this, existing facilitator frameworks and role model use cases, such as a 
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successful reimbursement policy framework and reference cases for AI 

implementation, were presented.  

  

Taken together, the research aimed at systematically and comprehensively examining 

the gap between the promising academic results about AI and the low real-world 

implementation, and deducted success factor categories with respective 

recommendations for multiple stakeholder groups. In the following, key success 

factors and recommendations are summarized:  

● Policy settings that contain clear standards with regard to regulatory 

requirements such as medical product classes, evidence generation endpoints 

and according evidence generation pathways as well as clearly formulated 

reimbursement models for DH and AI solutions  

● Application of AI technologies that allow for privacy-preserving data access and 

data sharing for AI model training in order to circumvent common data-related 

hurdles while still maintaining data privacy standards  

● High-quality medical and economic impact assessments of AI applications in 

order to analyze the benefits of AI and, thereby, enabling more comprehensive 

strategic decision-making on medical and business management level 
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5. Publications 

Paper A: Success Factors of Artificial Intelligence 

Implementation in Healthcare 

The paper entitled “Success Factors of Artificial Intelligence Implementation in 

Healthcare” represents a systematic review of academic studies and real-world AI use 

cases and aims at identifying the key success factors for increased real-world 

implementation of AI in healthcare.  

 

Title Success Factors of Artificial Intelligence implementation in 
healthcare 

Research 
question 

What are the success factors to achieve a higher level of real-world AI 
implementation in healthcare? 

Background Low number of real-world AI implementations in healthcare in general due 
to various reasons and significant gap between recent years’ academic 
advancements and reality 

Contribution  Shows that there are only very few real-world AI implementations in 
healthcare, and presents both barriers to and benefits of AI in healthcare 
as well as success factors to increase real-world implementation, 
especially from three categories, namely policy, technology, and medical 
and economic impact measurement 

Method Systematic review of academic studies and real-world use cases as a 
basis for the identification of success factors for real-world implementation; 
studies for in-depth analysis are identified and assessed for inclusion via a 
systematic search and inclusion process 

Take-away In light of the key potential of AI in healthcare, on the one hand, and the 
low number of real-world AI implementations in healthcare, on the other 
hand, in the future, governments, scientists, medical practitioners, industry 
and further stakeholders should consider and improve on a range of 
success factors that facilitate AI implementation. In this regard, success 
factors from the following three categories could be identified: a) a 
facilitating policy setting (especially with view to risk allowance), b) a non-
restrictive technological infrastructure (especially with view to data privacy 
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preservation), and c) a high-quality medical and economic impact 
assessment 

 

Table 1: Overview about the publication “Success Factors of Artificial Intelligence 
implementation in healthcare” 
  
Contribution of the doctoral candidate: First authorship including the planning of the 

publication structure, a systematic review of academic studies and real-world use 

cases and deduction of consequences for governments, scientists, medical 

practitioners and industry stakeholders. Manuscript: Writing, review and editing. 
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Paper B: The Impact of Artificial Intelligence on the 
Healthcare Economy 
 

The paper entitled “The Impact of Artificial Intelligence on the Healthcare Economy” 

identifies which trends and circumstances as well as policy frameworks positively 

influence AI implementation in healthcare. The paper combines a non-systematic 

literature review and market research with two assessments of real-world facilitator 

frameworks for AI implementation from the policy and technology area, respectively: 

The German Digital Healthcare Act and the FeatureCloud platform. Furthermore, the 

paper shows that the interplay of four key drivers is likely to trigger a transformation of 

the healthcare market through AI. 

 

Title The impact of Artificial Intelligence on the healthcare economy 

Research 
question 

What is the impact of AI on the healthcare market today and in the future? 

Background Although various market evaluations clearly point towards a meaningful 
impact of AI, the actual real-world AI implementations stem from a limited 
number of regions and healthcare segments 

Contribution Presents two concrete facilitator frameworks from the policy and 
technology areas (e.g., reflecting on the importance of regulation, 
evidence generation and reimbursement to scale DH and AI in 
healthcare) and describes four key drivers that support AI implementation 
in healthcare  

Method Non-systematic review of academic literature and market research about 
the impact of AI on the healthcare economy and analysis of existing AI-
related facilitator frameworks  
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Take-away Four interlinked developments (i.e. demand, technological 
improvements, acceptance, global corona pandemic) and existing 
facilitator frameworks influence AI growth. In order to support this 
transformation, governments, scientists and practitioners need to 
demonstrate the impact of AI, leverage privacy-preserving technologies, 
and support policy formation for data access, evidence generation and 
reimbursement guidelines. 

 

Table 2: Overview about the publication “The impact of AI on the healthcare economy” 
 
Contribution of the doctoral candidate: First authorship including the planning of the 

publication structure, a non-systematic review of academic literature and conduction 

of market research as well as discussions with the chair members about potential 

reference cases like the FeatureCloud platform and the German Digital Healthcare 

Act. Manuscript: Writing, review and editing. 
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Paper C: The Economic Impact of Artificial Intelligence 
in Health Care: Systematic Review  
 
The paper entitled “The Economic Impact of Artificial Intelligence in Health Care: 

Systematic Review” represents a systematic literature review of existing economic 

impact assessments of AI applications in healthcare and assesses how economic 

impact is and should be measured. The study reveals that there are only few economic 

impact assessments and that these are commonly subject to methodological flaws. 

Therefore, it presents concrete levers for improvement when conducting economic 

impact assessments.  

 

Title The economic impact of Artificial Intelligence in healthcare: A 
systematic review 

Research 
question 

To what degree and in what quality has the medical and economic impact 
of AI in healthcare been assessed and which areas could be improved? 

Background Evidence on benefits of AI is not sufficiently measured and this hinders the 
implementation in medical routine on various levels 

Contribution Shows that there are only few studies analyzing the impact of AI in 
healthcare and that these studies lack quality and consistency in their 
evaluation procedures 

Method Systematic review of academic studies analyzing the economic impact of 
AI by benchmarking them against a predefined set of quality criteria for 
cost-effectiveness assessments; studies for in-depth analysis are 
identified and assessed for inclusion via a systematic search and inclusion 
process 

Take-away In light of the high relevance of medical and economic impact 
assessments, on the one hand, and the low number of impact 
assessments for AI and significant methodological deficits, on the other 
hand, scientists and practitioners should undertake more and higher 
quality impact assessments, In this context they should, for example apply 
QALYs based on EQ-5D questionnaires as well as the CHEERS and 
PRISMA criteria and include a Net Present Value calculation as well as 
Cost Alternative Scenarios into their assessments 
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Table 3: Overview about the publication “The economic impact of AI in healthcare: A 
systematic review” 
 
Contribution of the doctoral candidate: First authorship including the planning of the 

publication structure (in particular the designing and application of in- and exclusion 

criteria as well as analysis of academic studies) and deduction of consequences for 

improvements of medical and economic impact measurements. Manuscript: Writing, 

review and editing. 
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Paper D: Federated machine learning for a facilitated 
implementation of Artificial Intelligence in healthcare – a 
proof of concept study for the prediction of Coronary 
Artery Calcification Scores   
 
The paper entitled “Federated machine learning for a facilitated implementation of 

Artificial Intelligence in healthcare – a proof of concept study for the prediction of 

Coronary Artery Calcification Scores” represents a real-world AI implementation in a 

privacy-preserving medical setting and addresses the question of how a rather novel, 

yet promising “privacy by design” technology can influence AI implementation growth 

in healthcare. The study is based on real patient data of two medical institutions in 

Germany and provides insights on the accuracy of a privacy-preserving FL approach 

compared with a traditional, i.e., centralized, AI approach.  

 

Title Federated machine learning for a facilitated implementation of 
Artificial Intelligence in healthcare - a proof of concept study for 
the prediction of Coronary Artery Calcification Scores 

Research 
question 

Is FL, as a privacy-preserving approach to overcome data access issues 
for AI implementation in healthcare, a potential pathway for increased AI 
implementation in healthcare? 

Background Technological limitations as one key reason for the low number of real-
world AI applications; FL can be a potential pathway for privacy-preserving 
data access and, thus, increased AI implementation 

Contribution Shows that FL yields similar accuracy levels as a traditional, i.e., 
centralized, AI algorithm, thus indicating that FL can be a very valuable 
pathway for AI implementation due to facilitated data access across 
different medical institutions 

Method Empirical study comparing the results of a centralized locally trained 
random forest model with a FL random forest model based on the data of 
two medical facilities, using the FeatureCloud platform 
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Take-away Access to privacy-sensitive and fragmented data is commonly required for 
AI implementation and scaling in real-world settings. In particular, 
practitioners need to comply with regulations (even more than scientific 
researchers since there is no clinical trial/research environment) and can, 
to this end, apply “privacy by design” technologies. The FL accuracy was 
very comparable to a centralized model and can serve as a reference case 
for future AI implementations in healthcare 

 
Table 4: Overview about the publication “Federated machine learning for a facilitated 
implementation of AI in healthcare - a proof of concept study for the prediction of 
Coronary Artery Calcification Scores” 
 
Contribution of the doctoral candidate: First authorship including the collaboration 

planning with the medical institution and a close collaboration with the members of the 

chair for the planning of the implementation of FeatureCloud (in particular Julian 

Matschinske) and the data analysis. Manuscript: Writing, review and editing. 
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6. Discussion  
This chapter is split into a discussion of (1) academic research about AI 

implementation in healthcare, (2) the identified success factor categories, i.e., risk-

allowing policy framework, privacy-preserving data access, evidence on impact, and 

(3) limitations of this thesis. 

Academic research  
 
The implementation of AI in healthcare can contribute to solve significant medical and 

economic challenges, for example to cope with the growing need for healthcare 

services of an ageing population, the shortage of medical staff and the increasing 

amount of healthcare expenses. It has also been the subject of numerous academic 

research projects in the past.  

 

For example, Park et al. argue that for a range of AI applications, from digital 

secretaries over voice recognition to predictive modeling, further action is needed in 

terms of a) a better utilization of healthcare data, especially by tackling the privacy 

issue, b) adequate policies for new devices, and c) the prevention of safety and liability 

issues (Park et al. 2020). Also, concrete roadmaps for building effective, reliable and 

safe AI systems have been developed in previous publications. For example, Bajwa 

et al. propose a process that consists of the following steps/phases: Design and 

development, stakeholder engagement, human-centered AI approach, 

experimentation, validation, scaling and maintenance (Bajwa et al. 2021). Another 

approach is the design-thinking mixed methods approach by Smith et al. The authors 

propose for the process to be broken down into four steps, namely plan, do, study and 

adjust, where each AI implementation team shall conduct as many cycles as 

necessary to refine the workflow and model in order to successfully implement an AI 

solution (Smith et al. 2021). 
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While these studies also presume a high potential for AI in healthcare if the necessary 

actions are undertaken to unlock its full potential, other authors are rather critical about 

the potential scope and value-added of AI. For example, Shaw et al. consider a 

breakthrough of AI in healthcare in the short term only likely in the form of machine 

learning applications for the purpose of decision-making support. However, the 

authors argue that even for that, first, an appropriate environment, for example, with 

view to privacy and scalability, needs to be established (Shaw et al. 2019). Also, Gama 

et al. analyzed in a review implementation frameworks for AI and came to the 

conclusion that many existing AI implementation frameworks do not fully include the 

unique requirements that AI require and they propose to leverage existing knowledge 

from implementation science as well as significantly increase empirical research in this 

area for implementation uptake (Gama et. al 2022). 

 

The existing research shows product focussed improvement areas, workflow 

suggestions and expected limitations and this thesis tries to approach the gap between 

the promising academic research and the low practical implementation systematically 

by examining both, AI’s potential from a multi-stakeholder perspective and real world 

cases. The different success factor categories which have been identified are 

discussed in the following. 

Risk-allowing policy framework 

The healthcare industry is generally highly regulated and, thus, policy frameworks play 

a key role when developing healthcare hardware and software solutions. As one 

example, medical product class certifications like the MDR in Europe affect numerous 

steps from R&D to admission including clinical trial procedures, reimbursement as well 

as data safety and interoperability. 

  

Therefore, it is not surprising that first attempts towards AI policies can already be 

observed, for example through US and EU frameworks. While both have an AI policy 

framework, it must be noted that these differ significantly: 
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 The EU published for example two key documents: The Commission Whitepaper “On 

Artificial Intelligence – A European approach to excellence and trust” from 19 February 

2020 and the “Proposal for a regulation of the European Parliament and of the Council 

- Laying down harmonized rules on Artificial Intelligence and amending certain Union 

Legislative Acts” from 21 April 2021 (EU Commission 2020, EU Commission 2021). 

With regard to the first document, the aim of the EU was adequate compensation in 

the event of damage, fair distribution of liability and no worse treatment of victims of 

AI systems compared to those of other products. The EU Commission plans its own 

proposal to initiate the legislative process from 2022. The objective of the second 

document was to create a legal framework for trustworthy intelligence while enhancing 

European competitiveness. There is a discussion of the draft and opinions in the 

European Parliament and the European Council, although the entry into force is not 

expected before 2023 (CMS 2021).  

  

The EU applies in these documents a hazard/risk-based approach in which a 

differentiation of AI applications takes place between A) low or minimal risk, B) high 

risk and C) unacceptable risk. Possible penalties for serious infringements (use of 

prohibited AI system practices and non-compliance with the quality criteria for data 

used) can be up to EUR 30 million or 6% of the last year’s global turnover of a 

company.  

The following differentiation of AI systems shall take place:  

● Low or minimal risk: Can be applications like chatbots, where the users 
themselves still can take decisions on their own 

● High risk:  
○ A) Risk to the health or safety of natural persons, e.g., through 

biomedical identification, access to critical infrastructure, HR 
applications, law enforcement or administration of democratic processes 

○ B) AI systems as safety components of products covered by certain 
sectoral Union legislation and as such products themselves, e.g., 
medical devices or in vitro diagnostics 

● Unacceptable risk: A use is considered unacceptable as contravening Union 
values, for instance, by violating fundamental rights, e.g., manipulation of 
persons beyond consciousness or exploitation of vulnerabilities of specific 
groups such as children 
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In order to assess the risk, a conformity assessment shall take place with strict and 

binding requirements regarding: Quality of the data sets used, technical 

documentation and other records, transparency and provision of user information and 

human oversight as well as robustness, accuracy and cybersecurity. 

 

The process is displayed as followed: 

 
Figure 4: Process of market placement of a high-risk AI system by the EU (CMS 2021, 
adapted by author) 
 
 

The process raises concerns of challenging requirements, especially for Small and 

Medium Sized Enterprises, as well as its wide room for interpretation/judgment in 

terms of classification.  

 

In the US, there is currently no federal regulation on AI, but there is an agency-by-

agency approach, with several institutions that publish guidelines and documents. For 

example, the US Food and Drug Administration published the “Proposed Regulatory 

Framework for Modifications to Artificial Intelligence/Machine Learning - Based 

Software as Medical Device” in 2019 (U.S. Food and Drug Administration 2019). This 

document refers to:  
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● Establishment of Quality Systems and Good Machine Learning 
Practices (GMLP), including usage of only relevant data, the separation 
between training, tuning and test datasets or transparency of the output 

● Conduction of initial pre-market reviews to assure safety and 
effectiveness 

● Monitoring of the AI devices based on development, validation, and 
execution of algorithm changes such as “Algorithm Change Protocol” 

● Post-market real-world evidence performance reporting for maximized 
safety and effectiveness 

  

The White House (via the Trade and Technology Council (TTC)) stated, that it is 

committed to cooperate on developing “AI systems that are innovative and trustworthy 

and that respect universal human rights and shared democratic values” as well as to 

“uphold and implement the OECD Recommendation on Artificial Intelligence” and to 

discuss “measurement and evaluation tools (...) to assess the technical requirements 

for trustworthy AI” (Orric 2021).  

  

The Department of Commerce (DoC) demonstrated through the National Institute of 

Standards and Technology (NIST) a risk management framework: They announced 

the development of the “AI Risk Management Framework”, which could influence how 

companies and organizations approach AI-related risks, including avoiding bias and 

promoting accuracy, privacy, and security. Furthermore, the NIST established a 

National Artificial Intelligence Advisory Committee (NAIAC) and will “advise the 

President and other federal agencies on a range of issues related to artificial 

intelligence” and will offer recommendations on the “current state of U.S. AI 

competitiveness, the state of science around AI, issues related to the AI workforce” 

(US Department of Commerce 2021). 

  

As demonstrated in the approaches of the EU and US, the risk-allowing policy 

frameworks are still under development and are vital components for implementation, 

because they influence the deployment process. Policy frameworks need to address 

specificities of the healthcare industry with a crucial balance between data security 

and privacy as well as feasibility of technological progress and AI application. In a 

similar vein, especially in healthcare systems with statutory health insurance, 



 
 

93 

appropriate organizational structures e.g., for market access and reimbursement need 

to be established.  

While industrial institutions have some freedom with regard to the policy environment 

(e.g., when choosing where to locate their research centers or choosing the market 

for a healthcare solution), there is a need for action by governments to facilitate AI 

implementation in healthcare internationally. Indeed, looking at the population growth 

development and the need for healthcare globally, AI will play a crucial role in public 

policy. Based on the current trends and needs of the global population, by 2030, there 

will be ca. 10 million fewer healthcare professionals, including ca. 5 million fewer 

doctors than society will require (World Health Organization 2016). As one country 

example, until 2030, the gap between supply of and demand for staff employed by 

National Health Service trusts in the United Kingdom (UK) could increase to almost 

250,000 full-time equivalent positions (The Health Foundation 2018). Furthermore, the 

World Health Organization has predicted that by 2030, 30% of global death will be 

caused by lifestyle diseases and this can be prevented with an appropriate 

identification of associated risk factors and intervention plans, where especially 

behavioral change plays a major role (Chatterjee, Gerdes, and Martinez 2020). Key 

associated indications are cardiovascular diseases, obesity and diabetes type II and 

for each of those, AI can be vital for their early diagnosis and respective treatment. In 

this context and against the background of the clear and global need for AI in 

healthcare, it is essential that governments create frameworks that facilitate AI 

implementation across the medical value chain, i.e., from R&D over market access to 

scaling. 

Privacy-preserving technology 
As to the technological implementation, it has become evident that a key challenge in 

healthcare is that on the one hand AI requires large data sets and on the other hand 

medical data is of utmost privacy-sensitivity and also scattered across institutions. 

Therefore, a privacy-preserving technological infrastructure is required to enable 

large-scale data access for the purpose of high-quality AI model training.  
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This thesis presented FL as one promising approach in this respect. Yet, the extent to 

which FL can be applied across medical data types as well as combinations of different 

data types has not been assessed within this study and should be assessed going 

forward. For example, one study already showed that a FL approach for medical 

images showed the same classification performance as a centralized AI approach 

(Chatterjee, Gerdes, and Martinez 2020; Kaissis et al. 2021). 

 

In another study, COVID-19 case data were analyzed in a FL setting to predict 

infectious cases and recovery rates using chest x-ray data (Abdul Salam, Taha, and 

Ramadan 2021). The FL model demonstrated a better prediction accuracy and loss 

while requiring higher performance time than the traditional machine learning model - 

this parameter has not been considered in the conducted publication of this thesis. 

Such a specific trade-off of requirements is therefore suggested for future studies. 

  

In addition to that, there are alternative approaches that may be more appropriate than 

the proposed FL approach, in general or under specific circumstances. Some first 

examples from the area of precision medicine are based on the “Swarm Learning” 

methodology, a different decentralized machine-learning approach that unites edge 

computing and blockchain-based peer-to-peer networking. First results for COVID-19, 

tuberculosis, leukemia and lung pathologies showed positive results while maintaining 

privacy laws (Warnat-Herresthal et al. 2021). 

 

Future research should compare different privacy-preserving approaches to shed 

more light on their suitability in different medical environments. In this context, different 

dimensions should be considered such as data types, costs, quality from a 

methodological perspective (e.g., accuracy), process complexity (e.g., in terms of 

feasibility for the medical staff involved at the participating medical institutions) and 

capacity (e.g., in terms of feasibility with “regular” servers at medical institutions). 
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Medical and economic impact measurement 

Regarding impact measurement, the thesis showed that there are only few medical 

and economic impact assessments and that these are commonly subject to 

methodological flaws. This implies that to-date, strategic decisions for or against AI 

implementation by different institutions commonly lack evidence on the impact 

consequences of applying AI. Given this uncertainty, decision-makers could likely 

abstain from implementing AI to avoid financial downside risk, competitive 

disadvantage, investor discontent etc. However, considering the promising evidence 

as to the benefits of AI in the context of the global corona pandemic in the last years, 

impact assessments would likely often indicate that there is actually a high financial 

upside potential (Wang et al. 2021). 

  

The overall limited evidence on the economic benefits of AI in healthcare may also 

more generally disincentivize actors from engaging in costly innovation activities in the 

first place. As such, the quantity and quality of impact assessments should be 

increased not only to support decision-makers with view to the concrete solution under 

analysis, but also to generally improve knowledge on the medical and economic 

benefits of AI. Public institutions, governments, academic researchers, medical 

institutions and also the industry could contribute to such a knowledge base by 

according data collection in reference cases. 

  

In particular, appropriate quantitative approaches, e.g., in terms of uniform and well-

established outcome measures, and qualitative approaches with standardized 

reporting processes should be applied. A higher amount of reliable evidence on the 

value-added of AI would likely also increase patients’ trust in AI solutions in healthcare 

and, thus, market acceptance. Although medical impact is likely more relevant for 

patients, some positive economic impacts are also rewarding for them. For example, 

an AI chatbot for healthcare advice can be efficient from the doctor’s perspective and 

simultaneously generates time savings (e.g., no waiting or travel time) and reduced 
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costs (e.g., transport costs) for patients when no medical intervention is needed or 

when it is simply unavailable at the point of care. 

  

As some decision-makers such as private institutions could prefer to keep their impact 

assessment results private, academic researchers can play a particularly valuable role 

to improve the state of knowledge in this area. In addition, governments could support 

by setting incentives for publication of impact data of private institutions or by 

publishing the results, where available to them, in an anonymous, less granular or 

aggregated form. 

Limitations of this thesis 
 

While this thesis identified and elaborated on three key success factor categories to 

increase AI implementation in healthcare, there are of course additional success 

factors that are not addressed or could be further elaborated on. 

 

First, further success factor categories could be researched. One option could be 

“responsible” AI as well as according ethical standards. In this regard, key aspects 

comprise strong ethical practices, information security, well-being of the society, 

workers’ skills, and organizations’ AI-culture (Fosso Wamba and Queiroz 2021). 

Responsible AI could contribute to the likelihood of successful AI implementation, both 

in terms of compliance, but also patient acceptance and support by governments and 

payors. A further parameter could be social or environmental dimensions (e.g., 

contribution to lower emissions through reduced traveling). 

  

Second, this thesis elaborated on how AI implementation in healthcare can be 

increased overall, yet does not focus in particular on the perspective of patients or 

physicians, which could be further highlighted. In particular, a prior study showed that 

patients have multiple concerns regarding AI in healthcare, for example regarding the 

safety of AI, threats to patient choice, potential increases in healthcare costs, data-

source bias, and data security and the authors highlighted, that patient acceptance of 
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AI need to be improved (Richardson et al. 2021). These patient concerns are also 

affecting physicians and their role as “gatekeepers” for healthcare access. There are 

significant confidence building measures required which should be elaborated further. 

Governments and national public authorities could for instance help to reduce such 

concerns and increase trust by establishing appropriate policy frameworks and by 

publicly promoting successful AI application cases. Furthermore, medical institutions 

likely need to take this into account as well and, next to high-quality impact 

assessments, they could also develop communication strategies for patients, e.g., with 

regard to AI benefits in their treatment regimen. In any case, given the need to achieve 

AI acceptance, future research should assess the patient and physician perspective 

in more detail.  

  

Third, reimbursement frameworks need to be analyzed further. There is a constantly 

developing reimbursement landscape for DH and AI, for example with the DiGA 

reimbursement in Germany or the mHealthBelgium M1-M3 reimbursement system. 

These requirements also significantly shape the regulatory frameworks, for example 

the German law requires a medical product class I or IIA classification as obligatory 

requirement for approval as also elaborated in the publication “The impact of AI on the 

Healthcare Economy”. Still there could be further research on the overall development 

of DH reimbursement frameworks and also the interconnection between country 

specific systems, e.g., in order to conduct one AI clinical trial for internationally 

accepted evidence generation. 

 

In addition to these three points relating to success factors, future research could 

elaborate on a) how the assessed success factors are interlinked and b) their context-

specificity, namely which success factors are particularly relevant under which 

circumstances. Exemplary dimensions are preventive care vs. chronic diseases or 

low-resource vs. high-resource healthcare countries. This could provide further 

context-specific guidance and recommendations to medical institutions and thereby 

likely further contribute to closing the gap of real-world AI implementation. In addition 

to that, AI in healthcare is a very dynamic field and recent developments show already 
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some hints about future development in this sector: The scientific landscape is fastly 

developing and, for example, health services management, predictive medicine, 

patient data and diagnostics, and clinical decision-making are key research areas, 

while in the US, China, and the UK so far the highest number of academic studies 

have been published (Secinaro et al. 2021). Also the technological development is 

ongoing and, for example, first architectures that contain blockchain-based IoT 

platforms and use FL have been introduced, which shall enable faster scaling of 

solutions (Singh et al. 2022). Long et. al also give a broader outlook by stating that FL 

can enable a new chapter of “Open Innovation” since it can be the next general AI 

model training framework within the research community, but also with external 

partners (Long et al. 2022). Overall, additional success dimensions, the patient and 

physician perspective, future reimbursement models, the case specific interconnection 

of success factors categories as well as key technological trends could be areas of 

future research. 
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7. Conclusions 
 
This thesis examines how real-world AI implementation in healthcare can be 

increased. It sheds light on the current status quo of AI implementation within the 

healthcare industry, showing that there are currently only few large-scale real-world AI 

use cases and it elaborates on key success factors and measures for increased 

implementation. While various barriers have hindered such a transformation to take 

place in the healthcare market yet, this thesis suggests that this development can be 

actively steered.  

  

In particular, four current developments are likely to trigger the transformation of the 

healthcare market: First, there is an urgent demand for AI to support in coping with the 

worldwide healthcare challenges of rising costs, increased demand for services and 

labor shortages in this sector. Second, improvements with regard to technological 

capabilities in recent years have simplified access to and scaling of AI applications. 

Third, for the first time, noteworthy awareness and acceptance levels can be observed 

for AI application in healthcare, both among key decision-makers such as 

governmental institutions as well as among patients. Finally, the global corona 

pandemic has demonstrated the significant need for DH and AI structures and 

accelerated the development of reference cases. 

  

Yet, to facilitate the transition, concrete steps need to be undertaken by governments, 

researchers, medical practitioners and industry key decision-makers. In this regard, 

this thesis lays out three key success factors for AI implementation: 1) A facilitating 

policy setting 2) A privacy preserving technological infrastructure and 3) A high-quality 

medical and economic impact assessment. 

  
The first success factor category, namely policy setting, can be influenced through 

continuous support by governments in the form of facilitating policy frameworks, such 

as the German Digital Healthcare Act, providing clear structures for the approval of 

DH services (e.g., regarding safety, medical product class, etc.), medical and 
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structural endpoints for evidence generation processes, and the reimbursement 

through public health systems in order to support the growth of DH and AI. 

  

The latter two success factor categories, privacy preserving technological 

implementation as well as medical and economic impact measurement, can be 

actively steered by researchers and practitioners to increase the likelihood of success 

of AI implementation. 

 

As to technological implementation, data access across medical institutions is a key 

factor for the real-world use of AI and given its privacy preservation characteristic, FL 

is a promising potential pathway for AI application. This could be demonstrated in a 

concrete AI use case in the context of CACSs prediction. Accordingly, the thesis 

suggests that privacy preserving technology should be applied for AI implementation 

and a suitability differentiation between medical contexts would contribute to actual 

real-world use. 

  

With regard to impact measurement, both medical and economic impact represent key 

factors in strategic AI decision-making. The thesis shows that impact has so far been 

assessed rarely and with insufficient quality. Since high-quality evidence 

measurement is crucial for increased real-world scalability this should be collected in 

standardized assessments.  
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In the following figure a short summary is provided: 

 
Figure 5: Overview about overarching conclusions in the publications 

  

With view to the above-described conclusions, this thesis provides suggestions for 

governments, researchers, medical practitioners and the healthcare industry. The 

specific recommendations for increased real-world AI implementation in healthcare 

were derived directly from the research results and I recommend the following actions: 

  

Governments/regulators: 

● Governments shall set concrete and transparent frameworks for the 

implementation of DH and AI, including regulatory requirements with view 

to e.g., medical products classes, evidence generation requirements (split 

into medical and economic data) as well as guidelines for the 

reimbursement in the same form as for classical healthcare services like 

drugs/ medtech devices 

●     Clear risk assessments and evaluation should be implemented to enhance 

the trust levels of physicians and patients  

●      The existing AI regulatory frameworks in the US and Europe will likely serve 

as a benchmark or even a reference case for other regions and, thus, 



 
 

102 

require extensive research in their currently ongoing completion process; 

the real-world insights from medical practitioners, industry and academics 

about AI should be integrated and systematically evaluated (one example is 

the collaboration with notified bodies) 

 

Academic research: 

●    Through increased and open access translational research on AI driven 

diagnosis and treatment processes, researchers can significantly contribute 

to closing the current implementation gap 

●    Medical and economic impact measurement of DH and AI needs to be 

extended both from a quantitative perspective and a qualitative perspective 

e.g., via the inclusion of reporting standards inside publications or even 

requirements of publishers for assessments 

●      Existing datasets should be used to assess the accuracy of AI technologies 

and their respective value-added in terms of a medical decision-making 

support tool; a reference case is the decentralized AI-based CACS 

prediction model that contains > 1.500 patient data 

●      FL may also represent a valuable tool in other medical contexts and future 

research should analyze the benefits of FL in different applications 

 

Medical practitioners:  

●     DH and AI offer significant improvement potential and should be an integral 

part of the innovation strategy within the medical unit and contain concrete 

implementation goals 

●      Assessments of the medical and economic impact of DH and AI applications 

should serve as evidence basis for budget decisions, e.g. with the hospital 

management 

●   Medical impact should be measured and standardized, for example, by 

applying QALYs based on EQ-5D as well as the CHEERS and PRISMA 

criteria 
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● Economic impact should be measured through Net Present Value 

calculations and respective assessments should include Cost Alternative 

Scenarios  

●  The medical and economic impact is also a crucial requirement for 

reimbursement, like in the DVG example from Germany, and provides room 

for external collaboration with the industry. Therefore these impact 

assessments should be integrated in a way to facilitate engagement with 

other healthcare stakeholders such as insurance providers and government 

agencies. 

  
 Industry: 

●       Although there is significant market potential, only very few real-world cases 

of AI in healthcare exist yet - the significant business opportunity is also 

visible in a comparison with other industries that have used AI applications, 

such as e-commerce, and measurable growth goals for AI solutions shall be 

integrated in the company’s growth strategy 

●   There are concrete market needs such as the need for cost savings in 

healthcare, shortage of medical staff and increased need for medical care 

due to population growth that AI can at least partially solve - these are 

opportunities for large-scale industrial application 

●    FL can be even more important in industrial applications due to stricter 

regulations (esp. with regard to data privacy) as compared to a merely 

academic or hospital research context - thus the application should be 

fostered early and with a comprehensive roll out plan 

●      Industry providers should structure AI applications in the most user-friendly 

way to allow for easy and efficient integration into the existing day-to-day 

business e.g., via smartphone apps, integration into EHR systems etc. while 

complying with regulatory frameworks 
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Altogether, it can be stated that many of the abovementioned recommendations could 

be directly implemented and there is of course also an interconnection between the 

stakeholders and their interests: For example the data about medical and economic 

impact assessments and the real-world implementation processes inside the medical 

facilities are urgently needed by the regulators to provide according frameworks that 

in turn support real-world implementation. The necessity to take account of this 

interconnection can be seen in yet unsuccessful digital infrastructure projects that 

have been imposed by governments or the slow development of AI regulatory 

frameworks as well as the generally low level of large-scale AI use cases induced by 

a lack of government policy. 

  

Considering the significant potential to positively impact people’s lives and the 

economies worldwide, a fast acceleration of AI in healthcare should be enabled as 

quickly as possible. A close collaboration between governmental institutions, 

academic research, medical practitioners and industry stakeholders could actively 

support this development in order to leverage the full potential of AI in healthcare and 

to ultimately obtain significant medical and economic benefits globally. 
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