Fine-tuning Deep Reinforcement Learning Policies with r-STDP for Domain Adaptation
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ABSTRACT
Using deep reinforcement learning policies that are trained in simulation on real robotic platforms requires fine-tuning due to discrepancies between simulated and real environments. Multiple methods like domain randomization and system identification have been suggested to overcome this problem. However, sim-to-real transfer remains an open problem in robotics and deep reinforcement learning. In this paper, we present a spiking neural network (SNN) alternative for dealing with the sim-to-real problem. In particular, we train SNNs with backpropagation using surrogate gradients and the (Deep Q-Network) DQN algorithm to solve two classical control reinforcement learning tasks. The performance of the trained DQNs degrades when evaluated on randomized versions of the environments used during training. To compensate for the drop in performance, we apply the biologically plausible reward-modulated spike timing dependent plasticity (r-STDP) learning rule. Our results show that r-STDP can be successfully utilized to restore the network's ability to solve the task. Furthermore, since r-STDP can be directly implemented on neuromorphic hardware, we believe it provides a promising neuromorphic solution to the sim-to-real problem.
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• Computer systems organization → Robotics; • Computing methodologies → Reinforcement learning.
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1 INTRODUCTION
Deep Reinforcement Learning (DRL) has been gaining a lot of traction for learning control policies in the field of robotics that allows agents to solve complex tasks. It combines advancements from Deep Learning with ideas on learning from rewards developed in the field of Reinforcement Learning (RL) [36]. Over the past few years, multiple works demonstrated how DRL algorithms can be utilized to solve object manipulation [33, 50], navigation [42, 49], and locomotion tasks [13, 20].

While training DRL agents on real robotic platforms has been explored [21], using simulators to train agents is the preferred method as they offer multiple advantages over training on real robots. For example, simulators can run faster than real time, can be parallelized given enough computational resources, and are safer and more cost effective [12]. To that end, there has been an increasing number of robot learning simulators and frameworks connecting different physics simulators and RL frameworks in the past few years [7, 9, 10, 24]. However, transferring a policy that was trained in simulation to the real world is usually challenging due to mismatches between simulated and real environments, also known as the simulation-to-reality gap [46]. Differences between simulation and reality manifest in actuation due to inaccuracies of the physical parameters of the models, and in sensing due to differences between real and rendered images for example. To overcome this gap, multiple methods have been suggested [48]. Among the suggested methods is domain adaptation, which is a sub-domain of transfer learning, and has been applied to robotic sim-to-real transfer scenarios [4, 41].

In this work, we consider a spiking neural network (SNN) and reward-modulated synaptic time-dependent plasticity (r-STDP) for domain adaptation. SNNs have been studied as a possible energy efficient and biologically plausible alternative to artificial neural networks (ANNs) [23]. Recently, gradient based learning in SNNs was made possible through the introduction of gradient approximation techniques [15, 28, 34]. Since then, the information processing performance of SNNs is constantly improving. In the supervised learning domain, for example, SNNs almost match ANNs image classification performance measured on popular benchmark datasets.
2 METHODS

In this section, we describe the overall experimental setup, the details of the environments we ran the experiments on, the training details of the spiking DQNs, and the r-STDP formulation used in our experiments.

2.1 Experimental Setup

We conducted our experiments on two classical control environments from OpenAI Gym [5]: CartPole-v0 and Acrobot-v1. These environments were chosen because of their discrete action spaces, which are required for the SNN-based implementation of the DQN algorithm [26] that we consider in this paper. Unlike vision-based tasks, they moreover do not require complex processing of the input signals. After training, we evaluate the Deep Spiking Q-Networks (DSQNs) on 100 randomly initialized environments with the same environment’s parameters used during training. This evaluation measures the trained networks’ performance and serves as a baseline for future experiments on randomized environments.

We then measure the DSQN’s performance on randomized environments with the same initialization as before, to be able to compare the results. We created two types of random environments, one where only one physical parameter is modified (e.g. changing the pole’s length, in CartPole), and one where multiple physical parameters are modified simultaneously (e.g. changing the pole’s length, the pole’s mass and the force magnitude in CartPole). When modifying multiple parameters simultaneously, we sample the parameters’ values from a uniform distribution. Inspired by a previous work on generalization in RL [29], we defined two ranges: one for “random normal” and one for “random extreme” environments. The details of the random environments are listed in Table 2. When measuring the DSQNs’ performance on randomized environments, we notice a degradation of performance which we discussed in our previous work [1]. In order to adapt the network to the new environment, we apply r-STDP to the synapses connecting hidden layers one and two, as shown in Figure 1.

2.2 Environments

Here we provide a brief overview of the environments used in our experiments, highlighting the observations, actions and rewards for each environment. Additionally, we explain which environment parameters are randomized. The default values for those parameters as well as the ranges for random normal and random extreme environments are shown in Table 2.

2.2.1 CartPole. The CartPole problem is a classic problem in the reinforcement learning literature [2] and has been used in previous works on generalization in RL [44]. It consists of an un-actuated rigid pole hinged to a cart which can move left and right on a one-dimensional track. The pole is free to move only in the plane vertical to the cart and track, and the task is to keep it balanced by applying a force of +1 or -1 to the cart. At each time step, the agent is given four observations from the environment: the cart’s position, the cart’s velocity, the pole’s angle, and the pole’s velocity. The agent receives a reward of +1 for every time step that the pole remains upright. The maximum possible reward an agent can achieve is 200. An episode is terminated when the pole falls beyond 15 degrees from the vertical, or when the maximum time step 200 is reached. Three environment parameters can be modified: the pole’s length, the pole’s mass, and the force magnitude.

2.2.2 Acrobot. The Acrobot problem is also a classic reinforcement learning problem [35]. It consists of a two-link robot, with an actuated joint between the two links. The task is to swing up the lower link to reach a certain height as fast as possible. At each time step, the agent is given six observations from the environment: \((\cos(\theta_1), \sin(\theta_1), \cos(\theta_2), \sin(\theta_2), \dot{\theta}_1, \dot{\theta}_2)\), where \(\theta_1\) and \(\theta_2\) are the joints’ angles, and chooses to either apply a positive, negative, or no torque on the joint between the two links. The agent receives a reward of -1 for each time step. An episode is terminated when the lower link reaches the required height, or when the maximum time step 500 is reached. Acrobot has no defined maximum achievable
reward, since how fast swinging the link up to the target height depends on the initial configuration. Three environment parameters can be modified: the links’ length, the links’ mass and the links’ moment of inertia. In the default environment, both links share the same parameters, and we kept that constraint for the randomized environments.

2.3 Training SNNs with the DQN algorithm

To train the networks in the experiments described in this paper, we used the surrogate gradient approach to utilize the backpropagation algorithm. All networks were trained with the SpyTorch framework [45], in which the neuronal dynamics are described by:

\[ u_i(t) = \alpha u_i(t-1) + \sum_j w_{ij} s_j(t), \]

where \( u_i(t) \) is the membrane potential at time \( t \), \( \beta \in [0, 1] \) is the membrane potential decay factor, and \( u_i(t) \) is the input current at time \( t \), in turn described by the equation:

\[ v_i(t) = \beta v_i(t-1) + u_i(t-1), \]

where \( v_i(t) \) is the membrane potential at time \( t \), \( \beta \in [0, 1] \) is the membrane potential decay factor, \( w_{ij} \) are synaptic weights, and \( s_j(t) \) is a binary function, representing the emission of a spike from neuron \( j \).

As in our previous work [1], we inject the weighted sum of the real-valued observations as current in the first hidden layer. However, we apply a two-neuron transformation to the observations before calculating the weighted sum, in which each observation value is assigned two mutually exclusive input neurons, one representing positive, and the other representing negative values. The two-neuron encoding method was first introduced in [31], and we found that it has stabilizing effects on surrogate gradient based training.

To read out the Q-values, we removed the spiking mechanism from the output layer, i.e. incoming spikes depolarize the output neurons, but the threshold is set to infinity so that the neurons never spike. We then read the membrane potential values of the output neurons as the Q-values. After that the network state is reset, i.e. all membrane potentials and synaptic currents are set to zero before feeding in a new observation.

2.4 r-STDP

STDP is a Hebbian-like learning rule [6]. The strength of synapses is adapted according to the timing of pre- and postsynaptic spikes:

\[ \Delta t = t_j - t_i, \]

\[ W(\Delta t) = \begin{cases} A^+ e^{-\frac{\Delta t}{C}} & \text{if } \Delta t > 0 \\ A^- e^{\frac{\Delta t}{C}} & \text{if } \Delta t < 0 \end{cases} \]

\[ \Delta w_{ij} = \sum_{t_i} \sum_{t_j} W(\Delta t), \]

where \( t_j \) and \( t_i \) are the times of pre- and postsynaptic spikes, \( A^+ \) and \( A^- \) are constants for potentiation and depression, and \( \tau^+ \) and \( \tau^- \) are the time constants for the STDP update windows. The change in the synaptic weight \( \Delta w_{ij} \) is calculated as the sum of function \( W(\Delta t) \) over all pre- and postsynaptic spikes.

While STDP correlates spike times in short time frames, it does not account for the association of events over longer timescales. However, this is important for many use-cases, e.g. distal reward problems. One approach to tackle this problem is r-STDP [11, 16]. It is a three-factor learning rule, i.e. besides two hebbian factors (pre- and postsynaptic spike-times), it uses a third factor to trigger changes in synaptic strength [18]. In r-STDP, the co-activation of pre- and postsynaptic neurons modifies an eligibility trace. This trace is multiplied by a third signal, the reward, to calculate the change in synaptic strength at a later timestep. Therefore, two traces \( k_{ij}^+ \) and \( k_{ij}^- \) are computed at each timestep. They encode the amount and recency of pre- and postsynaptic spikes, respectively:

\[ k_{ij}^+(t + 1) = k_{ij}^+(t) e^{-\frac{\Delta t}{\tau^+}} + s_j(t) \]

\[ k_{ij}^-(t + 1) = k_{ij}^-(t) e^{\frac{\Delta t}{\tau^-}} + s_j(t). \]

The values \( k_{ij}^+(t) \) and \( k_{ij}^-(t) \) are used to modify the eligibility trace:

\[ \Delta c_{ij}(t) = -\frac{c_{ij}(t)}{\tau^c} + (A^+ k_{ij}^+(t) s_i(t) - A^- k_{ij}^-(t) s_j(t)) \cdot C \]

\[ c_{ij}(t + 1) = c_{ij}(t) + \Delta c_{ij}(t), \]

where \( c_{ij}(t) \) denotes the value of the eligibility trace at timestep \( t \), \( \tau^c \) is the time constant for the trace’s decay, and \( C \) is a constant. Note that presynaptic spikes increment \( k_{ij}^+ \), but \( k_{ij}^- \) is added to \( c_{ij}(t) \) upon the occurrence of postsynaptic spikes. The inverse is true for \( k_{ij}^- \). Furthermore, even though we reset the network state after every inference step, we maintain the value of the eligibility trace (see Figure 2). This way, we can use the value of the eligibility trace when an episode terminates to update the weights. The change in synaptic strength is then calculated as:

\[ \Delta w_{ij} = r(t) \cdot c_{ij}(t), \]

where \( r(t) \) is the value of the reward signal at timestep \( t \).

To apply r-STDP, we evaluate the DSQN models trained on CartPole-v0 and Acrobat-v1 on a randomized version of the environment. Upon episode termination, weight updates are applied according to equation 7. For that, we defined custom reward functions based on each environment’s default reward such that the magnitude of the weight updates is inversely proportional to the model’s performance. We defined the reward function for CartPole-v0 to be:

\[ r_{\text{cartpole}} = 1 - \frac{\text{reward}}{\text{max}_\text{reward}} \]

where \( \text{max}_\text{reward} \) is the maximum possible reward and is equal to 200. This reward formulation for CartPole-v0 restricts weight updates when the model performs well. For Acrobat-v1, we had to define the reward function differently since the maximum possible reward is not defined. Only the minimum possible reward is known, which is the maximum number of time steps in an episode and is set to 500. We defined the reward function for Acrobat-v1 to be:

\[ r_{\text{acrobot}} = \frac{\text{reward} - 50}{\text{min}_\text{reward}} \]

This reward definition for Acrobat-v1 also ensures that good-performing agents will have negligible weight updates. Additional non-linear modifications of the reward were not considered in order to stay close to the original rewards returned by the environments.
when it is increased, which makes restoring the performance with r-STDP more challenging.

Table 1: SNN parameters. Membrane parameters used during DQN training (top), and r-STDP parameters used during fine-tuning (bottom).

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Cartpole-v0</th>
<th>Acrobat-v1</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>β</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>threshold</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>simulation time</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>network architecture</td>
<td>[8, 64, 64, 2]</td>
<td>[12, 256, 256, 3]</td>
</tr>
<tr>
<td>$A^+$</td>
<td>$W^{&gt;0}$</td>
<td>$W^{&gt;0}$</td>
</tr>
<tr>
<td>$A^-$</td>
<td>$</td>
<td>W^{&lt;0}</td>
</tr>
<tr>
<td>$\tau^+/-$</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>$\tau^c$</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>C</td>
<td>0.01</td>
<td>0.05</td>
</tr>
</tbody>
</table>

3 EXPERIMENTS AND RESULTS

For each environment we trained three spiking DSQN models with the methods described in 2.3. The membrane parameters used for both experiments are listed in Table 1. We used slightly different membrane parameters than in our previous work [1], as we found that those parameters lead to faster and more stable learning. After training, we conducted two types of experiments on random environments. We fixed 100 random seeds for the test environments to be able to conduct all experiments on the same initial conditions.

In a first set of experiments, we modified only one parameter in the environment at a time. When modifying the value of an environment’s parameter, we can either increase or decrease its value. In our experiments, we chose to increase all the parameters’ values except for the force magnitude in CartPole. We observed that DSQNs perform worse when the force magnitude is decreased than when it is increased, which makes restoring the performance with r-STDP more challenging.

Overall, we observed that the DSQN performance is inversely proportional to the degree of randomness in the environment (see Figure 3). However, we chose the range of randomness for each parameter separately, as we observed that varying each parameter has different effects on the performance of the DSQN. For example, when increasing the pole’s length in CartPole, we chose the range [10% - 100%]. However, applying the same range to the pole’s mass did only have negligible effects on the network’s performance. This is why we defined the range for the pole’s mass increase to be [500% - 1100%]. Furthermore, we found that there is an upper limit for randomness, beyond which the DSQN performance collapses. For example, increasing the pole’s mass in CartPole beyond 1100% makes the pole fall right away and renders the problem no longer solvable. The same behavior was observed when decreasing the force magnitude. The DSQN looses more than 60% of its performance when decreasing the force magnitude below 80%. This is also why we defined the range for the decrease in force magnitude to be [10% - 80%].

To compensate for the drop in performance, we apply r-STDP to the synapses connecting neurons in hidden layers one and two with the methods described in 2.4. We use a different set of random seeds during r-STDP training. To apply r-STDP, we evaluate the DSQN on the randomized environment for one episode, and only apply weight changes after an episode ends. The magnitude of the change depends on the mean of the eligibility trace at the end of the episode (see Figure 2), as well as on the value of the reward achieved (see equations 8 and 9), and is applied according to equation 7. After each r-STDP training episode, we measure the performance of the new weights on the initial 100 randomized environments used for evaluation. We repeat this process for 250 episodes and keep the weights that achieved the highest reward on the evaluation environments. This is analogous to measuring accuracy on a validation set after completing an epoch in supervised learning, and performing early stopping [32]. The parameters we used for r-STDP are listed in Table 1. Since we are conducting the experiments using three DSQN models, we set the values for $A^+$ and $A^-$ for each DSQN model separately as we saw variations in mean weight values for the trained DSQNs. This allows the r-STDP induced weight change to be proportional to the existing weight values acquired through backpropagation. We set $A^+$ to the mean value of the positive weights, and $A^-$ to the absolute value of the mean of the negative weights.

The top panels in Figure 3 show the difference in performance before and after applying r-STDP on randomized environments. The CartPole results show that the drop in performance can be restored for each parameter within the specified range of randomness. The Acrobat results show that r-STDP always improves the DSQN performance, yet not fully restore the DSQN performance to that on the not modified environments. The performance on non-randomized environments can be seen on the blue bars in Figure 4. The Acrobat problem is inherently different than CartPole. In CartPole, the maximum reward (200) is known and achievable after modifying the parameters to a certain extent. Acrobat, on the other hand, does not have an established maximum possible reward and the maximal reward heavily depends on the initial configuration. Additionally, modifying the environment’s parameters affects the number of time steps required to lift the lower link to the target height. To highlight the difference parameter modification has on
each environment, we trained DSQNs to solve CartPole-v0 and Acrobot-v1 with 50% and 100% pole and link lengths increase. The training curves can be seen in Figure 5. They show that DSQNs achieve the same reward on CartPole-v0 with different pole lengths, while the same parameter modifications in Acrobot-v1 yield different reward values. This distinction between both environments is important when interpreting the results.

The lower panels in Figure 3 show the average number of episodes required to reach the best r-STDP result. In some experiments we see that the number of episodes decreases as we increase the degree of randomness. This is because for smaller degrees of randomness, the DSQN’s drop in performance is not considerable. This means that during r-STDP training, the agent will perform well on many episodes, which will result in either no or negligible weight updates. Consequently, r-STDP training might require more episodes, until it encounters an episode in which the agent does not perform well. In a second set of experiments, we modified all the environments’ physical parameters at once. The values for the random parameters were sampled uniformly from the ranges defined in Table 2. The classification of “random normal” and “random extreme” environments, as well as the range of values is inspired by a previous work on generalization in RL [29]. We sampled 10 sets of random normal and 10 sets of random extreme values for each environment. We then measured the performance of the DSQN on 100 randomized environments for each random setting using the same fixed random seeds, and applied r-STDP to compensate for the drop in performance. Figure 4 shows the results of the multiple parameter randomization experiment. For the random normal CartPole
Figure 4: r-STDP results on multiple parameter variation for CartPole-v0 and Acrobot-v1. The results are averaged over 3000 runs (3 DQN models x 10 random environments x 100 environment initializations). The values for the parameters in the random normal and random extreme environments were drawn from a uniform distribution, the details of which are specified in Table 2. All error bars represent the standard deviation.

Table 2: Random normal (R) and random extreme (E) environment parameter ranges, and default parameter values (D) for CartPole (top) and Acrobot (bottom)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>D</th>
<th>R</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Force</td>
<td>10</td>
<td>[5, 15]</td>
<td>[1.5] ∪ [15, 20]</td>
</tr>
<tr>
<td>Length</td>
<td>0.5</td>
<td>[0.25, 0.75]</td>
<td>[0.05, 0.25] ∪ [0.75, 1.0]</td>
</tr>
<tr>
<td>Mass</td>
<td>0.1</td>
<td>[0.05, 0.5]</td>
<td>[0.01, 0.05] ∪ [0.5, 1.0]</td>
</tr>
<tr>
<td>Length</td>
<td>1</td>
<td>[0.75, 1.25]</td>
<td>[0.5, 0.75] ∪ [1.25, 1.5]</td>
</tr>
<tr>
<td>Mass</td>
<td>1</td>
<td>[0.75, 1.25]</td>
<td>[0.5, 0.75] ∪ [1.25, 1.5]</td>
</tr>
<tr>
<td>MOI</td>
<td>1</td>
<td>[0.75, 1.25]</td>
<td>[0.5, 0.75] ∪ [1.25, 1.5]</td>
</tr>
</tbody>
</table>

Table 3: Significance values of multiple parameter variation experiments. P-values are calculated based on the dependent t-test for paired samples.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Random Normal</th>
<th>Random Extreme</th>
</tr>
</thead>
<tbody>
<tr>
<td>CartPole-v0</td>
<td>t=-22.16, p&lt;.001</td>
<td>t=-35.71, p&lt;.001</td>
</tr>
<tr>
<td>Acrobot-v1</td>
<td>t=-10.13, p&lt;.001</td>
<td>t=-11.97, p&lt;.001</td>
</tr>
</tbody>
</table>

Unlike the single parameter modification experiments, random normal and random extreme environments end up with a combination of modified parameters. Some of which with an increased while others with a decreased value. Similar to the Acrobot-v1 training results shown in Figure 5 that show how increasing the link lengths results in lower rewards, decreasing the values of some parameters has the opposite effect. For example, decreasing the value of the links’ length or mass will result in higher rewards than that on normal environments. Therefore, surpassing the normal environment reward after r-STDP fine tuning in the Acrobot-v1 problem is possible, depending on the sampled random environment parameters.

Following the recommendations from [14], we ran a statistical analysis on the results of the multiple parameter variation experiments. But we used the dependent t-test for paired samples since it better suits our type of experiments. The p-values for cartpole and acrobot on the random normal and random extreme environments are listed in table 3.

4 DISCUSSION AND CONCLUSION

Local learning rules like r-STDP have been applied in previous works to solve reinforcement learning [3, 22, 40] as well as supervised learning tasks [17, 27]. In this work, however, we propose r-STDP as a fine-tuning method for adapting DRL policies that were trained with backpropagation for environment variations. The method presented in this paper can be applied to directly trained SNNs, or to SNNs that were converted from ANNs. Additionally, this method is agnostic to the DRL algorithm used during training, and should be applicable to continuous control problems as well. Our results on experiments with single parameter as well as multiple parameter variations reveal that r-STDP can help correct the behavior of the trained model after parameter change, depending on...
the nature of dependence of the reward function on the parameter change. If this dependence is monotonic, r-STDP in a single layer restores the behavior to that of the non-modified environment. If this dependence is more complex, it can only partially improve the behavior. Our chosen encoding and decoding methods restricted the application of r-STDP to the synapses connecting hidden layers one and two, since our input and output layers do not produce any spiking activity (see Figure 1). Even though applying r-STDP to those synaptic connections was sufficient to improve the network’s performance on randomized environments, we believe that extending the application of r-STDP to other layers might improve the sampling efficiency. Further studies on what kind of local learning rule (and in how many layers) can deal with which complexity of the environment change and reward function dependence are required. Furthermore, we observed that fine-tuning with r-STDP is sensitive to the hyperparameters like eligibility trace time constant, amplitudes of weight change for facilitation and depression, and the time constant of the STDP time window. We found that the r-STDP parameters listed in Table 1 worked well for two different models with different membrane parameters. However, we conclude that an extensive hyperparameter search on the STDP parameters as well as the investigation of the dependency of the r-STDP parameters on the membrane parameters (for example a higher SNN simulation time might require larger time constants) could lead to better sample efficiency in neuromorphic fine-tuning of DRL policies.

Since such three-factor learning rules are available on neuromorphic devices [8, 25], we believe that combining backpropagation-based offline training with r-STDP online fine-tuning can provide a promising research direction for neuromorphic sim-to-real transfer, and could potentially open the door for more neuromorphic robotic applications.
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