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Summary

The brain of a newborn animal needs to undergo an intricate developmental pro-

cess involving multifold interactions of intrinsic and extrinsic factors before it can

reliably instruct the animal’s behavior in its environment. One central factor in-

volved in the wiring of developing neural circuits is neural activity produced in the

absence of sensory stimulation, called spontaneous activity. While we know that

spontaneous activity is necessary for the formation of functional circuits through

synaptic plasticity, our understanding of the mechanisms underlying the activity-

dependent development of the brain remains limited.

In my dissertation, I investigate the interplay between spontaneous activity and

synaptic plasticity across postnatal development at multiple scales: on the molecu-

lar, dendritic and network level. I used mathematical and computational modeling

on the molecular and dendritic level to investigate the emergence of synaptic orga-

nization on individual developing neurons. The model revealed that an anatomical

argument is su�cient to explain qualitatively di�erent types of synaptic organiza-

tion in di�erent species. In collaboration with Dr. MarinaWosniack, we developed

a computational model and performed data analysis of calcium imaging data to un-

derstand the adaptation of spontaneous activity at the level of neural circuits over

prolonged developmental timescales. Using the model, we can explain how distinct

types of spontaneous activity can contribute to circuit maturation. In collaboration

with Dr. Paloma Maldonado, we examined the impact of the hormone oxytocin,

released during maternal bonding and care, on the dynamics of spontaneous ac-

tivity in the developing visual and somatosensory cortex through data analysis and

computational modeling. Our model allowed us to synthesize insights from multi-

ple sets of experiments into a consistent picture. Synthesizing this work, I highlight

commonalities and di�erences and discuss the impact of the studies’ results on the

development of neural circuits and their function in general.

3





Contents

Summary 3

1 Introduction 7

Molecular level: Neurotrophic factors as key molecules for determining

neuronal and synaptic fate . . . . . . . . . . . . . . . . . . . . . . 9

Dendrite level: Emergence of synaptic organization and dendritic maps

during development . . . . . . . . . . . . . . . . . . . . . . . . . 10

Circuit level: Structured spontaneous activity drives circuit maturation . 12

Behavioral level: Neuromodulatory control over spontaneous activity . . 15

2 Methods and mathematical framework 19

Molecular level: Neurotrophin plasticity model . . . . . . . . . . . . . . 19

Molecular level/Dendrite level: Generalized neurotrophin-inspired model 22

Dendrite level: From local dendritic to global somatic activity . . . . . . 22

Dendrite level/Circuit level: Backpropagating action potentials as global

feedback signals . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Circuit level/Behavioral level: GABAergic inputs control activity in a re-

current network . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3 Results 31

Emergence of local and global synaptic organization on cortical dendrites 32

Emergence of synaptic organization and computation in dendrites . . . . 51

Adaptation of spontaneous activity in the developing visual cortex . . . . 62

Oxytocin shapes spontaneous activity patterns in the developing visual

cortex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4 Discussion 109

Open Questions and Outlook . . . . . . . . . . . . . . . . . . . . . . . 110

5



Contents

Impact of a single gene mutation on circuit structure and spontaneous

activity in the developing cortex . . . . . . . . . . . . . . . . . . 111

Activity-dependent dendrite growth through formation and removal of

synapses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Correlated spontaneous activity drives emergence of multi-sensory inte-

gration in the developing higher-order cortex . . . . . . . . . . . 116

Simplicity in the developing brain . . . . . . . . . . . . . . . . . . . . 118

5 List of scientific communications 133

6 Acknowledgments 135

7 Appendix 137

Emergence of local and global synaptic organization on cortical dendrites 137

Emergence of synaptic organization and computation in dendrites . . . . 137

Adaptation of spontaneous activity in the developing visual cortex . . . . 137

Oxytocin Shapes Spontaneous Activity Patterns in the Developing Visual

Cortex by Activating Somatostatin Interneurons . . . . . . . . . . 137

6



1 Introduction

When an animal is born, complex interactions between the animal’s genes and its

environment set up the neural circuitry that allows the animal to respond flexibly in

di�erent situations (Price et al., 2017). The developing brain’s genes do not specify

every detail of how neurons ought to connect to produce an appropriate circuit;

instead, they enable a large number of potential connections of which only a subset

is realized (Price et al., 2017; Witvliet et al., 2021). The two major subtypes of

neurons, excitatory and inhibitory, mature in synchrony to eventually establish

a tight balance that is important for the brain’s proper functioning (Naskar et al.,

2019; Okun et al., 2008a). Neurons can form synapses throughout development

when they come into contact with each other and the stability of these connections

depends largely on extrinsic factors (Kirchner et al., 2021; Lohmann et al., 2005;

Winnubst et al., 2015). Amajor focus of experimental work has been identifying the

extrinsic signals influencing circuit formation to understand how they can produce

both normal function and pathology (El-Boustani et al., 2018; Harward et al., 2016;

Hedrick et al., 2016; Kleindienst et al., 2011; Niculescu et al., 2018; Winnubst et al.,

2015).

There are many extrinsic factors a�ecting development, including molecular sig-

nals exchanged between cells, neural activity patterns produced by local circuits or

propagated from distinct brain regions, and modulatory signals reflecting the ani-

mal’s state (Price et al., 2017) (Fig. 1.1). Analyzing the contributions of individual

extrinsic factors is complicated by multi-level interactions across the di�erent levels

of organization. For example, a single mutation in the FMR1 gene leads to sub-

tle di�erences in circuit wiring and intrinsic properties of neurons (Bureau et al.,

2008; La Fata et al., 2014), which in turn a�ect neural activity during early devel-

opment (Cheyne et al., 2019; Gonçalves et al., 2013). These subtle di�erences might

then amplify over time to contribute to more striking variations at the circuit level,
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Figure 1.1: Investigating neuroscience questions at multiple interacting levels of ab-
straction. (a-d) Local dendritic level where nearby synapses interact through signaling
molecules (a), global cellular level where signaling occurs between dendrites and the soma
(b), network level where neural dynamics result from interactions between excitatory and
inhibitory neurons (c), and animal level where network interactions produce behavior (d).
Scale bars indicate orders of magnitude.

eventually leading to a wide range of altered behavioral characteristics of the autism

spectrum disorder (Schneider et al., 2009).

Disentangling the multi-level interactions driving circuit development requires

systematic analysis of their relationships. While the description of neural processes

exclusively in terms of their molecular constituents is the most accurate, its use

would be as limited as that of Borges’ map of the empire that is the size of the

empire (Abbott, 2008; Borges et al., 1946). To make statements that generalize

beyond the particular model system at hand, we want to construct models that ab-

stract away details that are not relevant to our particular questions (Levenstein et

al., 2020). Computational neuroscience aims to uncover the principles governing

the development, structure, dynamics, and function of the nervous system through

the use of computational and mathematical modeling (Dayan et al., 2005). By us-

ing computational models capturing the essential properties of a complex system,

computational neuroscience can bridge the gaps between research across di�erent

animal models, di�erent experimental paradigms, and di�erent scales of magnifi-

cation (Marder, 2020). In the following sections, we explain how modeling at the

level of molecular factors, cell properties, circuit activity, and behavior can help us

understand neural circuit development and function.
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Molecular level: Neurotrophic factors as key molecules
for determining neuronal and synaptic fate

Out of a plethora of molecular factors involved in the development of the brain,

the brain-derived neurotrophic factor (BDNF) stands out as one of the most ver-

satile (Lu et al., 2005). BDNF occurs in very small amounts in the brain but still

exerts powerful control over brain development (Barde et al., 1982). Deducing the

amino acid sequence and cloning BDNF (Harward et al., 2016), and continuously

improving fluorescent sensors for BDNF and its receptor, Tropomyosin receptor

kinase B (TrkB), (Leibrock et al., 1989) has provided exciting insight into its action

on developing neurons.

Similar to other signalling molecules involved in controlling cell development,

BDNF is initially synthesized in an immature form (proBDNF), which binds pri-

marily to the p75NTR receptor (Yang et al., 2009) (Fig. 1.2a). BDNF concentration

varies with age (Katoh-Semba et al., 1997; Yang et al., 2009) and the relative bal-

ance between BDNF and proBDNF dynamically adapts to di�erent developmental

stages (Perovic et al., 2013; Yang et al., 2009). Mature BDNF promotes the sur-

vival of neurons, the growth of dendrites, and the formation and strengthening of

synapses via TrkB signaling (Harward et al., 2016; Hedrick et al., 2016; Kowia�ski

et al., 2018). Intriguingly, its immature form, proBDNF, instead induces neural

apoptosis, shrinkage of dendrites, and the removal or weakening of synapses via

the p75NTR signaling (Kowia�ski et al., 2018; Teng et al., 2005; Woo et al., 2005)

(Fig. 1.2b,c).

The antagonistic relationship between BDNF and proBDNF enables fine-grained,

dynamic control over circuit development via regulating the local concentration of

proBDNF and BDNF. In the developing circuit, both proBDNF and BDNF are se-

creted into extracellular space following neural activity, where proBDNF cleaving

enzymes can further cleave proBDNF into BDNF (Lee et al., 2001; Yang et al., 2009)

(Fig. 1.2b). Importantly, the amount of cleaving depends on neural activity (Je et

al., 2012). Consequently, the balance between proBDNF and BDNF dynamically

adapts to the recent activation of a synapse, raising the possibility that proBDNF

and BDNF might act as powerful levers for the activity-dependent sculpting of

developing circuits (Lu et al., 2014; Nagappan et al., 2009). In fact, several recent
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Figure 1.2: Push-pull interactions between the immature and mature forms of
the brain-derived neurotrophic factor (BDNF). (a) Schematic illustrating the cleav-
ing process (indicated by scissor) of the inactive preproBDNF into immature BDNF
(proBDNF) and finally into mature BDNF. (b,c) Illustration of push-pull interactions be-
tween proBDNF and BDNF (b), which induce synaptic depression via activating the
p75NTR receptor and potentiation via activating the TrkB receptor (c). Schematic adapted
from (Kirchner et al., 2021).

studies have implicated proBDNF and BDNF as central actors in controlling synap-

tic plasticity on developing dendrites (Kleindienst et al., 2011; Niculescu et al., 2018;

Winnubst et al., 2015).

Despite abundantly available experimental data on the action of neurotrophic fac-

tors, our understanding of their functional role in synaptic plasticity remains frag-

mented (Laviv et al., 2021; Park et al., 2013). In particular, we lack insight into how

neurotrophic factors control the fate of individual synapses and dendrites. To ad-

dress this question, we used computational methods to integrate disparate pieces of

evidence into a unifying framework, test their compatibility, and e�ciently gen-

erate experimental predictions (Kirchner et al., 2021).

Dendrite level: Emergence of synaptic organization and
dendritic maps during development

Above the level of molecular factors and synapses is the individual neuron with its

soma, dendrite, and axon (Fig. 1.3a,b). By processing a barrage of synaptic inputs,

individual neurons exhibit impressive computational capabilities, which sequen-

tially emerge throughout development and allow them to integrate into complex

neural circuits (Kirchner et al., 2022; Stuart et al., 2016).

Historically, the dendrite of a neuron was considered a passive conduit for trans-
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Figure 1.3: Emergence of synaptic organization on developing dendrites. (a)
Schematic of six-layered cortex with excitatory (green) and inhibitory (blue) neurons, with
a single pyramidal neuron in layer 2/3 highlighted. Arrows indicate flow of incoming
(black) and outgoing (green) signals. Adapted from ref. (Naskar et al., 2019). (b) Inset from
a magnified, indicating distributed synaptic inputs on the developing dendrite. (c) Inset
from b magnified, with synapses colored according to their orientation preference (left).
Di�erent species (e.g. mouse or ferret) exhibit qualitatively di�erent types of synaptic or-
ganization (Iacaruso et al., 2017; Wilson et al., 2016). Adapted from ref. (Kirchner et al.,
2022).

porting electrical signals to the soma (Rall, 1962). After more than half a century

of advances in imaging technology and cell electrophysiology, it is now clear that

dendrites are not just passively but actively involved in information processing and

communication between neurons (Payeur et al., 2019; Poirazi et al., 2020; Pulikkottil

et al., 2021). In particular, nearby synapses that activate in concert can cooperate to

intricately transform an incoming signal (Poirazi et al., 2003; Tzilivaki et al., 2019),

regulate each other’s e�cacy (El-Boustani et al., 2018; Winnubst et al., 2015), and

share plasticity-related proteins (Okun et al., 2008b; Redondo et al., 2011). Conse-

quently, the computational capabilities of neurons derive in part from the precise

arrangement of synaptic inputs on the neurons’ dendrites (Stuart et al., 2016).

Synaptic organisation exists in di�erent areas of the brain and in di�erent species

(Ado� et al., 2021; Ashaber et al., 2021; Frank et al., 2018; Fu et al., 2012; Gökçe

et al., 2016; Iacaruso et al., 2017; Ju et al., 2020; Kerlin et al., 2019; Kim et al.,

2021; Kleindienst et al., 2011; Lee et al., 2019; McBride et al., 2008; Niculescu et

al., 2018; Podgorski et al., 2021; Scholl et al., 2017; Takahashi et al., 2012; Wilson

et al., 2016; Winnubst et al., 2015), but the specific characteristics of the organiza-
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1 Introduction

tion vary strongly across areas and species. In the ferret or macaque visual cortex

nearby synapses tend to respond to moving gratings of the same orientation (Ju

et al., 2020; Scholl et al., 2017; Wilson et al., 2016). In the mouse visual cortex this

shared orientation preference is not present. Instead, nearby synapses only tend

to have overlapping, but not aligned, receptive fields (Iacaruso et al., 2017; Jia et al.,

2010) (Fig. 1.3c). While these di�erences in synaptic organization might stem from

di�erences in the experimental set-ups, species-specific di�erences in other forms

of neural organization are well-established in the literature (Jang et al., 2020).

Beyond the level of nearby synapses on the scale of tens of microns, converging lines

of experimental evidence point towards a functional role of synaptic organization

on the scale of entire dendrites (Bollmann et al., 2009; El-Boustani et al., 2018;

Iacaruso et al., 2017; Jia et al., 2014; Kerlin et al., 2019; Podgorski et al., 2021; Wilson

et al., 2016). For example, in the tectum of Xenopus tadpoles and in the mouse

visual cortex synapses are arranged according to visual location, with synapses near

the soma responding to stimuli close to the centre of vision and those distant from

the soma responding to stimuli further away (Bollmann et al., 2009; El-Boustani

et al., 2018; Iacaruso et al., 2017).

Having such a rich repertoire of experimental findings from di�erent species in-

vites the possibility of comparative studies that can reveal similarities and di�erences

in function and thus uncover foundational principles of brain function (Laurent,

2020). While few labs have the resources to study multiple animal models simulta-

neously, computational modeling can synthesize existing data. A single model that

explains results from several di�erent species potentially captures a general prin-

ciple that goes beyond individual experiments (Levenstein et al., 2020). Thus, we

used a computational model to explain the qualitatively di�erent types of synaptic

organization observed in ferrets and mice (Kirchner et al., 2021).

Circuit level: Structured spontaneous activity drives
circuit maturation

Despite the impressive computational abilities of individual neurons, the flexibility

and versatility of the brain derive from the coordinated action of multiple cells con-

nected into neural circuits (Hopfield et al., 1986) (Fig. 1.4a). These neural circuits
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emerge and become functional throughout brain development through an inter-

play of activity-dependent and -independent factors (Leighton et al., 2016). After

activity-independent, molecular factors establish a first, rough sca�old (McLaugh-

lin et al., 2005) (Fig. 1.4b), activity-dependent plasticity mechanisms refine the scaf-

fold into a functioning, mature circuit (Fig. 1.4c). Despite decades of research, how

this refinement occurs in detail and the relative importance of activity-dependent

and activity-independent mechanisms remain unclear (Molnár et al., 2020).

What type of activity drives circuit refinement? The eyelids of a newborn mouse

stay closed for the first two weeks after birth and then open gradually over one

or two days. But even though visual stimulation of the retina is strongly dimin-

ished during these early postnatal periods, the developing retina is still highly active

(Sta�ord et al., 2009; Tiriac et al., 2018; Wong, 1999). The neural activity observed

in this pre-sensory period is generated spontaneously and thus termed spontaneous

activity. It is characterized by spatiotemporal patterns that resemble those seen in

the mature animal (Berkes et al., 2011; Ge et al., 2021). Spontaneous activity oc-

curs throughout the entire developing brain and exhibits variable characteristics

depending on species, brain area, and developmental stage (Leighton et al., 2016).

Spontaneous activity is crucial for the refinement of neural circuits (Kirkby et al.,

2013). Studies in a variety of model systems have shown that this activity can sculpt

the connectivity of developing circuits by promoting the formation and elimination

of synapses (Kleindienst et al., 2011; Niculescu et al., 2018; Takahashi et al., 2012;

Winnubst et al., 2015). Exposing visually naive ferrets to several hours of visual

input with unusual spatiotemporal can induce cortical neurons to become selective

to this input, demonstrating the instructive role of spontaneous activity (Roy et al.,

2020). Disrupting spontaneous activity results in incorrect wiring and consequent

dysfunction in the mature brain (Molnár et al., 2020).

One prominent example of activity-dependent refinement of a cortical circuit is the

refinement of thalamocortical a�erents in the visual cortex (Kirkby et al., 2013). In

particular, activity-independent mechanisms can establish a rough topographically

alignedmapping between neurons in the sensory periphery and neurons in the cor-

tex (McLaughlin et al., 2005). Besides extracting invariant features at high temporal

and spatial resolution, spontaneous activity in conjunction with activity-dependent

plasticity is required for refining the topography (Molnár et al., 2020). Intrigu-
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Figure 1.4: Activity-dependent refinement of thalamocortical a�erents during de-
velopment. (a) Schematic of six-layered cortex with excitatory (green) and inhibitory
(blue) neurons. Thalamocortical a�erents (black) project onto layer four neurons. (b) In-
set from a magnified, highlighting the initially di�use branching of thalamocortical axons.
(c) Through activity-dependent refinement, thalamocortical input becomes more localized
and specific to individual neurons. (d) Representative field of view from a two-photon cal-
cium recording of neurons in L2/3 (top). Example of fluorescence trace (black; average over
all cells) as a function of time, with two types of spontaneous activity (green and purple;
low and high synchronicity) highlighted.

ingly, the developing cortex receives two qualitatively di�erent types of sponta-

neous activity that might contribute to circuit refinement: peripherally-driven,

low-synchronicity (L-)events and cortically-generated, high-synchronicity (H-

events) (Fig. 1.4d) (Siegel et al., 2012). While previous models establish that L-

events can refine thalamocortical connections in a simplified set-up (Willshaw et al.,

1976), the resulting set-up is sensitive to perturbations and cannot incorporate the

e�ect of H-events (Wosniack et al., 2021). Thus, understanding how the presence

of H-events might impact the emergence of topographically aligned maps in the

developing visual cortex would increase our understanding of activity-dependent

circuit refinement during development.

Alongside the initial description of H-events in 2012, Siegel et al. hypothesize that

they might act as a homeostatic mechanism that helps maintain neural activity in

a fixed range. We used a computational model of the developing visual system

incorporating both L- and H-events to test this hypothesis. We characterized the

conditions under which H-events can act to stabilize neural activity and generate

concrete experimental predictions to substantiate the hypothesis.
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Behavioral level: Neuromodulatory control over
spontaneous activity

When investigating abstract computational properties of neural circuitry, it is im-

portant to remember that the circuit we study in controlled lab conditions is ar-

tificially constrained. Under natural conditions, circuits are constantly modulated

by a variety of behavioral and ecological factors (Pollen et al., 2007; Stringer et al.,

2019). Because mammalian infants require intensive care from their mothers to

survive after birth, mother-pup interactions play a central role in the development

of the brain (Lucion et al., 2014). While there is considerable research focused on

the perspective of the mother (Froemke et al., 2021; Marlin et al., 2015), little at-

tention has been paid to how the presence or absence of the mother might a�ect

circuit development in the pup (Miller et al., 2015).

In the context of mother-pup interactions, oxytocin, the hormone often associated

with social a�liation and the emotional bond, has emerged as a key neuromodula-

tor (Miller et al., 2015; Rajamani et al., 2018; Vaidyanathan et al., 2017). Expression

of the oxytocin receptor (Oxtr) in mice is elevated during the first two weeks af-

ter birth, with its highest expression in the cortex observed at P14 (Hammock et

al., 2013; Vaidyanathan et al., 2017). Our knowledge of how the oxytocin signaling

pathway matures over development is incomplete, but converging lines of evidence

highlight the importance of suckling behavior (Grinevich et al., 2015) (Fig. 1.5a).

One dominant hypothesis for the action of oxytocin centers on the possibility that

oxytocin could be released in large quantities from the paraventricular nucleus of

the brain of mouse pups. From the paraventricular nucleus, oxytocin might di�use

throughout the developing cortex (Grinevich et al., 2015) where it modulates the

activity of developing populations of neurons (Maldonado et al., 2021; Zheng et al.,

2014) (Fig. 1.5b,c).

When investigating the impact of neuromodulators on neural activity, it is impor-

tant to distinguish between di�erent types of neurons. Neurons can be divided into

excitatory (mostly signaling via glutamatergic synapses) or inhibitory (mostly sig-

naling via GABAergic or glycinergic synapses) (Strata et al., 1999) neurons. Exci-

tatory and inhibitory activity is tightly regulated throughout development (Naskar

et al., 2019; Sutor et al., 1995) and inhibitory activity can restrict spread of excita-
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Figure 1.5: Possible behavioral trigger of intrinsic release of oxytocin. (a-c) Close
interactions between mother and pup, like suckling behavior (a), can trigger the release of
oxytocin from the paraventricular nucleus (b), which di�uses throughout the developing
cortex and might a�ect dynamics of the developing circuit (c).

tory activity (Leighton et al., 2021). Oxytocin can modulate both excitatory and

inhibitory activity in the adult animal (Marlin et al., 2015) and increase excitatory

synaptic transmission in the developing somatosensory cortex (Zheng et al., 2014).

Together with our collaborators from the Lohmann lab at the Netherlands Insti-

tute for Neuroscience, we explored whether and how oxytocin might a�ect spon-

taneous activity at the network level in the developing brain (Maldonado et al.,

2021). In a series of in vivo experiments, our collaborators demonstrated that oxy-

tocin impacts neural activity at the population- and the single-cell level. In in vitro

experiments, they furthermore demonstrate how oxytocin a�ects excitatory and

inhibitory synaptic transmission and how it di�erentially acts on di�erent neural

subtypes. While both sets of experiments point at an inhibiting role of oxytocin,

experimental data from in vivo and in vitro set-ups are di�cult to compare (Prescott

et al., 2008). Thus, we developed a computational model of the developing visual

cortex, calibrated with experimental data to test the compatibility of the two sets

of experiments.
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In this dissertation, I investigate the interactions between spontaneously generated

activity and synaptic plasticity in the context of brain development. In particular, I

introduce and contextualize three distinct projects concerned with

1. the emergence of synaptic organization on developing dendrites (Kirchner

et al., 2021, 2022),

2. the robust formation of topographic maps through adaptation of spontaneous

activity (Wosniack et al., 2021),

3. and the ability of neuromodulation to shape spontaneous activity through the

di�erential regulation of inhibitory subnetworks (Maldonado et al., 2021).

To further highlight commonalities and interactions between these projects, I

demonstrate how the mathematical structures underlying these models interrelate.

Finally, I discuss new research directions opened up by the work in this dissertation.

Taken together, the results of my computational approach have revealed principles

of organization that span multiple levels of abstraction with wide implications for

developmental neuroscience.
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2 Methods and mathematical
framework

We used computational modeling to investigate properties of the brain across mul-

tiple levels of abstraction. In this chapter, we look at the mathematical equations

underlying the models. In the published papers, we motivate the choice of these

equations with an appeal to the corresponding biological process (Kirchner et al.,

2021; Maldonado et al., 2021; Wosniack et al., 2021). Here we will choose a di�erent

route and motivate the models by deriving the successively more abstract models

starting at the molecular level.

Molecular level: Neurotrophin plasticity model

To demonstrate how the mathematical models at di�erent levels of abstraction con-

nect to themolecular model, we provide an introduction of the neurotrophinmodel

(Kirchner et al., 2021).

Neural exocytosis is the process by which neurons release neurotransmitters and

other molecules into the synaptic cleft via the fusion of synaptic vesicles with the

neuronal membrane. Exocytosis is linked to activity in the neuron, as the release of

neurotransmitters can be triggered by an electrical signal called an action potential

(Fig. 2.1a). We represent a sequence of presynaptic depolarizations arriving at the

:-th synapse at times C: as a sum of Dirac deltas, G: (C) =
Õ

5 X (C � C:).

Presynaptic depolarization, G: results in a temporary increase of the protease

MMP9, " (C), in the synaptic cleft (Je et al., 2012) (Fig. 2.1b), which we model

as a synapse-specific leaky integrator,
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2 Methods and mathematical framework

glutamate

glutamatergic
receptor

presynaptic
cell

postsynaptic
cell

action
potential

Ca2+

calcium
influx

postsynaptic
depolarization

BDNF
proBDNF

a b c d

MMP9

Figure 2.1: Possible neurotrophin signaling cascade leading to synaptic potentia-
tion. (a-d) Presynaptic activation (a) leads to the release of glutamate and the protease
MMP9 into the synaptic cleft (b). Glutamate binds to postsynaptic receptors and triggers
an influx of calcium. Calcium, in turn, brings about the release of BDNF and proBDNF
into the synaptic cleft (c). BDNF binds to pre- and postsynaptic receptors, which prompts
an increase in presynaptic glutamate stores and the insertion of additional postsynaptic glu-
tamate receptors (d).

g"
d":

dC
= �": (C) + qG: (C). (2.1)

Here, q is a constant that determines how e�ciently MMP9 converts proBDNF

into BDNF, and g is always the time constant of the accumulator. The release of

glutamate into the synaptic cleft furthermore activates postsynaptic glutamatergic

receptors, which induces depolarization in the postsynapse (Fig. 2.1c). Consistent

with experimental data (Lee et al., 2016), we couple the postsynaptic calcium level,

. (C), to the nearby synaptic inputs G: ,

g.
d.:
dC

= �.: (C) +
#’
;=1

B:;,; (C)G; (C). (2.2)

To include distance-dependent attenuation of interactions between synapses, we

weight synaptic inputs by their e�cacies,; and the distance-dependent factor B:; ,

defined as a Gaussian kernel applied to the Euclidean distance B:; = 4�3
2
:;/2f

2
B . Here,
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the calcium di�usion constant fB controls the spatial extent of lateral calcium di�u-

sion. As postsynaptic calcium induces release of neurotrophins into the extracellular

space (Harward et al., 2016), we coupled extracellular proBDNF, % (C), and BDNF,

⌫(C), to postsynaptic calcium (Fig. 2.1c),

g%
d%:
dC

= �%: (C) + (1 � [). (C) �": (C)%: (C), (2.3)

g⌫
d⌫:
dC

= �⌫: (C) + [. (C) +": (C)%: (C). (2.4)

By including the product of the MMP9 accumulator and the proBDNF accumula-

tor,": (C)%: (C), with di�erent signs in the di�erential equations (2.3) and (2.4), we

represent the ability of MMP9 to convert proBDNF to an equal amount of BDNF.

The scaling factors (1 � [) and [ ensure that in the absence of MMP9, the ratio of

BDNF to proBDNF remains close to the constitutive ratio [, i.e. the ratio observed

when no extracellular cleaving occurs (Nagappan et al., 2009).

One prominent hypothesis for how neurotrophins interact to induce synaptic plas-

ticity is the Yin-Yang hypothesis of neurotrophin action (Lu et al., 2005) which

states that when BDNF binds to its receptor TrkB, the synapse strengthens, but

when proBDNF binds to the p75NTR receptor, the synapse weakens. As in the

depicted scenario (Fig. 2.1d), when BDNF outweighs proBDNF, the synapse in-

creases in strength by e.g. recruiting additional glutamatergic receptors and in-

creasing presynaptic vesicles with glutamate.

We incorporate the e�ect of this push-pull interaction between neurotrophic fac-

tors (Niculescu et al., 2018) by coupling the change of synaptic e�cacy,,: (C), to
the di�erence of BDNF and proBDNF present in the synaptic cleft,

g,
d,:

dC
= ⌫: (C) � %: (C) . (2.5)
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2 Methods and mathematical framework

Molecular level/Dendrite level: Generalized
neurotrophin-inspired model

Here, we derive generalized neurotrophin model (Kirchner et al., 2021). We can

substantially simplify the system of equations (2.1)-(2.5) at the cost of the straight-

forward identifiability of the parameters. We obtain a synapse-specific presynaptic

accumulator, E: (C), by relabeling of equation (2.1),

gE
dE:
dC

= �E: (C) + qG: (C), (2.6)

and a locally shared postsynaptic accumulator, D: (C), by relabeling of equation

(2.2),

gD
dD:
dC

= �D: (C) +
#’
;=1

B:;F; (C)G; (C). (2.7)

We nextmake a steady-state assumption for the neurotrophin concentrations, ⌫: (C)
and %: (C), insert the resulting equation into the di�erential equation for the synap-

tic e�cacy,,: (C), and linearize the resulting expression. We can then write the

approximate change in e�cacy compactly as a Hebbian learning rule (Gerstner et

al., 2014) that operates locally on the dendrite,

gF
dF:

dC
= D: (C) (E: (C) + d). (2.8)

Here, d = 2[�1
2(1�[) and gF = g,

1
2(1�[) .

Dendrite level: From local dendritic to global somatic
activity

Next, we connect the detailed, local model of dendritic activity that we used in our

work on synaptic organization (Kirchner et al., 2021) with the rate-based model of

neural activity we used in our research on connectivity refinement (Wosniack et al.,

2021) by performing a series of algebraic transformations.
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While we focused on isolated stretches of dendrite in the previous section, a barrage

of synaptic input arrives without pause across the entire dendrite. These synaptic

inputs induce varying degrees of depolarization of the neuron’s membrane poten-

tial. Depending on the exact dendritic morphology and location of a given synapse,

propagating the depolarization to the soma results in substantial attenuation of the

synaptic signal. Interestingly, experiments indicate that this e�ect is compensated

by an increase in conductance at distal synapses, which e�ectively normalizes the

strength of synaptic inputs at the soma (termed synaptic democracy, Rumsey et al.,

2006; Sterratt et al., 2012). We might thus approximate the somatic depolarization

(�(C)) as the sum of individual postsynaptic activations (Kirchner et al., 2021; Mel,

1991),

g�
d�

dC
= ��(C) +

#’
:=1

D: (C) ⇡ ��(C) +
#’
:=1

#’
;=1

B:;F; (C)G; (C). (2.9)

For the approximation in eq. (2.9), we have made a steady state assumption on the

postsynaptic accumulator, D: ⇡ B:;F; (C)G; (C). Interchanging the order of summa-

tion allows us to separate a term depending on local interactions from the inputs

and synaptic weights,

g�
d�

dC
= ��(C) +

#’
;=1

F; (C)G; (C)
#’
:=1

B:; . (2.10)

The term that depends on the local interactions,
Õ#

:=1 B:; , can be approximated as

the product of the local interaction constant, f2 , times the local density of inputs,

a; , and scaled by a constant,
p
2c (for details see section 4 of the Supplementary

Notes of Kirchner et al., 2021),

g�
d�

dC
⇡ ��(C) +

#’
;=1

p
2cf2a;F; (C)G; (C). (2.11)

We can summarize all synapse-specific terms into the connection weight, F̂; (C) =
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2 Methods and mathematical framework

p
2cfBa;F; (C), and arrive at the well-established leaky integrator equation of the

integrate-and-fire neuron model (Burkitt, 2006),

g�
d�

dC
= ��(C) +

#’
;=1

F̂; (C)G; (C) . (2.12)

The dynamics of a integrate-and-fire unit, �, resemble the dynamics a rate-based

unit, �̄, in many biologically relevant settings (Gerstner et al., 2014; Stevens et al.,

1995). Thus, we can write the time-dependent firing rate of the soma as a leaky

accumulator of a nonlinear function of the input,

g�̄
d�̄

dC
= ��̄(C) + 6

"
#’
;=1

F̂; (C)G; (C)
#
. (2.13)

Here, 6 is a nonlinear activation function that depends on the properties of the

integrate-and-fire unit and the network connectivity (Gerstner et al., 2014).

Given this set-up, we can interpret the weighted input,
Õ#

;=1 F̂; (C)G; (C), as rep-
resenting peripheral input arriving at the dendrites of pyramidal neurons of the

developing cortex (Fig. 1.4). Beyond feedforward input from the periphery, these

neurons also exhibit a second, distinct type of intrinsically generated spontaneous

activity, �spont(C) (Siegel et al., 2012),

g�̄
d�̄

dC
= ��̄(C) + 6[

#’
;=1

F̂; (C)G; (C)] +�spont(C). (2.14)

Choosing the activation function,6(·), as the identity function, id(·), then produces
the equation for the dynamics of the rate-based unit in eq. (1) of Wosniack et al.

(2021),
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g�̄
d�̄

dC
= ��̄(C) +

#’
;=1

F̂; (C)G; (C) +�spont(C). (2.15)

Dendrite level/Circuit level: Backpropagating action
potentials as global feedback signals

After considering how local activity on the dendrite propagates to and accumulates

at the soma, we now ask how somatic activity might a�ect synapses distributed

across the dendrite. A natural candidate is the backpropagating action potential,

the active propagation of depolarization produced by the initiation of an axonal

action potential along the proximo-distal axis of the dendrite (Spruston et al., 1995;

Sterratt et al., 2012). Following Kirchner et al. (2021), we can model the impact of

a backpropagating action potential, ⌫(C), by including adding its e�ect to the local

postsynaptic accumulator, eq. (2.7),

gD
dD:
dC

= �D: (C) +
#’
;=1

B:;F; (C)G; (C) + B:⌫amp⌫(C) . (2.16)

The impact of a backpropagating action potential depends on its initial amplitude,

⌫amp, as well as a distance-dependent scaling factor, B: = 4
�

32
:

2f2
B , that attenuates

the impact with increasing distance from the soma (Sterratt et al., 2012), 3: . As in

eq. (2.9), we againmake a steady state assumption and insert the resulting expression

into the di�erential equation describing the weight dynamics, eq. (2.8),

gF
dF:

dC
=

 
#’
;=1

B:;F; (C)G; (C) + B:⌫amp⌫(C)) (E: (C) + d

!
. (2.17)

As the depolarization induced by a backpropagating action potential tends to

be much larger than the depolarization induced by nearby synaptic inputs,

B:⌫amp⌫(C) �
Õ#

;=1 B:;F; (C)G; (C), we can approximate the total change in weight

by neglecting the impact of nearby synapses,
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2 Methods and mathematical framework

gF
dF:

dC
= (B:⌫amp⌫(C)) (E: (C) + d). (2.18)

The resulting equation is a Hebbian learning rule with a distance-dependent term

for the postsynaptic accumulator (Ebner et al., 2019; Letzkus et al., 2006). If we

further assume that the impact of the attenuation can be neglected, as might be the

case for most proximal synapses (Sterratt et al., 2012), and that somatic firing is well

approximated by a firing rate (compare eq. 2.13), we arrive at a simplified form of

the equation for the change in weight,

gF
dF:

dC
= �̄(C) (E: (C) + d). (2.19)

This expression matches, after appropriate relabeling of the variables, the equation

describing the change in synaptic weight in a feedforward model, eq. (2) by Wos-

niack et al. (2021).

Circuit level/Behavioral level: GABAergic inputs control
activity in a recurrent network

Synaptic inputs fall into two broad categories: glutamatergic excitatory and

GABAergic inhibitory, depending on the neurotransmitter released and the e�ect

on the postsynaptic neuron. While the excitatory synapses outnumber inhibitory

synapses one to five (Iascone et al., 2020), inhibitory synapses tend to compensate

this numerical disadvantage by inducing a larger change in membrane potential

(Maldonado et al., 2021). To introduce inhibitory inputs into our model, we can

split the input into the somatic accumulator, eq. (2.12), into excitatory and in-

hibitory input,

g�
d�

dC
= ��(C) +

#’
;=1

F̂;E(C)G;E(C) +
#’

<=1

F̂<I(C)G<I(C), (2.20)

= ��(C) + w)ExE + w)I xI (2.21)
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and constrain the weights to be positive and negative respectively, F⇢
; � 0 and

F �
<  0. In eq. (2.21), we have rewritten the equation as a vector product to simplify

notation. With increasing postnatal age, recurrent connectivity within a cortical

layer becomes more pronounced (Larsen et al., 2006) until recurrent and thalam-

ocortical inputs a�ect the postynaptic neuron approximately equally (Schoonover

et al., 2014). To capture the dynamics of the network at this age, we can split the

excitatory and inhibitory contributions further into recurrent (A ) and feedforward

(5 ) parts,

g�
d�

dC
= ��(C) + w)E,AxE,A + w)E,5 xE,5 + w)I,AxI,A + w)I,5 xI,5 . (2.22)

We thus arrive at a variation of the classical Wilson-Cowan model of excitatory

and inhibitory interactions between populations of model neurons (Wilson et al.,

1972) where the activation function is again chosen as the identity function, id(·).
In Maldonado et al. (2021) we complement this model by

1. spatially structured connectivitywithin the cortex (w)E,A/5 ,w
)
I,A/5 ) and between

the periphery and the cortex (Rossi et al., 2020; Weiler et al., 2022),

2. temporally structured feedforward input inspired by retinal wave activity

(Wong, 1999),

3. biologically-realistic neuron parameters, including resting membrane poten-

tials, spike thresholds, and membrane capacitance (Maldonado et al., 2021).

Activation of the oxytocin receptor triggers a depolarizing inward current in so-

matostatin interneurons (Maldonado et al., 2021). To model the e�ect of oxytocin

activation, we can adapt the resting membrane potential of a portion of the in-

hibitory interneurons, from -60mV to -55mV, and arrive at the formulation of the

model in Maldonado et al. (2021).
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Figure 2.2: Model structure at di�erent levels of abstraction. Schematic illustrating
how synaptic plasticity (green, grey), and pre- and post-synaptic accumulators (blue and
orange) manifest at di�erent levels of abstraction. Individual boxes represent the systems
described in equations (2.1-2.5) in box a, equations (2.6-2.8) in box b, equation (2.9) in box
c, equations (2.15) and (2.19) in box d, and equation (2.22) in box e. Arrows between boxes
indicate mathematical operation required to translate one model into the other. Reference
in the bottom right of a box indicates the publication where we introduced the model.
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3 Results

As part of my doctoral work, I have contributed to four peer-reviewed journal arti-

cles, using several distinct theoretical and computational techniques to answer dif-

ferent questions related to the interactions between spontaneous activity and synap-

tic plasticity (Kirchner et al., 2021, 2022; Maldonado et al., 2021; Wosniack et al.,

2021). I am the first author of two of the articles (Kirchner et al., 2021, 2022) and a

contributing author of the other two (Maldonado et al., 2021;Wosniack et al., 2021).

I include a summary for each article, indicate my contribution, and reproduce the

full text.
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3 Results

Emergence of local and global synaptic organization on
cortical dendrites

In Kirchner et al. (2021), we propose a model for how the precise positioning of

synapses on dendrites might emerge through the activity-dependent cooperation

and competition between nearby synaptic inputs. We found that:

1. Brain-derived neurotrophic factor (BDNF) and its developmental precursor

proBDNF can implement a biologically-realistic synaptic plasticity rule with

distance-dependent competition and timing-dependent cooperation.

2. Combining this neurotrophin-inspired plasticity model with structural plas-

ticity can explain the experimentally observed fine-scale organization of

synaptic inputs in the developing and mature visual cortex called synaptic clus-

tering.

3. Introducing a backpropagating somatic action potential can induce experi-

mentally observed global organization of synaptic input across the entire den-

dritic tree.

4. By varying a single, species-specific anatomical factor (the animal’s cortex

size), we can produce qualitatively di�erent local and global synaptic orga-

nizations in excellent agreement with the evidence from the cortices of mice

and ferrets.

The work was completed in collaboration with my supervisor, Prof. Dr. Julijana

Gjorgjieva. Together, we designed the research, prepared the figures, and wrote

the manuscript. I created and analyzed the model, implemented model simula-

tions, and wrote the first draft. I performed some preliminary research to motivate

the model during my master thesis, which I completed under the supervision of

Prof. Dr. Julijana Gjorgjieva. The full article was published on June 28th, 2021

in Nature Communications and is reproduced on the following pages under the

Creative Commons Attribution 4.0 International License.
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ARTICLE

Emergence of local and global synaptic
organization on cortical dendrites
Jan H. Kirchner 1,2 & Julijana Gjorgjieva 1,2✉

Synaptic inputs on cortical dendrites are organized with remarkable subcellular precision at

the micron level. This organization emerges during early postnatal development through

patterned spontaneous activity and manifests both locally where nearby synapses are sig-

nificantly correlated, and globally with distance to the soma. We propose a biophysically

motivated synaptic plasticity model to dissect the mechanistic origins of this organization

during development and elucidate synaptic clustering of different stimulus features in the

adult. Our model captures local clustering of orientation in ferret and receptive field overlap in

mouse visual cortex based on the receptive field diameter and the cortical magnification of

visual space. Including action potential back-propagation explains branch clustering hetero-

geneity in the ferret and produces a global retinotopy gradient from soma to dendrite in the

mouse. Therefore, by combining activity-dependent synaptic competition and species-

specific receptive fields, our framework explains different aspects of synaptic organization

regarding stimulus features and spatial scales.

https://doi.org/10.1038/s41467-021-23557-3 OPEN

1 Computation in Neural Circuits Group, Max Planck Institute for Brain Research, Frankfurt, Germany. 2 School of Life Sciences, Technical University of
Munich, Freising, Germany. ✉email: gjorgjieva@brain.mpg.de
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Neurons in the developing brain become precisely con-
nected before sensory organs mature. Spontaneous
activity plays a major role in refining circuit connectivity

to mature levels at the scale of single neurons and networks1.
During visual system development, for example, synaptic con-
nections are established by matching molecular gradients and
axonal targeting2. Spatiotemporal correlations in spontaneous
activity then instruct the development of various receptive field
properties and visual feature maps, which are further fine-tuned
by sensory activity3. In addition to refining developing networks
at cellular precision, spontaneous activity can also establish fine-
scale organization of individual synapses within the dendritic
arborizations of single neurons4,5. One striking example of such
fine-scale organization is functional synaptic clustering: synapses
onto dendrites of pyramidal neurons that receive correlated input
or encode a common sensory feature are spatially grouped.
Synaptic clustering has been observed across brain regions,
developmental ages, and diverse species from rodent to
primate4–12, and has multiple functional benefits; it compart-
mentalizes the dendrites of single neurons, enables supralinear
integration of inputs, shapes memory formation13, and can
explain translation-invariance of complex cells in the visual
cortex14. However, the mechanistic origins of synaptic clustering
dependent on spontaneous activity during early postnatal devel-
opment, and its relation to functional organization in the adult,
remain elusive.

During development, recent experiments identified a molecular
mechanism for the emergence of synaptic clustering based on the
antagonistic interaction of brain-derived neurotrophic factor
(BDNF) and its immature form, proBDNF. By binding to their
corresponding receptors, BDNF and proBDNF can respectively
promote synaptic potentiation and the survival of neurons, and
synaptic depression and the apoptosis of axons and neurons15.
While proBDNF is more prevalent than BDNF during early
development16, the protease matrix metallopeptidase 9 (MMP9)
controls the relative amounts of proBDNF and BDNF at a given
synapse in an activity-dependent manner, and therefore regulates
the plasticity of that synapse. This sets up a promising mechan-
istic implementation for the developmental formation of synaptic
clusters based on neurotrophin interactions, yet the key compu-
tational properties that lead to the activity-dependent cooperation
and competition of multiple synapses innervating a dendritic
branch are unknown.

In the adult, several in vivo studies have reported clustering of
different stimulus features in different species (but see refs. 17–20).
For example, dendritic branches in the ferret visual cortex exhibit
local clustering of orientation selectivity but do not exhibit global
organization of inputs according to spatial location and receptive
field properties7,9. In contrast, synaptic inputs in the mouse visual
cortex do not cluster locally by orientation, but only by receptive
field overlap, and exhibit a global retinotopic organization along
the proximal-distal axis8. We presently do not understand the
factors that underlie these scale- and species-specific differences
and how they emerge during development.

Here we propose a computational framework to reconcile
experimental findings about the fine-scale and global synaptic
organization observed in the adult, and to make predictions about
the key factors driving the emergence of this organization during
development. We built a biophysically inspired model of synaptic
plasticity based on the molecular mechanism of interacting
neurotrophins required for synaptic clustering during
development6,10. We identified two important ingredients
necessary to generate clustering with this model: timing-
dependent cooperation and distance-dependent competition.
Generalizing this neurotrophin model to an analytically tractable
framework with these two characteristics enables us to study the

emergence of synaptic organization independent of the specific
mechanistic implementation. When stimulated with spontaneous
retinal waves in a realistic scenario of visual system development,
the model generates clustering by orientation in the adult ferret
visual cortex and clustering by receptive field overlap in the adult
mouse visual cortex. Two key parameters determine the type of
clustering: the diameter of receptive fields and the spread of
receptive field centers in visual space, which depends on the
cortical magnification factor of visual space. By introducing a
backpropagating action potential to a reconstructed dendritic
tree, the same model generates global organization across the
entire tree. Therefore, a single computational framework moti-
vated by molecular interactions in development can explain how
circuits wire with the remarkable subcellular precision observed
in adulthood, integrating many different facets of organization at
the local and global scale.

Results
Distance- and timing-dependent synaptic plasticity in an
activity-dependent neurotrophin model. To identify the driving
factors for fine-scale dendritic organization of synaptic inputs, we
formulated a computational model based on a local molecular
mechanism implicated in the emergence of clustering during
development. The mechanism implements an activity-dependent
interaction between two signaling molecules: proBDNF and
BDNF, and the conversion factor between them, MMP9 (Fig. 1a
and Methods). Upon activation, a synapse in our model evokes
the postsynaptic release of proBDNF and BDNF through the
opening of voltage-gated calcium channels and the subsequent
influx of calcium10, which spreads postsynaptically in the devel-
oping brain21. Through the lateral spread of calcium, the acti-
vated synapse can exert a direct effect on a different nearby
synapse by triggering neurotrophin release independent of pre-
synaptic stimulation of that synapse. MMP9 release is also cou-
pled to neural activity22, but instead of spreading
postsynaptically, it is co-localized with glutamatergic receptors in
excitatory synapses23. Therefore, we modeled MMP9 and calcium
as synapse-specific and shared accumulators of neural activity,
respectively (see Methods).

Analyzing the molecular interactions in the neurotrophin
model revealed two prominent properties for sorting dendritic
synaptic inputs into local clusters: timing-dependent cooperation
and distance-dependent competition. Distance-dependent com-
petition arises when considering the plasticity of two nearby
synaptic inputs as a function of the distance between them and
the stimulation frequency upon stimulating one of them
(Fig. 1b–d). Driving one synapse with bursts, the units of
information transmission during development6,24, shifts the
balance between proBDNF and BDNF25 in favor of BDNF due
to the activity-dependent release of MMP9 (Fig. 1b, c). Thus, the
stimulated synapse potentiates. In contrast, the unstimulated
synapse depresses by an amount depending on the distance
between synapses, as it remains dominated by proBDNF due to
the absence of MMP9 (Fig. 1d and Methods). Plasticity of an
unstimulated synapse following the stimulation of another
synapse is called heterosynaptic and can stabilize the positive
feedback of Hebbian plasticity26.

In addition to this distance-dependent heterosynaptic depres-
sion, the neurotrophin model exhibits timing-dependent coop-
eration by potentiating nearby coactive synapses. This can be best
seen when implementing a classical plasticity induction paradigm
where we quantified synaptic strength as a function of the timing
between pre- and postsynaptic events (Fig. 1e). Using bursts as
the natural activity patterns in development6,24, we found that
pre- and postsynaptic bursts with temporal offsets below 1 s yield
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synaptic potentiation due to the relative dominance of BDNF
over proBDNF-induced signaling, while longer offsets lead to
depression (Fig. 1f, g). This type of plasticity in the neurotrophin
model can be matched to a timing-dependent Hebbian learning
rule described in the developing visual system, burst-timing-
dependent plasticity (BTDP)27. According to this rule, synaptic
change is sensitive to the overlap between pre- and postsynaptic
bursts on the timescale of several hundred milliseconds.
Remarkably, the dependence of the neurotrophin model on
burst-timing as in the BTDP rule is robust to perturbations in
most parameters of the model except for the proBDNF/BDNF
ratio, which can shift the BTDP curve into depression and
eliminate synaptic competition (Supplementary Fig. 1).

In summary, the proposed neurotrophin model provides a
mechanistic implementation for (1) the distance-dependent
competition between differentially stimulated synapses and (2)
the timing-dependent potentiation when pre- and postsynaptic
activity overlap over developmentally relevant timescales of
several hundred milliseconds. Identifying these two ingredients
provides a key step towards a general framework for establishing

synaptic organization in development6,10 and reconciling differ-
ent aspects of synaptic organization observed in the adult7–9.

A generalized neurotrophin-inspired model captures out-of-
sync-lose-your-link plasticity. To establish a framework for
synaptic organization, we generalized the neurotrophin model to
a local dendritic learning rule independent from a specific bio-
physical implementation. The generalized model derives directly
from neurotrophin interactions, and hence retains the two key
properties of timing- and distance-dependent plasticity (Supple-
mentary Fig. 2). Synaptic efficacy change depends on the accu-
mulated presynaptic (pre) and postsynaptic (post) activity and a
constant heterosynaptic offset related to the initial ratio of
proBDNF to BDNF in the absence of extracellular conversion
through MMP9 (see Methods),

change in synaptic efficacy ¼ post ´ ðpre# offsetÞ ð1Þ

This generalized neurotrophin-inspired model has the advan-
tage that it can be analyzed mathematically, can be flexibly
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implemented to apply to other signaling molecules, and hence, a
broader cast of synaptic organization scenarios. This is especially
important since the role of neurotrophins in the emergence of
clustering of different stimulus features, as well as their
interaction with plasticity-related proteins involved in tag-and-
capture and synaptic crosstalk28–32 in adulthood, is unknown.

To determine how distance- and timing-dependent plasticity
might drive the emergence of synaptic organization with respect
to different stimulus features, we next investigated the con-
sequences of these two model characteristics on the organization
of multiple randomly distributed synaptic inputs on a linear
dendritic branch. Under the assumption that synaptic efficacy
changes on a much slower timescale than neural activity, the
average change in synaptic efficacy can be expressed as a function
of the synaptic input correlation (Eq. 11 in Methods). Therefore,
the timing-dependent plasticity of synaptic inputs represented by
the BTDP rule in our model translates into local plasticity that
depends on input correlations33. To investigate distance-
dependent competition of multiple randomly distributed synaptic
inputs on a dendritic branch, we varied the synaptic density.
Locally, low synaptic density implies that pairs of synaptic inputs
are on average far away from each other, while high synaptic
density implies that pairs of synaptic inputs are on average near
each other. Hence, local density relates to synaptic distance.

We derived the average change in synaptic efficacy as a
function of two parameters: the input correlation and the synaptic
density on the dendritic branch (Fig. 2a, b and Supplementary

Fig. 2). We identified three regimes: (i) at any synaptic density, if
the synaptic input correlation is higher than a critical amount
(Methods) then synapses stabilize (Fig. 2c, diamond), (ii) at low
synaptic density, if the input correlation is lower than the same
critical amount then synapses also stabilize (Fig. 2c, star), and (iii)
at high synaptic density, if the input correlation is lower than the
critical amount then synapses compete (Fig. 2c, triangle). Note
that in regime (iii), synapses compete until a random subset is
silenced, which reduces the effective density of the remaining
synapses and eventually stabilizes them (Fig. 2b). The proposed
generalization of the neurotrophin model thus implements
Hebbian correlation-based plasticity at the single synapse34
where synaptic efficacy is modulated by the local density of
synaptic inputs on the dendrite, just like the implementation with
interacting neurotrophins (Supplementary Fig. 2).

The generalized neurotrophin-inspired model for clustering
enabled us to dissect how specific neurotrophin interactions influence
the functional dependence of synaptic efficacy on input correlation
and synaptic density. In particular, it is well established that BDNF
can increase, while proBDNF can decrease the synaptic density on
developing dendrites15. Applying those same perturbations to our
model produces similar neurotrophin-induced changes in synaptic
density, since the ratio of BDNF to proBDNF determines the
synaptic density at which potentiation and depression are balanced
through the heterosynaptic offset (Supplementary Fig. 3).

Additionally, the generalized model remains relevant for the
emergence of synaptic organization in development. Key
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properties that are accounted for are the slow timescales of the
pre- and postsynaptic accumulators that respectively correspond
to the time constants of MMP9 and postsynaptic calcium and
give rise to the developmental BTDP plasticity rule (Supplemen-
tary Fig. 2). Additionally, the model implements the lateral
postsynaptic spread of calcium, consistent with developmentally
prevalent shaft synapses which can interact over long distances
more easily than adult spine synapses35.

As a result, the synaptic competition in our model (Fig. 2b, c)
resembles a local out-of-sync-lose-your-link plasticity rule under-
lying the emergence of clustering in the developing visual cortex
and hippocampus6. According to this rule, synaptic inputs on
developing pyramidal dendrites either increase or decrease the
success rate of synaptic transmission depending on their syn-
chrony with their nearby, but not distant, neighbors (Fig. 2d, left).
To directly compare our model to this experimental data, we
visualized the synaptic efficacy as a measure of synaptic transmis-
sion success at two different densities (Fig. 2b): a high density of 0.5
μm−1 (a synapse every 2 μm), which corresponds to local synapses
in the data (<12 μm), and a low density of 0.05 μm−1 (a synapse
every 20 μm), which corresponds to distant synapses in the data
(12–24 μm). Our model generates a similar out-of-sync-lose-your-
link rule where local synaptic inputs (high density) are depressed if
weakly correlated and potentiated if strongly correlated. In contrast,
distant synaptic inputs (low density) are stabilized independent of
correlation (Fig. 2d, right). A similar out-of-sync-lose-your-link
structural plasticity, without the local postsynaptic component, has
also been studied previously to solve more abstract classification
tasks36–38.

Taken together, our generalized model based on neurotrophin
interactions with properties of timing- and distance-dependent
competition provides a general framework to study the
emergence of synaptic organization on dendritic branches
innervated by multiple synaptic inputs. The model relates
synaptic efficacy change to synaptic input correlation and local
density and can capture the depression of weakly correlated
neighboring inputs embodying out-of-sync-lose-your-link plasti-
city, implicated in the emergence of functional synaptic clustering
during development.

Retinal wave input and synaptic turnover drive synaptic
orientation clustering in a model of the ferret visual cortex. We
next tested the potential of the above-developed model inspired
by neurotrophin interactions to organize synaptic inputs in the
developing visual cortex driven by spontaneous activity propa-
gated from the sensory periphery39,40. We simulated retinal
waves41 and converted them to cortical synaptic input via a two-
stage linear-nonlinear (LN) model (Fig. 3a and Methods). For the
linear filter we used a spatially oriented Gabor with positive and
negative elongated subregions based on receptive field measure-
ments of individual spines on pyramidal neurons in the adult
mouse visual cortex8. Each Gabor receptive field is characterized
by three parameters: center, described in polar coordinates, dia-
meter, and orientation, with a value between 0° and 360° (Fig. 3a).
We inferred the receptive field diameter and center distribution
for the visual cortex of two species, mouse and ferret (see
Methods). An exponential nonlinearity converts the linearly fil-
tered retinal waves into instantaneous firing rates from which
activity is generated via a Poisson process (see Methods). Thus, in
the LN model, a synapse probabilistically receives bursts of action
potentials when the Gabor filter is stimulated by a retinal wave
traveling in the direction that matches the filter orientation
(Fig. 3a). Since activation of a synapse depends on the appropriate
stimulation of its associated receptive field, synapses with nearby
receptive field centers in visual space and a small difference in

orientation experience correlated input (Fig. 3b). White noise
stimulation does not produce correlations for any orientation
difference due to the lack of spatiotemporal structure to con-
sistently activate nearby receptive fields (Fig. 3b).

Using a receptive field diameter and a center distribution from
the ferret visual cortex9, we placed synaptic inputs with randomly
oriented receptive fields on a non-branching, linear dendrite—as
a model of small, approximately linear portions of real dendritic
trees —and stimulated them with retinal waves41 filtered through
an LN model. Neighboring synapses with mismatched orienta-
tions receive uncorrelated input as they are rarely activated by the
same retinal wave and consequently depress. To prevent their
irrevocable elimination, we modeled an activity-dependent
mechanism of structural plasticity, which preserves the total
number of synaptic inputs on a dendritic branch42,43 (Fig. 3c).
Upon the removal of a synapse, a new synapse is placed at a
random position on the dendritic branch with a randomly
oriented receptive field and center in visual space sampled from
the experimentally measured distribution in the ferret visual
cortex9 (see Methods).

Throughout the simulation, synapses compete and are either
stabilized or eliminated and turned over until nearby synapses
share a similarly oriented receptive field (Fig. 3d). The number of
turnovers per day decreases rapidly, with all remaining turnovers
due to a small fraction of synapses (Fig. 3e). Despite substantial
turnover during the first three days of the simulation, ~60% of
synapses present at the beginning of the simulation do not
experience any turnover and form a scaffold around which the
remaining synapses stabilize (Fig. 3e, inset). Synapses that do not
experience any turnover throughout the entire simulation tend to
have a smaller-than-chance orientation difference from
each other.

We found that all nearby synapses in the stable state share
similarly oriented receptive fields, a type of clustering that we call
orientation clustering (Fig. 3d right, f). Orientation clustering has
been found in layer 2/3 of the adult ferret visual cortex in vivo7,9.
This orientation clustering further generates functional synaptic
clustering in our simulations, where correlations between pairs of
synapses trained with retinal wave input decay with distance at
the same rate as during spontaneous activity in layer 2/3 of the
adult ferret visual cortex (Fig. 3g). When using this relationship to
characterize the size of the formed clusters, we found that cluster
size strongly depends on the spatial spread constant of
postsynaptic calcium (Fig. 3h and Supplementary Fig. 4).
Therefore, we suggest that the different sizes of orientation
clusters found in different species9,12, variability across different
cells of the same animal9, as well as potential differences in
development vs. adulthood, could be the result of different
amounts of postsynaptic calcium spread. Orientation clustering
also emerges when we implement the full complement of
neurotrophin interactions in our model (Supplementary Fig. 2).
While we do not know whether neurotrophins directly drive the
orientation clustering observed in the adult brain, our results
show that slow developmental timescales of plasticity and input
correlations together with timing- and distance-dependent
synaptic competition are sufficient.

Orientation and functional clustering do not emerge with white
noise stimulation (Fig. 3f), nor with a spike-timing-based
plasticity (STDP) rule that induces synaptic change based on
precise spike timing (Supplementary Fig. 5), due to the mismatch
of timescales between the input patterns and the induction of
plasticity24,27,33. Including a dendritic nonlinearity preserves
clustering and decreases the average nearest neighbor distance
(Supplementary Fig. 6). Similarly, when requiring the synchro-
nous activation of multiple neighboring synapses for the
induction of plasticity26,34, clustering persists when the timing
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and spacing thresholds for such cooperative plasticity are
consistently satisfied by the developmental slow timescales of
activity and low synaptic density (Supplementary Fig. 6).

Otherwise, clustering is remarkably stable against perturbations
of most model parameters (Supplementary Fig. 1). Clustering is,
however, sensitive to changes in the heterosynaptic offset, which
can shift plasticity into an exclusively potentiating or depressing
regime (Supplementary Fig. 1). Since our model is based on
neurotrophin interactions, we can interpret perturbations to the
heterosynaptic offset as perturbations in the balance between
BDNF and proBDNF signaling (Supplementary Fig. 3). For

instance, exogenous application of either proBDNF or BDNF can
abolish clustering in vitro within minutes10. Our model also
makes predictions for how additional perturbations to the
conversion between the two neurotrophins, or the receptors to
which they bind, might affect synaptic efficacy and clustering
(Supplementary Fig. 3).

In summary, with a synaptic receptive field diameter and a
center distribution from the ferret visual cortex, our model
generates local clusters of similarly oriented and, therefore,
functionally correlated synaptic inputs on a dendritic branch
based on correlated input from retinal waves. Therefore, a
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neurotrophin-inspired model for clustering supports the emer-
gence of local synaptic organization in the ferret cortex.

Clustering of different stimulus features in mouse and ferret.
In contrast to the ferret, nearby synapses on pyramidal neuron
dendrites in the mature mouse visual cortex do not share a
preference for the same orientation8,19,20,44. However, nearby
synapses in the mouse visual cortex still exhibit correlated activity
during development6, and hence are functionally clustered. We
next investigated whether our modeling framework can also
generate the functional clustering observed in the mouse.

One striking difference between mouse and ferret is the size of
their retina and visual cortex, with each being about two vs. five
times smaller in the mouse than in the ferret, respectively45

(Fig. 4a). Consequently, the average receptive field diameter in the
mouse visual cortex is about twice as large, and the cortical
magnification of visual space about five times smaller than in the
ferret9 (Fig. 4b, c). Consistent with these anatomical differences, a
pyramidal neuron in the mouse visual cortex receives inputs from
a considerably larger region of visual space than in the ferret9
(Fig. 4c, middle). The difference in the sampled region of visual
space can be captured by the relative broadness of the distribution
of receptive field centers characterized experimentally in the two
species8,9, a parameter that we call the receptive field center
spread (Fig. 4c, right). We implemented our neurotrophin-
inspired model for clustering using a larger receptive field
diameter and center spread as measured in the mouse visual
cortex8 to determine the synaptic organization driven by retinal
waves (Fig. 4d). We observed functional synaptic clustering
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during spontaneous activity, as measured during development6
(Fig. 4e). Interestingly, this functional organization is the result of
synaptic clustering for receptive field overlap, rather than
orientation (Fig. 4d–g). Such clustering of synapses with
overlapping receptive fields is consistent with recent measure-
ments in the adult mouse visual cortex8. We refer to this type of
clustering as overlap clustering to contrast it with the orientation
clustering observed in the ferret. Adding irregularities to the
Gabor synaptic filters further improves the match between model
and data (Supplementary Fig. 7).

To understand the principal factors that determine the type of
clustering, we computed the correlations of synaptic activity
resulting from the overlap of simulated synaptic receptive fields—
that are either orientation clustered or overlap clustered—upon
perturbing the spread of their centers on the dendritic branch
(Fig. 4h). The orientation clustered receptive fields produce the
highest correlations when the receptive field center spread is small
(~5°, as in the ferret). With increasing spread, the overlap
between the positive and negative components of the Gabor filter
increases, which decreases correlations (Fig. 4h; green). Con-
versely, the receptive fields clustered by overlap produce the
highest correlations when receptive field center spread is larger
(~15–20°, as in the mouse) (Fig. 4h; purple).

Next, we determined the prevalence of orientation vs. overlap
clustering by simultaneously varying the two anatomical para-
meters, the center spread, and the diameter of Gabor receptive
fields in the visual cortex, and without modeling other differences
in morphology, dendritic arborization, or synaptic density
(Fig. 4i). Interestingly, for a very small receptive field diameter,
only small receptive field center spread yields orientation
clustering in our framework. Consistent with this, in the macaque
visual cortex, which has a small receptive field diameter and
receptive field center spread, orientation clustering has recently
been reported12. Therefore, our model explains the emergence of
synaptic clustering with respect to different stimulus features in
the mouse and ferret. Without modeling other differences in the
visual systems, we find that clustering emerges from maximizing
the amount of correlation as a function of the geometric
arrangement of synaptic receptive fields in the different species
(Fig. 4j).

Backpropagating action potentials establish global orientation
clustering on ferret dendrites. We next asked whether the local
organization of synaptic inputs achieved by our model also

supports the emergence of global organization of synaptic inputs
on the dendritic tree. To probe interactions between the soma and
synapses on different dendritic branches in a biologically realistic
framework beyond the linear dendrites considered so far, we
implemented our plasticity model on a morphologically realistic
layer 2/3 pyramidal neuron (Fig. 5a). We modeled a somatic
signal that affects the dendrite in the form of a backpropagating
action potential (bAP) whenever the linearly summed input over
all synapses exceeds a fixed threshold. The bAP results in a cal-
cium influx into the proximal and distal dendritic branches that
attenuates with distance from the soma (Fig. 5b, c)47. As a result,
the calcium signal at proximal synapses in our model neuron is
dominated by somatic activity, while distal synapses are almost
independent of the soma (Fig. 5c) as found experimentally48.

Since bAPs are known to induce the release of neurotrophins49,
we investigated how an attenuating bAP affects the correlation-
and distance-dependent competition when implementing the full
complement of neurotrophin interactions. We found that a bAP
naturally extends both mechanisms over larger spatial scales, so
that synapses near the soma experience stronger depression than
those farther away from the soma when they are activated
asynchronously to the soma, and stronger potentiation when
activated in synchrony with the soma (Supplementary Fig. 8).
Therefore, the addition of a bAP should not affect local synaptic
organization on branches far away from the soma, but reinforce it
near the soma.

Using a small receptive field diameter and center spread for the
ferret visual cortex, our model generates local orientation clusters
along the entire dendritic tree just like on the linear dendrite
(Fig. 5d, e and Supplementary Fig. 9). By including bAPs, global
organization on the entire dendritic tree also emerges. Synaptic
inputs on proximal dendritic branches acquire orientation
preferences similar to the soma due to the weak decay of bAP
signaling, while inputs on distal dendrites have orientation
preferences that are independent of the soma due to the strong
bAP attenuation (Fig. 5e). Therefore, including bAPs homo-
genizes proximal dendritic branches to the orientation preference
of the soma while leaving distal synapses unconstrained (Fig. 5e,
inset), and hence variable across individual simulations (Supple-
mentary Fig. 9). We characterized the degree of branch
heterogeneity by computing the circular dispersion, i.e., the
difference between the orientation preference of individual
synapses and the soma (Fig. 5d and Methods). We found that
bAP attenuation controls the extent of cluster homogeneity along
the dendritic tree, with weaker bAP attenuation leading to larger

Fig. 4 Overlap clustering, but not orientation clustering, emerges on a dendritic branch in a model of the mouse visual cortex. a–c Schematic of the
anatomical argument for two qualitatively different types of clustering in mouse and ferret. Note that we depict ferret cortex as a scaled-version of mouse
cortex. a Comparison of cortex and retina size in mouse and ferret (measures from ref. 45). b Schematic linking retina size (left) to receptive field diameter
in the cortex (right). c Schematic linking cortex size to receptive field center spread. 1 mm of visual cortex spans a larger region of the total visual space
(left, blue lines represent iso-contours at ~7° 46) in the mouse than in the ferret. Since the dendritic trees of pyramidal neurons (triangles) in the two
species are comparable in size, a target neuron (gray) pools input from a smaller region of visual space in ferret (top middle) than in mouse (bottom
middle). The synaptic receptive fields on the dendritic tree of the target neuron are distributed in a small (ferret, top right) or large (mouse, bottom right)
region in visual space. The receptive field spread is quantified by the standard deviation of the distribution of their centers (5.3° for ferret and 26° for
mouse, data reproduced from refs. 8,9). d Example demonstrating lack of orientation clustering on a linear dendrite using mouse cortex receptive field
spread and diameter with retinal waves over 2 simulated weeks. Scale bar is 20 μm. e Correlation between pairs of synaptic inputs in the model driven by
retinal waves, and correlation between calcium signals of spontaneous synaptic activity (data from developing mouse visual cortex reproduced from ref. 6)
as a function of distance. f Receptive field overlap for pairs of synaptic inputs as a function of distance in the model and experiments (data from adult
mouse visual cortex reproduced from ref. 8). g Orientation difference between pairs of synapses as a function of distance in the model and experiments
(data from adult mouse visual cortex reproduced from ref. 8). h Average correlation between nearby synapses as a function of receptive field center spread
for simulated synaptic receptive fields that are either orientation clustered (green) or overlap clustered (purple). i Varying receptive field center spread and
diameter in our model dichotomizes the area in which orientation clustering (green) or overlap clustering (purple) produces higher average correlation (see
Methods). j Schematic showing how orientation (top) and overlap (bottom) clustering emerge from a combination of receptive field diameter and center
spread.
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homogeneous portions of the tree near the soma (Fig. 5f).
Increasing bAP frequency controls the degree of homogeneity of
the proximal tree (Supplementary Fig. 10). Consistent with
experimental reports9, our model does not produce global
organization of receptive field offsets, which are randomly
distributed for synapses along the entire dendritic tree (Fig. 5g
and Supplementary Fig. 9).

Different degrees of heterogeneity of synaptic orientation
preference have been reported in the ferret visual cortex7, where
experiments distinguished between homogeneous branches, with
a mean circular dispersion below 15°, and heterogeneous
branches, with a mean circular dispersion above 30°. We
compared the cumulative distribution functions of the homo-
geneous and the heterogeneous branches to proximal (less than

two times the attenuation factor) and distal (more than two times
the attenuation factor) synapses in our model, respectively, and
found good quantitative agreement (Fig. 5h). Computing the
distribution of circular dispersions of spines on branches with
mean circular dispersion between 15° and 30° in our model
revealed branches with intermediate heterogeneity (Fig. 5i).
While from the experiments it is not clear whether homogeneous
(heterogeneous) branches tend to be more proximal (distal) to the
soma, our results predict the global organization of orientation
selectivity and suggest that bAP attenuation in different neurons
may underlie branch orientation heterogeneity.

In summary, the same modeling framework that produces local
orientation clustering of synaptic inputs predicts global synaptic
organization on a morphologically realistic model of a layer 2/3
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Fig. 5 A backpropagating somatic signal drives heterogeneously and homogeneously clustered dendritic branches in a model of the ferret visual
cortex. a Illustration of a reconstructed pyramidal cell from layer 2/3 (Allen Cell Type database, ID 502269786). Triangle indicates soma. Circles indicate
synaptic sites. Scale bar is 50 μm. b Strength of backpropagating action potentials (bAPs) for different attenuation factors as a function of path distance
from the soma. c Top: Sample trace of somatic activation under retinal wave stimulation after five simulated days. Asterisks indicate the initiation of
multiple global somatic signals in the form of a burst of bAPs after threshold crossing (dashed line). Middle, Bottom: Postsynaptic calcium traces of a distal
(middle) and a proximal (bottom) synapse (indicated in a). d Schematic to illustrate circular dispersion and receptive field offset (see Methods).
e Emergence of global organization of orientation preference on the reconstructed pyramidal cell using ferret cortex receptive field spread and diameter.
Color of synapses indicates the orientation preference of the associated receptive field. Inset shows the circular dispersion averaged over 62 simulations
for the three different attenuation factors in (b). f, g Circular dispersion (f) and receptive field offset (g) between synapse and soma for the three different
bAP attenuation factors in (b) and as a function of path distance from the soma. Shaded areas indicate 95% confidence interval around the mean.
h Cumulative fraction of circular dispersion for one bAP attenuation factor (75 μm) in the model, and different types of clustered branches in experiments
(data from adult ferret visual cortex reproduced from ref. 7). i Same as h for branches with low (<15°), intermediate (15°–30°), and high (>30°) mean
circular dispersion in the model.
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pyramidal neuron with synapses on proximal dendrites sharing
similar orientation preference with the soma. We suggest that an
attenuating somatic signal is the main factor behind homogenizing
some branches of the tree to the same orientation preference as
the soma while leaving other branches more heterogeneous and
uncorrelated to the soma as observed in the ferret visual cortex7.

Backpropagating action potentials establish visual topography
of receptive field centers on mouse dendrites. To study emer-
gent global organization in our model of a mouse pyramidal
neuron, we considered a larger receptive field diameter and center
spread as measured in the mouse (Fig. 4a) and investigated the

influence of a somatic bAP signal. Synaptic inputs on the
reconstructed pyramidal neuron do not exhibit local orientation
clustering, nor global homogenization of orientation preference
except for a small bias, as observed experimentally8,19,20,44
(Fig. 6b and Supplementary Fig. 9). Synaptic inputs, however, do
exhibit local overlap clustering as without a bAP, as well as global
organization on the dendritic tree in the presence of a bAP, with
synapses close to the soma having overlapping receptive fields
with many other synapses close to the soma (Supplementary Fig.
9). As expected from the role of bAPs in reinforcing potentiation
and depression near the soma (Supplementary Fig. 8), bAPs
homogenize receptive field overlap close to the soma where the
bAP influence is the strongest.
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Fig. 6 Backpropagating action potentials establish a dendritic map of visual space in a model of the mouse visual cortex. a Receptive field offset on the
reconstructed pyramidal cell with synapses with a large receptive field center spread corresponding to mouse. Color of synapses indicates the receptive
field offset of the associated receptive field. Inset shows the receptive field offset averaged over 80 simulations for the three different attenuation factors
(25, 75, and 125 μm) in Fig. 5b. b, c Circular dispersion (b) and receptive field offset (c) for the three different bAP attenuation factors in Fig. 5b and as a
function of path distance from the soma. Shaded areas indicate 95% confidence interval around the mean. d (Left) Illustration of three synaptic receptive
fields (see a) in visual space (top) and the same receptive fields represented as circles with color denoting orientation preference (bottom). (Right) All
synaptic receptive fields from one simulation. e Receptive field centers in coaxial (left) and orthogonal (right) visual space colored according to their
circular dispersion averaged over 80 simulations. Preferred orientation of the soma is vertical. f Histogram of circular dispersions between synaptic and
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In the presence of a bAP, proximal synapses stabilize only if
their receptive fields overlap with the somatic receptive field
constraining their resulting receptive field offset to be small.
Hence, the bAP brings receptive fields of proximal synapses to be
on average centered closer to the somatic receptive field
compared to the receptive fields of distal synapses (Fig. 6a, c).
Distal synapses do not have this constraint, resulting in large cell-
to-cell variability at distal branches (Supplementary Fig. 9). This
relationship is modulated by bAP attenuation, with weak
attenuation increasing the number of synapses centered near
the somatic receptive field (Fig. 6c). We refer to this global
organization as a dendritic map of visual space. Indeed, in
pyramidal neurons of the mouse visual cortex, proximal vs. distal
synapses respectively have a tendency to respond to more central
vs. peripheral regions of visual space relative to the somatic
receptive field center8,50. This result is in contrast to the ferret9;
also in our model, a bAP does not generate a dendritic map of
visual space (Fig. 5g) because receptive fields of synaptic inputs
proximal to the soma already overlap significantly due to their
similar orientation preference to the soma. Hence, shifting their
centers toward the somatic center does not increase their overlap
and correlation as much as changing their orientation preference
(Fig. 4h).

As a result of the global organization of receptive field overlap
and dendritic maps generated in our model with bAPs of mouse
visual cortex, synapses with nearby receptive field centers in
visual space have a similarly oriented receptive field (Fig. 6d). We
consequently observed that the distribution of receptive field
orientations in different regions of visual space generated in the
model has an interesting structure. In particular, synaptic
receptive fields positioned along or close to the axis of the
somatic receptive field, i.e., in the coaxial space8,51, appear to have
a similar orientation to the soma (Fig. 6e, left). This mirrors the
distribution of circular dispersions in the coaxial region of visual
space in the mouse visual cortex8 (Fig. 6f, left). The functionally
specific organization in coaxial space agrees with the over-
representation of edges with the same orientation along a
common axis found in natural images called colinearity and
could be used for the detection of elongated edges8,52,53.
Interestingly, in our model, synapses in the remaining region of
visual space, called the orthogonal space8, are more likely to be
oriented orthogonally to the soma (Fig. 6e, right). This over-
representation of large circular dispersions compared to experi-
mental data8 (Fig. 6f, right) is, however, consistent with another
property found in natural images, called cocircularity, where two
segments with different orientation have a tendency to be tangent
to the same circle, and which could be used for the detection of
continuous and smooth object boundaries52,53. We believe that
the discrepancy between experiments8 and our model might stem
from undersampling in the experiments or from additional
pruning of connections between cells with large orientation
differences after eye opening54. These results suggest that, even
before the onset of vision, spontaneous activity contains sufficient
spatiotemporal information to organize synaptic receptive fields
into the orthogonal and coaxial portions of visual space for the
detection of elongated edges or continuous boundaries in natural
images. This has strong implications for the computational
strategies of these neurons and their integration into local
microcircuits.

Taken together, our model generates global, in addition to
local, organization of synaptic inputs on the dendrites of cortical
neurons in the mouse for different features than in the ferret by
only including anatomical differences in their visual cortices in
terms of the spread and diameter of synaptic receptive fields. In
our framework, both the emergence of a retinotopic gradient
along the dendritic tree, as well as the accumulation of co-aligned

(orthogonally-oriented) synapses in the coaxial (orthogonal)
portion of visual space, can be explained through the homo-
genizing influence of bAPs. Therefore, our model explains the
emergence of synaptic organization across scales and in two
different species with respect to different stimulus features.

Discussion
Dendritic compartmentalization of synaptic inputs achieved by
clustering has been postulated to enhance the computational
capacity of neurons37. Yet, direct experimental evidence of clus-
tering during development4–6,10 and with respect to different
stimulus features in different species in the adult8,9,12 has only
recently emerged. At the same time, recent work has revealed
disparate results regarding the global order of synaptic inputs on
the entire dendritic tree8,9. To reconcile these findings, we
developed a computational framework supported by a specific
biophysical implementation based on neurotrophins for the
emergence of both local and global synaptic input organization
on cortical dendrites in two different species. Combining devel-
opmentally inspired synaptic plasticity with retinal wave input
and species-specific features of synaptic receptive fields, our fra-
mework supports the establishment of local functional clustering
for orientation in the adult ferret vs. receptive field overlap in the
adult mouse visual cortex8,9,12. Including an attenuating somatic
signal generates global organization of different features in the
ferret and mouse cortex, establishing soma-to-dendrite maps of
orientation selectivity and visual topography, respectively. We
found that the interaction between two parameters, the cortical
magnification factor of visual space and the receptive field dia-
meter, drives these species-specific differences. Interestingly, these
parameters can also explain the population-level (columnar
vs. salt-and-pepper) organization in the ferret vs. mouse visual
cortex45, indicating that the same universal developmental pro-
cess modulated by variations of cortex and retina size can pro-
duce both dendritic and population-level organization.

Relationship to previous modeling studies on clustering. While
our work focuses on the establishment of stimulus feature tuning
and its organization, previous modeling studies investigated other
aspects of synaptic clustering. These include the robust and effi-
cient encoding of memories through activity-dependent plasticity
operating over hours37,38, the increase of a cell’s computational
capacity55, and the linking of multiple memories across extended
periods56. An alternative normative approach proposed the
generation of synaptic clusters as the Bayes-optimal solution to a
classical conditioning task with unreliable synaptic
transmission57. However, this model lacked a mechanism for
clustering of correlated inputs from different axons. To our
knowledge, our framework is the first to explain the emergence of
activity-dependent synaptic organization of different stimulus
features in a developmental setting and relate it to that in
the adult.

Generality of our modeling framework. Since neurotrophins,
calcium, and MMP9 have been implicated in the emergence of
functional synaptic clustering during development6,10, we based
our model for clustering on interactions between these molecules,
although additional signaling pathways are likely to be involved
in synaptic organization58–60. A generalization of this model that
derives directly from neurotrophin interactions can be flexibly
implemented to apply to other signaling molecules. Possible
alternative mechanisms include synaptic tag-and-capture, where
plasticity-related-proteins mediate activity-dependent coopera-
tion and competition28–30, synaptic crosstalk through the inter-
action of Rho-family GTPase-mediated proteins, which are in fact
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modulated by BDNF and involved in structural plasticity31,32, or
the NMDAR-mediated amplification of calcium signals21,34. For
the local heterosynaptic depression of unstimulated synapses,
alternatives to the neurotrophin mechanism include the activa-
tion of calcineurin, IP3Rs, and group I mGluRs26 or Arc-targeting
of inactive synapses50,61. Similarly, the functional roles of MMP9
and calcium could equivalently be filled by postsynaptic depo-
larization, NMDAR activation, endocannabinoid or nitric oxide
signaling, or by more complex diffusible plasticity-related
products62. Thus, our predictions regarding the organization of
synapses are not contingent on a specific biophysical imple-
mentation of our model, as long as it implements distance- and
timing-dependent competition between synapses, and integrates
slow developmental activity patterns matched to the timescales of
plasticity.

Origin of clustered synaptic input. A prominent source of
excitatory inputs to layer 2/3 pyramidal neurons comes from
layer 4 neurons51, which likely obtain their orientation selectivity
by combining On and Off center-surround receptive fields of
thalamic feedforward inputs63. Our modeling framework also
supports the concurrent emergence and clustering of orientation
selectivity in the cortex through the clustering of On and Off
thalamocortical synapses (Supplementary Fig. 11). Also, pyr-
amidal cells in the mouse and ferret visual cortex are already
orientation-selective at54 and before64,65 eye opening, providing
another likely source of the synaptic Gabor receptive fields in
our model.

Relationship between developing and mature cortex. Several
factors make our model appropriate for the establishment of
synaptic organization in development: the high turnover of
synapses, the ability of synaptic inputs to interact over long dis-
tances, and the slow timescale of spontaneous activity and neu-
rotrophin interactions. Therefore, in this developmental setting,
STDP rules that operate on fast timescales involving several
milliseconds do not generate clustering (Supplementary Fig. 5), in
agreement with other studies of developmental plasticity24,27,33.
While early development is a particularly opportune time for the
emergence of synaptic organization4–6,10, it is currently unknown
how clusters formed during development relate to those observed
in the adult animal. Given the continued turnover of synapses in
the adult brain43 and the formation of new clusters following
altered sensory experience58 and learning59,60, it is a priori
unclear whether the clusters formed during early development
persist into adulthood. Our developmentally inspired model for
synaptic competition combined with correlated activity from
retinal waves is sufficient to produce functional and feature-
specific clustering as in the adult and can provide a backbone for
clustering even when the density of synapses increases dramati-
cally. Already-established clusters in our model can be preserved
by decreasing the postsynaptic spread in calcium21 (Supplemen-
tary Fig. 12), although other changes (such as the onset of inhi-
bition, postsynaptic thresholding through a nonlinearity, or a
decrease in proBDNF level) would be equally suited. This sup-
ports an interpretation where development equips dendrites with
basic building blocks such as feature selectivity from which other
functional properties are derived in adulthood. It would be
interesting to investigate whether context-specific clustering as in
the retrosplenial60 or the motor59 cortex occur alongside (rather
than in competition with) clusters formed during development, as
described in the auditory system of the juvenile barnowl58, and
how our proposed plasticity mechanism might interact with
STDP rules relevant in the adult66.

Functional role of clustered synapses. We propose three situa-
tions where synaptic input clustering may be beneficial for a
neuron. (1) The transient, precise synchronization of even a small
group of synapses (the exact number of synapses required in vivo
is unknown34) can result in the nonlinear summation of synaptic
activity67, enhancing a neuron’s computational capacity37. These
nonlinearities can furthermore counteract location-dependent
gradients of conductances across synapses, effectively establishing
a synaptic democracy11,68. (2) Since synaptic transmission is
highly variable69, multiple synapses encoding a similar signal (in
combination with local supralinear integration) increase tolerance
for different types of noise, some of which cannot be removed by
averaging70. (3) Furthermore, since the translation of proteins is
localized to individual dendritic compartments where nearby
synapses share available proteins, synaptic clustering is also
beneficial from the perspective of resource-preservation, con-
sistent with the sharing of plasticity-related proteins in models
like synaptic tag-and-capture29,71,72.

Inhibitory synapses could form a backbone for excitatory
clustering. Our modeling framework focused on the emergence
of fine-scale organization of excitatory (glutamatergic) inputs,
primarily due to lack of experimental data on the role of inhi-
bitory (GABAergic) synapses on clustering. We speculate, how-
ever, that inhibitory synapses might shape the clustering of
excitatory synapses on the dendritic tree. Indeed, while not being
clustered themselves, GABAergic synapses can constrain the
orientation preference of nearby excitatory clusters in our model
(Supplementary Fig. 13). Since GABA might be excitatory early in
postnatal development73,74, we considered two scenarios in our
model with GABA switching from excitatory to inhibitory or
being inhibitory the entire time. The resulting excitatory clusters
are tuned to the same orientation relative to nearby inhibitory
synapses in the former case or tend to prefer the orthogonal
orientation in the latter case (Supplementary Fig. 13). Thus, we
predict that GABAergic synapses might be co-clustered with
excitatory synapses. Provided that GABAergic synapses fire in
synchrony with glutamatergic synapses, this co-clustering could
allow them to dynamically switch a given cluster on or off75.
Additionally, since inhibitory synapses can cancel the effect of
backpropagating action potentials76, we expect that inhibitory
synapses synchronized with somatic activation would be able to
protect a cluster from the homogenizing effect of back-
propagating somatic signals77.

In summary, starting from several ingredients, including a
species-specific receptive field model based on anatomical
considerations, retinal wave input, and a developmentally
inspired plasticity based on neurotrophins, our modeling frame-
work generates species-specific outcomes regarding the emer-
gence of local and global organization of dendritic synaptic
inputs. These outcomes combine several experimental studies
from the last decade on the emergence of functional synaptic
organization across scales, and with respect to different stimulus
features in two species. Therefore, our framework can explain
how circuits wire up with subcellular precision, with paramount
implications on the computational properties of cortical neurons
and networks.

Methods
Neurotrophin model. We based the neurotrophin plasticity model on interactions
between signaling molecules shown to drive the emergence of synaptic clustering
during development4–6,10: BDNF ðBÞ, its immature form, proBDNF (P), the
cleaving protease MMP9 (M), and postsynaptic calcium (Y). Wk is the synaptic
efficacy of a synapse with hard bounds at zero and one, and initial efficacy of 0.5.
For a pair of synapses k and l separated by dkl along the branch, we defined the
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proximity variables skl ¼ e
#

d2
kl

2σ2s , where σs determines the spatial postsynaptic cal-
cium spread constant.

Since the mechanism that produces synaptic clusters is activity-dependent, we
modeled presynaptic and postsynaptic accumulators of synaptic activity. We
modeled the presynaptic accumulator MMP9 as a synapse-specific leaky
accumulator22 with dynamics

τM
dMk

dt
¼ #MkðtÞ þ ϕxkðtÞ ð2Þ

Here,

xkðtÞ ¼
Z 1

0
∑f δðs# sfkÞðHðt # sÞ #Hðt # xdur # sÞÞds ð3Þ

is the input event train to the k-th synapse with events at times tfk and where the
Heaviside step function HðtÞ is 0 when t is less than 0 and 1 when t is greater than
or equal 0, so that events have duration xdur. ϕ is an MMP9 efficiency constant that
determines how efficiently MMP9 converts proBDNF into BDNF per unit of time.
The postsynaptic accumulator was modeled by the local calcium variable Y that
integrates activity from nearby synapses21, weighted by their efficacies Wl and the
distance-dependent factor skl ,

τY
dYk

dt
¼ #YkðtÞ þ ∑

N

l¼1
sklWlðtÞxlðtÞ ð4Þ

The lateral spread of calcium might be passive (during development many
excitatory synapses form on the dendritic shaft78 where calcium is less
compartmentalized) or active (such as the calcium-induced calcium release
characterized in the developing hippocampus21). Following experimental data10,31,
we coupled extracellular proBDNF and BDNF to postsynaptic calcium and let
MMP9 convert proBDNF to an equal amount of BDNF,

τP
dPk

dt
¼ #PkðtÞ þ ð1# ηÞYðtÞ # MkðtÞPkðtÞ ð5Þ

τB
dBk

dt
¼ #BkðtÞ þ ηYðtÞ þMkðtÞPkðtÞ: ð6Þ

Here, the scaling factors ð1# ηÞ and η ensure that without MMP9 the ratio of
BDNF to proBDNF remains close to the constitutive ratio η25 which is dominated
by proBDNF (Table 1). By coupling the neurotrophin level to the local calcium
level, inactive synapses experience an increase in extracellular neurotrophin
following the activation of nearby activated synapses. While there is indirect
evidence that activity-dependent BDNF release is not restricted to the activated
synapse79 and that stimulation of a synapse increases BDNF-receptor activation at
another synapse31, much less is known about the activity-dependent release of
proBDNF. For our model, we assumed that both BDNF and proBDNF release

depend only on an influx of postsynaptic calcium and can therefore also occur at
unstimulated synapses when other nearby synapses are stimulated. According to
the Yin-Yang hypothesis of neurotrophin action15, binding of BDNF to its receptor
TrkB (tropomyosin receptor kinase B) leads to synaptic potentiation, while binding
of proBDNF to p75NTR receptor leads to depression. We assumed that the binding
affinities of BDNF (α) and proBDNF (β), and corresponding magnitudes of
induced plasticity are balanced, so that the synaptic efficacy can be written as the
difference between BDNF and proBDNF,

τW
dWk

dt
¼ αBkðtÞ # βPkðtÞ; ð7Þ

with α= β= 1 for all simulations except in Supplementary Fig. 3. τ always denotes
the time constant for the variable in the corresponding subscript. Despite the
model’s biophysical motivation, in agreement with other modeling studies,56,80 all
modeled variables are unitless, therefore, they are to be interpreted relative to
each other.

Generalized neurotrophin-inspired model. We reduced the above neurotrophin
model to a generalized model for clustering which is analytically tractable,
assuming a tight coupling of proBDNF and BDNF to the postsynaptic calcium. We
note, however, that this assumption is not critical (see Supplementary Fig. 1). We
made a steady-state approximation of Pk and Bk in Eqs. (5) and (6), inserted these
expressions into Eq. (7) for Wk and then linearized the resulting function around
Mk ¼ 0 to obtain the generalized model (see Supplementary Note 1 for details).
We note that this linearization strips away some higher-order terms that have an
attenuating effect on MMP9 in the full model (Supplementary Note 1). Hence, the
effect of the presynaptic accumulation (a proxy for MMP9) in the generalized
model is slightly amplified, shifting the system into a more potentiation driven
regime. As a consequence, the generalized model experiences slightly less depres-
sion and competition compared to the full neurotrophin model, which results in
fewer synaptic turnovers and slightly weaker clustering of synapses (Supplementary
Fig. 2).

While we used upper case letters for the variables in the full neurotrophin
model, we used lower case letters for the generalized model. The model consists of
a synapse-specific presynaptic accumulator vk (from now on we use the dot
notation to denote the derivative, _vk ¼

dvk
dt ),

τv _vk ¼ #vkðtÞ þ ϕxkðtÞ; ð8Þ
and a postsynaptic accumulator uk that averages over nearby synapses in a
weighted and distance-dependent manner,

τu _uk ¼ #ukðtÞ þ ∑
N

l¼1
sklwlðtÞxlðtÞ: ð9Þ

The efficacy equation (Eq. 7) turns into a Hebbian equation that directly
combines the pre- and postsynaptic accumulator with an additional offset constant
ρ,

τw _wk ¼ ukðtÞðvkðtÞ þ ρÞ; ð10Þ

with ρ ¼ ðαþ βÞη# β
ðαþ βÞð1# ηÞ and τw ¼ τW

1
ðαþ βÞð1# ηÞ. This model cannot be reduced further

without losing either the dependence on correlation through the link to the BTDP
rule, or the dependence on distance.

Steady-state analysis of the generalized neurotrophin-inspired model. Com-
bining the equations for the accumulators and the efficacy dynamics (Eqs. 8–10),
taking the expected value over neurons (denoted by 〈⋅〉) and over time (denoted by
limT!1

1
T

R T
0 & dt), we can write the expected change in synaptic efficacy as (see

Supplementary Note 2 for full derivation)

lim
T!1

τw
T

R T
0 h _wkidt ¼ ϕ∑

l
sklwl

R1
#1!γklðsÞΓðsÞdsþ μkμl

! "
þ ρ∑

l
sklwlμl : ð11Þ

Here, μk ¼ limT!1
1
T

R T
0 xkðtÞdt denotes the mean firing rate of the k-th input

xk , !γklðtÞ ¼ limT!1
1
T

R T
0 ðxkðsÞ # μkÞðxlðs# tÞ # μlÞds denotes the covariance

between inputs k and l at lag t and the kernel is given by ΓðtÞ ¼ 1
τuþτv

e#
jtj
τu :

When only one input is activated with burst events of duration xdur and rate μ,
we simplified Eq. (11) to write the change in synaptic efficacy for this input as
h _w1i ¼ K1μþ K2μ

2, while the change in efficacy for a second inactive input at a

distance d12 is h _w2i ¼ K3μe
#

d2
12

2σ2s , with constants K1;K2, and K3 (see Supplementary
Note 3 for details), as shown in Fig. 1d.

We considered the case with identical inputs on a linear dendrite with density ν,
equal efficacies wk ¼ w and rates μk ¼ μ for all k, and identical correlation ckl ¼ c
for all pairs k≠ l. In this setting, from Eq. (11) we derived the critical correlation c*
at which the system switches from the depression-dominated into the potentiation-
dominated regime, h _wiðc*Þ ¼ 0, as c* ¼ κS#1

S#1 where Sk ¼ ∑l skl '
ffiffiffiffiffi
2π

p
σcν, which

is the same for all inputs k, thus S ¼ Sk , and κ ¼ ð# ρ
ϕ # μÞðτu þ τvÞ is a constant

(see Supplementary Note 4). S can be thought of as a measure of the total amount
of activity in an area around a given synapse. Note that for high densities ν, the
critical value c* quickly approaches κ and is bounded above by it. The expression
for c* determines the dashed line in Fig. 2b, while the other contour lines come

Table 1 Parameters of the proposed model along with
nominal values used for simulations, unless stated
otherwise.

Parameter Variable Value
Synaptic efficacy time constant τW 6 s
proBDNF and BDNF time constants31 τP; τB 5ms
Postsynaptic calcium time constant21 τY ,τu 300ms
MMP9 time constant83 τM,τv 600ms
Constitutive percent of BDNF of amount of
total neurotrophins released25

η 45%

MMP9 efficiency constant22 ϕ 3
50 ms−1

Heterosynaptic offset* ρ 2η#1
2ð1#ηÞ

Synaptic efficacy time constant in the
generalized neurotrophin-inspired model*

τw τW
1

2ð1#ηÞ

Standard deviation of calcium spread21 σc 6 μm
Density of synapses85 ν 0.2 μm‒1

Spread of receptive field centers for ferret and
mouse8,9, in visual space

σp 5.3°, 26°

Diameter of Gabor receptive field mouse8,
ferret9, and macaque12

20°, 13.4°, 2°

LN model parameters6,9 a; b 0.2 Hz, 9.4
Turnover threshold below which a synapse is
replaced

Wthr 0.02

Threshold for bAP generation48 Bthr 25
Unattenuated amplitude of bAP47,48 Bamp 5

Citations indicate a free parameter fitted to experimental data.
*Indicates a parameter that is derived from the other parameters.
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directly from Eq. (11) and the approximation S '
ffiffiffiffiffi
2π

p
σcν (see Supplementary Fig.

14 and Supplementary Note 4). Whether a synapse becomes stabilized or depressed
is thus determined by the balance of two factors: (1) A homosynaptic component,
which depends only on the activation of the given synapse and is always stabilizing
(Fig. 1d, top); (2) A heterosynaptic component, which depends only on the
activation of synapses in the neighborhood of the activated synapse and can be
either depressing or stabilizing. A synapse becomes depressed when the
heterosynaptic component is depressing and outweighs the homosynaptic
component. We first determined the correlation beyond which there is no

competition between synapses, κ ¼ # ρ
ϕ # μ

$ %
τu þ τv
! "

' 0:32, due to a

stabilizing, rather than depressing, heterosynaptic component (see Supplementary
Note 4 for details). Note that this parameter depends on the proBDNF to BDNF
constitutive ratio, η (through ρ), on the MMP9 efficiency constant, ϕ, the
stimulation rate of the synapse, μ, and the time constants of the pre- and
postsynaptic accumulators in the model. Second, we found that when the
heterosynaptic component is depressing for correlations below κ ' 0:32, the
synaptic density, ν, plays an additional role in determining whether the depressing
heterosynaptic component outweighs the stabilizing homosynaptic component.

Parameters and data fitting. Many of the model parameters were extracted from
published experimental data as follows.

Experimental work has shown that the binding affinity of BDNF to TrkB and
proBDNF to p75NTR is very high (see ref. 81 and references therein). Therefore, we
assumed that the decay time constants of proBDNF and BDNF are small and, in
the absence of evidence otherwise, equal (τP ¼ τB). In our model, the decay time
constants of proBDNF and BDNF describe the tightness of coupling between the
level of postsynaptic calcium and of free (unbound) extracellular neurotrophin.
This produces much longer effective decay time constants τ̂B ' τ̂P , as measured in
ref. 31 (Supplementary Fig. 15).

The synaptic efficacy time constant τW was chosen so that the total change in
synaptic efficacy integrates the contribution of multiple pre- and postsynaptic
events, yielding slow weight change compared to much faster neural activity,
consistent with other computational models of synaptic plasticity82. The value for
the time constant of postsynaptic calcium decay, τY (300 ms), is in the
experimentally measured range between 200–700 ms21. We based the decay time
constant of extracellular MMP9 (τM) on a recent study which measured the decay
of MMP9-GFP signal of a single exocytosis event in MCF-7 cells83.

We assumed that the constitutive percentage of BDNF ðηÞ of the total released
neurotrophin is η ¼ 45% based on estimates in the hippocampus84, although it is
possible that this ratio can change across different brain regions, over the course of
development and depending on the stimulation protocol. Our sensitivity analysis
(Supplementary Fig. 1) and perturbation simulations (Supplementary Fig. 3)
demonstrate that the constitutive percentage of BDNF ðηÞ is crucial in regulating
the overall amount of potentiation and depression of synaptic efficacy, and
therefore has a strong impact on the emergence and maintenance of synaptic
organization. Therefore, although in our model stimulation of a given synapse
leads to its potentiation consistent with some experimental data31 (Fig. 1),
decreasing η could lead to the depression of the stimulated synapse in agreement
with other experimental data6.

The MMP9 efficacy constant (ϕ) interacts closely with the constitutive
percentage of BDNF (η). This relationship becomes clear in the generalized
neurotrophin-inspired model, where ϕ and η trade off to maintain a given value of
the critical correlation c* and ensure the selective competition between strongly
and poorly synchronized synapses. Since c* depends on κ ¼ ð#ρ=ϕ# μÞðτu þ τvÞ,
ϕ needs to be proportional to ρ ¼ 2η#1

2ð1#ηÞ. We used ϕ ¼ 3
50 ms−1 to obtain c* with

appropriate synaptic competition (Fig. 2b) given experimentally measured synaptic
density. In particular, the density of synapses in the developing sensory cortex
increases from 0:2 μm#1 to 0:8#1:2 μm#1 during postnatal development85,86. We
used a fixed density of 0:2 μm#1 for computational tractability as the runtime of
our simulations scales as OðN2Þ in the number of synapses N . However, we also
found that synaptic clustering is not perturbed when synaptic density increases
during simulated development (Supplementary Fig. 12). Here, we increased the
density of synapses from 0:2 μm#1 to 0:8 μm#1 85 within four days, by adding a
new synapse at a random position and with random receptive field orientation at
regular time intervals of 64 min. Additionally, to conserve the total amount of
postsynaptic calcium, we decreased the amount of calcium spread and the amount
of released calcium per synaptic event with increasing time21.

To determine the standard deviation of calcium spread, σc , we referred to
experimental studies that report mean propagation distances (defined as the full
width at half maximum, FWHM) from individual synapses in dendrites of a
developing pyramidal neuron, reporting values between 7:97 μm21 and 17:6 μm4.
Assuming a Gaussian spread profile, these FWHM values translate into a standard
deviation between 3:4 μm and 7:5 μm, which validates our choice of σc ¼ 6 μm.

The values for all parameters used in our simulations are listed in Table 1.

Sensitivity analysis. We performed a sensitivity analysis to determine the sensi-
tivity of the central building blocks of our model, the shape of the resulting BTDP
rule (Fig. 1), and the emergence of local clustering (Fig. 3), to perturbations of
different model parameters. To quantify how uncertainty in the input parameters

propagates, we defined distributions over our model parameters that were chosen
to be sufficiently broad to sometimes produce poor clustering (Supplementary Fig.
1). Many of the distributions were truncated from below because choosing extre-
mely small values of any parameter is not biologically plausible and cannot be
implemented in the model—but the distributions still cover one order of magni-
tude relative to the nominal parameter value. The prior distributions used for the
sensitivity analysis are: τM ; τv (Nð600; 300Þms; truncated from below at 5 ms,
τY ; τu (Nð300; 150Þms; truncated from below at 5 ms, τB; τP ( exp N 4; 1ð Þð Þms;
truncated from below at 1 ms, σc(N 8; 1ð Þ μm; truncated from below at 4 μm,
ϕ ( Nð 350 ;

3
500Þ, η ( Uniformð½40%; 50%*Þ.

Retinal wave generation. To generate retinal waves with realistic spatiotemporal
properties, we simulated 6 h of retinal waves from a published computational
model with the parameter setting for mice (P0–P13)41 and looped the waves over
the entire duration of the simulation. For consistency, we used the mouse retinal
wave parameter settings for all simulations, since the parameter settings for ferret
come from much younger animals (P2–P4)41. As a control we also generated white
noise input by sampling each pixel independently from a normal distribution and
applying a spatial Gaussian filter with a 2° standard deviation. Subsequently, we
used each frame of the retinal wave or the white noise movie as input to a linear-
nonlinear Poisson model of event generation.

Linear-nonlinear model. The linear filter consists of a Gabor linear filter H, which
we split into two components, a positive and a negative Gaussian with the same
shape and opposite sign. We chose the semi-minor axis to be half as large as the
semi-major axis so that the resulting Gabor is approximately equal in diameter
along all axes. The receptive field diameter depends on the species and was extracted
from published literature (Table 1). Synaptic receptive field centers in visual space
have been measured to spread out in a small (for ferret9) or large (for mouse8,51)
neighborhood around the somatic receptive field center. The spread of the receptive
field centers is inversely proportional to the size of the corresponding visual cortices,
so that for the ferret visual cortex which is five times the size of the mouse visual
cortex, the spread of receptive field centers in the ferret is one fifth the spread in the
mouse. We interpret this anatomical argument to mean that the product of the
receptive field spread and the diameter of the visual cortex is constant for the two
species. For macaque we then use this relationship to infer the receptive field spread
from the experimentally measured visual cortex diameter to obtain 2°. We defined
the receptive field center spread σp to incorporate these differences and estimated σp
from extracted experimental data in both species8,9 as the standard deviation of a
Gaussian (a0expð#ðx2=ð2σ2pÞÞÞ) (Fig. 4a–c and Table 1). A synaptic receptive field
center was drawn from a two-dimensional symmetric Gaussian with standard
deviation σp and truncated to a circle of radius 50° to ensure that receptive fields fall
within a region of visual space where they are modulated by the retinal waves. Each
individual Gabor filter is rotated according to its orientation, θ, between 0° and 360°.
For the simulations in Supplementary Fig. 11, we modeled On- and Off-selective
receptive fields as Gaussians with a positive or negative sign and a diameter that is
matched to typical mouse LGN neurons87. The linearly filtered stimulus is passed
through an exponential nonlinearity, a expðbHÞ, that produces an instantaneous
firing rate from which we generate a Poisson input train with individual 50ms-long
events. The parameters (a; b) were chosen (a ¼ 0:2 Hz, b ¼ 9:4) to achieve a burst
rate of around 15min−1, as found experimentally4. For the simulations in Sup-
plementary Fig. 11 we set the spontaneous background firing rate of Off-selective
inputs to twice the value of On-selective inputs88, a ¼ 0.4 Hz.

Structural plasticity. To model synaptic turnover, we implemented a structural
plasticity rule inspired by ref. 43 where each synapse whose efficacy falls below a
fixed threshold Wthr is removed and replaced by a new synapse with a random
position on the branch and a randomly oriented Gabor receptive field (Fig. 3d).
The newly generated efficacy of a synapse through structural plasticity is the same
as the initial efficacy at the onset of the simulation, i.e. 0:5, and the receptive field
has orientation drawn from a uniform distribution over the interval [0°, 360°]. The
turnover threshold is chosen arbitrarily to be sufficiently small to minimize the
possibility of accidental removal of a synapse that is well-correlated with its
neighbors. A novel synapse can potentially come from a pool of silent synapses, a
type of synapse that lacks AMPA receptors but can become unsilenced through
activity-dependent mechanisms89.

Dendritic nonlinearity and cooperative plasticity. Inspired by experiments67, we
used a sigmoidal-like dendritic nonlinearity, gðIÞ ¼ γ c1

1þexpð#c2ðI#c3 ÞÞ
þ ð1# γÞI

where the parameter γ 2 ½0; 1* controls the strength of the nonlinearity and c1 ¼
0:5; c2 ¼ 35; c3 ¼ 0:125 (Supplementary Fig. 6). This nonlinearity modifies the
equation for the postsynaptic accumulation (Eq. 10),

τu _ukðtÞ ¼ #ukðtÞ þ g ∑
N

l¼1
sklwlðtÞxlðtÞ

& '
: ð12Þ

The nonlinearity boosts the amount of postsynaptic calcium that is released
through the simultaneous activation of multiple nearby synapses. This effectively

ARTICLE NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-021-23557-3

14 NATURE COMMUNICATIONS | ��������(2021)�12:4005� | https://doi.org/10.1038/s41467-021-23557-3 | www.nature.com/naturecommunications



imposes the constraint that multiple synapses have to be active to generate a
postsynaptic calcium event.

Similarly, we investigated whether synaptic organization can emerge when
imposing a threshold for cooperativity, as recently described for NMDA-dependent
cooperative potentiation34,90 and cooperative heterosynaptic depression26
adulthood. We adapted Eq. (10) for the change in synaptic efficacy to include a
spacing and a timing cooperativity threshold,

τw _wkðtÞ ¼ F ðuk tð Þðvk tð Þ þ ρÞÞ ð13Þ

where F ðxÞ ¼ x when more than three synapses within a distance from synapse k
smaller than a spacing threshold were activated within a timing threshold, and
F ðxÞ ¼ 0 otherwise. We chose three synapses guided by experimental data90, but
this number can be traded off with the spacing threshold.

Backpropagating somatic signal. To investigate the emergence of global order of
synaptic inputs on an entire dendritic tree, we included a somatic accumulator
which can produce backpropagating action potentials (bAPs) which attenuate with
distance from the soma. Our somatic accumulator sums linearly over all post-
synaptic accumulators, weighing them by their respective synaptic efficacy37,91,
AðtÞ ¼ ∑N

k¼1 wkðtÞukðtÞ. If the somatic accumulator crosses a threshold, Ath, there
is a 25% probability that a bAP is generated, BðtÞ 2 f0; 1g. These two parameters
were chosen so that the burst rate of the soma is similar to the firing rate of
synapses (15 min−1) while avoiding step like activation patterns. The resulting
somatic activation thus incorporates some aspects of the burst firing common for
developing neurons, where the burst rate is modulated by the probability of gen-
erating a bAP (Supplementary Fig. 10). The bAP affects the postsynaptic accu-
mulators of all synapses with attenuating effect over distance47,48

τu _ukðtÞ ¼ #ukðtÞ þ ∑
N

l¼1
sklxlðtÞwlðtÞ þ skBampBðtÞ: ð14Þ

Here, Bamp is the unattenuated strength of the bAP and sk ¼ e
#

d2
k

2σ2s is the
attenuation factor of synapse k that depends on the distance to the soma dk
(Fig. 5b). We chose Bamp (Table 1) to reflect the experimental observation that the
calcium influx through a bAP is larger than that caused by synaptic activation7.
Additionally, a computational model48 found that the peak calcium concentration
at individual spines is around 29 μM (independent of distance) in a subthreshold
stimulation protocol, while it is between 30 μM (distal synapse) and 100 μM
(synapse at 150 μm from the soma). Extrapolating this to a distance of 0 μm makes
a value of 5 for Bamp plausible, since this is five times as large as the synaptic level of
calcium produced by presynaptic activation. Note that we did not include the term
with BðtÞ in the sum for the somatic accumulator AðtÞ to avoid a positive
feedback loop.

Since bAPs have been found to induce neurotrophin release in a calcium
dependent manner49, we also considered the case of including a bAP in the
neurotrophin model by modifying the equation for the postsynaptic calcium
(compare to Eq. 3),

τY
dYk

dt
¼ #YkðtÞ þ ∑

N

l¼1
sklxlðtÞWlðtÞ þ skBampBðtÞ: ð15Þ

Placing a synaptic input at increasing distances away from the soma along the
dendritic tree of the reconstructed layer 2/3 dendrite, we used either the distance-
dependent competition or the burst-timing-dependent plasticity protocol from
Fig. 1 to stimulate the soma and synaptic input (Supplementary Fig. 8).

Inhibitory clustering. To investigate the role of inhibitory synapses in synaptic
clustering, we extended our neurotrophin model to also include plastic, GABAergic
synapses. While it is commonly accepted that GABAergic synapses are plastic, the
nature of the inhibitory plasticity is not well known, strongly depends on the
cortical region and can easily be modulated by diverse neuromodulators92. During
development, BDNF-TrkB signaling at excitatory synapses produces potentiation
of nearby GABAergic synapses93 and proBDNF-p75NTR signaling results in the
depression of nearby GABAergic synapses, provided that the p75NTR activation
occurs in concert with the opening of NMDA receptors94. Therefore, we assumed
that the strength of GABAergic synapses is homeostatically regulated to maintain a
balance of excitation and inhibition95. We postulated that the plastic change of

inhibitory synapses, dW
GABA
k
dt , closely follows the average amount of plasticity of

nearby excitatory synapses (Supplementary Fig. 13a),

τW
dWGABA

k
dt ¼ ∑

NI

l¼1
sklðBlðtÞ # PlðtÞÞ; ð16Þ

where the sum runs over all the glutamatergic synapses l. Input to the GABAergic
synapses, xGABAk and structural turnover of GABAergic synapses is implemented in
the same way as for glutamatergic synapses. Since there is an ongoing debate on
whether GABA during development is inhibitory96, or whether it is initially
excitatory and only later switches to being inhibitory73,74, we considered two
scenarios (Supplementary Fig. 13a):

A. GABAergic synapses hyperpolarize the postsynaptic membrane and are able
to decrease postsynaptic calcium97,

τY
dYk
dt ¼ #YkðtÞ þ ∑

NE

l¼1
sklWlxlðtÞ # ∑

NI

l¼1
sklW

GABA
l xGABAl ðtÞ; ð17Þ

B. GABAergic synapses are initially excitatory and are able to increase
postsynaptic calcium,

τY
dYk
dt ¼ #YkðtÞ þ ∑

NE

l¼1
sklWlxlðtÞ þ ∑

NI

l¼1
sklW

GABA
l xGABAl ðtÞ; ð18Þ

and only later in the simulation switch to being inhibitory and decreasing
postsynaptic calcium73, see Eq. (17).

Note that in the first scenario we needed to impose the biologically realistic
condition Yk > 0. In both scenarios, we scaled the amount of calcium increase per
excitatory synaptic event so that the total amount of calcium in a neighborhood
remains constant over time to stay in the same dynamic regime as in the exclusively
glutamatergic case. We implemented the switch from excitation to inhibition in the
second scenario after 4 days, although the exact day of the switch does not
influence our results since the fraction of stable synapses increases at the same
speed as in Fig. 3e.

Simulations. For the simulations in Fig. 1b, d, we distributed two synapses at
varying distances (Δd ¼ 0 μm to 15 μm) on a linear dendrite of length L ¼ 150 μm
with periodic boundary conditions. Only one input was stimulated with a train of
continuous bursts of activation whose rate varies from 1 to 20 min−1. All bursts in
our model have a duration of 50 ms (xdur ¼ 50 ms) unless stated otherwise. We
fixed the synaptic efficacy to the initial value WðtÞ ¼ 0:5 and computed the
expected change in the efficacy of synapse k in Eq. (7) as the temporal average of
BkðtÞ # PkðtÞ over the 40 min duration of the simulation. For the simulations in
Fig. 1f, g, we simulated only one synapse and provided either one (panel f) or ten
(panel g) pairings of a pre- (tpre) and a postsynaptic (tpost) burst event at a temporal
offset of ΔT ¼ tpost # tpre. Each burst event has a duration of 1 s and contains ten
smaller 50 ms-long events. The postsynaptic burst contributes an additive term IðtÞ
with amplitude Bamp to the postsynaptic calcium, τY

dYk
dt ¼ #YkðtÞ þ BampIðtÞ. Note

that in comparison to the calcium released by stimulating a synapse (Eq. 4), here
Bamp provides a stronger contribution to the postsynaptic calcium (Table 1). We
assumed that this postsynaptic signal comes from a bAP and hence is stronger than
the synaptic signal48. We indirectly varied Bamp in Supplementary Fig. 9 where we
simulated Eq. (19) on a dendritic tree. We found that significantly weakening the
calcium signal from direct postsynaptic stimulation preserves the shape of the
BTDP curve (including the timing requirements for potentiation and depression)
but makes it somewhat flatter.

For the simulations in Fig. 2b, c, we distributed N ¼ bLνc synapses on a branch
of length L, where bxc is the largest integer smaller or equal to x and where we
choose L sufficiently long (30 μm in b and 64 μm in c) to avoid confounds from
periodic boundary conditions. We varied the density ν between 0.05 and 0.75 μm−1

to capture random and systematic fluctuations in local synaptic density98. We
generated 12min in Fig. 2b (4 h in Fig. 2c) of correlated Poisson event trains99,
homogeneous across pairs, and with a fixed firing rate of 15min−1. To compute the
instantaneous change in synaptic efficacy in Fig. 2b, we fixed the synaptic efficacy to
the initial value and used Eq. (10) to compute the change from the same initial
efficacy averaged over 12min, as a proxy for the ensemble average over inputs. In
Fig. 2c, the synaptic efficacy was not fixed to the initial value and evolved according
to Eq. (10). For the simulations in Fig. 2d, we used an initial efficacy of 0.9 and, in
line with the experimental paradigm6, generated 6min of correlated Poisson input
for synapses distributed at a high density (ν ¼ 0:5 μm#1) or low density (ν ¼ 0:05
μm#1).

In Figs. 3 and 4, we simulated a branch with length L of over 15 days. All
synaptic receptive fields were initialized with an orientation drawn from a uniform
distribution over the interval ½0+; 360+*. For the simulations in Figs. 5 and 6, we
tested a morphologically realistic dendrite model by using a reconstructed
pyramidal cell from layer 2/3 of the mouse visual cortex (Allen Cell Type database,
ID 502269786) which we resampled into equally sized segments of 10 μm using the
TREES toolbox100. We used this dendritic tree for both types of simulations, ferret
and mouse, since to our knowledge no morphological reconstruction of a
pyramidal layer 2/3 neuron from the ferret visual cortex is openly available. We do
not expect this to influence our results, since the specific branching structure of the
dendritic tree does not matter in our model. Our results depend on the anatomical
argument of receptive field diameter and center spread and do not consider other
factors, for instance, differences in morphology and electrophysiology across
species. Furthermore, we did not include any differences between synaptic inputs
on the apical vs. basal parts of the dendritic tree. Although apical and basal
dendrites likely receive different inputs101,102, no location-dependent differences in
orientation or overlap clustering have been reported8,9. Therefore, our model only
considers synaptic differences pertaining to distance from the soma and their effect
on global synaptic organization in the ferret and mouse. Because of the increased
computational complexity, the duration for the simulations with the
morphologically realistic dendrite model was 5 days, which is sufficient for most of
the synapses to reach a stable state.
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For the simulations with spike-timing-dependent plasticity in Supplementary
Fig. 5, we used faster time scales of our pre- and postsynaptic accumulators (τM =
60 ms, τY = 1 ms), and further changed η = 0.3 and ϕ ¼ 3

5 ms−1. As we
demonstrated analytically in Supplementary Note 5, the issue with generating
clustering using this rule is its short integration time window (tens of milliseconds)
rather than the exact choice of parameters33.

Statistics. All correlations were computed as Pearson correlation coefficients, i.e.,
for two random variables X and Y we compute hðX#μX ÞðY#μY Þi

σXσY
, where μ and σ denote

the mean and the standard deviation. In Fig. 2b, for each pair of correlation and
synaptic density we computed the average change in synaptic efficacy over all
synapses in 50 simulations.

To compute the correlations in Figs. 3b, g and 4f, we first applied a boxcar filter
of length 3 s to generate signals consistent with the slow calcium dynamics in
experimental imaging studies19. The experiments from ref. 6 reproduced in Figs. 2e
and 4f report coactivity—the fraction of events at a given synapse that occurs in
concert with events at nearby synapses. Coactivity is closely related to the Pearson
correlation coefficient when it is only applied to pairs of synapses (see
Supplementary Note 6). To estimate the spatial decay of correlations as a function
of distance, λ, in Supplementary Fig. 4, we computed the average correlation
between pairs of synapses Δd apart, then subtracted the average correlation
between pairs of synapses more than 50 μm apart and fit a Gaussian function with
shape A0expð#Δd2=ð2λ2ÞÞ to the resulting curve9.

We computed the receptive field overlap in Fig. 4e as the spatial receptive field
correlation8, i.e., the pixel-wise Pearson correlation coefficient between Gabor
filters associated with pairs of synapses. The correlation for different receptive field
center spreads in Fig. 4h, i was computed by first multiplying the coordinates of the
receptive field center position with a scalar and then calculating the overlap oij
between all pairs of synapses i and j. Next we computed a weighted average overlap
for each synapse with its neighbors using the proximity values sij as ∑j sijoij=∑j sij
and related it to the correlation, which is a monotonically increasing function of the
overlap (Supplementary Fig. 7). In Supplementary Fig. 7, we generated a Gaussian
noise image by drawing independent samples from a standard normal distribution
and reshaping them into a matrix of the same shape as the receptive field filters
(73 × 73 pixels). Then we applied a Gabor filter with random orientation,
wavelength of 2 pixels per cycle and a ratio of the semi-major and semi-minor axes
equal to 1

2 to the resulting noise image. When computing the spatial overlap
between receptive fields (Supplementary Fig. 7), we generated a filtered noise image
for each receptive field and added the noise to the receptive field, scaled by a factor
uniformly distributed between 1

2 and 2.
The term orientation difference8 denotes the absolute difference in orientation

between receptive fields of pairs of synapses modulo 180°,

minðjθ0i # θ0jj; 180
+ # jθ0i # θ0jjÞ; ð19Þ

where θ0i is defined as modðθi; 180+Þ. The term circular dispersion denotes the
orientation difference between the receptive field of a given synapse and the soma,
where the orientation preference of the soma is the circular average of all synaptic
preferences7, arg

!
1
N ∑

N
j¼1e

iθj
"
. We define the mean circular dispersion in Fig. 5i as

the average circular dispersion of all synapses less than 50 μm apart. Analogously,
the term receptive field offset denotes the Euclidean distance between the center of
a given synaptic receptive field and the somatic receptive field center, defined as the
average location of all synaptic receptive fields. The average circular dispersion and
average receptive field offset in Figs. 5 and 6 were computed as the average over
synapses within dendritic segments. The coaxial space8 (Fig. 6f, g) is defined as the
portion of space up to 45° on either side of the axis extending along the average
orientation of all synaptic receptive fields. Conversely, the orthogonal space is the
remaining visual space that is not coaxial.

Reporting summary. Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

Data availability
The morphological reconstruction that supports the findings of this study is available
from the Allen Cell Type database, ID 502269786.

Code availability
We used the openly available TREEs toolbox (https://www.treestoolbox.org, v1.15) and
the toolbox for generating correlated Poisson trains (https://de.mathworks.com/
matlabcentral/fileexchange/20591-sampling-from-multivariate-correlated-binary-and-
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Emergence of synaptic organization and computation in
dendrites

In Kirchner et al. (2022), we review recent scientific literature on how the precise

positioning of excitatory and inhibitory synapses on dendrites might develop and

which functions this positioning might support. We review experimental evidence

and computational studies and focus on:

1. The synaptic clustering of excitatory synapses on a local spatial scale called

synaptic clustering. We find that while synaptic clustering appears to be near-

ubiquitous across brain areas and species, the qualitative characteristics of clus-

tering can vary strongly.

2. The global organization of excitatory synapses. We find that recently pub-

lished studies provide a converging picture of how global synaptic organi-

zation might be important for learning and dynamic computations in single

neurons.

3. The local organization of inhibitory synapses. We find evidence that the pre-

cise coordination and co-location of excitatory and inhibitory synapses can

enable flexible routing and signal amplification of synaptic inputs.

The work was completed in collaboration with my supervisor, Prof. Dr. Julijana

Gjorgjieva. Together, we prepared the figures and wrote the manuscript. I per-

formed the literature review andwrote the first draft. The full reviewwas published

on December 31st, 2021 in Neuroforum and is reproduced on the following pages

under the Creative Commons Attribution 4.0 International License.
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Review article

Jan H. Kirchner and Julijana Gjorgjieva*

Emergence of synaptic organization and
computation in dendrites
https://doi.org/10.1515/nf-2021-0031

Abstract: Single neurons in the brain exhibit astounding
computational capabilities, which gradually emerge
throughout development and enable them to become inte-
grated into complex neural circuits. These capabilities derive
in part from the precise arrangement of synaptic inputs on
theneurons’dendrites.While the full computational benefits
of this arrangement are still unknown, a picture emerges in
which synapses organize according to their functional
properties acrossmultiple spatial scales. Inparticular, on the
local scale (tens of microns), excitatory synaptic inputs tend
to form clusters according to their functional similarity,
whereas on the scale of individual dendrites or the entire
tree, synaptic inputs exhibit dendriticmapswhere excitatory
synapse function varies smoothly with location on the tree.
The development of this organization is supported by
inhibitory synapses, which are carefully interleaved with
excitatory synapses and can flexibly modulate activity and
plasticity of excitatory synapses. Here, we summarize recent
experimental and theoretical research on the develop-
mental emergence of this synaptic organization and its
impact on neural computations.

Keywords: cortex; dendrite; development; organization;
synaptic plasticity.

Zusammenfassung: Einzelne Neuronen im Gehirn weisen
erstaunliche Rechenfähigkeiten auf, die sich im Laufe der
Entwicklung allmählich entwickeln und es den Neuronen
ermöglichen, in komplexe neuronale Schaltkreise integriert
zu werden. Diese Fähigkeiten leiten sich unter anderem von

der genauen Anordnung der Synapsen auf den Dendriten
der Neuronen ab. Während der genaue rechnerische Nutzen
dieser Anordnung noch unbekannt ist, zeichnet sich ein Bild
ab, in dem Synapsen nach ihren funktionellen Eigen-
schaften übermehrere räumliche Ebenenhinweg organisiert
sind. Während auf der lokalen Ebene (zehn Mikrometer)
exzitatorische synaptische Eingänge dazu neigen, Cluster
entsprechend ihrer funktionalen Ähnlichkeit zu bilden, zei-
gen synaptischeEingänge auf derEbene einzelnerDendriten
oder des gesamten Baums “dendritic maps”, bei denen die
Funktion exzitatorischer Synapsen gleichmäßig mit der
Position auf dem Dendriten variiert. Die Entwicklung dieser
Organisation wird durch inhibitorische Synapsen unter-
stützt, die präzise mit exzitatorischen Synapsen verflochten
sind und die Aktivität und Plastizität exzitatorischer Syn-
apsen flexibel modulieren können. Hier fassen wir aktuelle
experimentelle und theoretische Forschung über die Ent-
stehung dieser synaptischen Organisation in der Entwick-
lung und ihren Einfluss auf neuronale Berechnungen
zusammen.

Schlüsselwörter: Kortex; Dendrit; Entwicklung; Organi-
sation; synaptische Plastizität.

Introduction

Neurons process information in the form of electrical signals
called action potentials. These signals are transmitted via
synapses from one neuron to another. At a synapse, an
electrical signal induces the release of neurotransmitters
which affect the receiving neuron’s membrane potential.
The majority of synapses are found on dendrites, branch-
like extensions of a neuron that receive electrical stimula-
tion fromother neurons and carry it to the neuron’s cell body
called the soma. Depending on the neurotransmitter a syn-
apse releases, a synapse is either excitatory, i.e., usually
depolarizing the membrane potential via the release of
acetylcholine or glutamate, or inhibitory, i.e., usually
hyperpolarizing the membrane potential via the release
of gamma-aminobutyric acid (GABA) or glycine. The
exact arrangement of excitatory and inhibitory synapses
influences the generation of action potentials at the soma,
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and hence the transmission of information to other neu-
rons, and is of central importance for information pro-
cessing in the brain (Stuart et al., 2016).

During early development, various single neuron and
neural circuit properties, such as the organization of syn-
apses, emerge through the interaction of multiple factors,
including genetically regulated cell specification and
activity-dependent circuit formation and refinement. Since
many of the sensory organs in the developing brain are
immature, much of the early neural activity is generated
spontaneously in the absence of sensory stimulation.Almost
all neural circuits in the developing brain can generate
spontaneous activity, including the sensory cortex onwhich
we focus here (Leighton and Lohmann, 2016). Spontaneous
activity is usually highly structured and contains spatio-
temporal correlations to instruct the formation, the removal,
and the changes in strength of synaptic inputs. The devel-
oping retina exhibits one of the best studied examples of
spontaneous activity knownas retinalwaves,whichdirectly
influence connectivity refinement and receptive field tuning
in downstream visual areas such as the superior colliculus
and the thalamus (Blankenship and Feller, 2010). Specific
activity-dependent plasticity mechanisms drive this con-
nectivity refinement (Richter and Gjorgjieva, 2017). The
exact form of these plasticity mechanisms and their func-
tional implications are an active areaof research (Agnes and
Vogels, 2021; Hiratani and Fukai, 2018; Kirchner and
Gjorgjieva, 2021; Mikulasch et al., 2021; Sezener et al., 2021).

There are different computational and theoretical
approaches to investigate the emergence of organization
in the developing brain. In one approach, neurons are
modeled as so-called point neurons that conceptualize
neurons as single points without spatial extent. Often,
point neurons are assumed to directly integrate synaptic
inputs and transform them into spiking outputs while
ignoring the transformations implemented by dendrites.
Point neurons have the advantage that they are amenable
tomathematical analysis while still capturing the ability of
the neuron to generate action potentials and can be easily
connected when simulating large networks. At the other
end of the spectrum, multicompartment neuron models
include fully reconstructed dendrites to carefully incor-
porate the influence on the soma of individual synaptic
inputs across the dendritic tree. Multicompartmentmodels
are often equippedwith a variety of ion channels, allowing
them to produce a wide range of local, nonlinear trans-
formations of the input. While these models are typically
mathematically intractable, they reveal the profound
impact of synapses’ distribution on dendritic, cellular, and
network computations and neural information processing
more generally (Poirazi et al., 2003).

Here, we adopt a third perspective, similar to the
passive multicompartment model, in which we retain the

dendrite’s shape while abstracting away many details of a
full biophysical model. We distinguish between different
spatial scales of synaptic organization on a dendrite, local
and global, and summarize recent experimental and
theoretical progress on understanding the properties,
functions, and developmental emergence of this organi-
zation. We highlight differences and commonalities
between excitatory and inhibitory synapse organization
and possible functional consequences of their interaction.
Finally, based on experimental data from the developing
retina, we propose a model for the developmental emer-
gence of balanced excitation and inhibition.

Organization of excitatory
synapses

Most of the synaptic inputs that reach a neuron arrive on its
dendrites. How these signals are integrated and finally
transformed into action potentials is of central impor-
tance for understanding neuronal information processing
(Spruston et al., 2016). Dendrites can support information
processing at multiple spatial scales (Figure 1). On the
local scale, i.e., the fine-scale organization of synapses
over tens of microns, dendrites affect information pro-
cessing by organizing synapses with similar properties
into synaptic clusters that boost a neuron’s computational
capacity through nonlinear integration (Kastellakis et al.,
2015; Mel, 1992, 1993; Poirazi et al., 2003; Ujfalussy and
Makara, 2020; Wilson et al., 2016). On the level of
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Figure 1: A schematic of a dendrite with synapses (colored dots).
Synapses exhibit organization atmultiple spatial scales. At the local
scale of tens of microns (top right), synapses form clusters in which
synapses with similar selectivity (indicated by the color) are in
spatial proximity. At the global scale (bottom right), synapses form
dendriticmaps, where nearby locations in visual space, represented
by the sunflower, are encoded by synapses at nearby locations on
the dendrite (black circles).
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individual branches, dendrites exhibit dendritic maps in
which the tuning of synapses (or synaptic clusters) varies
systematically across the dendritic tree (Bollmann and
Engert, 2009; Iacaruso et al., 2017; Jia et al., 2014; Podg-
orski et al., 2021;Wilson et al., 2016). Finally, the dendrite’s
branching structure determines the extent to which syn-
aptic inputs influence the soma (Ferrante et al., 2013; Jaffe
and Carnevale, 1999; Tzilivaki et al., 2019; Vetter et al.,
2001).

There is accumulating evidence that a substantial
amount of the dendritic organization across these scales
emerges already during early development (Kirchner
and Gjorgjieva, 2021; Kleindienst et al., 2011; Lee et al.,
2016; Niculescu et al., 2018; Takahashi et al., 2012;
Winnubst et al., 2015). This early emergence is particu-
larly noteworthy as neural activity during these early
phases primarily arises spontaneously (Leighton and
Lohmann, 2016), raising the question of how the brain
can precisely arrange synaptic inputs across scales
without sensory input. Investigating this question re-
veals essential facts about the mechanisms of brain
development and provides a valuable perspective on
how the adult brain works.

Synaptic clustering

In the case of local organization, synapses onto mouse
pyramidal neurons arrange into clusters during early
postnatal development (Kleindienst et al., 2011; Niculescu
et al., 2018; Takahashi et al., 2012; Winnubst et al., 2015)
(Figure 2a). Clustering refines over development (Taka-
hashi et al., 2012) and cannot form when spontaneous
activity is absent (Kleindienst et al., 2011; Takahashi et al.,
2012). Further, experiments blocking individual mole-
cules and their receptors implicate a family of signaling
molecules called neurotrophic factors in this process
(Kutsarova et al., 2021; Niculescu et al., 2018; Winnubst
et al., 2015). Computational modeling demonstrates that
the interactions between these neurotrophic factors
effectively implement a local plasticity rule that can
generate clustering (Kirchner and Gjorgjieva, 2021), where
poorly synchronized synapses weaken and well-
synchronized synapses stabilize (Niculescu et al., 2018;
Winnubst et al., 2015). As the activity becomes driven by
the senses and the animal encounters more complex sit-
uations, the substrate of plasticity becomesmore complex
over development. While the prevalence of the relevant
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Figure 2: Species-specific local and global organization of excitatory synapses.
(a) Left: reconstruction of a CA3 pyramidal neuronwith synaptic inputs indicated as red circles. Redrawn from ref (Kleindienst et al., 2011). Top
right: calcium activity in clustered synaptic inputs in developing CA3 pyramidal cell dendrites. Redrawn from ref (Niculescu et al., 2018).
Bottom right: synaptic coactivation as a function of intersynaptic distance. Redrawn from ref (Kleindienst et al., 2011). (b) Illustration of
qualitatively different types of clustering in mouse and the ferret: the ferret shows clustering according to orientation, whereas the mouse
does not and instead shows clustering according to receptive field overlap (Iacaruso et al., 2017; Wilson et al., 2016). (c) Illustration of a
retinotopically organized dendritic map observed in the mouse (top) but not in the ferret (bottom).
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neurotrophic factors decreases with age (Yang et al.,
2009), there is evidence that the local plasticity rule also
applies in the adult animal, possibly implemented by
different sets of interacting molecules (El-Boustani et al.,
2018; Harward et al., 2016; Hedrick et al., 2016; Oh et al.,
2015; Tazerart et al., 2020). This parallel hints at the
exciting possibility that the underlying principles of syn-
aptic plasticity remain unchanged and form a foundation
formore versatile plasticity during adult life (Ganguly and
Poo, 2013; Lohmann and Kessels, 2014).

While synaptic clustering appears tobenear-ubiquitous
across brain areas and species (Adoff et al., 2021; Ashaber
et al., 2021; Frank et al., 2018; Fu et al., 2012; Gökçe et al.,
2016; Iacaruso et al., 2017; Ju et al., 2020; Kerlin et al., 2019;
Kim et al., 2021; Kleindienst et al., 2011; Lee et al., 2019;
McBride et al., 2008; Niculescu et al., 2018; Podgorski et al.,
2021; Scholl et al., 2017; Takahashi et al., 2012;Wilson et al.,
2016; Winnubst et al., 2015), there is striking variability in
the qualitative characteristics of clusters. The receptive
field of a synapse – the sensory feature encoded by the
synaptic input – can be used to describe the properties of
clusters. For example, synaptic clusters in the ferret or
macaque visual cortex tend to have receptive fields that
share a preference for moving gratings of the same orien-
tation (Scholl et al., 2017; Wilson et al., 2016). This shared
orientation preference is not present in the mouse visual
cortex, where instead, synapses with spatially overlapping
receptive fields tend to form a cluster (Iacaruso et al., 2017;
Jia et al., 2010) (Figure 2b). Computational modeling
demonstrates that the differences between the mouse,
ferret, and macaque visual cortex might result from two
simple factors: the anatomical size of the retina and the
anatomical size of the visual cortex (Kirchner and Gjorg-
jieva, 2021; Scholl et al., 2017).

Thus, central aspects of the local synaptic organization
can emerge without sensory stimulation, suggesting that
development might equip dendrites with fundamental
building blocks such as feature selectivity from which
other functional properties derive in adulthood. Compu-
tational modeling stands out as a handy tool for investi-
gating this hypothesis, as longitudinal experiments that
monitor synaptic organization and function across devel-
opment and into adulthood (Witvliet et al., 2021) are
currently technically infeasible.

Dendritic maps

Beyond the fine-scale organization over tens of microns,
there is also accumulating evidence for synaptic organization

on the level of entire dendritic branches (hundreds of
microns). Concretely, synapses do not only cluster locally
but also tend to organize along the entire dendritic tree,
according to their function (Bollmann and Engert, 2009;
El-Boustani et al., 2018; Iacaruso et al., 2017; Jia et al.,
2014; Kerlin et al., 2019; Podgorski et al., 2021; Wilson
et al., 2016). One striking example of this can be observed
in the Xenopus tadpole tectum (Bollmann and Engert,
2009) and in the mouse visual cortex (El-Boustani et al.,
2018; Iacaruso et al., 2017) where synapses are arranged
retinotopically, i.e., proximal (distal) synapses tend to
respond to stimulation of central (peripheral) locations in
visual space (Figure 2c). We note, however, that the
existing experimental data in the mouse and ferret visual
cortex do not provide information about the relationship
between synapse proximity and location on basal versus
apical dendrites. A similar synaptic organization can be
observed in the mouse barrel cortex, where proximal
(distal) synapses tend to respond (not respond) to stimu-
lation of the primary whisker of the corresponding barrel
(Jia et al., 2014; Schoonover et al., 2014), and in the hip-
pocampus, where individual branches respond to specific
locations in space (Rashid et al., 2020). We term this type
of global organization dendritic maps (Kirchner and
Gjorgjieva, 2021) to highlight the similarity with cortical
maps (White and Fitzpatrick, 2007). In the ferret visual
cortex, this retinotopic organization is markedly absent
(Scholl et al., 2017) (Figure 2c), and instead, synapses on
the same dendritic branch tend to share the same prefer-
ence for oriented gratings (Wilson et al., 2016).

While experimental evidence for dendritic maps
abounds, their possible function is mostly unclear. One
explanation for why different dendritic branches receive
different inputs is that this separation allows the soma to
weigh the inputs according to their reliability, enabling
Bayes-optimal integration (Jordan et al., 2021). Alterna-
tively, different dendritic branchesmight be gated on or off
in a context-dependent fashion (Yang et al., 2016), allow-
ing more powerful dendritic computations (Poirazi et al.,
2003) and modifying only a subset of synapses while
retaining the rest (Cichon and Gan, 2015; Sezener et al.,
2021; Yaeger et al., 2019). A third hypothesis is that the
feature selectivity of different synapsesmatches commonly
co-occurring features in complex sensory inputs, allowing
the neuron to perform more efficient feature detection
(Hiratani and Fukai, 2018; Iacaruso et al., 2017; Kirchner
and Gjorgjieva, 2021). Finally, the ability of dendrites to
segregate feed forward and feedback information into
different compartments (Larkum et al., 2009; Takahashi
et al., 2016) might provide a biological substrate for
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determining the contribution of individual inputs to the
outcome of a computation, known as the credit assignment
problem (Guerguiev et al., 2017; Richards and Lillicrap,
2019).

However, recent experiments have revealed that our
understanding of dendritic computations is still limited.
The somatic receptive field seems to be derived from only a
handful of powerful synaptic connections (Cossell et al.,
2015). Indeed, removing the entire basal or apical dendrites
in vivo does not affect the functional selectivity of the soma
(Park et al., 2019). Also, large dendritic events in vivo
overwhelmingly co-occur with somatic events in typical
recording setups (Beaulieu-Laroche et al., 2019; Francioni
et al., 2019; Kerlin et al., 2019) and only become substan-
tially decoupled when the animal is allowed tomove freely
(Voigts and Harnett, 2020). These observations indicate
that proper investigation of structured anddiverse synaptic
input across the entire dendritic tree might require a richer
set of stimuli (Laboy-Juárez et al., 2019) that engages the
full cognitive potential of the animal.

How might dendritic maps be established? In contrast
to synaptic clustering, there is only limited experimental
evidence of the presence of dendritic maps in early devel-
opment (Bollmann and Engert, 2009). Computational
modeling suggests that local, structural plasticity in
conjunction with an attenuating back-propagating action
potential is sufficient to produce species-specific dendritic
maps (Kirchner and Gjorgjieva, 2021). Alternatively,
(Hiratani and Fukai, 2018) propose that dendritic maps
might also arise during development froma combination of
plasticity that depends on the location of the synapse on
the dendritic tree (Froemke et al., 2005; Letzkus et al.,
2006; Weber et al., 2016) and structural synaptic rewiring
(Mel, 1992). Finally, recent experimental data demonstrate
that dendritic growth is affected by synaptic activity
(Podgorski et al., 2021), suggesting that changes to den-
dritic morphology might facilitate dendritic map forma-
tion. Since early development is characterized by the
establishment of dendritic morphology (Richards et al.,
2020) and by repeated and rapid synapse turnover (Holt-
maat and Svoboda, 2009; Maletic-Savatic et al., 1999), it
appears as a particularly opportune time for the formation
of dendritic maps.

In summary, there is accumulating evidence that den-
drites exhibit dendritic maps, i.e., topographically orga-
nized synaptic inputs across the entire dendritic tree. These
dendritic maps exhibit substantial qualitative variability
across areas and species. While their function is still
unclear, computational models generate several testable
predictions and provide hypotheses that can guide the
direction of future experimental research.

Organization of inhibitory
synapses

Most studies on synaptic organization focus on excitatory
synapses. This focus is traditionally attributable to the
relative abundance of glutamatergic synapses and the
better availability of markers for glutamatergic synapses
(Chen et al., 2012). Even though inhibitory synapses, which
represent 12% of all dendritic synapses (Iascone et al.,
2020), have been relatively neglected by comparison, they
play an essential role in neural information processing
(Boivin and Nedivi, 2018).

Local balance of excitatory and inhibitory
synapses

The balance of excitation and inhibition is a characteristic
feature of cortical dynamics (Okun and Lampl, 2008). Still,
it is an open question on just how detailed this balance is
(Hennequin et al., 2017): does the balance extend to the
dendritic tree, individual branches, or even local stretches
on the dendrite (Figure 3a)? These questions are the center
of new experimental studies on inhibitory synapse orga-
nization and dynamics.
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Figure 3: Function and origin of locally balanced excitation and
inhibition.
(a) Illustration of the balance of excitation and inhibition at different
spatial scales. Balance might exist cell-wide (excitation and inhibition
matched at the soma), on individual branches, or local stretches of the
dendrite (detailed balance, inset, top right). (b) Inhibitory synapses
(colored squares) might gate dendritic signals by selectively inhibiting
some branches but not others (Boivin and Nedivi, 2018). Yellow and
blue arrows indicate incoming signals from two different branches.
(c)Model of the emergence of excitatory and inhibitory balance over
development, based on experiments in the mouse retina (Bleckert
et al., 2013; Johnson et al., 2003; Soto et al., 2011). Inhibitory synapses
form first (left) and provide a scaffold around which excitatory synap-
ses organize (middle). Structural and functional plasticity rearranges
excitatory synapses to establish a detailed dendritic balance (right).
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On the local scale, inhibitory synapses exhibit a sub-
stantial amount of organization (Chen et al., 2012; Iascone
et al., 2020; Liu, 2004; Villa et al., 2016). In contrast to
excitatory synapses, which primarily reside on dendritic
spines, inhibitory synapses can be found both on spines
and the dendritic shaft (Iascone et al., 2020). The density of
inhibitory synapses closely tracks the density of excitatory
synapses (Iascone et al., 2020), and 25–30% of all inhibi-
tory synapses share a dendritic spine with an excitatory
synapse (Chen et al., 2012; Iascone et al., 2020), an
arrangement called dually innervated spines. Excitatory
synapses on dually innervated spines are extraordinarily
stable and experience almost no turnover (Villa et al.,
2016). By contrast, inhibitory synapses on dually inner-
vated spines experience increased remodeling, repeatedly
appearing and disappearing on the same spine (Villa et al.,
2016). Experimental stimulation of clustered excitatory
synapses triggers the de novo formation of inhibitory syn-
apses (Hu et al., 2019). Also, during normal visual experi-
ence, whenever excitatory synapses are stable, nearby
inhibitory synapses within 10 μm are also stable (Chen
et al., 2012). Finally, experiments in a hippocampal culture
provide evidence for a push–pull plasticity mechanism
that can carefully balance excitatory and inhibitory
strength (Liu, 2004). Thus, a detailed balance of excitation
and inhibition on local stretches of dendrites appears
entirely consistent with the experimental data.

Based on their location on specific parts of the dendritic
tree, inhibitory synapses can effectively shape dendritic
signal detection and integration by restricting both voltage
and calcium signaling of excitatory synapses (Boivin and
Nedivi, 2018; Higley, 2014; Liu, 2004) (Figure 3b). Compu-
tational modeling proposes several possible benefits of this
property of inhibitory synapses. Consistent with experi-
ments (Wang andMaffei, 2014), modulating local inhibition
can change the shape of the learning rule for excitatory
synapses (Agnes andVogels, 2021;Hiratani and Fukai, 2017;
Mikulasch et al., 2021). Based on the relative timing and
strengthof the inhibitory input, potentiationanddepression
of excitatory synapses canbe attenuated (Agnes andVogels,
2021) or even fully inverted (Hiratani and Fukai, 2017;
Mikulasch et al., 2021). This inhibitory control over excit-
atory plasticity might enable the recalibration of selectivity
of excitatory synapses in the visual cortex when input from
one eye is lost (Hiratani and Fukai, 2017). Alternatively,
local inhibition canhelp to avoid redundancies in theneural
code and lead to more efficient and diverse feature repre-
sentations (Mikulasch et al., 2021). Finally, gating excitatory
plasticity through local inhibition can allow for the rapid
reorganization of excitatory synapses during periods of

disinhibition, while keeping excitatory organization stable
(Agnes and Vogels, 2021; Sezener et al., 2021).

How a highly detailed balance of excitation and inhi-
bition emerges in the cortex is still an open question, but
studying the emergence of detailed balance in the mouse
retina (Bleckert et al., 2013; Jain et al., 2020; Johnson et al.,
2003; Soto et al., 2011) might provide important insights. In
the retina, inhibitory synapses form slightly before excit-
atory synapses (Johnson et al., 2003); the density of both
types of synapses increases gradually until eye opening
(Soto et al., 2011); and excitatory synapses are more likely
to form nearby inhibitory synapses (Bleckert et al., 2013).
These constraints postulate a model in which inhibitory
synapses form a stable backbone around which excitatory
synapses cluster (Kirchner and Gjorgjieva, 2021). Once the
density of excitatory and inhibitory synapses has stabi-
lized, a local plasticity rule can further rearrange synapses
and establish synaptic clusters to enable flexible compu-
tations and efficient learning (Agnes and Vogels, 2021;
Hiratani and Fukai, 2017; Kirchner and Gjorgjieva, 2021;
Mikulasch et al., 2021) (Figure 3c).

While less is known about the organization of inhibi-
tory synapses than of excitatory synapses, recent experi-
ments and modeling studies paint a picture in which both
types of synapses interact closely. Inhibitory synapses can
exercise tight control over excitatory activity andplasticity,
allowing for more flexible and diverse neural computa-
tions. During development, inhibitory synapses might
form a backbone that substantially constrains and guides
the emergence of excitatory synapse organization.

Discussion

The precise organization of synapses across the dendritic
tree makes us hopeful that the daunting amount of detail
present in biological dendrites as the branches that enable
neurons to connect and transmit information might even-
tually lead to the discovery of unifying principles. Synaptic
clustering, dendritic maps, and detailed excitatory–
inhibitory balance all share the hallmark features of or-
ganization of the cortex at large: nearby neurons tend to
share functional properties (Dombeck et al., 2009), neu-
rons across the cortical sheet arrange into cortical maps
(White and Fitzpatrick, 2007), and excitatory and inhibi-
tory activity at the level of the soma is balanced (Okun and
Lampl, 2008). We are excited to see if further parallels will
emerge as experimental methods become more powerful
(Podgorski et al., 2021).
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While we focused on the organization of synapses on
dendrites, conversely, dendrites’ shape is affected by the
availability of suitable synaptic partners (Niell et al.,
2004; Podgorski et al., 2021; Stuart et al., 2016). As a
consequence, a mature dendrite’s shape might not only
affect its possible inputs and thereby its computational
capacities but also be the result of activity-dependent
plasticity processes during early development. A time-
lapsed optical imaging of dendrite growth during spon-
taneous activity or in conjunction with sensory stimula-
tion (Podgorski et al., 2021) will be able to ascertain the
degree to which activity affects dendrite growth and vice
versa.

A wide range of further distinctions is possible beyond
the broad separation of synapses into excitatory and
inhibitory. Inhibitory interneurons fall into several genet-
ically characterized subtypes, which differ in their bio-
physical properties and subcellular specificity (Tremblay
et al., 2016). While fast-spiking, parvalbumin-positive
interneurons tend to form synapses onto the soma and the
proximal dendrite, other interneuron types prefer the distal
basal or the apical tuft. While research on circuit implica-
tions of interneuron diversity is well underway, functional
implications of different interneuron subtypes on different
parts of the dendrite are only just shifting into focus
(Vercruysse et al., 2021).
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3 Results

Adaptation of spontaneous activity in the developing
visual cortex

In Wosniack et al. (2021), we investigate how two distinct sources of spontaneous

activity combine in the developing visual cortex to enable the maturation of con-

nectivity between the eye and the cortex. We find that:

1. Introducing biologically-realistic spontaneous activity disrupts connectivity

in a classical model of receptive field maturation.

2. we can prevent Disruption of connectivity by dynamically adapting the

strength of cortically-generated activity to the strength of preceding activ-

ity.

3. Reanalyzing experimental data reveals hallmarks of adaptive spontaneous ac-

tivity.

4. Adaptive spontaneous activity can promote the sparsification of cortical activ-

ity throughout development.

The work was completed in collaboration with Dr. Marina Wosniack,

Prof. Dr. Julijana Gjorgjieva, Prof. Dr. Christian Lohmann, Dr. Nawal Zabouri,

and Dr. Ling-Ya Chao. I contributed to three figures (Fig. 1A-C, Fig. 5A-C, and

Figure 7C) and contributed to the first draft of the entire manuscript. I was also in-

volved throughout the research process by contributing mathematical derivations,

data analysis, discussions, and feedback. The full article was published on March

16th, 2021 in eLife and is reproduced on the following pages under the Creative

Commons Attribution 4.0 International License.
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Adaptation of spontaneous activity in the
developing visual cortex
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Christian Lohmann3,4, Julijana Gjorgjieva1,2*
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Abstract Spontaneous activity drives the establishment of appropriate connectivity in different
circuits during brain development. In the mouse primary visual cortex, two distinct patterns of
spontaneous activity occur before vision onset: local low-synchronicity events originating in the
retina and global high-synchronicity events originating in the cortex. We sought to determine the
contribution of these activity patterns to jointly organize network connectivity through different
activity-dependent plasticity rules. We postulated that local events shape cortical input selectivity
and topography, while global events homeostatically regulate connection strength. However, to
generate robust selectivity, we found that global events should adapt their amplitude to the history
of preceding cortical activation. We confirmed this prediction by analyzing in vivo spontaneous
cortical activity. The predicted adaptation leads to the sparsification of spontaneous activity on a
slower timescale during development, demonstrating the remarkable capacity of the developing
sensory cortex to acquire sensitivity to visual inputs after eye-opening.

Introduction
The impressive ability of the newborn brain to respond to its environment and generate coordinated
output without any prior experience suggests that brain networks undergo substantial organization,
tuning and coordination even as animals are still in the womb, driven by powerful developmental
mechanisms. These broadly belong to two categories: activity-independent mechanisms, involving
molecular guidance cues and chemoaffinity gradients which establish the initial coarse connectivity
patterns at early developmental stages (Feldheim and O’Leary, 2010; Goodhill, 2016), and activity-
dependent plasticity mechanisms which continue with refinement of this initially imprecise connectiv-
ity into functional circuits that can execute diverse behaviors in adulthood (Ackman and Crair, 2014;
Richter and Gjorgjieva, 2017; Thompson et al., 2017). Non-random patterns of spontaneous activ-
ity drive these refinements and act as training inputs to the immature circuits before the onset of
sensory experience. Many neural circuits in the developing brain generate spontaneous activity,
including the retina, hippocampus, cortex, and spinal cord (reviewed in Blankenship and Feller,
2010; Wang and Bergles, 2015). This activity regulates a plethora of developmental processes such
as neuronal migration, ion channel maturation, and the establishment of precise connectivity
(Huberman et al., 2008; Moody and Bosma, 2005; Kirkby et al., 2013; Godfrey and Swindale,
2014), and perturbing this activity impairs different aspects of functional organization and axonal
refinement (Cang et al., 2005a; Xu et al., 2011; Burbridge et al., 2014). These studies firmly dem-
onstrate that spontaneous activity is necessary and instructive for the emergence of specific and dis-
tinct patterns of neuronal connectivity in the developing nervous system.
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Recent in vivo recordings in the developing sensory cortex have found that the spatiotemporal
properties of spontaneous activity, including frequency, synchronicity, amplitude and spatial spread,
depend on the studied region and developmental age (Golshani et al., 2009; Rochefort et al.,
2009; Gribizis et al., 2019). These studies have shown that the generation and propagation of
spontaneous activity in the intact cortex depend on input from different brain areas. For instance,
activity from the sensory periphery substantially contributes to the observed activity patterns in the
developing cortex, but there are other independent sources of activity within the cortex itself
(Ackman et al., 2012; Siegel et al., 2012; Hanganu et al., 2006; Gribizis et al., 2019). Two-photon
imaging of spontaneous activity in the in vivo mouse primary visual cortex before eye-opening (post-
natal days, P8-10) has demonstrated that there are two independently occurring patterns of sponta-
neous activity with different sources and spatiotemporal characteristics. Peripheral events driven by
retinal waves (Feller et al., 1996; Blankenship and Feller, 2010) spread in the cortex as low-syn-
chronicity local events (L-events), engaging a relatively small number of the recorded neurons. In
contrast, events intrinsic to the cortex that are unaffected by manipulation of retinal waves spread as
highly synchronous global events (H-events), activating a large proportion of the recorded neurons
(Siegel et al., 2012).

We know relatively little about the information content of these local and global patterns of spon-
taneous cortical activity relevant for shaping local and brain-wide neural circuits. Specifically, it is
unknown whether spontaneous activity from different sources affects distinct aspects of circuit orga-
nization, each providing an independent instructive signal, or if L- and H-events cooperate to syner-
gistically guide circuit organization. Therefore, using experimentally characterized properties of
spontaneous activity in the visual cortex in vivo at P8-10, we developed a biologically plausible, yet
analytically tractable, theoretical framework to determine the implications of this activity on normal
circuit development with a focus on the topographic refinement of connectivity and the emergence
of stable receptive fields.

We postulated that peripheral L-events play a key role in topographically organizing receptive
fields in the cortex, while H-events regulate connection strength homeostatically, operating in paral-
lel to network refinements by L-events. We considered that H-events are ideally suited for this pur-
pose because they maximally activate many neurons simultaneously, and hence lack topographic
information that can be used for synaptic refinement. We studied two prominent activity-dependent
plasticity rules to investigate the postulated homeostatic function of H-events, the Hebbian covari-
ance rule (Miller et al., 1989; Miller, 1994; Lee et al., 2002; Sejnowski, 1977) and the Bienen-
stock-Cooper-Munro (BCM) rule (Bienenstock et al., 1982). In the Hebbian covariance rule,
simultaneous pre- and postsynaptic activation (e.g. during L-events) triggers the selective potentia-
tion of synaptic connections, while postsynaptic activation without presynaptic input (e.g. during
H-events) leads to the unselective depression of all connections. In the BCM rule, H-events dynami-
cally regulate potentiation and depression. However, both rules generate receptive fields that have
either refinement or topography defects. Therefore, we proposed that H-events might be self-regu-
lating, with amplitudes that adapt to the levels of recent cortical activity. Indeed, we found evidence
of this adaptation in spontaneous activity recorded in the developing visual cortex (Siegel et al.,
2012). Besides generating topographically refined receptive fields, this adaptation leads to the spar-
sification of cortical spontaneous activity over a prolonged timescale of development as in the visual
and somatosensory cortex (Rochefort et al., 2009; Golshani et al., 2009). Therefore, our work pro-
poses that global, cortically generated activity in the form of H-events rapidly adapts to ongoing
network activity, supporting topographic organization of connectivity and maintaining synaptic
strengths in an operating regime.

Results

A network model for connectivity refinements driven by spontaneous
activity
How spontaneous activity instructs network refinements between the sensory periphery and the
visual cortex depends on two aspects: the properties of spontaneous activity and the activity-depen-
dent learning rules that translate these properties into specific changes in connectivity. We first char-
acterized spontaneous activity in the mouse primary visual cortex before eye-opening, and

Wosniack et al. eLife 2021;10:e61619. DOI: https://doi.org/10.7554/eLife.61619 2 of 35

Research article Neuroscience



investigated two prominent learning rules to organize connectivity in a network model of the thala-
mus and visual cortex.

Spontaneous activity recorded in vivo using two-photon Ca2+ imaging exhibits two independently
occurring patterns: network events originating in the retina and propagating through the thalamus,
and network events generated in the cortex (Siegel et al., 2012; Figure 1A). These two types of
events were first identified by a cluster analysis based on event amplitude and jitter (a measure of
synchrony; Siegel et al., 2012). The analysis identified a participation rate criterion to separate net-
work events into local low-synchronicity (L-) events generated in the retina, where 20–80% of the
neurons in the field of view are simultaneously active, and global high-synchronicity (H-) events intrin-
sic to the cortex, where nearly all (80–100%) cortical neurons are simultaneously active. This same
80% participation rate criterion was recently validated both at the single-cell and population levels
(Leighton et al., 2020). We first confirmed differences in specific features of the recorded spontane-
ous events (Siegel et al., 2012), and also characterized novel aspects (Figure 1B). In particular,
L-events have a narrow distribution of amplitudes and inter-event intervals (IEI, the inverse of firing
frequency) that follow an exponential-like distribution. H-events have a broader distribution of ampli-
tudes with higher values and IEIs that follow a long-tailed distribution with higher values relative to
L-events. We found that L- and H-events have similar durations.

Next, we built a model that incorporates these two different patterns of spontaneous activity to
investigate the potentially different roles that L- and H-events might play in driving connectivity
refinements between the thalamus and the visual cortex (Figure 1C). We used a one-dimensional
feedforward network model – a microcircuit motivated by the small region of cortex imaged experi-
mentally – composed of two layers, an input (presynaptic) layer corresponding to the sensory periph-
ery (the thalamus) and a target (postsynaptic) layer corresponding to the primary visual cortex
(Figure 2A). Cortical activity v in the model is generated by two sources (Figure 2B; Table 1). First,
L-events, u, activate a fraction between 20% and 80% of neighboring thalamic cells (also referred to
as the L-event size) and drive the cortex through the weight matrix, W. Second, H-events, vspon, acti-
vate the majority of the cortical cells (a fraction between 80% and 100%, also referred to as the
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Figure 1. Spontaneous activity patterns in early postnatal development. (A) Two distinct patterns of spontaneous activity recorded in vivo in the visual

cortex of young mice before eye-opening (P8-10). Blue shading denotes local low-synchronicity (L-) events generated by the retina; orange shading

denotes global high-synchronicity (H-) events generated by the cortex. Activated neurons during each event are shown in red. (B) Distributions of
different event properties (amplitude, inter-event interval, and event duration). Amplitude was measured as changes in fluorescence, relative to

baseline, F/F0. (C) Network schematic: thalamocortical connections are refined by spontaneous activity. The initially broad receptive fields with weak

synapses evolve into a stable configuration with strong synapses organized topographically.
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H-event size). We used a rate-based unit with a membrane time constant t m and linear activation
function consistent with the coarse temporal structure of spontaneous activity during development,
carrying information on the order of hundreds of milliseconds (Gjorgjieva et al., 2009; Butts and
Kanold, 2010; Richter and Gjorgjieva, 2017):

t m
dvðtÞ

dt
¼$vðtÞþWðtÞuðtÞþ vsponðtÞ: (1)

To investigate the refinement of network connectivity during development, we studied the evolu-
tion of synaptic weights using plasticity rules operating over long timescales identified experimen-
tally (Butts et al., 2007; Winnubst et al., 2015). First, we examined a classical Hebbian plasticity
rule where coincident presynaptic thalamic activity and postsynaptic cortical activity in the form of
L-events leads to synaptic potentiation. We postulated that H-events act homeostatically and main-
tain synaptic weights in an operating regime by depressing the majority of synaptic weights in the
absence of peripheral drive. Because they activate most cortical neurons simultaneously, H-events
lack the potential to drive topographical refinements. Their postulated homeostatic action resembles
synaptic depression through downscaling, as observed in response to highly correlated network
activity, for instance, upon blocking inhibition (Turrigiano and Nelson, 2004), or during slow-wave
sleep (Tononi and Cirelli, 2006). Therefore, to the Hebbian rule we added a non-Hebbian term that
depends only on the postsynaptic activity, with a proportionality constant that controls the relative
amount of synaptic depression. This differs from other Hebbian covariance plasticity rules for the
generation of weight selectivity, which include non-Hebbian terms that depend on both pre- and
postsynaptic activity (Lee et al., 2002; Mackay and Miller, 1990) and is mathematically related to
models of heterosynaptic plasticity (Chistiakova et al., 2014; Lynch et al., 1977; Zenke et al.,
2015). Hence, the change in synaptic weight between cortical neuron j and thalamic neuron i is given
by:
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Figure 2. A network model of thalamocortical connectivity refinements. (A) A feedforward network with an input layer of thalamic neurons uðtÞ

connected to an output layer of cortical neurons vðtÞ by synaptic weights WðtÞ. (B) Properties of L- and H-events in the model (amplitude Lamp;Hamp,

inter-event interval Lint;Hint and duration Ldur;Hdur) follow probability distributions extracted from data (Siegel et al., 2012) (see Table 1). (C) Initially
weak all-to-all connectivity with a small topographic bias along the diagonal (left) gets refined by the spontaneous activity events (right). (D) Evaluating
network refinement through receptive field statistics (see Materials and methods). We quantify two properties: (1) the receptive field size and (2) the

topography, which quantifies on average how far away the receptive field center of each cortical cell (red dot) is from the diagonal (dashed gray line).
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t w
dwjiðtÞ

dt
¼ vjðtÞðuiðtÞ$ !uÞ; (2)

where t w is the learning time constant and !u the proportionality constant in the non-Hebbian term,
which we refer to as the ‘input threshold’. The activity time constant t m is much faster than the learn-
ing time constant, t m & t w, which allows us to separate timescales and to study how network activity
on average affects learning (see Appendix). Interestingly, in this Hebbian covariance rule, the input
threshold together with H-events effectively implement a subtractive constraint (see Appendix: ‘Nor-
malization constraints’). Subtractive normalization preserves the sum of all weights by subtracting
from each weight a constant amount independent of each weight strength and is known to generate
selectivity and refined receptive fields (Miller and MacKay, 1994). This is in contrast to the alterna-
tive multiplicative normalization, which generates graded and unrefined receptive fields where most
correlated inputs are represented (Miller and MacKay, 1994) and hence was not considered here.

Additionally, we investigated the BCM learning rule, which can induce weight stability and com-
petition without imposing constraints in the weights, and hence generate selectivity in postsynaptic
neurons which experience patterned inputs (Bienenstock et al., 1982). For instance, the BCM frame-
work can explain the emergence of ocular dominance (neurons in primary visual cortex being selec-
tive for input from one of the two eyes) and orientation selectivity in the visual system
(Cooper et al., 2004). An important property of the BCM rule is its ability to homeostatically regu-
late the balance between potentiation and depression of all incoming inputs into a given neuron

Table 1. List of parameters used in the model unless stated otherwise.
Name Value/Distribution Description

Network

Nu 50 Number of thalamic neurons

Nv 50 Number of cortical neurons

T 50,000 Simulation length [s]

Weights

wini U(0.15,0.25) Range of initial weights (U: uniform dist.)

s 0.05 Amplitude of Gaussian bias

ss 4 Spread of Gaussian bias

wmax 0.5 Weight saturation limit

L-events

Lamp 1.0 Amplitude (equivalently, binary neuron)

Lpct U(20%,80%) Percentage of thalamic cells activated

Ldur N ð0:15; 0:015Þ Mean duration [s] (N : Gaussian dist.)

Lint Exp(1.5) Mean inter-event interval [s] (Exp: exponential dist.)

H-events

Hamp N ð6; 2Þ Amplitude

Hpct U(80%,100%) Percentage of cortical cells activated

Hdur N ð0:15; 0:015Þ Mean duration [s]

Hint Gamma(3.5, 1.0) Mean inter-event interval [s] (Gamma: Gamma dist.)

Time constants

t m 0.01 Membrane time constant [s]

t w 500 Weight-change time constant for Hebbian covariance rule [s]

t w 1000 Weight-change time constant for BCM rule [s]

t ! 20 Output threshold time constant for BCM rule [s]

t h 1 Adaptation time constant [s]
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depending on how far away the activity of that neuron is from some target level. The change in syn-
aptic weight between cortical neuron j and thalamic neuron i is given by:

t w
dwjiðtÞ

dt
¼ vjðtÞuiðtÞðvjðtÞ$ !jvðtÞÞ; (3)

where

t !
d!jvðtÞ

dt
¼$!jvðtÞþ

v2j ðtÞ

v0
(4)

describes the threshold !jvðtÞ between depression and potentiation which slides as a function of post-

synaptic activity, v0 is the target rate of the cortical neurons and t ! the sliding threshold time con-
stant. According to this rule, synaptic weight change is Hebbian in that it requires coincident pre-
and postsynaptic activity, as is only the case during L-events. H-events induce no direct plasticity in
the network because of the absence of presynaptic activation, but they still trigger synaptic depres-
sion indirectly by increasing the threshold between potentiation and depression.

Based on experimental measurements of the extent of thalamocortical connectivity at different
developmental ages (López-Bendito, 2018), we assumed that initial network connectivity was weak
and all-to-all, such that each cortical neuron was innervated by all thalamic neurons. To account for
the activity-independent stage of development guided by molecular guidance cues and chemoaffin-
ity gradients, a small bias was introduced to the initial weight matrix to generate a coarse topogra-
phy in the network, where neighboring neurons in the thalamus project to neighboring neurons in
the cortex and preserve spatial relationships (Figure 2C, left). Following connectivity refinements
through spontaneous activity and plasticity, a desired outcome is that the network achieves a stable
topographic configuration (Figure 2C, right) where each cortical neuron receives input only from a
neighborhood of thalamic neurons.

To evaluate the success of this process, we quantified two properties. First, the receptive field
size defined as the average number of thalamic neurons that strongly innervate a cortical cell
(Figure 2D). We normalized the receptive field size to the total number of thalamic cells, so that it
ranges from 0 (no receptive field, all cortical cells decouple from the thalamus) to 1 (each cortical
cell receives input from all the thalamic cells, all weights potentiate leading to no selectivity). We
also quantified the topography of the final receptive field (Figure 2D and Materials and methods),
which evaluates how well the initial bias is preserved in the final network connectivity. The topogra-
phy ranges from 0 (all cortical neurons connect to the same set of thalamic inputs) to 1 (perfect
topography relative to the initial bias). We note that the lack of initial connectivity bias did not dis-
rupt connectivity refinements and receptive field formation but could not on its own establish topog-
raphy (Figure 3—figure supplement 1A).

Spontaneous cortical H-events disrupt topographic connectivity
refinement in the Hebbian covariance and BCM plasticity rules
Both the Hebbian and the BCM learning rules are known to generate selectivity with patterned input
stimuli (Mackay and Miller, 1990; Bienenstock et al., 1982), and we confirmed that L-events on
their own can refine receptive fields in both scenarios (Figure 3—figure supplement 2). We found
that including H-events in the Hebbian covariance rule requires that the parameters of the learning
rule and the properties of H-events (the input threshold !u and the inter-event interval Hint) follow a
tight relationship to generate selective and refined receptive fields (Figure 3A,C, left). For a narrow
range of Hint, weight selectivity emerges, but with some degree of decoupling between pre- and
postsynaptic neurons (Figure 3A, middle). Outside of this narrow functional range, individual cortical
neurons are either non-selective (Figure 3A, left) or decoupled from the thalamus (Figure 3A, right).
These results are robust to changes in the participation rates of L- and H-events. For instance, when
H-events involve 70–100% of cortical neurons, the percent of outcomes with selective receptive
fields increases slightly to 19.8% (compared to 14.0% when H-events involve 80–100% of cortical
neurons), while the percent of outcomes with decoupled cortical neurons increases to 60.4% (com-
pared to 43.6% when H-events involve 80–100% of cortical neurons), reinforcing the idea that
H-events are detrimental to receptive field refinements. In comparison, including H-events in the
BCM learning rule does not decouple pre- and postsynaptic neurons (Figure 3B) and selectivity can
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be generated over a wider range of H-inter-event-intervals Hint and target rates v0 for the BCM rule
(Figure 3C, right).

Despite this apparent advantage of the BCM rule, it generates receptive fields with much worse
topography than the Hebbian covariance rule (Figure 3D). The underlying reason for this worse
topography of the BCM rule is the sign of synaptic change evoked by L-events of different sizes cor-
responding to different participation rates. In particular, small L-events with low participation rates
generate postsynaptic cortical activity smaller than the sliding threshold and promote long-term syn-
aptic depression (LTD), while large L-events with high participation rates generate cortical activity
larger than the sliding threshold and promote long-term synaptic potentiation (LTP) (Figure 3E,F).
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Figure 3. Spontaneous cortical events disrupt receptive field refinement. (A) Receptive fields generated by the Hebbian covariance rule with input

threshold !u ¼ 0:4 and decreasing Hint. (B) Receptive fields generated by the BCM rule with target rate v0 ¼ 0:7 and decreasing Hint. (C) Top: Receptive
field sizes obtained from 500 Monte Carlo simulations for combinations of Hint and !u for the Hebbian covariance rule (left) and Hint and v0 for the BCM

rule (right). Bottom: Percentage of simulation outcomes classified as ‘selective’ when the average receptive field size is smaller than one and larger than

0, ‘non-selective’ when the average receptive field size is equal to 1, and ‘decoupled’ when the average receptive field size is 0 for the two rules. (D)
Topography of receptive fields classified as selective in C. Horizontal line indicates median, the box is drawn between the 25th and 75th percentile,

whiskers extend above and below the box to the most extreme data points that are within a distance to the box equal to 1.5 times the interquartile

range and points indicate all data points. Distributions are significantly different (***) as measured by a two-sample Kolmogorov-Smirnov test

(n ¼ 70; 302 selective outcomes for each rule out of 500; p<10$10; D = 0.45). (E) The response of a single cortical cell to L-events of different sizes (color)

as a function of the sliding threshold for the BCM rule with Hint ¼ 3:5 and v0 ¼ 0:7. The cell’s incoming synaptic weights from presynaptic thalamic

neurons undergo LTP or LTD depending on L-event size. (F) Probability of L-event size contributing to LTD (left) and LTP (right) for the BCM rule with

the same parameters as in E.

The online version of this article includes the following figure supplement(s) for figure 3:

Figure supplement 1. Effect of initial bias on receptive field refinements and topography.

Figure supplement 2. Peripheral L-events generate robust receptive field refinement in the absence of H-events.
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Therefore, the amount of information for connectivity refinements present in the small L-events is
limited in the BCM learning rule resulting in poor topographic organization of receptive fields.

Taken together, our results confirm that H-events can operate in parallel to network refinements
by L-events and homeostatically regulate connection strength as postulated. However, the formation
of receptive fields by the Hebbian covariance rule is very sensitive to small changes in event proper-
ties (e.g. inter-event intervals), which are common throughout development (Rochefort et al.,
2009). In this case, H-events are disruptive and lead to the elimination of all thalamocortical synap-
ses, effectively decoupling the cortex from the sensory periphery. In the BCM rule, including
H-events prevents the decoupling of cortical cells from the periphery because the amount of LTD is
dynamically regulated by the sliding threshold on cortical activity. However, L-events lose the ability
to instruct topography because they generate LTP primarily when they are large. Therefore, neither
learning rule seems suitable to organize network connectivity between the thalamus and cortex dur-
ing development.

Adaptive H-events achieve robust selectivity
After comparing the distinct outcomes of the Hebbian and BCM learning rules in the presence of L-
and H-events, we proposed that a mechanism that regulates the amount of LTD during H-events
based on cortical activity, similar to the sliding threshold of the BCM rule, could be a biologically
plausible solution to mitigate the decoupling of cortical cells in the Hebbian covariance rule. This
mechanism combined with the Hebbian learning rule could lead to refined receptive fields that also
have good topographic organization. Hence, we postulated that H-events adapt by assuming that
during H-events cortical cells scale their amplitude to the average amplitude of the preceding recent
events. In particular, for each cortical cell j an activity trace hj integrates the cell’s firing rate vj over a

timescale t h slower than the membrane time constant:

t h

dhjðtÞ

dt
¼$hjðtÞþ vjðtÞ: (5)

This activity trace hj then scales the intrinsic firing rate of the cortical cells during an H-event,

Hamp ! hjHamp, making it dependent on its recent activity. The activity trace hj might biophysically

be implemented through a calcium-dependent signaling pathway that is activated upon sufficient
burst depolarization and that is able to modulate a cell’s excitability in the form of plasticity of intrin-
sic excitability (Desai et al., 1999; Daoudal and Debanne, 2003; Tien and Kerschensteiner, 2018).
A fast, activity-dependent mechanism that decreases single-neuron excitability following a pro-
longed period of high network activity has been identified in spinal motor neurons of neonatal mice
(Lombardo et al., 2018). However, there might be other ways to implement this adaptation (see
Discussion).

Using adaptive H-events, we investigated the refinement of receptive fields in the network with
the same Hebbian covariance rule (Figure 4A). In sharp contrast to the Hebbian covariance rule with
non-adaptive H-events (Figure 3A), we observed that changing the average inter-event interval of
H-events in a wider and more biologically realistic range (from the data, Hint ~ 3Lint) yields selectivity
and appropriately refined receptive fields (Figure 4A). Increasing !u or decreasing Hint yields pro-
gressively smaller receptive fields while mitigating cortical decoupling (Figure 4B). The refined
receptive fields also have a very good topography because L-events in the Hebbian learning rule
carry nearest-neighbor information for the topographic refinements (Figure 4C). The proportion of
selective receptive fields for adaptive H-events, however, is much higher than for their non-adaptive
counterparts (390 vs. 70 out of 500 simulations). These results persist when the participation rates of
L- and H-events change. For instance, when H-events involve 70–100% of cortical neurons, the per-
cent of outcomes with selective receptive fields (75.0%) and the percent of outcomes with
decoupled cortical neurons (0%) remain similar.

Next, we investigated how the proposed adaptive mechanism scales H-event amplitude by mod-
ulating the relative strength of H-events. For the Hebbian covariance rule, we calculated the analyti-
cal solution for weight development with L- and H-events by reducing the dimension of the system
to two: one being the average of the weights that potentiate and form the receptive field, wRF, and
the other being the average of the remaining weights, which we called ‘complementary’ to the
receptive field, wC (Figure 4D; see Appendix, Materials and methods). We calculated the phase
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Figure 4. Adaptive cortical events refine thalamocortical connectivity. (A) Receptive field refinement with adaptive H-events and different H-inter-event-

intervals, Hint. Top: !u ¼ 0:5; bottom: !u ¼ 0:6. (B) Receptive field sizes from 500 Monte Carlo simulations for combinations of Hint and !u. Bottom:

Percentage of simulation outcomes classified as ‘selective’ when the average receptive field size is smaller than one and larger than 0, ‘non-selective’

when the average receptive field size is equal to 1, and ‘decoupled’ when the average receptive field size is 0 for the two rules. (C) Topography of
receptive fields classified as selective in B. Horizontal line indicates median, the box is drawn between the 25th and 75th percentile, whiskers extend

above and below the box to the most extreme data points that are within a distance to the box equal to 1.5 times the interquartile range and points

indicate all data points. Distributions are not significantly different (ns) as measured by a two-sample Kolmogorov-Smirnov test (n ¼ 70; 390 selective

outcomes for each rule out of 500; p ¼ 0:41; D = 0.45). (D) Top: Reduction of the full weight dynamics into two dimensions. Two sets of weights were

averaged: those which potentiate and form the receptive field, wRF, and the complementary set of weights that depress, wC. Bottom: Initial conditions

in the reduced two-dimensional phase plane were classified into three outcomes: ‘selective’, ‘non-selective’, and ‘decoupled’. We sampled 2500 initial

conditions which evolved according to Equation 16 until the trajectories reached one of the selective fixed points, ðwmax; 0Þ and ð0;wmaxÞ, or resulted in

no selectivity either because both weights depressed to ð0; 0Þ or potentiated to ðwmax;wmaxÞ. The normalized number of initial coordinates generating

each region can be interpreted as the area of the phase plane that results in each outcome. (E) Top: Normalized area of the phase plane of the

reduced two-dimensional system that resulted in ‘selective’, ‘non-selective’, and ‘decoupled’ outcomes for !u ¼ 0:53 as a function of H-event strength.

The darker shading indicates ranges of non-adapted H-event strength where the selectivity area is maximized. Bottom: The corresponding adapted

strength of H-events was calculated in simulations with adaptive H-events and plotted as a function of the nominal, non-adapted strength of H-events.

Figure 4 continued on next page
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plane area of the reduced two-dimensional system with non-adaptive H-events (calculated as the
proportion of initial conditions) that results in selectivity, potentiation or depression (Figure 4D, bot-
tom). We found that adaptively modulating the strength of H-events maximizes the area of the
phase plane that results in selectivity (Figure 4E, shaded region). The range of H-event strengths
that maximizes the selective area for each input threshold in the reduced two-dimensional system
can be related to the scaling of H-event amplitude in the simulations (Methods). In particular, the
adaptation reliably shifts the H-event amplitude that would have occurred without adaptation, which
we call ‘non-adapted strength of H-events’, into the regime of amplitudes that maximizes selectivity,
which we call ‘adapted strength of H-events’ (Figure 4E). Therefore, the adaptation of H-event
amplitudes controls the selective refinement by peripheral L-events by modulating the cortical
depression by adapted H-events.

In vivo spontaneous cortical activity shows a signature of adaptation
To determine whether spontaneous cortical activity contains a signature of our postulated adapta-
tion mechanism of H-event amplitudes, we reanalyzed published in vivo two-photon Ca2+ imaging
data recorded in the visual cortex of young mice (P8-10) (Siegel et al., 2012). We combined multiple
consecutive ~ 300 s long recordings for up to 40 mins of data from a given animal. First, we tested
for long-term fluctuations in cortical excitability in the concatenated recordings of the same animal.
We identified L- and H-events based on previously established criteria (Siegel et al., 2012). We
found that the average amplitude of all (L and H) events is not significantly different across consecu-
tive recordings of the same animal (Figure 5—figure supplement 1A). Additionally, across different
animals and ages, individual event amplitudes remain uncorrelated between successive recordings
at this timescale (Figure 5—figure supplement 1B). This suggests that there are no prominent long-
term amplitude fluctuations, and therefore, the correlations cannot be explained by such fluctua-
tions. Even so, slow amplitude fluctuations would not be able to generate refined receptive fields in
the model (Figure 5—figure supplement 2).

Next, we investigated the relationship between the amplitude of a given H-event and the average
activity preceding it. For each detected H-event, we extracted all spontaneous (L- or H-) events that
preceded this H-event up to Tmax ¼ 300 s before it. We then scaled the amplitude of each previous
event multiplying it by an exponential kernel with a decay time constant of t decay ¼ 1000 s, which is

sufficiently long to integrate many preceding spontaneous events (compared with the inter-event
intervals in Figure 1B), and averaged these scaled amplitudes to get an aggregate quantity over
amplitude and frequency (see Materials and methods).

We found that this aggregate amplitude of L- and H-events preceding a given H-event is signifi-

cantly correlated (r ¼ 0:44, p<10$10) to the amplitude of the selected H-event (Figure 5B). Conse-
quently, a strong (weak) H-event follows strong (weak) average preceding network activity
(Figure 5C), suggesting that cortical cells adapt their spontaneous firing rates as a function of their
previous activity levels. The correlations are robust to variations in the inclusion criteria, maximum
time Tmax to integrate activity and the exponential decay time constant t decay (Figure 5—figure sup-

plement 3).

Modulating spontaneous activity properties affects receptive field
refinements
Our results make relevant predictions for the refinement of receptive fields upon manipulating spon-
taneous activity. For example, H-event frequency can be experimentally reduced by a gap junction
blocker (carbenoxolone) (Siegel et al., 2012). Our work demonstrates a trade-off between H-event
frequency and the learning rule’s threshold between potentiation and depression on receptive field
size; hence, less frequent H-events will need a somewhat higher threshold to achieve the same
receptive field size (Figure 4).

Figure 4 continued

The range of adapted H-event strengths (bottom) corresponds to the range of non-adaptive values that maximize the selectivity area (top). Each point

shows the average over 10 runs and the bars the standard deviation (which are very small).
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Similarly, L-events can also be experimentally manipulated, for instance, by altering inhibitory sig-
naling (Leighton et al., 2020), or the properties of retinal waves which propagate as L-events into
the cortex. We performed Monte Carlo simulations with a range of input thresholds !u and variable
participation rates of thalamic neurons in L-events, using the Hebbian covariance rule with adaptive
H-events (Figure 6A). Larger L-events in our model produce less refined, that is, larger receptive
fields in the cortical network (Figure 6B,C, left). This result is not surprising given the proposed role
of L-events in guiding receptive field refinements, and is consistent with the imprecise and unrefined
receptive fields observed in the visual cortex of animals where retinal wave properties have been
modified. For instance, a prominent example of retinal wave manipulations are b2 knockout mice,
which lack expression of the b2 subunit of the nicotinic acetylcholine receptor (b2-nAChR) that medi-
ates spontaneous retinal waves in the first postnatal week. In these animals, retinal waves are consis-
tently larger as characterized by the increased correlation with distance (Sun et al., 2008;
Stafford et al., 2009; Cutts and Eglen, 2014), in addition to other features. As a result, there are
measurable defects in the retinotopic map refinement of downstream targets (Grubb et al., 2003;
Cang et al., 2005b; Burbridge et al., 2014). Smaller L-events also refine receptive fields with better
topographic organization (Figure 6C, right) and do not impair connectivity refinements. This result
could be linked to experiments where the expression of b2-nAChR is limited to the ganglion cell
layer of the retina, resulting in smaller retinal waves than those in wild-type and undisturbed retino-
topy in the superior colliculus (Xu et al., 2011), although the effects in the cortex are unknown.

Therefore, we suggest that certain manipulations that modulate the size of sensory activity from
the periphery have a profound impact on the precision of receptive field refinement in downstream
targets, making predictions to be tested experimentally. In contrast to retinal wave manipulations,
the effect of altered inhibitory signaling on receptive field refinements is still unknown. It is likely
that such manipulations will also affect H-events (Leighton et al., 2020), as well as shape ongoing
plasticity in the network (Wu et al., 2020), and hence have less predictable effects on receptive field
size and topography.

Adaptive H-events promote the developmental event sparsification of
cortical activity
Thus far, we focused on the development of the network connectivity in our model driven by sponta-
neous activity based on properties measured during a few postnatal days (P8-10, Figure 4A).
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Figure 5. Spontaneous events in developing cortex adapt to recent activity. (A) Calcium trace of a representative recording with L- (blue) and H-events

(orange) (Siegel et al., 2012). (B) The amplitude of an H-event shown as a function of the aggregate amplitude of preceding L- and H-events up to

Tmax ¼ 300 s before it, scaled by an exponential kernel with a decay time constant of 1000 s (N ¼ 195 events from nine animals). Animals with fewer than

12 H-events preceded by activity within Tmax were excluded from this analysis (see Materials and methods). The Pearson correlation coefficient is

r ¼ 0:44; p<10$10, CI ¼ ð0:32; 0:54Þ. Red line indicates regression line with 95% confidence bounds as dashed lines. (C) Schematic of the postulated

adaptation: A weak (strong) H-event is more likely to be preceded by weak (strong) spontaneous events.

The online version of this article includes the following figure supplement(s) for figure 5:

Figure supplement 1. Fluctuations in cortical activity cannot generate correlations between event amplitude and average preceding activity.

Figure supplement 2. Long-term fluctuations in the amplitudes of L- and H-events cannot guide proper network refinement.

Figure supplement 3. Robustness of correlation under variations in the inclusion criteria, Tmax and t decay.
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However, in vivo spontaneous activity patterns are not static, but dynamically regulated during
development by ongoing activity-dependent plasticity which continuously reshapes network connec-
tivity that lasts several days (Rochefort et al., 2009; Golshani et al., 2009; Frye and MacLean,
2016). Moreover, it is unclear if the same criteria based on event participation rates and amplitude
can be used to separate the spontaneous events into L and H at later developmental ages. Hence,
we next asked how our observed modifications in network connectivity that are the result of recep-
tive field refinement further modify spontaneous activity patterns on a much longer developmental
timescale of several days in our model. Therefore, we analyzed all spontaneous events of simulated
cortical neurons during the process of receptive field refinement in the presence of adaptive
H-events (Figure 4B). Since the input threshold !u of the Hebbian learning rule is related to receptive
field size (Figure 4B), we used !u as a proxy for time of development in the model: low !u corre-
sponds to earlier developmental stages when receptive fields are large, while high !u corresponds to
late developmental stages when receptive fields are refined. This assumption is also in line with the
fact that the input resistance of neurons in V1 and S1 decreases during development
(Etherington and Williams, 2011; Golshani et al., 2009), so that the depolarizing current necessary
to trigger an action potential increases with age.

At an early developmental stage in the model (!u ¼ 0:45), the unrefined receptive fields of cortical
neurons in our network model propagate thalamic activity into the cortex as very broad spontaneous
events, while adaptive H-events remain intrinsic to the cortical layer. As in the data (Figure 7A,C;
Siegel et al., 2012), the amplitude of events with 20–80% participation rate is approximately half
the amplitude of events with greater than 80% participation rate (Figure 7B,D, left). Moreover, we
also observed a high proportion of large events with greater than 80% participation rate (Figure 7—
figure supplement 1A), suggesting that in the network model large spontaneous events are very
frequent. At an intermediate developmental stage in the model (!u ¼ 0:50), as receptive fields refine
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The online version of this article includes the following figure supplement(s) for figure 7:

Figure supplement 1. Developmental event sparsification in the model.
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and peripheral events activate fewer cortical neurons, our proposed adaptation of H-event ampli-
tudes decreases the overall level of intrinsic activity in the cortical layer. This changes the relationship
between effective amplitude and participation rate (Figure 7D, middle), with large events decreas-
ing their amplitudes and density (Figure 7—figure supplement 1A). Finally, at late developmental
stages in the model (!u ¼ 0:60), the relationship between effective amplitude and participation rate
is almost absent (Figure 7D, right). Overall event amplitude is much lower resulting in far fewer large
events with greater than 80% participation rate (Figure 7—figure supplement 1B). Therefore, due
to the progressive receptive field refinements and the continued H-event adaptation in response to
resulting activity changes, spontaneous events in our model progressively sparsify during ongoing
development, whereby spontaneous events become smaller in size with fewer participating cells.
This finding suggests that spontaneous events in the cortex at later developmental ages can no lon-
ger be separated into L and H using the same criteria of participation rate and amplitude as during
early development. We also found that the mean pairwise correlation of all cortical neurons in the
model decreases as a function of developmental age (!u; Figure 7E,F), which further supports the
trend of progressive sparsification already observed in the event sizes.

Interestingly, such event sparsification of spontaneous activity has been observed experimentally
in the mouse barrel cortex during postnatal development from P4 to P26 (Golshani et al., 2009)
and in the visual cortex from P8 to P79 (Rochefort et al., 2009). During this period, in the visual cor-
tex, the size of spontaneous events decreases (Figure 7G), the amplitude of the participating cells
also decreases, while event frequency increases (Figure 7H; Rochefort et al., 2009). This progres-
sive event sparsification of cortical activity is generated by mechanisms intrinsic to the cortex, and
does not seem to be sensory-driven (Rochefort et al., 2009; Golshani et al., 2009). We found the
same relationships in our model using !u as a proxy for developmental time (Figure 7I,J).

In summary, our framework for activity-dependent plasticity and receptive field refinement
between thalamus and cortex with adaptive H-events can tune the properties of cortical spontane-
ous activity and provide a substrate for the event sparsification of cortical activity during develop-
ment on a much longer timescale than receptive field refinement. This sparsification has been found
in different sensory cortices, including visual (Rochefort et al., 2009), somatosensory
(Golshani et al., 2009), and auditory (Frye and MacLean, 2016), suggesting a general principle that
underlies network refinement. However, the event sparsification we observe is different from sparse
network activity implicated in sparse efficient coding, which interestingly seems to decrease during
development (Berkes et al., 2009; Berkes et al., 2011). Our modeling predicts that cortical event
sparsification is primarily due to the suppression of cortically-generated H-events in the Hebbian
covariance rule, which switches cortical sensitivity to input from the sensory periphery after the onset
of sensory experience.

Discussion
We examined the information content of spontaneous activity for refining local microcircuit connec-
tivity during early postnatal development. In contrast to classical works on activity-dependent refine-
ments, which used mathematically convenient formulations of spontaneous activity (Willshaw and
von der Malsburg, 1976; Mackay and Miller, 1990), we used spontaneous activity patterns charac-
terized in the mouse visual cortex in vivo before the onset of vision (P8-10), which revealed its rich
structure. Specifically, we explored the joint contribution of two distinct patterns of spontaneous
activity recorded in the mouse visual cortex before the onset of vision, local (L-events) and global (H-
events), on establishing topographically refined receptive fields between the thalamus and the cor-
tex without decoupling in a model network with activity-dependent plasticity. Because of their spa-
tially correlated activity, we proposed that peripherally generated L-events enable topographic
refinement, while H-events regulate connection strength homeostatically. We investigated two Heb-
bian learning rules – the Hebbian covariance and the BCM rules – which use joint pre- and postsyn-
aptic activity to trigger synaptic plasticity. First, we studied the Hebbian covariance rule that induces
global synaptic depression in the presence of only postsynaptic activity (i.e. H-events). Second, we
studied the BCM rule, which is known to establish the emergence of ocular dominance and orienta-
tion selectivity in the visual system. Although L-events successfully instruct topographic receptive
field refinements in the Hebbian covariance rule, naively including H-events provides too much
depression, eliminating selectivity in the network despite fine-tuning (Figure 3). In contrast, in the
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BCM rule, H-events are indeed homeostatic, regulating the threshold between depression and
potentiation. However, small L-events, which carry precise information for topographic connectivity
refinements, mostly cause long-term depression in the synaptic weights and disrupt topography.
Inspired by the sliding threshold in the BCM rule, we proposed a similar adaptive mechanism operat-
ing at the single-cell level in the Hebbian covariance rule. This mechanism regulates the amplitude of
the cortically generated H-events according to the preceding average activity in the network to
homeostatically balance local increases and decreases in activity, and can successfully refine recep-
tive fields with excellent topography (Figure 4). Without any additional fine-tuning, this mechanism
can also explain the long-term event sparsification of cortical activity as the circuit matures and starts
responding to visual input (Figure 7). Therefore, we propose that L- and adaptive H-events cooper-
ate to synergistically guide circuit organization of thalamocortical synapses during postnatal
development.

The origin of cortical event amplitude adaptation
After a re-examination of spontaneous activity recorded in the developing cortex in vivo between
postnatal days 8 and 10 (Siegel et al., 2012), we found evidence for the proposed H-event ampli-
tude adaptation (Figure 5). This mechanism is sufficiently general in its formulation that it could be
realized at the cellular, synaptic or network level. At the cellular level, the adaptation mechanism
resembles the plasticity of intrinsic excitability. Typically, plasticity of intrinsic excitability has been
reported in response to long-term perturbations in activity or persistent changes in synaptic plastic-
ity like LTP and LTD, where the intrinsic properties of single neurons are adjusted in an activity-
dependent manner (Daoudal and Debanne, 2003; Desai et al., 1999). During plasticity of intrinsic
excitability, neurons can alter the number and expression levels of ion channels to adjust their input-
output function either by modifying their firing thresholds or response gains, which could represent
the substrate for H-event amplitude regulation. Our adaptation mechanism is consistent with the
fast plasticity of intrinsic excitability operating on the timescale of several spontaneous events sup-
ported by many experimental studies. For instance, intrinsic excitability of spine motoneurons is
depressed after brief but sustained changes in spinal cord network activity in neonatal mice
(Lombardo et al., 2018). Similarly, hippocampal pyramidal neurons also exhibit a rapid reduction of
intrinsic excitability in response to sustained depolarizations lasting up to several minutes (Sánchez-
Aguilera et al., 2014). In addition to reduced excitability, in the developing auditory system,
enhanced intrinsic excitability has been reported in the cochlea followed by reduced synaptic excit-
atory input from hair cells in a model of deafness, although this change is slower than our proposed
adaptation mechanism (Babola et al., 2018).

At the synaptic level, our adaptation mechanism can be implemented by synaptic scaling, a pro-
cess whereby neurons regulate their activity by scaling incoming synaptic strengths in response to
perturbations (Turrigiano et al., 1998). A second possibility is short-term depression, which appears
to underlie the generation of spontaneous activity episodes in the chick developing spinal cord
(Tabak et al., 2001; Tabak et al., 2010). Similarly, release probability suppression has been
reported to strongly contribute to synaptic depression during weak activity at the calyx of Held
(Xu and Wu, 2005), which is more pronounced at immature synapses where morphological develop-
ment renders synaptic transmission less effective (Renden et al., 2005; Nakamura and Takahashi,
2007). This is also the case in the cortex, where short-term synaptic plasticity in young animals is
stronger (Oswald and Reyes, 2008). Beyond chemical synapses, plasticity of gap junctions, which
are particularly prevalent in development (Niculescu and Lohmann, 2014), could also be a contrib-
uting mechanism that adapts overall network activity (Cachope et al., 2007; Haas et al., 2011).

Finally, at the network level, the development of inhibition could be a substrate for amplitude
adaptation of cortically generated events. The main inhibitory neurotransmitter, GABA, is thought to
act as a depolarizing neurotransmitter, excitatory in early postnatal days (Ben-Ari, 2002), although
recent evidence argues that GABAergic neurons have an inhibitory effect on the cortical network
already in the second postnatal week (Murata and Colonnese, 2020; Kirmse et al., 2015;
Valeeva et al., 2016). Thus, the local maturation of inhibitory neurons – of which there are several
types (Tremblay et al., 2016) – that gradually evolve to balance excitation and achieve E/I balance
(Dorrn et al., 2010) could provide an alternative implementation of the proposed H-event
adaptation.
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Developmental sparsification of cortical activity
On a longer timescale than receptive field refinement, we demonstrated that the adaptation of
H-event amplitude can also bring about the event sparsification of cortical activity, as global, corti-
cally generated H-events are attenuated and become more localized (Figure 7). The notion of
‘sparse neural activity’ has received significant attention in experimental and theoretical studies of
sensory processing in the cortex, including differing definitions and implementations (Field, 1994;
Willmore and Tolhurst, 2001; Berkes et al., 2009; Olshausen and Field, 2004; Zylberberg and
DeWeese, 2013). In particular, sparse activity in the mature cortex has been argued to be important
for the efficient coding of sensory inputs of different modalities (Olshausen and Field, 2004;
Field, 1994). Hence, the developmental process of receptive field refinement might be expected to
produce sparser network activity over time. However, experiments directly testing this idea have
found no, or even opposite, evidence for the developmental emergence of efficient sparse coding
(Berkes et al., 2009; Berkes et al., 2011). In the context of our work, sparsification simply refers to
an overall sparsification of network events (fewer active cells per event). Given that our data pertain
to developmental spontaneous activity before eye-opening, in complete absence of stimulation, it is
not straightforward to relate our event sparsification to the sparse efficient coding hypothesis.

Assumptions in the model
Our model is based on the assumption that L- and H-events have distinct roles during the develop-
ment of the visual system. Retinal waves, the source of L-events, carry information downstream
about the position and function of individual retinal ganglion cells (Stafford et al., 2009), hence
they are ideally suited to serve as ‘training patterns’ to enable activity-dependent refinements based
on spatiotemporal correlations (Ko et al., 2011; Ackman and Crair, 2014; Thompson et al., 2017).
Since all cells are maximally active during H-events, these patterns likely do not carry much informa-
tion that can be used for activity-dependent refinement of connectivity. In contrast, we assumed that
H-events homeostatically control synaptic weights, operating in parallel to network refinements by
L-events (Figure 4). Indeed, highly correlated network activity can cause homeostatic down-regula-
tion of synaptic weights via a process known as synaptic scaling (Turrigiano and Nelson, 2004). The
homeostatic role of H-events is also consistent with synaptic downscaling driven by slow waves dur-
ing sleep, a specific form of synchronous network activity (Tononi and Cirelli, 2006;
Vyazovskiy et al., 2008). Since during development sleep patterns are not yet regular, we reasoned
that refinement (by L-events) and homeostasis (by H-events) occur simultaneously instead of being
separated into wake and sleep states.

We focused on the role of spontaneous activity in driving receptive field refinements rather than
study how spontaneous activity is generated. While the statistical properties of spontaneous activity
in the developing cortex are well-characterized, the cellular and network mechanisms generating
this activity remain elusive. In particular, while H-event generation has been shown to rely on gap
junctions (Siegel et al., 2012; Niculescu and Lohmann, 2014), which recurrently connect developing
cortical cells, not much is known about how the size of cortical events is modulated and how an
L-event is prevented from spreading and turning into an H-event. It is likely that cortical inhibition
plays a critical role in localizing cortical activity and shaping receptive field refinements (Wood et al.,
2017; Leighton et al., 2020), for instance, through the plasticity of inhibitory connections by regu-
lating E/I balance (Dorrn et al., 2010). As new experiments are revealing more information about
the cellular and synaptic mechanisms that generate spatiotemporally patterned spontaneous activity
(Fujimoto et al., 2019), a full model of the generation and the effect of spontaneous activity might
soon be feasible.

The threshold parameter in the Hebbian covariance rule in the presence of H-events implements
an effective subtractive normalization that sharpens receptive fields (see Appendix). Despite the
strong weight competition, subtractive normalization seems to be insufficient to stabilize receptive
fields in the presence of non-adaptive H-events (Figure 3). Multiplicative normalization is an alterna-
tive normalization scheme, but it does not generate refined receptive fields (Miller and MacKay,
1994). Therefore, we also studied the BCM rule due to its ability to generate selectivity in postsyn-
aptic neurons under patterned input. While the BCM rule successfully generates selectivity and
receptive field refinement, the resulting topography is worse than in the Hebbian covariance rule
(Figure 3). Both rules have an adaptive component: in the BCM rule it is the threshold between
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potentiation and depression that slides as a function of postsynaptic activity, while in the Hebbian
covariance rule it is the adaptive amplitude of H-events, while the rule itself is fixed. Although
experiments have shown the stereotypical activity dependence of the BCM rule (Kirkwood et al.,
1996; Sjöström et al., 2001), whether a sliding threshold for potentiation vs. depression exists is still
debated. Moreover, the timescale over which the threshold slides to prevent unbounded synaptic
growth needs to be much faster than found experimentally (Zenke et al., 2017). Our proposed
H-event amplitude adaptation operates on the fast timescale of several spontaneous events found
experimentally (Siegel et al., 2012; Sánchez-Aguilera et al., 2014; Lombardo et al., 2018). Hence,
together with the better topography and the resulting event sparsification as a function of develop-
mental stage that the Hebbian covariance rule with adaptive H-events generates, we propose it as
the more likely plasticity mechanism to refine receptive fields in the developing visual cortex.

Finally, we have focused here on the traditional view that molecular gradients set up a coarse
map that activity-dependent mechanisms then refine (Goodhill and Xu, 2005). In our model, this
was implemented as a weak bias in the initial connectivity, which did not affect our results regarding
the refinement of receptive fields. Both activity and molecular gradients may work together in inter-
esting ways to refine receptive fields (Grimbert and Cang, 2012; Godfrey and Swindale, 2014;
Naoki, 2017), and future work should include both aspects.

Predictions of the model
Our model makes several experimentally testable predictions. First, we showed that changing the
frequency of H-events can affect the size of the resulting receptive fields under both the BCM (Fig-
ure 3) and the Hebbian covariance rule with adaptive H-events (Figure 4). The frequency of H-events
can be experimentally manipulated using optogenetics or pharmacology. For instance, gap junction
blocker (carbenoxolone) has been shown to specifically reduce the frequency of H-events
(Siegel et al., 2012), hence in that scenario our results predict broader receptive fields.

Additionally, L-events can also be experimentally manipulated. Recently, reduced inhibitory sig-
naling by suppressing somatostatin-positive interneurons have has been shown to increase the size
of L-events in the developing visual cortex (Leighton et al., 2020). With the effect of altered inhibi-
tory signaling on receptive field refinements still unknown, our work predicts larger receptive fields
and worse topography upon reduction of inhibition. L-events can also be experimentally manipu-
lated by changing the properties of retinal waves, which can significantly affect retinotopic map
refinement of downstream targets (Grubb et al., 2003; Cang et al., 2005b; Burbridge et al.,
2014). Indeed, b2 knockout mice discussed earlier have larger retinal waves and less refined recep-
tive fields in the visual cortex (Sun et al., 2008; Stafford et al., 2009; Cutts and Eglen, 2014). If we
assume that these larger retinal waves manifest as larger L-events in the visual cortex following
Siegel et al., 2012, then these experimental observations are in agreement with our model results.

Third, our model predicts that as a result of receptive field refinement during development, net-
work events sparsify as global, cortically generated events are attenuated and become more local-
ized. Interestingly, the properties of spontaneous activity measured experimentally in different
sensory cortices (Rochefort et al., 2009; Frye and MacLean, 2016; Smith et al., 2015;
Ikezoe et al., 2012; Shen and Colonnese, 2016; Golshani et al., 2009) and in the olfactory bulb
(Fujimoto et al., 2019) change following a very similar timeline during development as predicted in
our model. However, in many of these studies activity has not been segregated into peripherally
driven L-events and cortically generated H-events. Therefore, our model predicts that the frequency
of L-events would increase while the frequency of H-events would decrease over development.

Finally, we propose that for a Hebbian covariance rule to drive developmental refinements of
receptive fields using spontaneous L- and H-event patterns recorded in vivo (Siegel et al., 2012),
H-events need to adapt to ongoing network activity. Whether a fast adaptation mechanism like the
one we propose operates in the cortex requires prolonged and detailed activity recordings in vivo,
which are within reach of modern technology (Ackman and Crair, 2014; Ji, 2017; Gribizis et al.,
2019). Our framework also predicts that manipulations that affect overall activity levels of the net-
work, such as activity reduction by eye enucleation, would correspondingly affect the amplitude of
ongoing H-events.
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Conclusion
In summary, we studied the refinement of receptive fields in a developing cortex network model
constrained by realistic patterns of experimentally recorded spontaneous activity. We proposed that
adaptation of the amplitude of cortically generated spontaneous events achieves this refinement
without additional assumptions on the type of plasticity in the network. Our model further predicts
how cortical networks could transition from supporting highly synchronous activity modules in early
development to sparser peripherally driven activity suppressing local amplification, which could be
useful for preventing hyper-excitability and epilepsy in adulthood while enhancing the processing of
sensory stimuli.

Materials and methods

Network model
We studied a feedforward, rate-based network with two one-dimensional layers, one of Nu thalamic
neurons (u) and the other of Nv cortical neurons (v), with periodic boundary conditions in each layer
to avoid edge effects. The initial connectivity in the network was all-to-all with uniformly distributed
weights in the range wini ¼ ½a; b). In addition, a topographic bias was introduced by modifying the ini-
tially random connectivity matrix to have the strongest connections between neurons at the matched
topographic location, and which decay with a Gaussian profile with increasing distance (Figure 2C),
with amplitude s and spread ss. During the evolution of the weights, soft bounds were applied on
the interval ½0;wmax). We studied weight evolution under two activity-dependent learning rules: the
Hebbian (Equation 2) and the BCM (Equation 3) rules. Table 1 lists all parameters. Sample codes
can be found at github.com/comp-neural-circuits/LH-events (Wosniack, 2021; copy archived at swh:
1:rev:b90e189a9e1a4d0cdda097d435fa91b1236f1866).

Generation of L- and H-events
We modeled two types of spontaneous events in the thalamic (L-events) and the cortical (H-events)
layer of our model (Siegel et al., 2012). During L-events, the firing rates of a fraction (Lpct) of neigh-

boring thalamic neurons were set to Lamp ¼ 1 during a period Ldur and were otherwise 0. Similarly,

during H-events, the firing rates of a fraction (Hpct) of cortical cells were set to Hamp during time Hdur.

As a result, cortical neuron activity was composed of H-events and L-events transmitted from the
thalamus. For each H-event, Hamp was independently sampled from a Gaussian distribution with

mean Hamp and standard deviation Hamp=3. The inter-event intervals were Lint and Hint sampled from

experimentally characterized distributions in Siegel et al., 2012, (Table 1). The event durations and
inter-event intervals were shortened by a factor of 10 compared to the values measured in the data
(Figure 1) to speed up our simulations, but the relationships observed in the data were preserved.
We note that in the experiments, both L- and H-events were characterized in the primary visual cor-
tex; in our model, we assume that L-events are generated in the retina and subsequently propa-
gated through the thalamus to the cortex, where they manifest with the experimentally reported
characteristics (see Figure 7B for example). This interpretation is supported by experimental evi-
dence (Siegel et al., 2012), but we cannot exclude the possibility that the retina also generates
H-events or that L-events are generated in the cortex.

Reduction of the weight dynamics to two dimensions
To reduce the full weight dynamics to a two-dimensional system, we averaged all the n weights
belonging to the receptive field that are predicted to potentiate along the initial topological bias, as
wRF, and all the Nu $ n remaining weights, which we call complementary to the receptive field, as
wC. When all weights behaved the same, we arbitrarily split them into two groups of the same size.
Details about the classification of weights as wRF or wC can be found in the Appendix.

Computing the strength of simulated H-events
To relate the reduced two-dimensional phase planes to the simulation results, we wrote down the
steady state activity of neuron j (Equation 1), which contains the rate gain from H-events relative to
L-events, hRHi (also called ‘Strength of H-events’ in Figure 4E):
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hRHi¼
hLinti

hHinti

hHampi

hLampi

hHduri

hLduri
¼

Lint

Hint
hHampi (6)

since hLduri¼ hHduri and hLampi = 1.

In the absence of adaptive H-events, for a fixed set of values for Hamp and Lint (as in Table 1) and

a chosen hRHi which we called ‘Non-adapted strength of H-events’ in Figure 4E, we used Equation 6
to find the Hint value that satisfies the equation. Next, we ran simulations with the same Hint and Lint
parameters, but adaptive Hamp. We fixed the inter-event intervals of both L- and H-events to their

mean values Lint and Hint instead of sampling them from distributions in Figure 4E. Then we numeri-
cally estimated the average amplitude of H-events with adaptation, which we called ‘Adapted
strength of H-events’ in Figure 4E at the end of the simulation (final 5% of the simulation time) when
the dynamics were stationary.

Receptive field statistics
The following receptive field statistics were used to quantify properties of the weight matrix W after
the developing weights became stable.

Receptive field size
The receptive field of a cortical neuron is the group of weights from thalamic cells for which
wij>wmax=5. The lower threshold was chosen to make the measurement robust to small fluctuations

around 0, which are present because of the soft bounds. Mathematically, we compute the receptive
field size of cortical neuron j as:

RFðwjÞ ¼
1

Nu

X

Nu

i¼1

I i; (7)

with the IIIII vector given by:

I i ¼
1; wij>wmax=5

0; otherwise:

!

(8)

The normalized receptive field ranges from 0 corresponding to a total decoupling of the cortical
cell from the input layer, to one corresponding to no selectivity due to the potentiation of all weights
from the input layer to that neuron. To compute the average receptive field size of the network, we
include only the cortical neurons (N*) that have not decoupled:

RFðWÞ ¼
1

N*

X

N*

j¼1

RFðwjÞ: (9)

If all the cortical cells have decoupled from the thalamus, we set RFðWÞ ¼ 0.

Topography T
The topography of the network is a measure of how much of the initially weak biased topography is
preserved in the final receptive field. Due to our biased initial conditions, neighboring thalamic cells
are expected to project to neighboring cortical cells, yielding a diagonal weight matrix. For each
cortical neuron, we calculated how far the center of its receptive field is from the ideal diagonal.
Mathematically, for each row j of W, we determined the center of the receptive field cj and calcu-

lated the smallest distance (while considering periodic boundary conditions) between the receptive
field center and the diagonal element j. Then, we summed all the squared distances and calculated
the average error of the topography:

"¼
1

Nv

X

Nv

j¼1

jcj$ jj2: (10)

To normalize the topography, we compared x to the topography error ! of a column receptive
field (Figure 3—figure supplement 1A) where the centers of all cortical receptive fields were the
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same, cj ¼ c (c a constant). For such a column receptive field, !¼ N2
u

12
. Therefore, we define the topog-

raphy score T as:

T ¼ 1$
"

!
: (11)

The topography will be close to one if the weight matrix is perfectly diagonal and 0 if the final
receptive field is a column ("¼ !).

Proportion of cortical decoupling D
To quantify the cortical decoupling, we use Equation 8 to compute the fraction of decoupled neu-

rons divided by the number of neurons, 1

Nu

PNu

j¼1

QNu

i¼1
ð1$ I ijÞ. If the decoupling is 0, no cortical neu-

ron has decoupled from the thalamus, while decoupling of 1 means that all the cortical neurons are
decoupled from the thalamus.

Quantifying adaptation in the data
We first investigated if fluctuations in the activity across recordings could generate significant corre-
lations. We analyzed consecutive recordings (each ~5 mins long) in the same animal of which we had
between 3 and 14 in all 26 animals (separated by <5 mins due to experimental constraints on data
collection) to identify possible fluctuations on a longer timescale. We found that the average ampli-
tude of all (L and H) events is not significantly different across consecutive recordings of the same
animal (Figure 5—figure supplement 1A, one-way ANOVA tests, p>0.05 in 23 out of 26 animals).
Across different animals and ages, individual event amplitudes remained uncorrelated between suc-
cessive recordings at this timescale, which we confirmed by plotting the difference in event ampli-
tude as a function of the time between recordings (Figure 5—figure supplement 1B), Kruskal-Wallis
test, p>0.05.

For our reanalysis of the spontaneous events (Figure 5), we only included events that recruited at
least 20% of the cells in the imaging field of view following Siegel et al., 2012. We computed the
average amplitude of all events that occurred within a time window Tmax before an H-event (consecu-
tive recordings were concatenated) and compared it to the amplitude of the H-event. We excluded
animals that had fewer than 12 H-events preceded by spontaneous activity within the time window
Tmax (nine animals remained after exclusion). Next, we computed the correlation coefficient of the
relationship between H-event amplitude and the average amplitude of preceding activity within Tmax

with a leaky accumulator of time constant t decay. To estimate the 95% confidence interval, we per-

formed a bootstrap analysis in which we generated 1000 bootstrap datasets by drawing without
replacement from the valid pairs of H-event amplitudes and average amplitude of preceding activity.
We repeated this analysis with different thresholds for excluding data (Figure 5—figure supplement
3A,B), different values of the time window Tmax within which events are averaged (Figure 5—figure
supplement 3C) and for different decay time constants t decay (Figure 5—figure supplement 3D).

All data and analysis code can be found at github.com/comp-neural-circuits/LH-events.

Spontaneous events identification in the model
To quantify the properties of spontaneous activity in the cortical layer of our model, we used the
time series of activity of all the simulated cortical neurons (after weight stabilization is achieved) sam-
pled in a high time resolution (0.01 s, Figure 7B). We defined a global activity threshold n ¼ vmax=r,
where vmax is the highest amplitude among the cortical cells in the recording and r is a fixed scaling
constant (r ¼ 8 for all recordings). For each cortical cell j, we labeled the intervals where the cell was
active (1) or inactive (0) based on:

xjðtÞ ¼
1; if vjðtÞ + n;

0; otherwise:

!

(12)

We then used the trace XðtÞ ¼
PN

j¼1
xjðtÞ to define the number of active cortical cells at each time

step t, that is, the participation rate. For each identified event, we averaged the amplitude of the
active cells to obtain the amplitude vs. participation rate relationship.
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Oxytocin shapes spontaneous activity patterns in the
developing visual cortex

In Maldonado et al. (2021), we investigate the role of the neuromodulator oxytocin

in shaping spontaneous activity in the developing cortex by regulating somatostatin

interneurons. We find that:

1. Topically applied oxytocin rapidly and strongly decreases the frequency of

spontaneous activity in the developing mouse visual cortex.

2. Application of oxytocin furthermore desynchronizes network activity and in-

duces a distance-dependent decrease in neural correlations.

3. Changes in network activity are mediated by the di�erential expression of the

oxytocin receptor across sensory cortices and neuron types.

4. Our model demonstrates that the oxytocin-induced increase of excitability of

somatostatin interneurons is su�cient to explain the observed network-level

changes in spontaneous activity.

The work was completed in collaboration with Dr. Paloma Maldonado,

Prof. Dr. Julijana Gjorgjieva, Prof. Dr. Christian Lohmann, Alvaro Nuno-Perez,

and Prof. Dr. Elizabeth Hammock. I contributed to three figures (Fig. 2E-L,

Figure 6G-L, and Figure S1C-D) and wrote the first draft for the corresponding

portions of the results and the methods. I was also involved throughout the research

process through discussions and feedback. The full article was published on January

25th, 2021 in Current Biology and is reproduced on the following pages under the

Creative Commons Attribution 4.0 International License.
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SUMMARY

Spontaneous network activity shapes emerging neuronal circuits during early brain development prior to
sensory perception. However, how neuromodulation influences this activity is not fully understood. Here,
we report that the neuromodulator oxytocin differentially shapes spontaneous activity patterns across sen-
sory cortices. In vivo, oxytocin strongly decreased the frequency and pairwise correlations of spontaneous
activity events in the primary visual cortex (V1), but it did not affect the frequency of spontaneous network
events in the somatosensory cortex (S1). Patch-clamp recordings in slices and RNAscope showed that
oxytocin affects S1 excitatory and inhibitory neurons similarly, whereas in V1, oxytocin targets only inhibitory
neurons. Somatostatin-positive (SST+) interneurons expressed the oxytocin receptor and were activated by
oxytocin in V1. Accordingly, pharmacogenetic silencing of V1 SST+ interneurons fully blocked oxytocin’s ef-
fect on inhibition in vitro as well its effect on spontaneous activity patterns in vivo. Thus, oxytocin decreases
the excitatory/inhibitory (E/I) ratio by recruiting SST+ interneurons and modulates specific features of V1
spontaneous activity patterns that are crucial for the wiring and refining of developing sensory circuits.

INTRODUCTION

In the developing brain, neuronal connections form with remark-
able precision. First, axons grow to predetermined target areas
guided by molecular cues. Subsequently, activity-dependent
processes refine synaptic connections:1–3 already before the
senses become active, spontaneous activity drives synaptic
refinement to prepare the brain for interacting with the
outside world. Finally, circuits adapt to the prevalent environ-
mental conditions through sensory-experience-driven plasticity
mechanisms.

Spontaneous activity is expressed in specific patterns, and
these patterns are crucial for the appropriate wiring of neurons.
For example, in the developing retina, waves of spontaneous ac-
tivity travel at specific speeds, in various directions, and with
different wave front shapes.4,5 Retinal waves drive highly struc-
tured activity patterns in the central visual system, including
the primary visual cortex.6–8 Perturbing these activity patterns
leads to miswiring of the central visual system.9–11

During the period when synaptic connections are shaped by
spontaneous activity, neuromodulators play an important role
in the development of cortical circuits.12–14 One of them,
oxytocin, is particularly prominently expressed in sensory
cortices during the first 2 postnatal weeks and decreases there-
after until the end of the 3rd postnatal week, when it reaches adult
levels.15 Similarly, oxytocin receptor ligand binding, immunolab-
eling, and mRNA expression in sensory cortices peak during the
2nd postnatal week and decrease thereafter.15–17 Thus, oxytocin
is most likely required for the development of sensory circuits
during the 1st postnatal weeks in addition to its roles in social
sensory processing in adults, where oxytocin increases the
sensitivity of auditory cortex neurons to pup calls,18 modulates
odor processing in the olfactory and accessory systems,19 and
shapes social sensory perception.20,21 Oxytocin modulates syn-
aptic transmission in the developing forebrain. For example,
oxytocin is required for cross-modal, experience-driven synaptic
plasticity in the somatosensory cortex during the first 2 weeks of
life.15 Moreover, oxytocin triggers a temporary switch of

322 Current Biology 31, 322–333, January 25, 2021 ª 2020 The Author(s). Published by Elsevier Inc.
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hippocampal GABA receptor action from excitatory to inhibi-
tory.12,22 However, it has been unclear whether spontaneous
activity patterns, which drive synaptic plasticity before experi-
ence-driven refinement occurs,23 are regulated by oxytocin as
well.
Here, we asked whether oxytocin signaling shapes neuronal

activity patterns in the primary visual (V1) and somatosensory
cortices (S1) during the 2nd postnatal week. We found that, while
in S1, oxytocin activates inhibitory and excitatory neurons simi-
larly and does not affect the frequency of network activity, in
V1, oxytocin recruits specifically somatostatin-expressing
(SST+) interneurons to control network activity frequency and
correlation, properties known to determine the refinement of
synaptic connections in V1 prior to eye opening.

RESULTS

Oxytocin Modulates Spontaneous Cortical Activity
Differentially across Sensory Areas
To study the role of the neuromodulator oxytocin in developing
sensory cortices, we first asked whether oxytocin receptor acti-
vation modulates large-scale spontaneous activity patterns. We
used in utero electroporation to express the calcium sensor
GCaMP6s in layer 2/3 pyramidal cells across V1, higher visual
areas, and the barrel cortex. Then, we performed wide-field
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Figure 1. Oxytocin Affects Spontaneous Network
Events Differentially across Sensory Cortices
(A) Wide-field calcium imaging of spontaneous activity in V1

and S1 before eye opening. (Left) Single-frame images

depict network events activating V1 and/or S1 during

baseline recordings before oxytocin application. (Right)

Network events after oxytocin (Oxt) application are shown.

(B) Traces show fluorescent changes in V1 and S1 before

and after oxytocin application.

(C) Superimposition of all network events detected during a

5-min baseline recording (left) and after oxytocin application

(right). Color code indicates the frequency of the detected

events. V1 activity is strongly reduced.

(D) Network event frequency in V1 and S1 during baseline

and after oxytocin application. Time courses represent 5-

min averages. The horizontal bars above the line plots

indicate the time points when the values for each time bin

differed significantly from baseline (dark shades; paired

two-tailed t test; p < 0.05; without multi-measurement

correction). *p = 0.016 (n = 7 animals; Wilcoxon test).

(E) Network event area.

(F) Network event amplitude.

(G) Network event duration.

Data are represented as mean ± SEM. See also Figure S6.

in vivo calcium imaging in lightly anesthetized
pups between postnatal days (P) 9 and 13. We
observed spontaneous network activity in V1,
S1, and higher visual areas (Figures 1A and 1B).
Frequently, network events were confined to in-
dividual sensory regions but sometimes occurred
across the entire field of view. After topical appli-
cation of oxytocin (1 mM) onto the cortical surface
(for details, see STAR Methods), the occurrence
of network events was strongly decreased in V1

but only modestly changed in S1 (Figures 1A–1D). Control appli-
cation of cortex buffer without oxytocin did not change the fre-
quency of calcium events (V1 mean frequency before cortex
buffer 0.042 ± 0.002 Hz; after 0.044 ± 0.004 Hz; p > 0.05; n =
4; Wilcoxon test. S1 mean frequency before cortex buffer
0.042 ± 0.003 Hz; after 0.044 ± 0.004 Hz; p > 0.05; n = 4; Wil-
coxon test). Surprisingly, the response of V1 and S1 differed
significantly (percentage of change V1: !43.5% ± 7.9%; S1:
!7.9% ± 5.2%; p = 0.0026; n = 7; unpaired two-tailed t test).
Network event area, amplitude, or duration was not affected
(Figures 1E–1G).

Oxytocin Desynchronizes Spontaneous V1 Network
Activity
To evaluate how oxytocin modulates the activity of individual
neurons in the developing cortical network, we performed
in vivo two-photon calcium imaging in V1 of lightly anesthetized
neonatal mice. Layer 2/3 cells were labeled with the calcium in-
dicator Oregon Green BAPTA-1 (OGB-1) by bolus loading.24

Oxytocin application decreased the frequency of calcium
events transiently (Figures 2A–2C) without affecting their ampli-
tude (Figure 2D), in line with our wide-field experiments. In con-
trol experiments, where we applied cortex buffer without
oxytocin, frequency and amplitude were unaffected (Figures
S1A and S1B).
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Because the correlational structure of spontaneous network
activity determines its role in network refinement,25 we also
investigated whether oxytocin affected the pairwise correlations
between spontaneously active neurons. We observed that
oxytocin application decreased the mean Pearson correlation
coefficients across pairs of neurons (Figures 2E and 2F),
whereas cortex buffer applications did not affect such correla-
tions (Figures 2E and 2F). Next, we explored changes in correla-
tions at the level of individual neurons after oxytocin application
in more detail. We plotted pairwise correlations for all experi-
ments during baseline against the correlations after oxytocin or
cortex buffer application (Figures S1C and S1D). Again, we
observed that oxytocin, but not cortex buffer application,
strongly decreased correlations across the entire population.
There were essentially no neuronal pairs that showed increased
correlations (Figure S1C). We further found that oxytocin had a
subtractive effect on neuronal correlations (Figures 2G and
2H), such that more distal pairs of neurons were proportionally
decorrelated more strongly by oxytocin than nearby neuronal
pairs (Figures 2I and 2J). Finally, we investigated whether the
changes in correlations between all neurons occurred uniformly
or whether specific pairs of neurons underwent changes in their
correlations. To address this question, we first computed the
correlation matrices at different time points (Figure 2K). Interest-
ingly, we saw that, during late oxytocin, when the frequency of
calcium events had returned to baseline (mean baseline:
0.032 ± 0.004 Hz; mean 125–135 min: 0.027 ± 0.003 Hz; p =
0.14; paired two-tailed t test), the correlation matrices exhibited
sustained structural differences in the correlational structure of
subsets of cells (Figure 2K, inset). To quantify these differences,
we computed the mean squared distance (MSD) between the
baseline matrix and the matrices computed at varying time
points and found that networks treated with oxytocin exhibited
a sustained higher distance compared to baseline (p = 0.038,
repeated-measures one-way ANOVA; mean baseline: 0.1 ±
0.04; mean 60–70 min: 6.36 ± 1.56, p = 0.007; mean 90–
100 min: 4.52 ± 1.12, p = 0.008; mean 125–135 min: 2.94 ±
0.6, p = 0.009; post hoc paired two-tailed t test). Conversely,
the MSD was unchanged with cortex buffer application (p =
0.19; repeated-measures one-way ANOVA; Figure 2L). These
oxytocin-induced changes in network activity patterns may
reflect differences in functional connectivity between the imaged
neurons or their shared inputs, because response correlations
are indicative of strong synaptic connections in the adult and
probably common feedforward inputs in the developing visual
cortex.26,27

Oxytocin Affects the E/I Ratio Differentially across
Sensory Areas
To investigate whether the differential modulation of V1 and S1
by oxytocin as described above (Figure 1) can be explained by
differences in the distribution of the oxytocin receptor in these
areas, we used RNAscope to detect Oxtr, Scl17a7 (coding for
VGLUT1), and Gad1 mRNA in the cortex at P10. We found that
Oxtr was expressed in V1 as well as in S1 (Figure 3). However,
in V1, Oxtr co-localized almost exclusively with the Gad1 signal
(Figures 3B–3D), whereas in S1, the Oxtr signal co-localized
with both the VGLUT1 and Gad1 signal (Figures 3F–3H). These
observations suggested that differences between V1 and S1 in

oxytocin receptor expression on the cellular level could explain
oxytocin’s differential effect in these areas. To test this idea func-
tionally, we examined how oxytocin regulated excitatory and
inhibitory synaptic transmission in V1 and S1. Whole-cell
patch-clamp recordings of layer 2/3 pyramidal neurons in slices
from V1 showed that oxytocin affected neither the frequency nor
the amplitude of spontaneous excitatory postsynaptic currents
(sEPSCs) (Figures 4A–4C). Next, we measured spontaneous
inhibitory postsynaptic currents (sIPSCs) at the reversal potential
of glutamate-receptor-mediated currents. We found that the fre-
quency of sIPSCs, in contrast to that of sEPSCs, was strongly
increased after oxytocin bath application (Figures 4D and 4E).
The amplitude of sIPSCs was unaffected (Figure 4F). To test
whether this increase in frequency was mediated by the specific
activation of the oxytocin and not the vasopressin 1A receptor,28

which can be activated by oxytocin as well,29 we blocked the
oxytocin receptor using its specific antagonist OTA.30 OTA pre-
vented the oxytocin-mediated increase in sIPSC frequency
entirely (fold-change oxytocin only, Figure 4E: 4.95 ± 1.53;
oxytocin + OTA, Figure S2: 0.98 ± 0.32; p = 0.012; unpaired
two-tailed Mann-Whitney test), demonstrating that this effect
was mediated by the oxytocin receptor. Thus, activation of the
oxytocin receptor increased the inhibitory tone in V1 dramatically
but did not affect excitatory synaptic transmission.
In contrast to V1, in S1, oxytocin bath application increased

sEPSC frequency in layer 2/3 pyramidal cells (Figures 4H and
4I). Again, sEPSC amplitude was unaffected (Figure 4J). The fre-
quency of sIPSCs was increased but less pronounced than in V1
(Figures 4K and 4L); amplitudes were unaffected (Figure 4M).
Thus, oxytocin shifted the E/I ratio in V1 toward inhibition (Fig-
ure 4G; p < 0.001; repeated-measurement two-way ANOVA)
but did not affect E/I significantly in S1 (Figure 4N). These exper-
iments suggested that differences in the magnitude of inhibitory
versus excitatory synaptic activity modulation accounted for the
differences in the effect of oxytocin on spontaneous network ac-
tivity in V1 versus S1.

Oxytocin Targets SST+ Interneurons in the Developing
V1
Because we observed that oxytocin shaped spontaneous activ-
ity patterns effectively in V1, but not in S1, we focused next on
the cellular mechanism of oxytocin-mediated facilitation of inhi-
bition in V1. First, wemeasuredminiature IPSCs (mIPSCs) before
and after oxytocin bath application and found that mIPSC fre-
quency and amplitude were unaffected by oxytocin (Figures
5A–5C). This indicated that the number of inhibitory synapses,
the density of postsynaptic receptors, or changes in the presyn-
aptic release machinery could not explain the increase in sIPSC
frequency described above.
To search for alternative causes of the increased inhibitory ac-

tivity, we performed voltage-clamp recordings in inhibitory inter-
neurons. We used two mouse lines expressing TdTomato to
target inhibitory neurons in general (GAD2-Cre;Rosa26-TdTo-
mato) or somatostatin-expressing interneurons specifically
(SST-Cre;Rosa26-TdTomato). We focused on SST+ interneu-
rons for four reasons: (1) RNA sequencing (RNA-seq) data in
adulthood showed that V1 oxytocin receptors are expressed pri-
marily in SST+ interneurons (Figure S3A; Allen Brain Atlas data
portal: http://casestudies.brain-map.org/celltax).31 (2) We found
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Figure 2. Oxytocin Desynchronizes Network
Activity in V1
(A and B) V1 network activity before and after

oxytocin application. (Left) Layer 2/3 neurons

labeled with the calcium indicator Oregon Green-

BAPTA 1 are shown. Traces show fluorescent

changes of three example neurons and the average

activity across all cells.

(C) Network event frequency during baseline and

after oxytocin application. Imaging resumed

approximately 10min after oxytocin application. The

frequency of network events was reduced after

oxytocin application. The horizontal bar indicates

significant deviations from baseline as in Figure 1

(dark shades; paired two-tailed t test; p < 0.05;

without multi-measurement correction). *p = 0.015

(n = 8 animals; paired two-tailed t test).

(D) Network event amplitude during baseline and

after oxytocin application.

(E) Time course of pairwise Pearson correlation co-

efficients before and after oxytocin and cortex buffer

application. Dashed vertical line indicates the time

point of oxytocin or cortex buffer application. Time

course represents averages of sliding 7-min window

(for details see STAR Methods). The horizontal bar

indicates significant deviations from baseline as in

Figure 1 (dark shades; paired two-tailed t test; p <

0.05; without multi-measurement correction).

(F) Mean correlations after oxytocin or cortex buffer

control applications. **p = 0.003 (n = 7 for oxytocin;

n = 6 for cortex buffer; paired two-tailed t test).

(G) Pairwise correlations plotted against interneu-

ronal distance for an example of oxytocin (left) and

cortex buffer (right) conditions.

(H) Mean pairwise correlations in oxytocin and cor-

tex buffer condition. Note that baseline condition

and cortex buffer display the same profile.

(I) Change in pairwise correlations plotted against

interneuronal distance for an example of oxytocin

(left) and cortex buffer (right) conditions. Dashed

lines indicate zero change in correlations. Colored

lines indicate linear fits (left, p < 10!10; right, p = 0.47;

paired two-tailed t test).

(J) Pearson correlation coefficients between pair-

wise distances and percentages of change in cor-

relations for all animals in oxytocin and cortex buffer

condition. Arrowheads indicate the examples shown

in (I). *p = 0.037 (n = 7 for oxytocin; n = 6 for cortex

buffer; unpaired two-tailed t test).

(K) Correlation matrices computed baseline, early

oxytocin (60 min), and late oxytocin (125 min). Red

dotted square indicates an example of a subgroup of

neurons that undergo structural changes.

(L) Normalized mean squared distances (MSDs)

between the baseline matrix and the correlation

matrices computed from a sliding 7-minwindow (see

STAR Methods for details) as function of time for

oxytocin and cortex buffer conditions.

Data are represented as mean ± SEM. See also

Figure S1.
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here that, already at P10, oxytocin receptor mRNA is expressed
almost exclusively in SST+ interneurons in layer 2/3 of V1 (Fig-
ure 5D). (3) Decreases in network correlations similar to those
described above can be induced by SST+ interneuron-mediated
lateral inhibition.32,33 (4) We observed here that the rise rate of V1
and S1 sIPSCs increased in response to oxytocin application
(Figure S3B). Because the sIPSC rise rate is larger for synapses
that are located distally in the dendritic tree, this result indicated
that oxytocin preferentially increased the frequency of inhibitory
inputs at distal dendrites, which receive the majority of SST+

interneuron inputs.34

Therefore, we investigated the effect of oxytocin on SST+ in-
terneurons. We recorded from SST+ neurons in voltage-clamp
mode at!60mV and blocked NMDA, AMPA, and GABAA recep-
tor-mediated currents using D-AP5, NBQX, and SR95531,
respectively, to prevent oxytocin-mediated network effects. In
this configuration, we recorded oxytocin-mediated inward cur-
rents in almost all SST+ neurons (83%; amplitude: !27 ±
16 pA; Figures 5E–5G). Oxytocin did not trigger inward currents
in any of the SST! neurons in slices from the same SST-Cre;R-
osa26-TdTomato mice. We concluded that oxytocin triggered
depolarizing inward currents specifically in SST+ interneurons.
Accordingly, we observed oxytocin induced inward currents in
29% of GAD2+ interneurons (Figure 5G), which is similar to the

proportion of SST+ neurons within the entire population of V1 in-
terneurons (23%).35

Together, these results indicated that oxytocin mediated the
increase in inhibitory synaptic activity in V1 through activation
of SST+ interneurons. To test this idea directly, we asked
whether specifically downregulating SST+ interneurons might
prevent the oxytocin-induced increase in overall inhibition (Fig-
ure 5H). We performed voltage-clamp recordings of layer 2/3
neurons in acute slices from V1 of transgenic neonatal mice
where SST+ interneurons expressed inhibitory designer recep-
tors activated by designer drugs (iDREADDs) (SSTCre;Gi-
Dreadd). Bath application of CNO, the activator of iDREADDs,
did not affect the baseline frequency of sIPSCs (Figures 5I and
5J), suggesting that SST+ interneurons were only sparsely active
in our slice preparation. Then, we applied oxytocin and found
that it did not increase sIPSC frequency in the presence of
CNO (Figures 5I and 5J), in contrast to our previous results in sli-
ces fromwild-type (WT) mice (Figure 4E; fold-changeWT: 4.95 ±
1.53; iDREADD: 0.95 ± 0.07; p < 0.0001; Mann-Whitney test).
Additional control experiments showed that oxytocin did in-
crease the frequency of sIPSCs in neurons from iDREADD-ex-
pressing animals in the absence of CNO, but not their amplitude
(Figures 5J, inset; S4A; and S4B), and that CNO by itself did not
change the sIPSC frequency (Figures S4C and S4D). These

A B C D

E F G H

Figure 3. Oxytocin Receptor mRNA Is Differentially Expressed across Sensory Cortices
(A) Cresyl violet Nissl staining of a sagittal section from V1 at low magnification. Numbers indicate cortical layers.

(B) Dual-color RNAscope staining of VGLUT1 and OxtrmRNA in a V1 sagittal section. Left: low magnification is shown. Right: high magnification is shown. Note

that the Oxtr signal was largely non-overlapping with the VGLUT1 signal (arrowheads indicate VGLUT1!/Oxtr+ neurons).

(C) Dual-color RNAscope staining ofGad1 andOxtrmRNA in a V1 sagittal section. Left: low magnification is shown. Right: high magnification is shown; note that

the Oxtr signal co-localized with the Gad1 signal (double arrowhead Gad1+/Oxtr+) and not with Gad1! neurons.

(D) Quantification.

(E) Cresyl violet Nissl staining of a sagittal section from S1 (same section as in A) at low magnification. Numbers indicate cortical layers.

(F) Dual-color RNAscope staining of VGLUT1 and OxtrmRNA in an S1 sagittal section. Left: low magnification is shown. Right: high magnification is shown; note

the superposition of the two signals (double arrowheads, VGLUT1+/Oxtr+).

(G) Dual-color RNAscope staining ofGad1 andOxtrmRNA in an S1 sagittal section. Left: lowmagnification is shown. Right: highmagnification is shown; note that

the Oxtr signal co-localized with both Gad1+ and Gad1! signal (double arrowheads indicate Gad1+/Oxtr+; arrowhead indicates Gad1!/Oxtr+ neuron).

(H) Quantification.
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results showed that activation of SST+ interneurons is required
for the oxytocin-induced increase in inhibition.

Oxytocin Enhances SST+ Neuron Excitability
Our results suggested that oxytocin triggered inward currents in
SST+ interneurons (Figures 5E–5G) and that oxytocin-dependent
enhancement of SST+ interneuron firing mediated its effect on
network activity (Figures 5H–5J). Therefore, we investigated
next whether and how oxytocin-induced inward currents
enhanced SST+ neuron firing. In current-clamp mode, we in-
jected a constant current to set the membrane potential of V1
layer 2/3 SST+ interneurons to !60 mV in the presence of the
transmitter receptor blockers D-AP5, NBQX, and SR95531.
Then, we applied oxytocinwhile keeping the holding current con-
stant. We observed that oxytocin induced a depolarization of
4.5 ± 0.4mV (Figure 6A), which exhibited the same transient tem-
poral profile as the sIPSC frequency increase shown in Figure 4E.
Current-clamp recordings (Figure 6B) revealed an increase in the
firing rate of SST+ interneurons after oxytocin application (Fig-
ure 6C). We further studied how oxytocin affected the action po-
tential (AP) properties of SST+ interneurons. Oxytocin (1)
increased the AP amplitude and overshoot (Figures 6D and
S5A; +2.63 ± 0.78 mV and +2.01 ± 0.93 mV, respectively), (2)
broadened the AP width (+0.18 ± 0.03 ms at half-maximum; Fig-
ures 6D and 6E), and (3) decreased the time required to generate

an AP from the onset of current injection (!1.97 ± 0.32 ms; Fig-
ure 6F). In addition, oxytocin modulated AP kinetics as it
decreased the maximal speed of voltage change (dV/dt; Figures
S5B and S5C). Thus, oxytocin increased the firing capacity and
AP properties of V1 layer 2/3 SST+ neurons, most likely by depo-
larizing their restingmembrane potential, as described for PV+ in-
terneurons in the hippocampus.36 Knowing how oxytocin affects
SST+ interneuron activity, we used this information to better un-
derstand howoxytocin generated the observed distance-depen-
dent change in correlations. We implemented a recurrent spiking
neural network based on a multi-layer model of the thalamocort-
ical system (Figure 6G).37 To mimic the effect of oxytocin, we
increased the resting membrane potential of 25% of the inhibi-
tory neurons, corresponding to the population of SST+ interneu-
rons (Figure 6H). This elevation in membrane potential increased
the firing rate of SST+ interneurons for identical current injections
(Figure 6I) similarly as observed in our data (Figure 6C). Conse-
quently, in the simulated network, firing of excitatory neurons
was strongly suppressed. Inhibitory neurons fired slightly less
as well, because their excitatory inputs were largely diminished
(Figure 6J). In addition, oxytocin strongly decreased the temporal
synchronization of excitatory neurons (Figures 6K and 6L),
generating a comparable decrease of correlations over distance
as in our experimental data (Figures 2G–2J). This result sup-
ported the idea that the increased inhibitory drive produced by
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Figure 4. Oxytocin Affects Synaptic Activity Differentially
across Sensory Cortices
(A) Voltage-clamp recordings of spontaneous excitatory post-

synaptic currents (sEPSCs) during baseline (Bl) and after oxytocin

bath application in acute visual cortex slices.

(B) Frequency of sEPSCs before, during, and after oxytocin

application. In the visual cortex, oxytocin did not affect EPSC

frequency. p > 0.05 (n = 7 cells; paired two-tailed t test).

(C) Oxytocin did not affect sEPSC amplitude. p > 0.05 (n = 7 cells;

paired two-tailed t test).

(D) Spontaneous inhibitory postsynaptic currents (sIPSCs) before

and after oxytocin application.

(E) Oxytocin led to a strong increase in sIPSCs. ****p = 8.23 10!5

(n = 8 cells; paired two-tailed t test).

(F) Oxytocin did not affect the amplitude of sIPSCs. p > 0.05 (n = 8

cells; paired two-tailed t test).

(G) In the visual cortex, oxytocin led to a 5 times increase of

sIPSCs, but sEPSCs were unaffected. ***p = 0.0003 (n = 7 and n =

8 cells for V1 sEPSCs and sIPSCs, respectively; Mann-Whitney

test).

(H) Voltage-clamp recordings of sEPSCs before and after

oxytocin bath application in somatosensory cortex slices.

(I) Application of oxytocin increased the frequency of sEPSCs in

the somatosensory cortex slightly. **p = 0.0014 (n = 7; paired two-

tailed t test).

(J) Oxytocin did not affect the amplitude of sEPSCs. p > 0.05 (n = 7

cells; paired two-tailed t test).

(K) sIPSCs before and after oxytocin application.

(L) Oxytocin led to a transient increase in sIPSCs. **p = 0.002 (n = 8

cells; paired two-tailed t test).

(M) Oxytocin did not affect the amplitude of sIPSCs. p > 0.05 (n = 8

cells; paired two-tailed t test).

(N) In the somatosensory cortex, oxytocin led to similar increases

in sIPSC and sEPSC frequency. p = 0.11 (n = 7 and n = 8 cells for

S1 sEPSCs and sIPSCs, respectively; unpaired two-tailed t test).

Data are represented as mean ± SEM. See also Figure S2.
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oxytocin is sufficient to generate the here-observed effects of
oxytocin applications on spontaneous activity patterns,
including the distance-dependent changes in interneuronal
correlations.

Activation of SST+ Interneurons Is Required for
Oxytocin-Mediated Modulation of Spontaneous Activity
Patterns
Finally, we asked whether the oxytocin-mediated decrease in
the frequency of spontaneous network activity was the result
of the activation of oxytocin receptors expressed in SST+ inter-
neurons in vivo. We specifically inactivated SST+ interneurons
by using a Cre-dependent inhibitory DREADD delivered by virus
injection, which results in 80%of the SST+ interneurons express-
ing the hM4Di-DREADD construct.33 We showed previously that
bath application of clozapine in vitro reduced the excitability of
SST+ interneurons,33 replicating previous findings that hM4Di-
DREADD activation reduces the excitability of developing layer
2/3 neurons.38 We performed in vivo wide-field calcium imaging
tomonitor spontaneous network activity in V1 and then activated
the iDREADD receptor by injecting clozapine subcutaneously
(Figure 7A). 5 min after clozapine injection, oxytocin was applied
topically (Figures 7A and 7B). In this condition, oxytocin failed to
decrease the frequency of spontaneous network events
compared with oxytocin application alone (Figure 7C, % of
change clozapine + oxytocin: !18.1% ± 10.5%; Figure 1D, %
of change oxytocin: !49.2% ± 6.2%; p = 0.023; unpaired two-
tailed t test). Area, amplitude, and duration were not affected
either (Figures 7D–7F). Therefore, SST+ neurons are required
for the inhibitory effect of exogenous oxytocin on the frequency
of spontaneous activity in the developing visual cortex.
We demonstrated here that oxytocin receptor activation can

modulate spontaneous activity patterns by specifically acti-
vating SST+ interneurons; however, the source of oxytocin was
exogenous. To evaluate whether endogenous oxytocin indeed
modulates spontaneous activity patterns under physiological
conditions, we performed wide-field in vivo calcium imaging re-
cordings in awake animals, when SST+ interneurons are intrinsi-
cally active (SST+ interneurons are largely silent under anes-
thesia).32 When we blocked oxytocin receptors, we observed a
small but significant increase in the frequency of calcium events
(Figure 7G), whereas the amplitude remained unchanged (Fig-
ure 7H), as predicted based on our results after topical applica-
tion of exogenous oxytocin. This result suggested that the
oxytocin receptor is activated by its endogenous ligand and
modulates spontaneous activity patterns. Finally, we verified
that focal oxytocin application modulates spontaneous activity
in the awake condition as well. As in anesthetized animals, we
found that the frequency of network events was decreased
although their amplitude remained unaffected (mean baseline
frequency: 0.047 ± 0.007; mean oxytocin frequency: 0.036 ±
0.005; p = 0.043; paired two-tailed t test; n = 6 animals).

DISCUSSION

In adults, oxytocin is a potent modulator of brain activity and
behavior, and it is important for brain development. Here, we
demonstrate that, before eye opening, during the 2nd postnatal
week, oxytocin modulates specific characteristics of sponta-
neous activity patterns in the visual cortex: it selectively in-
creases SST+ interneuron excitability through oxytocin receptor
activation and sparsifies and decorrelates neuronal activity in
layer 2/3 of V1 without affecting event area, amplitude, or
duration.

E F G

H

CBA

I

D

J

Figure 5. SST+ InterneuronsMediate the Oxytocin-Induced Increase
in Inhibitory Synaptic Activity in V1
(A) Voltage-clamp recordings of spontaneous miniature synaptic excitatory

postsynaptic currents (mIPSCs) in the presence of tetrodotoxin (TTX) (0.5 mM)

before and after oxytocin bath application in V1 slices.

(B) The frequency ofmIPSCswas not affected by oxytocin. p > 0.05 (n = 7 cells;

paired two-tailed t test).

(C) The amplitude ofmIPSCswas not affected by oxytocin. p > 0.05 (n = 7 cells;

paired two-tailed t test).

(D) V1 Oxtr and Sst mRNA transcripts. Note the superposition of the two sig-

nals (arrowhead: Sst+/Oxtr+ neurons: 93%; Sst!/Oxtr+ neurons: 2%).

(E) Examples of voltage-clamp recordings at holding potential of!60 mV from

a somatostatin-expressing neuron (SST+) (SST-Cre;Rosa26-TdTomato), an

unlabeled neuron (SST!), and a GAD2+ neuron (GAD2+) (GAD2-Cre;Rosa26-

TdTomato) before and after oxytocin application. Oxytocin induced an inward

current in the SST+ neuron, but not in the unlabeled (most likely excitatory)

neuron or in the GAD2+ neuron.

(F) Group data of oxytocin-induced inward currents: SST+ n = 17 cells; SST!

n = 7 cells; and GAD2+ n = 7 cells. *p = 0.021; **p = 0.0044. Kruskal-Wallis test,

followed by a Dunn test.

(G) Percentage of cells with oxytocin-induced inward currents. Almost all SST+

neurons show oxytocin-mediated currents (14/17 cells) but none of the SST!

neurons (0/7 cells) and a fraction of GAD2+ cells (2/7 cells).

(H) Schematic representation of the experimental paradigm: pyramidal neu-

rons in slices from a transgenic mouse expressing inhibitory DREADDs spe-

cifically in SST+ interneurons (SST-Cre;Rosa26-Gi-hMD4i) were recorded in

voltage-clamp mode. Oxytocin was applied while SST+ neuron activity was

suppressed by CNO to test whether SST+ activation is required for the

oxytocin-induced increase in inhibitory synaptic activity.

(I) Example recordings of sIPSCs in baseline condition, in the presence of CNO

alone, and after bath application of oxytocin in the presence of CNO.

(J) Oxytocin did not increase sIPSC frequency in the presence of CNO. p > 0.05

(n = 12 cells; repeated-measurements one-way ANOVA). Inset: sIPSC fre-

quency is shown. Oxytocin led to an increase in the frequency in the absence

of CNO. *p = 0.032 (n = 3 cells; paired two-tailed t test).

Data are represented as mean ± SEM. See also Figures S3 and S4.
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The Effect of Oxytocin Receptor Activation Differs
between V1 and S1
A large body of evidence suggests that maternal care behaviors
induce activation of hypothalamic neurons and release of
oxytocin in the pup’s brain (e.g., during mother-pup skin-to-
skin contact,39 anogenital stimulation,40 or stroking stimuli,41

and most likely after milk suckling activity42). Accordingly, so-
matosensory stimuli specifically activate parvocellular oxytocin
neurons in the paraventricular nucleus (PVN).43 How oxytocin
reaches the developing cortex is not entirely clear. It might be
released within V1, because hypothalamic oxytocin neurons
project to the cortex, including V1, at least in adult mice.17,44

Alternatively, oxytocin may diffuse into the developing cortex af-
ter somatodendritic release from the hypothalamus into the third
ventricle.15,28,42 To fully disentangle how oxytocin reaches the
developing cortex and to induce endogenous release, it will be
required to adapt technical approaches currently available in
adults18,36,44 to neonatal animals. Nevertheless, our observation
that blocking cortical oxytocin receptors increases the fre-
quency of spontaneous network activity in V1 of awake animals
indicates that the oxytocin receptor is activated by its

endogenous ligand and modulates spontaneous activity pat-
terns during development.
Independently of the source of oxytocin, we find here that this

neuropeptide strongly decreases spontaneous network activity
in V1, although its effect on spontaneous network activity in S1
is comparably mild. The differences between oxytocin’s effect
on V1 and S1 network activity are consistent with differences
in the expression of its receptor across cell types and their spe-
cific responses to oxytocin. Oxytocin receptormRNA expression
co-localizes with the interneuron marker GAD1 in both V1 and
S1; however, its expression in excitatory neurons is higher in
S1 than V1. Furthermore, oxytocin increases specifically inhibi-
tory synaptic transmission in V1, but in S1, it results in a smaller
and more-balanced activation of both spontaneous inhibitory
and excitatory currents. Thus, the specific effect of oxytocin on
inhibitory signaling is most likely responsible for its effect on
network activity patterns in V1. In the adult, various brain regions
differ in their responses to oxytocin due to differences in the dis-
tribution of the oxytocin receptor in inhibitory neurons as
well;17,18,36,44–47 however, whether oxytocin signaling differs be-
tween V1 and S1 in adulthood too is currently unknown.

A B C

D E F

G H I

LKJ

Figure 6. Oxytocin-Induced Increase of the
Excitability of SST+ Interneurons Is Sufficient
to Explain Distance-Dependent Changes in
Correlation
(A) Average of current-clamp recordings of SST+

neurons before and after oxytocin bath application.

Right: group data of SST+ interneuron membrane

potential in baseline and oxytocin conditions are

shown. ****p = 4.7 3 10!10 (n = 34 cells; paired two-

tailed t test).

(B) Train of APs generated with a ramp protocol in

current-clamp mode in baseline and oxytocin condi-

tions.

(C) Instantaneous frequency versus current plot. ***p <

0.0001 (n = 34 cells; repeated-measurements two-

way ANOVA).

(D) Left: single APs aligned to the peak in baseline

and oxytocin conditions. Right: group data of AP

amplitude in baseline and oxytocin conditions are

shown. *p = 0.038 (n = 34 cells; paired two-tailed t

test).

(E) AP width. ****p = 1.8 3 10!6 (paired two-tailed t

test).

(F) AP. Left: single APs in response to a square current

step in baseline and oxytocin conditions. The time

required to elicit an action potential was strongly

reduced in the presence of oxytocin. ****p = 8.9 3

10!7 (paired two-tailed t test). Data are represented as

mean ± SEM.

(G) Left: schematic of the model with excitatory

background input and recurrently connected excit-

atory (red) and inhibitory populations (blue). We,

excitatory weight; Wi, inhibitory weight. Right:

connection probability as a function of distance be-

tween cells is shown.

(H) Resting membrane potential of SST+ interneurons

during baseline and oxytocin.

(I) Firing rate of inhibitory cells as a function of the input current in baseline and oxytocin.

(J) Spike raster plot of excitatory (red) and SST+ interneurons (blue) neuron populations before and after application of oxytocin (see STAR Methods).

(K) Correlation as a function of distance for baseline and oxytocin conditions. See STAR Methods for calculation details.

(L) Change in correlation as a function of distance.

See also Figure S5 and Table S1.
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SST+ Interneuron Activation Accounts for the Oxytocin-
Mediated Increase in V1 Inhibitory Transmission
We propose here that the specific activation of SST+ interneu-
rons through oxytocin modulates spontaneous activity patterns
in the developing V1 based on five observations: (1) the oxytocin
receptor is transcribed in V1 SST+ interneurons but barely de-
tected in other interneuron types, excitatory neurons, or glia
cells.31 (2) Pharmacogenetic suppression of SST+ neurons pre-
vents the oxytocin-mediated decrease in network event fre-
quency in vivo. (3) Oxytocin induces an inward current in almost
all SST+ interneurons and in a fraction of GAD2+ interneurons. (4)
Oxytocin-mediated depolarization of SST+ interneurons in-
creases the frequency of inhibitory synaptic inputs in pyramidal
cells 5-fold, and (5) this increase is abolished entirely by SST+

interneuron inactivation.
Our finding that oxytocin increases inhibitory function through

SST+ interneuron activation and decreases spontaneous activity
during an important step in visual cortex development supports
the idea that oxytocin modulation of inhibition facilitates the
developmental progression across critical periods.19,48 During
development, changes in the E/I balance are important, because
they determine the opening or closure of critical periods, during
which sensory pathways become sensitive to experience.49

Furthermore, the maturation of inhibition may be required for
decreasing spontaneous activity,50 thereby increasing the rela-
tive importance of visually evoked activity. This relative increase
in experience-driven activity could initiate the critical period
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Figure 7. Role for SST+ Interneurons and Endogenous
Oxytocin Receptor Activation in Modulating Network Ac-
tivity In Vivo
(A) Schematic representation of the experimental design: wide-

field calcium imaging of spontaneous network activity in SST-Cre

mice where V1 neurons express GCaMP6s and GiDreadd after

viral transduction.

(B) Fluorescent changes before and after clozapine + oxytocin

application.

(C) Network event frequency during baseline and after oxytocin

application. Time courses represent 5-min averages. Dashed

light blue curve represents data shown in Figure 1D, V1, for

comparison.

(D) Network event area.

(E) Network event amplitude.

(F) Network event duration. Data are represented asmean ± SEM.

(G) Network event frequency during baseline and after oxytocin

receptor antagonist application, in awake animals. *p = 0.037 (n =

7 animals; paired two-tailed t test). Data are represented as

mean ± SEM.

(H) Network event amplitude during baseline and after oxytocin

receptor antagonist application, in awake animals.

2 weeks after eye opening.51 Thus, oxytocin may be
an important regulator of ‘‘phenotypic checkpoints’’
important for sensitive periods during postnatal
development.52

Oxytocin Desynchronizes the Network in a
Structured Manner
We observed that oxytocin decreases pairwise cor-
relations between neurons. This decorrelation is
mediated most likely by oxytocin-induced activation

of SST+ interneurons, in agreement with previously published
findings: activation of interneurons decreases neuronal corre-
lations in general.53,54 More specifically, lateral inhibition, a
role attributed to SST+ interneurons, decorrelates spike
trains55 or stimulus-evoked patterns,56 and pharmacogenetic
inactivation of SST+ interneurons increases pairwise correla-
tions during spontaneous network activity in the developing vi-
sual cortex.33 Our analyses and simulations suggest that cor-
relations are downregulated in a spatially specific manner:
correlation decreases are more pronounced between pairs
of neurons that are farther apart. Neuronal correlations and
the spatial extent of spontaneous network activity patterns
determine their effectiveness in refining synaptic connections
in the visual system.11,25,57,58 Therefore, the regulation of
spatial correlations through oxytocin may be necessary to
shape spontaneous activity patterns to drive the refinement
of synaptic connections and to prepare the emerging network
optimally for computing visual inputs after eye opening. It
might be tempting to speculate that oxytocin contributes to
improved visual acuity after tactile stimulation during
development.59

During the 2nd postnatal week, V1 activity patterns change
from high-correlation, high-cell-participation patterns toward
sparser and less-correlated activity. Sparsification of activity
patterns has been shown to be largely pre-programmed.60–62

Because oxytocin signaling ramps up during the 2nd postnatal
week and sparsifies activity patterns as discussed above,
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oxytocin and potentially other neuromodulators may drive the
sparsification and decorrelation seen in spontaneous activity
patterns toward the onset of sensation. In this regard, it is
interesting to note that activity patterns in the Fmr1 knockout
(KO) mouse, a model for the neurodevelopmental disorder
fragile X syndrome, show increased correlations in the devel-
oping somatosensory and visual cortices compared to WT lit-
termates.63,64 In addition, atypical oxytocin signaling has been
implicated as a risk factor for neurodevelopmental disor-
ders.65–67 Thus, oxytocin may be important for healthy brain
development to specifically shape activity patterns for synap-
tic refinement by regulating SST+ interneuron function.
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RESOURCE AVAILABILITY

Lead Contact
Further information and requests for resources and reagents may be directed to and will be fulfilled by the Lead Contact, Christian
Lohmann, c.lohmann@nin.knaw.nl.

Materials Availability
This study did not generate new unique reagents.

Data and Code Availability
The datasets generated during this study have not been deposited in a public repository but are available from the Lead Contact on
request. This study used standard, custom-built MATLAB programmed scripts that are available from the Lead Contact upon
request. The code used for the simulations is available at https://github.com/comp-neural-circuits/OTmodel.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Animal
All experimental procedures were approved by the institutional animal care and use committee of the Royal Netherlands Academy of
Arts and Sciences and in agreement with the European Community Directive 2010/63/EU and with the Institutional Animal Care and
Use Committee at Florida State University in accordance with state and federal guidelines (Guide for the Care and Use of Laboratory
Animals of the National Institutes of Health). We used neonatal C57BL/6J, SST-Cre, SST-Cre;Rosa26-TdTomato and GAD2-Cre;R-
osa26-TdTomato males and females mice from postnatal day 9 to 14 (P9-14). The SST-Cre;Rosa26-TdTomato and GAD2-Cre;R-
osa26-TdTomato lines were generated by crossing the reporter Rosa26-TdTomato line (The Jackson Laboratory, 007908) with either
the SST-Cre (The Jackson Laboratory, 013044) or the GAD2-Cre (The Jackson Laboratory, 010802) lines. Neonatal pups were
housed with one mother, with exception of pups coming from in utero electroporation. They were housed with two mothers and
the nest trimmed to 6 pups to facilitate the caring behavior of the mothers. Animals were kept in a 12h-12h light/dark cycle with
food and water ad libitum. All the experiments were performed during the light cycle. No effects related to sex were observed. No
animal was excluded from the analysis.
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METHOD DETAILS

In utero electroporation and surgery
In utero electroporation was performed as described previously23. To perform calcium imaging of layer 2/3 pyramidal cells,
GCaMP6s was cloned into pCAGGS (Addgene plasmid 4075372) and used in combination with DsRed in pCAGGS for visualization
(gift from Christiaan Levelt). Pups were in utero electroporated at embryonic day (E) 16.5 after injection of the GCaMP6s (2 mg/ml) and
DsRed (1 mg/ml) vectors into the ventricles. Electrode paddles were positioned to target the subventricular zone and 50 V pulses of
50 ms duration were applied.

For in vivo experiments, surgery for craniotomy was performed as described previously7,33. Pups were kept at 36-37"C and anes-
thetized with 2% isoflurane and lidocaine was applied into the skin before neck muscle removal. A head bar was fixed above the V1/
S1 region. Isofluranewas dropped to 0.7%before the imaging session. This lightly anesthetized state, which is characterized by rapid
and shallow breathing and a relatively high heart rate, was maintained throughout the imaging session. During experiments in the
absence of anesthesia, pups were kept undisturbed in the dark and covered by a custom-made holder that prevents heat loss
and mimic the conditions in the nest, for one hour before the imaging session started. The welfare of the pup was monitored to mini-
mize distress during the whole imaging session.

Virus injection
Virus injections were performed at P0-1. Virus injected were pAAV1-Syn-GCaMP6s (AV-1-PV2824, UPenn viral core) and pAAV1-
hSyn-DIO-hM4D(Gi)-mCherry (produced by FredWinter33). SST-Cre neonatal mice were anesthetized by cold-induced hypothermia
and kept cold in a stereotactic frame for pups (RWD Life Science). Stereotactic injections targeting V1 were performed with a micro-
injection pipet (Nanoject II, Drummond; volume 27 nl; mix of 1:1 AAV1-hSyn-DIO-hM4D(Gi)-mCherry and AAV1-Syn-GCaMP6; from
Bregma inmm: 0.3 posterior, 1.4 lateral). Immediately after injection, pups were kept warm on a heating pad and placed back to their
mother after they awoke from anesthesia.

Wide-field imaging
In utero electroporated or virus injected pups were used for calcium imaging of visual and somatosensory cortex. Calcium events
were recorded with a Movable Objective Microscope (MOM, Sutter Instrument). Time-lapse recordings were acquired with a 4x
objective (0.8 NA, Olympus) and blue light excitation from a Xenon Arc lamp (Lambda LS, Sutter Instrument Company). A CCD cam-
era (Evolution QEi, QImaging) was controlled by custom-made LabVIEW (National Instruments) based software and images were ac-
quired at a frame rate of 20 Hz.

Clozapine (Tocris) was injected subcutaneously (0.5 mg/kg) and oxytocin was applied five minutes after clozapine injection.

2-photon imaging
Bolus load of the calcium indicator Oregon Green 488 BAPTA-1 AM (OGB-1, Invitrogen) was performed as described7. Imaging was
performed by using a two-photon microscope (MOM, Sutter, or A1RMP, Nikon) and a mode-locked Ti:Sapphire laser (MaiTai,
Spectra Physics or Chamaleon, Coherent, l = 810 nm). Consecutive xyt-stacks were acquired at a frame rate of 4-7 Hz (pixel
size 0.3 - 0.6 mm) through a 40x (0.8 NA, Olympus) or a 16x (0.8 NA, Nikon) water-immersion objective, controlled by ScanImage70

or NIS-Elements AR4.51.00 software (Nikon).
For in vivo experiments, oxytocin (1 mM, Sigma) and the oxytocin receptor antagonist (desGly-NH2,d(CH2)5[D-Tyr2,Thr4]OVT,

250 mM, synthesized and kindly donated by Dr. Maurice Manning, University of Toledo) was diluted in cortex buffer solution7 and
applied topically at the craniotomy. The craniotomy was filled with approximately 300 ml of solution and that volume was kept con-
stant until the end of the experiment.

Patch-clamp experiments
Acute 300 mmcoronal slices of the visual or somatosensory cortex were dissected between P9-P14. Pups were sacrificed by decap-
itation and their brains were immersed in ice-cold cutting solution (in mM): 2.5 KCl, 1.25 NaH2PO4, 26 NaHCO3, 20 Glucose, 215 Su-
crose, 1 CaCl2, 7 MgCl2 (Sigma), pH 7.3-7.4, bubbled with 95%/5% O2/CO2. Slices were obtained with a vibratome (Microm HM
650V, Thermo Scientific) and subsequently incubated at 34"C in artificial cerebrospinal fluid (ACSF, in mM): 125 NaCl, 3.5 KCl,
1.25 NaH2PO4, 26 NaHCO3, 20 Glucose, 2 CaCl2, 1 MgCl2 (Sigma), pH 7.3-7.4. After 45 minutes, slices were transferred to the elec-
trophysiology setup, kept at room temperature and bubbled with 95%/5% O2/CO2. For patch-clamp recordings, slices were trans-
ferred to a recording chamber and perfused (3 ml/min) with ACSF solution bubbled with 95%/5% O2/CO2 at 34"C.

Layer 2/3 pyramidal cells and interneurons were identified using an IR-DIC videomicroscope (Olympus BX51WI). GAD2+ and SST+

interneurons were identified by the TdTomato protein fluorescence from the transgenicmiceGAD2-Cre;Rosa26-TdTomato andSST-
Cre;Rosa26-TdTomato, respectively. Quick change between bright-field imaging and epifluorescence was achieved using a foot-
switch device TEAMSTER71.Whole-cell voltage or current-clamp recordings weremadewith aMultiClamp 700B amplifier (Molecular
Devices), filtered with a low pass Bessel filter at 10 kHz and digitized at 20-50 kHz (Digidata 1440A, Molecular Devices). Series resis-
tance was assessed during recordings and neurons showing a series resistance > 30 MU or a change > 30% were discarded. Digi-
tized data were analyzed offline using Clampfit 10 (Molecular Devices), Igor (WaveMetrics) and AxoGraph (Axograph Scientific).
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Spontaneous and miniature IPSCs were recorded at a holding potential of 10 mV with glass pipettes (3-6 MU) containing (in mM):
115 CsCH3SO3, 10 HEPES, 20 CsCl, 2.5 MgCl2, 4 ATP disodium hydrate, 0.4 GTP sodium hydrate, 10 phosphocreatine disodium
hydrate, 0.6 EGTA (Sigma), pH 7.3. For sIPSC recordings during selective silencing of SST+ interneurons, clozapine N-oxide
(CNO) (10 mM, Tocris) was administered 1 minute prior to oxytocin (1 mM, Sigma). mIPSCs were recorded in the presence of tetro-
dotoxin (0.5 mM, Tocris). The oxytocin receptor antagonist desGly-NH2,d(CH2)5[D-Tyr2,Thr4]OVT (50 mM, synthesized and kindly
donated by Dr. Maurice Manning, University of Toledo) was applied for 5-10 minutes before oxytocin wash-in. sEPSCs were re-
corded at a holding potential of !60 mV (with junction potential correction) with an intracellular solution containing (in mM): 122 po-
tassium gluconate, 10 HEPES, 13 KCl, 10 phosphocreatine disodium hydrate, 4 ATP magnesium salt, 0.3 GTP sodium hydrate
(Sigma), pH 7.3. Oxytocin-induced currents in GAD2+ and SST+ interneurons were recorded at a holding potential of !60 mV
(with junction potential correction) in the presence of 10 mMSR95531, 10 mMNBQX, 50 mMD-AP5 (Tocris). Current-clamp recordings
of SST+ interneurons were performed using the same KGluconate-based intracellular solution and in the presence of the synaptic
blockers mentioned above. After breaking the seal, variable current injection was applied to keep the cells at !60 mV. The injected
current was kept constant from the time of oxytocin wash-in.

RNAscope
Fresh frozen brain tissue fromC57BL/6J mice was sectioned in the sagittal plane at 20 mm in 6 series on SuperFrost Plus microscope
slides and stored at !80"C until further processing. RNA transcripts were detected with RNAscope 2.5HD Duplex Assay (Cat. No.
322430, Advanced Cell Diagnostics (ACD), Hayward, CA). Synthetic oligonucleotide probes complementary to the nucleotide
sequence 1198 – 2221 of Oxtr (NM_001081147.1; ACD Cat. No. 411101-C2), 464 - 1415 of Slc17a7 (VGLUT1; NM_182993.2;
ACD Cat. No. 416631), 62 – 3113 of Gad1 (NM_008077.4; ACD Cat. No. 400951) and 18 – 407 of Sst (NM_009215.1; ACD Cat.
No. 404631) were used. Slides were fixed for 2 hours in ice cold 4%paraformaldehyde (pH 9.5) followed by increasing concentrations
of ethanol and dehydration in 100% ethanol overnight at !20"C. Slides were air-dried for 10 minutes and boiled for 5 minutes in a
target retrieval solution (ref. 322001, ACD), followed by 2 room temperature water rinses and a rinse in 100% ethanol. Slides were
air-dried, after which targeted sections were incubated with Protease Plus solution (ref. 322331, ACD) for 15 minutes at 40"C, fol-
lowed by room temperature water rinses. These prepared slides were then probed for 2 hours with individual probe mixtures
(Oxtr in the red channel 2 and the other probes in the blue-green channel 1) at 40"C. Unbound probes were rinsed off in wash buffer
and slides were stored overnight in 5X SSC at room temperature. Signal amplification and detection were performed using the
detailed instructions provided in the RNAscope 2.5HD Duplex Assay. Sections were counterstained with Gill’s hematoxylin (Amer-
icanMastertech Scientific, Inc. Lodi, CA) and coverslippedwith Vectamount (Vector Laboratories, Inc. Burlingame, CA). Imageswere
captured with brightfield microscopy (Keyence BZ-X710, Keyence Corp., Osaka, Japan).

Model
We simulated a large-scale computational model of the visual cortex37 in the NEST framework69. We focused only on modeling the
cortical network of excitatory and inhibitory neurons with 25% of the inhibitory population corresponding to SST+ neurons in L2/3,
receiving excitatory input from the thalamus. To achieve network activity similar to that described for the developing cortex7,62, we
adjusted the intrinsicmembrane properties and synaptic weights in themodel based onmeasurements from the present study (Table
S1) and applied an external current of 50 pA (to excitatory neurons) or 40 pA (to SST+ interneurons) and a sinusoidal background input
to the excitatory population to generate spontaneous activity. The oxytocin effect was modeled by increasing the resting membrane
potential of SST+ interneurons from !60.8 mV to !56.3 mV as the change observed in our experiments (Figure 6A). After simulating
the system for 60 s in baseline condition, wemodeled application of oxytocin and simulated again for 60 s. Correlations are computed
between the voltage traces of excitatory units.

QUANTIFICATION AND STATISTICAL ANALYSIS

2-photon imaging analysis
Images were analyzed with ImageJ (NIH) and custom-written MATLAB scripts (MathWorks) as described previously63. First, to re-
move movement artifacts and align all recordings we performed an image alignment step based on the enhanced correlation coef-
ficient algorithm68. DF/F0 stacks were generated by subtracting and dividing each frame by the mean fluorescence (F0). Regions of
interest (ROIs) were placed on cells that showed clear activity and were visible in all recordings. Glial cells in the field of view showed
elevated basal intensity and were not active. All included ROIs were neuronal. DF/F0 traces were obtained by calculating the mean
intensity within the ROI for each frame. Increases in fluorescence intensity, which reflect increases in the intracellular calcium con-
centration due to action potential firing, were then detected automatically for all ROIs and subsequently verifiedmanually. The detec-
tion threshold was adjusted for each experiment (at least 2x the standard deviation of the signal in the absence of events) but re-
mained the same within an experiment.
Pearson correlation coefficients were computed from the DF/F0 stacks. The total number of pairs of cells (computed as N(N – 1) /2)

was balanced across conditions (oxytocin – 8806 pairs; cortex buffer – 8023 pairs). In Figure 2E each x-coordinate corresponds to a
window of length 7 minutes around the time point. The y-coordinate of the line is computed as the average across all animals of the
condition over the correlation coefficients computed from the window. The shaded area is the standard error of the mean (computed
as bs=

ffiffiffiffi
N

p
, where bs is the estimated standard deviation over animals and N is the number of animals). In Figure 2F, we averaged the
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correlation coefficients computed from the windows over all animals and time points before or after oxytocin application. The filled
contour plot was made by plotting pairwise correlations after oxytocin (average of 40 minutes period after oxytocin) against baseline
correlations (average of 40 minutes period before oxytocin).

For the matrix correlation analysis, we computed the squared distance between the baseline matrix, cBLij , computed for the entire

baseline period of 45minutes, and the correlationmatrix computed from a shifting 7-minute slice centered at time point t, ctij, and then

summing over all the element-wise differences of all matrix entries, MSD=
P
ij
ðctij ! cBLij Þ2 . To remove any potential drift that occurs

already during the baseline and that might distort the MSD analysis, we performed a linear regression on the baseline MSD and sub-
tracted the linear contributions from all time points. To further pool across multiple animals, we normalized the squared distances by
the mean and standard deviation of the baseline period.

Wide-field imaging analysis
Network events were detected automatically. First, DF/F0 stacks were generated using a moving average across 500 frames as F0.
The detection threshold was 12% DF/F0, which was at least 3x larger than the standard deviation of the noise during inactivity for all
recordings. Pixels below threshold were reduced to zero. Network events were defined as groups of at least 300 non-zero pixels that
were connected in time and/or space. Since the frame rate was 20Hz and the pixel size 7.68 mm (area covered by 1 pixel: 59 mm2), this
criterion included events of e.g., > 1 s duration that covered on average > 885 mm2 of cortical surface. Since this criterion was chosen
empirically, we investigated how robust our findings were with respect to this criterion. We performed analyses where we varied the
total number of connected pixels that defined a network event on a subset of the data. We found that the number of detected events
and the changes observed in frequency after oxytocin application were very robust across different pixel numbers between 200 and
800 pixels (not shown). Since wide-field microscopy is inherently prone to scattered light, we found that the area that network events
covered across the cortex was overestimated when we used the 12% cutoff. Therefore, we restricted the area to those pixels that
reached 67% of the maximal DF/F0 value for each event (Figure S6).

Recordings from un-anaesthetized animals showed increased movement artifacts. Therefore, we restricted our analysis to fre-
quency and amplitude of network events in traces generated from the entire area of V1. Traces were long-pass filtered to remove
high-frequency movement artifacts. Network events were automatically detected using MATLAB’s ‘‘Find peaks’’ function where
the parameters prominence and peak were optimized for detecting events during the baseline period and kept constant throughout
the experiment.

Electrophysiological analysis
m/sIPSCs and sEPSCs were detected using an Igor-based tool SpAcAn (Igor Pro 7, WaveMetrics). Frequency timelines of postsyn-
aptic currents were built by calculating the frequency of 50-or 90 s bins. The 20%–80% rise time was calculated for each IPSC event
and the rise rate was determined as amplitude/rise time (pA/ms). Excitability of SST+ interneurons was assessed with a one-step
ramp protocol, from !100 pA to 140 pA at a rate of 96 pA/second. Single action potentials (APs) were elicited by injecting moderate
pulses of current (< 1 nA, < 15 ms). Changes in membrane potential upon oxytocin treatment were calculated as the voltage differ-
ence between the trace exhibiting the peak effect and the last trace of baseline condition. A minority of cells that did not exhibit a
depolarization (6%) were discarded for subsequent analyses. A voltage timeline was built by calculating the baseline membrane po-
tential of 45 s bins. For analysis of SST+ interneuron excitability, the duration of the rampwas divided into 175-milisecond bins and the
mean inter-spike interval (ISI) was calculated for each period bin. Then, the instantaneous frequency (ISI-1) was plotted against the
mean current injected within the same bin. AP features were determined as follows: (1) overshoot was quantified as the amplitude of
the AP above 0 mV. (2) Amplitude was calculated as the voltage difference between the peak of the AP and its threshold. (3) Width
was determined at half the amplitude of the AP. (4) DTime was described as the time difference between the onset of pulse injection
and the time point when the membrane potential reached the action potential threshold. (5) dVdt-1 was defined as the first derivative
of the voltage trace with respect to time.

RNAscope analysis
Quantification was done on the 40x images. The total number of cells was determined by the nucleus visualization given by Gill’s
hematoxalin staining. Oxtr+/VGLUT1+/Gad1+ neurons were manually identified and counted with ImageJ.

Statistics
All data are shown as mean ± SEM. The number of animals and the test used for each analysis is specified in the Results section. To
determine statistical differences we used Prism 7 (GraphPad). Sets of data R 6 were tested for normality with a Shapiro-Wilk test,
then a paired or unpaired t test was applied for two-group comparisons. Comparisons between more than two groups were per-
formed with one or two-way ANOVAs. For not normally distributed data or data < 6, the non-parametric Wilcoxon andMann-Whitney
tests were applied for paired or unpaired experiments, respectively, for two-group comparisons. Datasets withmore than two groups
were analyzed using the Kruskal-Wallis and Friedman test.
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4 Discussion

In the publications that compose this dissertation, we have used various techniques

from computational neuroscience to investigate the brain at multiple levels of ab-

straction.

• Starting at the molecular level, we synthesized existing experimental in-

sights on the interactions between neurotrophic factors into a mathematical

model (Kirchner et al., 2021). Mathematical analysis allowed us to identify

the model’s key characteristics and demonstrate how to map the molecular

model onto awell-established phenomenological model of activity-dependent

synaptic plasticity.

• Using the phenomenological model of synaptic plasticity at the dendrite level,

we were able to explain the emergence of species-specific types of synaptic

organization in the developing visual cortex (Kirchner et al., 2021). Consistent

with the model’s predictions, the synaptic organization in the visual cortex of

the macaque was recently demonstrated to resemble the synaptic organization

in the ferret visual cortex (Ju et al., 2020).

• At the circuit level, we used a feedforward model of visual pathway develop-

ment to investigate the functional role of high-synchronicity-events in recep-

tive field refinement (Wosniack et al., 2021). Our model predicted a previously

unnoticed property of high-synchronicity-events that they adapt their am-

plitude to the amplitude of preceding events, which we were able to verify by

reanalyzing the experimental data.

• To better understand the e�ect of the hormone oxytocin on spontaneous ac-

tivity in the developing cortex, we constructed a recurrent neural network

model with an excitatory and an inhibitory population (Maldonado et al.,

2021). When calibrated with biologically-realistic parameters, we demon-
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4 Discussion

strate that a slight depolarization of a small (⇠25%) subpopulation of in-

hibitory cells is su�cient to explain the observed changes in spontaneous ac-

tivity at the population level.

By mathematically connecting the models underlying these projects, in this disser-

tation, I demonstrate the ability of computational modeling to provide a unified lan-

guage for explanations in neuroscience. Taken together, my research illustrates that

interactions between spontaneous activity and synaptic plasticity are well-suited to

instruct and support the maturation of the cortex at multiple levels of abstraction.

Open Questions and Outlook

The value of computational models reveals itself through the models’ ability to de-

scribe biology, connectmultiple experimental findings into a single framework, and

extract principles beyond these multiple experimental observations (Abbott, 2008).

Beyond the published work that forms the basis of this dissertation, I have con-

tributed to several additional research projects that expand the published methods

and are now in preparation for publication. These projects center on further aspects

of brain development, such as

1. the impact of the Fragile X mutation on the circuit-level mechanism gener-

ating spontaneous activity during development.

2. the interactions between synaptic activity and dendrite growth in the devel-

oping cortex.

3. the emergence of multisensory processing in the developing higher-order

cortex of mouse pups.

I briefly summarize the question and preliminary results from these studies and

explain their relation to my published work that constitutes this dissertation.

110



Impact of a single gene mutation on circuit structure and
spontaneous activity in the developing cortex

Zhuo-Shi Liu†1, Jan Hendrik Kirchner†, Juliette Cheyne, Christian Lohmann, and Julijana
Gjorgjieva

Studying how circuits wire up in the brain during development helps us under-
stand how the brain processes sensory information and generates behavior, which
is important for understanding normal behaviors and brain disorders. Before an
organism perceives its environment, spontaneous activity in the developing brain
organizes and refines its circuitry (Kirkby et al., 2013). Changes in this activity can
lead to malformations in its wiring. Alterations of this type have been observed in
a mutant mouse model of the Fragile X syndrome, where a single genetic muta-
tion leads to changes in cortical inhibition and recruitment of additional neurons in
spontaneous activity (Cheyne et al., 2019; Gonçalves et al., 2013). We do not under-
stand exactly how spontaneous activity comes about, especially whether and how
certain genes might a�ect it (Yap et al., 2018).
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Figure 4.1: A computational model produces local and global events through di�er-
ential inhibitory control. (a) Schematic of our recurrent network model with excitatory
(E, red) and inhibitory (I, blue) cells arranged in a grid and locally connected with a Gaus-
sian profile. (b) Three frames from spatially structured feedforward input. (c) Proposed
mechanism for the generation of local and global events. (d) Averaged E and I activity as a
function of time. Local and global events are highlighted in green and purple. (e) Average
E and I activity at global and local events. (f ) Histogram of E-I activity di�erences during
the peak of local and global events.

We investigated how biologically realistic, spontaneous activity can emerge in re-
current networks with excitatory and inhibitory neurons and background input
representing input from the sensory periphery. The model derives from the work

1† indicates equal contribution.
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published in Maldonado et al. (2021). Our model accurately capture two distinct
classes of spontaneous activity: Local (L-)events, and Global (H-)events, which
match with experimentally characterized activity originating in the sensory pe-
riphery of the cortex (Leighton et al., 2021; Siegel et al., 2012) (Fig. 4.1a-c). When
stimulation stems from the periphery, inputs onto inhibitory units are dominant,
and only a limited portion of the excitatory units activates (Fig. 4.1c). Conversely,
activation from within the cortex triggers dominant excitation that spreads laterally
without restriction (Fig. 4.1c). Consistent with experimental data, we thus find that
the di�erential drive onto excitation and inhibition can exhibit a powerful control
over spontaneous activity in the developing cortex (Fig. 4.1d-e).
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Figure 4.2: Two hypothesis for perturbed ratio of local and global events. (a) Field
of view from calcium image experiments in the developing mouse visual cortex. Reanalzed
data from Cheyne et al. (2019). (b) Top: Example calcium trace averaged across the
recorded cells, with local and global events highlighted. Bottom: Comparison of aver-
age frequency on local and global events in wildtype (lower) and Fragile X (upper) animals.
(c-e) Averaged activity traces from excitatory (red) and inhibitory (blue) cells in the base-
line model (c), the reduced feedforward model (d) and the reduced inhibition model (e).
Bar plot below indicates observed change in frequence of local and global events as in b. (f )
Model prediction about the relationship between amplitude and fraction of cells active per
event.

We next reanalyzed calcium imaging data from the developing cortex of Fragile X
and wildtype mice (Cheyne et al., 2019) (Fig. 4.2a). Our analysis revealed sponta-
neous activity with an increase in global and a decrease in local events (Fig. 4.2b).
Using our recurrent model, we explored two plausible mechanisms that lead to this
altered activity: weakened feedforward input vs. reduced recurrent inhibitory con-
nectivity (Fig. 4.2c-e). These alternatives make di�erent experimentally-testable
predictions for the relative ratio between local and global events (Fig. 4.2f ). We are
thus able to leverage computational modeling to propose two concrete mechanisms
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capable of explaining part of the Fragile X phenotype and articulating the central
role that inhibition might play in the disorder.

Beyond the Fragile X mutation, the proposed model allows us to investigate a host
of modulating factors on characteristics of spontaneous activity. Further research
could leverage this approach to explore the role of connectivity profiles, intrinsic
excitability, and correlations in shaping spontaneous activity and the implications
for receptive field refinements in development. Dissecting the influence of these
factors in a model could guide experimental work and might eventually suggest
approaches to understand and perhaps even treat disorders derived from altered cir-
cuit structure during development.

Activity-dependent dendrite growth through formation
and removal of synapses

Jan Hendrik Kirchner†2, Lucas Euler†, and Julijana Gjorgjieva

Neurons can perform di�erent computations depending on the shape of their
dendrites and the formation of synapses with other neurons (Stuart et al., 2016).
Throughout brain development, dendrites grow and integrate into multiple net-
works simultaneously. Many experiments have shown that neural activity and
synapse formation influence dendrite growth (Niell et al., 2004; Podgorski et al.,
2021). Yet, computational models of dendrite growth have mostly assumed random
branching (Kliemann, 1987), implemented activity-independent growth cones
(Luczak, 2006), or generated dendrite morphologies based on abstract mathematical
constraints (Torben-Nielsen et al., 2014; van Veen et al., 1992). These approaches
can produce highly accurate neuronal morphologies and capture neurons at di�er-
ent developmental stages (Cuntz, 2016; Koene et al., 2009). Still, they don’t allow
us to study how changes in the morphology of a neuron might constrain its func-
tioning. Consequently, we cannot answer questions about the relationship between
morphological variability and the firing patterns of individual neurons with these
models.

2† indicates equal contribution.
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Figure 4.3: A model of dendrite growth for a cortical pyramidal neuron driven by
spontaneous activity. (a) Schematic of the initial state. Color indicates group identity.
(b) Schematic of growth and plasticity model. Soma and synapses correspond to box in
a. Signaling molecules di�using from potential synapses (1) attract dendrite growth and
thus promote synapse formation (2) independent of firing pattern (3). Synapses stabilize or
disconnect according to local correlations in their activation (4). Stable synapses anchor the
dendrite, which would otherwise retract (5).

Based on our published work on activity-dependent synaptic organization (Kirch-
ner et al., 2021), we propose a model in which dendrite growth and retraction stem
from combining activity-dependent and -independent cues from potential synaptic
partners (Fig. 4.3a). A newly formed synaptic contact is either stabilized or removed
according to our local plasticity rule for synaptic organization (Kirchner et al., 2021)
(Fig. 4.3b). The corresponding branch retracts if a synapse gets removed from the
dendrite, thus connecting neural activity and dendritic shape in a dynamical system.
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Figure 4.4: Spontaneous activity and a local plasticity rule drive balanced growth
and retraction of dendrites and synapse formation in distinct phases. (a) Example of
dendrite at five time points in our model. (b) Same dendrite as in a with formed synapses
(green circle) superimposed. (c) Added synapses (green) and pruned synapses (red) as a
function of time. Note the three emerging phases (overshoot, pruning, and stabilization).
(d) Example of dendrite tree with synapses superimposed. Color indicates group identity.
(e) Global group selectivity of dendrites as a function of time. Dashed line indicates chance
level. (f ) Average local correlation as a function of distance between pairs of synapses at
t=72h. (g) Schematic illustrating optimal and random dendritic wiring. (h) Tree length as
a function of area occupied in the optimal, simulated and random scenario. Lines correspond
to analytic predictions.

Stable dendritic morphologies emerge naturally in this model through three se-
quential phases of growth (overshoot, pruning, and stabilization) (Fig. 4.4a-c).
Dendrites only retain inputs that match the activity of their neighbors, while mis-
matched inputs are pruned (Fig. 4.4d). Thus, the dendrite becomes more selective
for some input patterns over time (Fig. 4.4e), and nearby synapses are more likely
to be correlated than distant synapses (Fig. 4.4f ). Dendrite growth is determined
by the nearest available synaptic partner (Fig. 4.3). As a consequence, dendrites ap-
proximate optimal wiring length (Fig. 4.4g,h). In summary, our mechanistic model
captures diverse phenomena related to dendrite growth and suggests specific ways
in which synaptic formation and removal control both form and function.
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In this project, we have focused on the development of a few dendrites in a two-
dimensional sheet of cortex to identify principles of dendrite development. How-
ever, with more powerful hardware becoming cheaper and more widely accessible
(Sevilla et al., 2022), a large-scale simulation of hundreds or thousands of neurons
interacting and developing in parallel might soon be feasible. Such a model would
allow the detailed investigation of reciprocal interactions between local dendritic
plasticity and circuit-wide spontaneous activity.

Correlated spontaneous activity drives emergence of
multi-sensory integration in the developing
higher-order cortex

Jan Kirchner, Deyue Kong, Marina Wosniack, Paloma Maldonado, Alessandra Raspanti, Nawal
Zabouri, Gertjan Houwens, Christian Lohmann, and Julijana Gjorgjieva

Not only the primary visual (V1) but also the somatosensory cortex (S1) and other
cortical and subcortical areas in the developing rodent brain exhibit patterns of
spontaneous activity before the onset of sensory experience (Golshani et al., 2009).
These patterns generally become more localized and sparse as the brain develops
(Golshani et al., 2009; Rochefort et al., 2009; Siegel et al., 2012). However, spon-
taneous events in S1 are sparser than their counterparts in V1 before eye-opening
(Golshani et al., 2009; Rochefort et al., 2009), implying an earlier maturation of S1
relative to V1. V1 and S1’s spontaneous activity propagates to higher cortical ar-
eas, with a common target being the rostrolateral cortex (RL) (Glickfeld et al., 2017;
Wang et al., 2007). The adult RL integrates multi-sensory inputs (visual and tactile),
and ⇠60% of its neurons are bimodal (Olcese et al., 2013). Furthermore, the visual
and tactile maps are topographically aligned in RL, meaning they share a common
coordinate system (Olcese et al., 2013).

Since spontaneous activity is known to instruct various aspects of organization in
the developing brain, we asked whether it might be involved in the refinement of
connections between V1, S1, and RL.We expanded a published model (Wosniack et
al., 2021) to include the two primary cortices, one higher-order cortex, and feedfor-
ward connections between them (Fig. 4.5a,b). Using insights from the experimental
data, we generate spontaneous activity with biologically realistic statistics as input
to the system (Fig. 4.5c).
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Figure 4.5: Model set-up and assumptions. (a) Schematic of a three population feed-
forward model of the developing visual (V1), somatosensory (S1) and higher-order cortex
(HOA). (b) Example of random initial connectivity matrix between V1 and HOA (connec-
tivity matrix for S1 and HOA is chosen identically) with bias along the diagonal. (c) Sample
of spontaneous events in V1 (top) and S1 (bottom) across cells as a function of time. Boxes
highlight two spatiotemporally correlated events in V1 and S1.

Using this model, we investigated the emergence of bimodal RL neurons (Fig. 4.6a).
We found that bimodal RL neurons develop when su�cient correlation between
events in V1 and S1 exists (Fig. 4.6b) and could detect this correlation in experi-
mentally recorded data (Fig. 4.6c,d). Furthermore, we found that the mixture of
bimodal and unimodal neurons observed in biology is optimal for information de-
coding when visual and somatosensory activity is correlated (Fig. 4.6e,f ).
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Figure 4.6: Emergence of bimodal neurons through biologically realistic correlated
activity and optimal decoding. (a) Example of refinement of connectivity matrix be-
tween V1 and HOA (top) and S1 and HOA (bottom). (b). Example of connectivity matrices
in steady state from simulations with low (left) to high (right) correlation between V1 and
S1. (c) Schematic of the widefield experiments. An area encompassing V1 and S1 imaged
over a 100 min recording session. (d) Correlation between activity in the somatosensory
and the visual cortex as a function of the lag. Individual animals (grey) and average (black)
superimposed. Vertical black line indicates zero lag. (e) Schematic of di�erent possible
combinations of sensory stimulation. (f ) S1 and V1 reconstruction as a function of the
percentage of bimodal cells.

Thus, by combining theory and experiments, we find that activity-dependent plas-
ticity can instruct cross-cortical wiring in the developing cortex and produce cir-
cuits that e�ciently integrate information frommultiple modalities. Future research
could elucidate how di�erent higher-order cortices manage to specialize in pro-
cessing di�erent aspects of multisensory stimuli (Murakami et al., 2017) or how the
processed stimuli might inform downstream tasks like decision making and motor
planning.

Simplicity in the developing brain

The work in this dissertation is based on the idea that computational models can
connect di�erent levels of abstraction. In the projects highlighted in the previous
sections, I have looked at how this principle applies to di�erent areas, such as neu-
rodevelopmental disorders, the temporal dynamics of dendrite development, or the
relationship between primary and higher-order cortices. Intriguingly, the previ-
ously published models naturally extend to these areas, demonstrating their broad
explanatory potential (Abbott, 2008).
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Despite the di�erent focus of each project, the work presented in this thesis shares
a methodological core. When creating a computational model, I attempt to only

include the essential aspects that produce a given phenomenon. This allows the
model to be general enough to be applied to di�erent systems, while still being
specific enough to describe complex biological phenomena. This principle of parsi-
mony (Occam’s razor; Sober, 2015) is well-known in philosophy and science alike.
However, the principle is not always applicable (Webb, 1996). Some philosophers
go as far as to argue that it is impossible to create a simple model of how the brain
works at the highest levels of abstraction (McGinn, 1989). In this closing section
of my dissertation, I want to lay out an argument for why we might have a more
optimistic outlook on the future of neuroscience.

Building a brain is an amazing feat. Not only is the resulting, adult brain extremely
complex, but the process of creating it is also very intricately constrained. In par-
ticular:

1. The genetic code that controls brain development does not specify the exact
connectivity of the mature brain (Price et al., 2017; Witvliet et al., 2021). In-
stead, the code must be able to sequentially bootstrap the brain into function,
using the immature brain’s basic structure and activity to gradually build a
more sophisticated brain (Richter et al., 2017).

2. Faced with an adversarial environment, the developing brain needs to respond
robustly to severe perturbations. Malnourishment, minor genetic mutation,
or assault by predators are not uncommon and are compensated for by the
appropriate alterations to development (Chapman et al., 1993; Zheng et al.,

2014).

3. Despite the need for acute robustness to adversarial inputs, the developing
brain nonetheless needs to be able to absorb and internalize the specifics of its
environment flexibly (Berkes et al., 2011; Roy et al., 2020). In particular, the
highly protracted development of the human brain illustrates how the brain
must be able to adapt to new experiences as they arise throughout life.

Given the complex and opposing constraints that exist, it is surprising that brain
development is something that can be modeled computationally. Additionally, it is
impressive that simple models can explain a lot about brain development. A hint for
why we might find comparatively simple explanations comes from recent advances
in artificial intelligence (Team et al., 2021; Valle-Perez et al., 2018;Wang et al., 2016).
A system confronted with a wide range of diverse tasks is incentivized to develop
robust learning routines (Wang et al., 2016), which allow the system to flexibly act
in novel environments (Team et al., 2021). Intriguingly, this astonishing ability of
artificial systems stems from an implicit bias towards simple solutions, which tend to

119



4 Discussion

generalize much better than more complex solutions (Valle-Perez et al., 2018). Note
that simplicity in this context has the technical meaning ofmathematically concise, and
not necessarily composed of few components (Rasmussen et al., 2000).

Could the brain also be biased towards simple solutions? The work in this disser-
tation demonstrates that, sometimes, we can characterize developmental processes
with mathematically concise computational models. Suppose this type of simplic-
ity is a foundational aspect of brain development. In that case, future research will
uncover increasingly concise but expressive computational models that can explain
both normal function and developmental disorders. Thus, the discovery of simple
computational models might be a step toward a unified understanding of how the
brain develops.
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