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Abstract 
Dimeric and tetrameric MoxSy clusters have been synthesized inside NaY zeolites 

using chemical vapor deposition of Mo(CO)6 followed by sulfidation and reduction. In 

addition, also mixed metal sulfide catalysts with Ni, Co & Fe have been prepared via 

this approach. The materials are stable hydrogenation catalysts, but only in the 

absence of sulfur in the feed. Hydrogen is adsorbed in form of hydrides and is 

transferred to the competitively adsorbed alkene. The nature of adsorbed hydrogen is 

different from that on layered MoS2 on which it is stabilized in form of acidic SH groups. 

 

Kurzzusammenfassung 
Zweikernige und vierkernige MoxSy-Cluster wurden in NaY-Zeolithen mithilfe von 

chemischer Gasphasenabscheidung von Mo(CO)6 und nachfolgender Sulfidierung 

und Reduktion synthetisiert. Zusätzlich wurden auch Mischmetallsulfid-Katalysatoren 

mit Ni, Co & Fe auf diese Weise hergestellt. Diese Materialien sind stabile 

Hydrierkatalysatoren, allerdings ausschließlich in der Abwesenheit von Schwefel im 

Reaktionsstrom. Wasserstoff wird in der Form von Hydriden adsorbiert und auf das 

kompetitiv adsorbierte Alken transferiert. Die Art des adsorbierten Wasserstoffs 

unterscheidet sich von der auf geschichteten MoS2-Katalysatoren, auf denen er in 

Form von sauren SH-Gruppen stabilisiert wird. 
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Abbreviations and Explanations 
AHM   Ammonium heptamolybdate 

a.u.   Arbitrary unit 

BAS   Brønsted acid site 

bcc   body-centered cubic    

BEA   Beta zeolite 

B3LYP  Becke, 3-parameter, Lee-Yang-Parr 

CN   Coordination number 

CNT   Carbon nanotube 

CVD   Chemical vapor deposition 

d   (Interatomic) distance 

DCM   Double crystal monochromator 

DFT   Density functional theory 

D3BJ   Becke-Johnson damping 

EDS   Energy dispersive X-ray spectroscopy 

EFAl   Extra-framework aluminum 

e.g.   exempli gratia/ for example 

EPR   Electron paramagnetic resonance 

ER   Eley-Rideal 

et al.   et alia/ and others 

EXAFS  Extended X-ray absorption fine structure 

FAU or Y  Faujasite zeolite 

FT   Fourier-transformed 

GC   Gas chromatography 

HAADF  High-angle-annular dark field 

HDM   Hydrodemetalation 

HDN   Hydrodenitrogenation 

HDO   Hydrodeoxygenation 

HDS   Hydrodesulfurization 

HER   Hydrogen evolution reaction 

HERFD  High energy resolution fluorescence detected 

i.d.   Inner diameter 

i.e.   id est/ that is to say 

IR   Infrared 

IWP   Incipient wetness impregnation 

LAS   Lewis acid site 

LH   Langmuir-Hinshelwood 

MAS   Magic angle spinning 

MFI   Zeolite Socony Mobil-5 

MSI   Metal-support interaction 
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MxSy   Unspecified metal sulfide phase 

n.d.   Not determined 

NMR   Nuclear magnetic resonance 

o.d.   Outer diameter 

PBE   Perdew-Burke-Ernzerhof 

PFR   Plug flow reactor 

RDE   Rotating disc electrode 

RHE   Reversible hydrogen electrode 

RI   Resolution-of-identity 

RIJCOSX  Resolution-of-identity approximation 

RRHO   Rigid-rotor harmonic oscillator 

SARC/J  Auxiliary basis set 

SPE   Single-point-energy 

STM   Scanning tunneling microscopy 

TDDFT  Time-dependent density functional theory 

TEM   Transmission electron microscopy 

TFY   Total fluorescence yield 

TMS   Transition metal sulfide 

TPSSh Functional (10% HF exchange) by Tao-Perdew-

Staroverov-Scuseria 

TZVP/TZVPP Triple zeta polarization functions 

UK   United Kingdom 

UKS   Unrestricted Kohn Sham 

U.S.   United States of America 

VGO   Vacuum gas oil 

viz.   videre licet/ namely 

VtC   Valence-to-core 

wt%   Weight percent 

XANES  X-ray absorption near edge structure 

XAS   X-ray absorption spectroscopy 

XES   X-ray emission spectroscopy 

XPS   X-ray photoemission spectroscopy 

XRD   X-ray diffraction 

ZORA   Zeroth-order regular approximation 

ZPE   Zero-point-energy 

2D   Two-dimensional 
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Symbols 
δ/Δ   Difference 

δ+/ δ-   Partial charge 

θ   Diffraction angle 

μ-bridging  Doubly bridging ligand 

σ2   Debye-Waller factor 

χ (k)   Oscillations as function of the circular wavenumber 

ω   Spin-multiplicity 

 

A   Amplitude 

E   Energy 

E0   Absorption energy 

G   (Gibbs) free energy 

h   Planck constant 

H   Enthalpy 

k   Circular wavenumber 

Kα/Kβ   Characteristic X-ray emission lines 

kB   Boltzmann constant 

Ms   Spin quantum number 

R   Radial distance or universal gas constant 

S   Total spin or entropy 

S0
2   Amplitude reduction factor 

U   Internal energy  



XV 
 

Table of Contents 
1 Introduction ............................................................................................... - 1 - 

1.1 Transition Metal Sulfide Catalysis in Past and Future ............................. - 1 - 

1.2 Enzymes as Blueprint for Catalyst Design ............................................... - 4 - 

1.3 Scope of Thesis........................................................................................... - 6 - 

1.4 References ................................................................................................... - 8 - 

2 Transition Metal Sulfides in Catalysis .................................................... - 9 - 

2.1 Industrial Hydrotreating ........................................................................... - 10 - 

2.1.1 Relevance ............................................................................................ - 11 - 

2.1.2 Chemical Background .......................................................................... - 13 - 

2.1.2.1 Aromatics and Heteroatom-Containing Compounds ...................... - 14 - 
2.1.2.2 Mechanistic Aspects of Catalytic Hydrotreating ............................. - 16 - 

2.2 Upgrading of Renewable Resources ....................................................... - 19 - 

2.3 Electrochemistry ....................................................................................... - 21 - 

2.3.1 Electrocatalytic Hydrogen Production ................................................... - 21 - 

2.3.2 Sulfide Phases as Electrode Materials ................................................. - 22 - 

2.4 References ................................................................................................. - 23 - 

3 Structure and Reactivity of Transition Metal Sulfide Phases............. - 27 - 

3.1 Conventional Sulfide Catalysts................................................................ - 28 - 

3.1.1 Synthesis Strategies ............................................................................. - 28 - 

3.1.2 Structure and Morphology .................................................................... - 30 - 

3.1.3 Role of Support Materials ..................................................................... - 32 - 

3.1.3.1 Self-Supported Sulfides ................................................................. - 33 - 
3.1.3.2 Metal Oxides, Mesoporous Materials and Zeolites ........................ - 34 - 
3.1.3.3 Carbonaceous Supports ................................................................ - 35 - 

3.1.4 Active Sites ........................................................................................... - 36 - 

3.1.4.1 Location of Active Sites .................................................................. - 36 - 
3.1.4.2 Sulfur Vacancies ............................................................................ - 37 - 
3.1.4.3 Sulfhydryl Groups .......................................................................... - 39 - 

3.1.5 Influence of Promotors ......................................................................... - 40 - 

3.1.6 Catalyst Deactivation ............................................................................ - 43 - 

3.2 Active Sites in Enzymes ........................................................................... - 45 - 

3.2.1 Transition Metal Sulfide Structures in Nature ....................................... - 45 - 

3.2.2 The Nitrogenase Enzyme Family .......................................................... - 46 - 

3.3 Molecular Clusters inside Zeolites .......................................................... - 48 - 

3.4 References ................................................................................................. - 50 - 



XVI 
 

4 Zeolite-Stabilized Di- and Tetranuclear Molybdenum Sulfide  

Clusters Form Stable Catalytic Hydrogenation Sites ............................ - 55 - 

Abstract ...................................................................................................... - 56 - 

4.1 Main Article ................................................................................................ - 57 - 

4.2 Acknowledgements .................................................................................. - 66 - 

4.3 References ................................................................................................. - 67 - 

4.4 Supporting Information ............................................................................ - 69 - 

4.4.1 Experimental Details ............................................................................. - 69 - 

4.4.1.1 Catalyst Precursor Preparation ...................................................... - 69 - 
4.4.1.2 X-ray Absorption Spectroscopy (XAS) and X-ray Emission 
Spectroscopy (XES) ................................................................................... - 69 - 
4.4.1.3 Extended X-ray Absorption Fine Structure (EXAFS)  
Measurements ........................................................................................... - 70 - 
4.4.1.4 High Energy Resolution Fluorescence Detected X-ray Absorption  
Near Edge Structure (HERFD-XANES) and Valence-to-Core (VtC)  
XES Measurements ................................................................................... - 71 - 
4.4.1.5 Computational Details .................................................................... - 71 - 
4.4.1.6 Electron Paramagnetic Resonance (EPR) Spectroscopy .............. - 72 - 
4.4.1.7 Catalytic Reactions ........................................................................ - 72 - 

4.4.2 27Al Magic Angle Spinning-Nuclear Magnetic Resonance  

(MAS-NMR) Spectroscopy ............................................................................ - 73 - 

4.4.3 High-Angle Annular Dark Field-Transmission Electron Microscopy 
(HAADF-TEM) & Energy Dispersive X-Ray Spectroscopy (EDS).................. - 73 - 

4.4.4 Nitrogen Physisorption ......................................................................... - 75 - 

4.4.5 Powder X-Ray Diffraction (XRD) Patterns ............................................ - 76 - 

4.4.6 Relative Stability of Mo2S4 and Mo4S4 Clusters .................................... - 77 - 

4.4.7 Effect of Charge Transfer on the Optimized Mo2S4 Structures ............. - 78 - 

4.4.8 Location of Unpaired Electrons in Mo2S4 and Mo4S4 Clusters .............. - 79 - 

4.4.9 X-Ray Emission Spectroscopy (XES) Measurements .......................... - 82 - 

4.4.10 High Energy-Resolution X-Ray Absorption Spectroscopy (XAS)........ - 85 - 

4.4.11 ORCA Input Files ................................................................................ - 86 - 

4.4.11.1 Typical ORCA Input File used for Geometry Optimization ........... - 86 - 
4.4.11.2 Typical ORCA Input File used for Calculation of  
Thermochemical Properties and Hirshfeld Population Analysis ................. - 86 - 
4.4.11.3 Typical ORCA Input File used for Simulation of X-ray  
Emission Spectra ....................................................................................... - 87 - 
4.4.11.4 Typical ORCA Input File used for Simulation of X-ray  
Absorption Spectra .................................................................................... - 87 - 

4.4.12 Infrared (IR) Spectroscopy of Adsorbed Pyridine ............................... - 88 - 

4.5 References ................................................................................................. - 89 - 



XVII 
 

5 Di- and Tetrameric Molybdenum Sulfide Clusters Activate and  

Stabilize Dihydrogen as Hydrides ............................................................ - 91 - 

Abstract ...................................................................................................... - 92 - 

5.1 Introduction ............................................................................................... - 93 - 

5.2 Results and Discussion ............................................................................ - 95 - 

5.2.1 Active Sites for CO Adsorption and Hydrogenation .............................. - 95 - 

5.2.2 Hydrogen Adsorption ............................................................................ - 98 - 

5.2.3 Adsorption of Multiple H2 .................................................................... - 101 - 

5.2.4 Ethene Adsorption .............................................................................. - 103 - 

5.2.5 Competitive Adsorption Between Ethene and Hydrogen .................... - 105 - 

5.3 Conclusions ............................................................................................ - 107 - 

5.4 Experimental and Computational Methods .......................................... - 108 - 

5.4.1 Catalyst Precursor Preparation........................................................... - 108 - 

5.4.2 Catalyst Preparation ........................................................................... - 108 - 

5.4.3 Catalytic Reactions ............................................................................. - 109 - 

5.4.4 Infrared (IR) Spectroscopy of Adsorbed Probe Molecules .................. - 109 - 

5.4.5 Computational Details ........................................................................ - 110 - 

5.5 Acknowledgements ................................................................................ - 111 - 

5.6 References ............................................................................................... - 112 - 

5.7 Supporting Information .......................................................................... - 115 - 

5.7.1 Methodology for the Calculation of Thermochemical Properties......... - 115 - 

5.7.2 Infrared (IR) Spectroscopy of Adsorbed CO ....................................... - 118 - 

5.7.3 CO Adsorption on MoxSy Clusters ...................................................... - 122 - 

5.7.4 Hydrogen Adsorption on Mo2S4 .......................................................... - 123 - 

5.7.5 Hydrogen Adsorption on Mo4S4 .......................................................... - 128 - 

5.7.6 Multiple Hydrogen Adsorption on Mo4S4 ............................................. - 133 - 

5.7.7 Ethene Adsorption on Mo2S4 .............................................................. - 137 - 

5.7.8 Ethene Adsorption on Mo4S4 .............................................................. - 140 - 

5.7.9 Competitive Adsorption between Hydrogen and Ethene on Mo2S4 .... - 145 - 

5.7.10 Competitive Adsorption between Hydrogen and Ethene on Mo4S4 .. - 147 - 

5.7.11 X-ray Absorption Spectroscopy (XAS) Measurements ..................... - 149 - 

5.7.12 Langmuir–Hinshelwood and Eley–Rideal Reaction Pathways on  

Mo2S4 .......................................................................................................... - 152 - 

5.8 References ............................................................................................... - 154 - 

 



XVIII 
 

6 Catalytic Hydrogenation on Zeolite Supported Mixed Metal  

Sulfide Clusters ....................................................................................... - 155 - 

Abstract .................................................................................................... - 156 - 

6.1 Structures of Mixed Metal Sulfide Phases ............................................ - 157 - 

6.2 Infrared Spectroscopy of Adsorbed Probe Molecules ......................... - 158 - 

6.3 Catalytic Hydrogenation Activity ........................................................... - 160 - 

6.4 Experimental Details ............................................................................... - 163 - 

6.4.1 Catalyst Precursor Preparation........................................................... - 163 - 

6.4.2 Infrared (IR) Spectroscopy of Adsorbed Probe Molecules .................. - 164 - 

6.4.3 Catalytic Reactions ............................................................................. - 164 - 

6.4.4 Transmission Electron Microscopy ..................................................... - 165 - 

6.5 Acknowledgements ................................................................................ - 166 - 

6.6 References ............................................................................................... - 167 - 

6.7 Supporting Information .......................................................................... - 168 - 

6.7.1 Elemental Compositions of Prepared Catalysts .................................. - 168 - 

6.7.2 Transmission Electron Microscopy of Spent Catalysts ....................... - 170 - 

6.7.3 Infrared Spectroscopy of Adsorbed Dimethyl Pyridine on NiNaY  

& CoNaY ..................................................................................................... - 171 - 

6.7.4 Time on Stream Behavior of NiNaY Supported Catalysts .................. - 172 - 

6.7.5 Kinetic Parameters of Ethene Hydrogenation on MoxSy/CoNaY ........ - 173 - 

7 Molecular Molybdenum Sulfide Clusters Supported on Carbon 
Nanotubes for Electrocatalysis .............................................................. - 175 - 

Abstract .................................................................................................... - 176 - 

7.1 Structures of Carbon Nanotube (CNT) Supported Molybdenum  

Sulfide Phases .............................................................................................. - 177 - 

7.2 Electrocatalytic Hydrogen Evolution Reaction..................................... - 179 - 

7.3 Experimental Details ............................................................................... - 181 - 

7.3.1 Catalyst Precursor Preparation........................................................... - 181 - 

7.3.2 X-ray Absorption/Emission Spectroscopy ........................................... - 181 - 

7.3.3 Catalytic Reactions ............................................................................. - 182 - 

7.4 Acknowledgements ................................................................................ - 183 - 

7.5 References ............................................................................................... - 184 - 

8 Concluding Remarks ............................................................................ - 185 - 

Scientific Contributions .......................................................................... - 187 - 



1.1 Transition Metal Sulfide Catalysis in Past and Future 

- 1 - 
 

1 Introduction 

1.1 Transition Metal Sulfide Catalysis in Past and Future 

Transition metal sulfides (TMS) have been a workhorse in industrial catalysis for 

about 100 years and there is good reason to believe that they will continue to play an 

important role in the future. Over the last decades their use became inevitable for the 

production of high-performance fuels in refineries and their unique catalytic properties 

make them an intriguing candidate for future applications towards the goal of a more 

sustainable energy supply.  

The history of TMS and their application in catalysis was nicely reviewed multiple 

times, e.g., by Weisser and Landa,1 Prins,2 Topsøe,3 and Chianelli.4 This chapter only 

provides a brief excerpt of some major breakthroughs related to the synthesis, 

characterization and industrial application of TMS catalysts (presented in form of a 

timeline in Figure 1.1).  

 

Figure 1.1 Timeline with selected milestones in the development of transition metal sulfide 

catalysts. 

The rise of TMS materials as catalysts started in the 1920s and 1930s driven by 

the impressions of First World War. In order to circumvent the dependence of imported 

crude oil, German researchers at Badische Anilin und Sodafabrik (BASF) and I.G. 

Farben developed processes using coal as a resource for fuels. It turned out that the 

catalysts used in the high-pressure hydrogenation of coal and other fossil resources 

were poisoned by the presence of sulfur in these. Therefore, researchers 

systematically tested the different elements of the periodic table for the ones that 

remain active hydrogenation catalysts even in the presence of sulfur. As early as 1924 

scientists at BASF were able to fully convert lignite tar into gasoline (at 200 bar and 

450 °C) using catalysts based on molybdenum and tungsten.4,5 
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In the 1940s refineries started to implement reforming units using catalysts based 

on platinum to improve the quality of produced fuels. The fact that these noble metal 

catalysts are highly sensitive towards the presence of sulfur in the feed is the 

foundation for the development of the first hydrodesulfurization (HDS) units. Enabling 

the use of sulfur sensitive downstream catalysts still is one of the most important 

achievements of TMS catalysis. Interestingly, these early TMS catalysts already were 

based on Ni/Co promoted Mo/W sulfides supported on alumina; a composition that is 

still the predominant one as of now. This shows the impressive diligence of the 

researchers at BASF and I.G. Farben, who developed these systems in a trial-and-

error approach without the help of state-of-the-art characterization tools. These 

researchers reportedly tested over 6000 catalysts within a decade.3,4,6 

Even though the general composition of TMS catalysts hardly changed over the 

next decades, an optimum ratio of promotor (Ni/Co) and base metal (Mo/W) was 

established.7 Besides that these decades were relatively quiet in terms of hydrotreating 

research due to the abundant availability of crude oil. This changed dramatically with 

the oil crises of the 1970s, the sudden shortage of crude oil generated the necessity 

to use heavier crude oil fractions that have higher contents of polycyclic aromatics as 

well as heteroatom-containing molecules. To convert these feeds into high-quality 

fuels, improved hydrotreating processes were required fueling the research and 

development of novel catalytic materials in this field.3,8 

In order to develop new, more effective hydrotreating catalysts researchers 

intensified their efforts to understand how TMS phases are able to effectively catalyze 

hydrotreating reactions. In particular the question how first-row transition metals 

promote the activity of MoS2 and WS2 became a center point of many studies. After 

many models have been proposed, which all had their shortcomings in explaining the 

structure and reactivity of mixed metal sulfide phases, in the 1980s, the group of 

Topsøe was able to come up with a convincing model based on studies of Co promoted 

MoS2 catalysts; the so-called “CoMoS” model. They proposed that Co atoms 

decorating the edges of MoS2 slabs are the origin of the promoting effect in TMS 

catalysis; a model that is nowadays widely accepted.9-11 

After this finding the activity of TMS based catalysts was slowly but steadily 

improved, mostly by modifying the structure and morphology of sulfide phases in ways 

that resulted in higher fractions of edge atoms. Nevertheless, the general composition 



1.1 Transition Metal Sulfide Catalysis in Past and Future 

- 3 - 
 

still remained the same: Ni/Co promoted Mo(W)S2 supported on alumina. With the turn 

of the millennium, however, researchers from Exxon Mobil, Akzo Nobel Catalysts (now 

Albemarle Catalysts), and Nippon Ketjen jointly presented so-called self-supported 

TMS catalysts. These catalysts no longer require “inert” support materials, resulting in 

much higher activities on a volumetric basis.12,13 

Nowadays, TMS catalysts are inevitable for upgrading of crude oil and are used in 

virtually every refinery worldwide. Starting from the historic necessity of hydrotreating 

units to prevent downstream catalysts from poisoning, the focus has shifted over the 

last decades. Environmental concerns and, as a result, more and more stringent 

limitations for sulfur and nitrogen contents in transportation fuels require the steady 

improvement of hydrotreating units.14  

Although the use of TMS in hydrotreating will most likely remain predominant over 

the next decades, one may ask about the necessity of these catalysts in a hypothetical 

carbon neutral future, where fossil energy sources are no longer exploited. But in fact, 

due to their outstanding catalytic properties, e.g., availability and comparatively low 

prize, reasonably high activity for a multitude of reactions involving hydrogen, and 

stability under harsh reaction conditions, future is looking bright for TMS catalysts. 

Actually, the number of results in “web of science” for the keyword ‘molybdenum 

sulfide’ sharply increased over the last years (Figure 1.2; although of course also the 

overall number of publications increased drastically in the same time). Looking at the 

papers published over the last years, two topics emerge as the most probable future 

catalytic application of TMS in upgrading of renewable feedstocks and electrocatalysis 

(discussed in detail in chapters 2.2 & 2.3).15,16 

 
Figure 1.2 Number of search results for the keyword ‘molybdenum sulfide’ in Web of ScienceTM 

since 1985.17  
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1.2 Enzymes as Blueprint for Catalyst Design 

Nature served as inspiration for scientists ever since, with the field of catalysis 

being no exception. Nature’s catalysts, enzymes, are highly active and selective in 

catalyzing virtually all naturally occurring chemical transformations. In fact, the oldest 

use of enzymes as catalysts, although certainly unknowingly at that time, dates back 

approximately 10,000 years when the ancient Egyptians started to use fermentation. 

Nowadays, enzymes are widely used, e.g., for the production of food and beverages, 

or in detergents. Chowdhury and Maranas nicely reviewed the history of using 

enzymes and discussed important milestones in their designed engineering (ref.18). As 

a pioneer in the field of enzyme engineering, Frances H. Arnold rightfully received the 

2018 Nobel Prize in Chemistry “for the directed evolution of enzymes”.19 

What makes enzymes so intriguing for modern chemists is that they are enabling 

reaction pathways that are currently not accessible with classic catalysts and that they 

are able to do so under ambient conditions. In general, researchers focusing on 

enzymes as catalysts use different approaches: (i) whole cells as catalysts, (ii) 

extracted (and modified) enzymes as biocatalysts, and (iii) the design of novel catalysts 

using motifs from enzymes as a blueprint. Because all of these methods have their 

advantages and disadvantages, very prominently, combinations of different techniques 

are used, e.g., the combined use of enzymatic and classic 

heterogeneous/homogenous catalysts (reviewed on the example of biomass 

conversion in ref. 20). It is worth noting, that within the last two decades the dramatically 

increased computational power led to an improved understanding of structure and 

operation of enzymes fueling this field of research even more.20-22 

Some of the most prominent examples for current research on enzymatic or 

enzyme inspired catalysis are biomass conversion to bioethanol,23,24 ammonia 

synthesis,21 hydrogen evolution,25 hydrolysis,26 and C-H bond activation (selective 

oxidation).27-29 While the production of bioethanol from biomass is already 

commercialized, some other concepts like ammonia synthesis or methane activation 

seem to be promising but have failed to yet reach the state of industrial application.  

One example for the approach of using an enzyme as blueprint for designing a 

catalyst system for a challenging reaction is highlighted in Figure 1.3. The left side 

shows the tertiary structure of particulate methane monooxygenase together with the 

proposed active site for methane activation, a copper dimer. This enzyme is able to 

selectively oxidize methane to methanol, a process highly desirable in industry to 
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convert abundant methane from natural gas. Several groups have tried to mimic the 

structure of this enzyme in their effort to develop novel inorganic catalysts. The figure 

nicely demonstrates how two crucial properties were copied from the enzyme: (i) steric 

constraints, similar to the ones in enzyme pockets, were induced by using zeolites as 

host materials, and (ii) molecular, well-defined copper clusters serve as reactant 

adsorption site. Although the resulting material was able to selectively convert methane 

to methanol in a step-wise process, the activity of the enzyme still remains unmatched. 

Nevertheless, this is a nice example for a promising catalysts material being developed 

using Nature as a role model.28-30 

 

Figure 1.3 Structure of a particulate methane monooxygenase enzyme complex and its active 

Cu dimer (left). Brown (Cu), red (O), blue (N). Structures were obtained from the Research 

Collaboratory for Structural Bioinformatics Protein Data Bank (RCSB PDB; rcsb.org) of PDB 

ID 1YEW (particulate methane monooxygenase; ref. 31) and images were created using NGL 

viewer.32 Structure of copper oxygen cluster (Cu3O3
2+) in mordenite-type zeolite active for 

methane oxidation to methanol (right; reproduced from ref. 29 under the Creative Commons 

Attribution 4.0 International License; http://creativecommons.org/licenses/by/4.0/).   
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1.3 Scope of Thesis 

The first chapter is a brief recap of the history of transition metal sulfide catalysis 

and introduces the concept of using naturally occurring enzymes as inspiration for the 

design of inorganic catalysts. This is followed by two chapters discussing in detail the 

use of transition metal sulfides in catalysis (chapter 2) and the structure and reactivity 

of sulfide phases (chapter 3). Besides reviewing the classic application of TMS in 

industrial hydrotreating, chapter 2 gives a perspective on the challenges and 

opportunities of using TMS catalysts for upgrading of renewable feedstocks and for 

electrocatalysis. Chapter 3 follows up with detailed discussions about structure and 

function of conventional sulfide catalysts including for example sections about 

synthesis, support materials, active sites and the role of promotors. In addition, other 

sulfide phases, namely sulfide based enzymes and molecular TMS clusters, are 

covered in this chapter. 

These three chapters are the basis for the first published study presented in 

chapter 4. In there, synthesis and characterization of zeolite encapsulated TMS 

clusters are demonstrated. Molecular, well-defined molybdenum sulfide clusters were 

prepared inside faujasite-type zeolite as a host material via chemical vapor deposition 

(CVD). The resulting materials were extensively characterized using a multitude of 

state-of-the-art spectroscopic and microscopic tools in combination with density 

functional theory (DFT). The materials were also tested for catalytic hydrogenation, 

where they showed stable performance in contrast to a classic MoS2 counterpart. 

Interestingly, this work was also able to unravel intriguing structural and electronic 

similarities between the clusters inside zeolites and the nitrogenase enzyme’s active 

FeMo cofactor, e.g., the local coordination geometry of Mo centers and the presence 

of unpaired electrons. 

The second piece of published work (chapter 5) is following up by focusing on the 

reactivity of the above-mentioned clusters. Although their chemical composition was 

found to be very similar to classic TMS catalysts, the reactivity of molecular clusters 

turned out to significantly differ. For example, they stabilize adsorbed hydrogen in form 

of hydride species on their Mo atoms. This is in stark contrast to classic MoS2 phases 

where hydrogen is commonly proposed to be stabilized in form of protons on S atoms. 

In contrast the presence of hydrides provides another striking resemblance to 

enzymatic TMS structures. This finding was jointly demonstrated by infrared (IR) 

spectroscopy of adsorbed probe molecules and DFT calculations. In addition, a 
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mechanistic model for the hydrogenation of ethene is presented in accordance with 

the observed kinetic parameters. The central finding in this model is that, under the 

tested conditions, active clusters with adsorbed hydrogen are a minority species due 

to the presence of more strongly bound ethene molecules. 

In chapter 6 two synthesis strategies for incorporation of a second transition metal 

besides Mo are presented. Iron, cobalt, or nickel are introduced into NaY zeolite either 

by CVD or via ion exchange. In all cases, sulfidation of the materials leads to formation 

of small TMS clusters located inside the zeolite cages. Although, for FeMo catalysts a 

significant fraction of Fe is present on the outside of the zeolite crystals in form of larger 

FeS phases. The bimetallic catalysts were tested for the hydrogenation of ethene as a 

test reaction in a sulfided state. For catalysts prepared via sequential CVD of Mo and 

Co/Fe, the hydrogenation activity increases in the following order: FeMo < CoMo ≤ Mo. 

We therefore concluded that mixed metal clusters that are formed at least in parts are 

less active compared to pure MoxSy clusters. Interestingly, MoxSy/NiNaY and 

MoxSy/CoNaY catalysts prepared via ion exchange were more active than pure Mo 

systems leading us to conclude that there is a beneficial effect of adjacent MoxSy and 

Ni(Co)xSy phases present in close proximity inside the zeolite pores. We speculate, 

that this is due to the formation of bridging S atoms between both phases that are 

themselves able to stabilize adsorbed hydrogen in the form of sulfhydryl groups. 

Lastly, a short proof-of-concept study is presented in chapter 7. The same 

synthesis strategy used for the preparation of zeolite encapsulated TMS clusters was 

used to incorporate TMS phases in a carbonaceous support. For this purpose, carbon 

nanotubes were used as a host material due to their porous structure similar to zeolite 

materials. It could be shown that conceptually it is possible via this route to produce 

carbon supported catalysts that are active for electrocatalytic hydrogen evolution 

reaction.  
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2 Transition Metal Sulfides in Catalysis 
   

“[H]ydrotreating is the largest application of industrial 

catalysis on the basis of the amount of material […] 

processed per year. Based on the amount of catalyst 

sold per year, hydrotreating catalysts constitute the third 

largest catalyst business after exhaust gas catalysts and 

fluid cracking catalysts.” 

Roel Prins 

In Handbook of Heterogeneous Catalysis; 
Ertl, G., Knözinger, H., Schüth, F., Weitkamp, J., 

 Eds.; John Wiley & Sons: 2008 
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2.1 Industrial Hydrotreating 

The term hydrotreating, in its broadest sense, describes a process in which 

hydrocarbon-containing feeds are reacted with hydrogen over a catalyst at elevated 

temperatures and pressures. The by far most prominent class of catalysts used for this 

process are based on transition metal sulfides as central component and are discussed 

in detail in chapter 3. 

Under the reaction conditions commonly applied, the most dominant chemical 

transformations involve removal of heteroatoms, (partial) hydrogenation of olefins and 

(poly) aromatics and under harsher conditions to some extent also C-C bond cleavage. 

Depending on the heteroatom removed the first is usually referred to as 

hydrodesulfurization, hydrodenitrogenation (HDN), hydrodeoxygenation (HDO) or 

hydrodemetalation (HDM).1-3 

Despite the fact, that all reactions usually are taking place simultaneously, their 

relative rates are strongly dependent on external process parameters, i.e., catalyst 

type, temperature, pressure, H2/hydrocarbon ratio, and space velocity. In turn, to 

effectively adapt to the different demands, e.g., production of low S/N content fuels 

requires high HDS/HDN rates; high polyaromatic content feeds require high H2 partial 

pressures, in an industrial refining plant multiple hydrotreating units are applied at 

critical locations (Figure 2.1).  

 

Figure 2.1 Simplified scheme of a modern refinery (adapted from ref. 4). 
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Commonly, at least one unit is used to treat Naphtha, middle distillates and vacuum 

gas oil (VGO), respectively. In addition, for most applications using reactor units 

consisting of multiple catalyst beds in a row with different catalyst formulations is 

beneficial to achieve high-quality products, e.g., stepwise reduction of S/N content to 

produce ultra-clean transportation fuels.4 

In general, hydrotreating units for the upgrading of different refinery feeds are 

operated at ~300-400 °C and pressures of ~1-15 MPa, with the higher pressures and 

temperatures applied for treatment of vacuum gas oil and the lower ones for straight-

run naphtha.3,5 Typically, these units are designed as continuous flow, trickle-bed 

reactors with hydrogen and liquid feed flowing in co-current mode. Trickle-bed 

operation in this case implies that reactions are taking place at a gas (hydrogen), liquid 

(hydrocarbon feed), solid (TMS catalyst) interface. To maintain high reaction rates and 

prevent formation of carbonaceous deposits, hydrotreating units are generally 

operated under excess hydrogen. Additional hydrogen is often introduced along the 

reactor profile to keep the H2/liquid ratio high across the catalyst bed(s). For the same 

purpose hydrotreating units can also be operated in a counter-current flow mode of 

hydrogen and liquid phase.6,7 While excess hydrogen is recycled, H2S, NH3 and H2O 

produced as byproducts from heteroatom removal are separated at the reactor outlet 

using a scrubber. Much more problematic in this regard are residuals like metal salts 

and organometallics resulting from metal impurities, especially in heavier feedstocks, 

as they can hardly be separated under reaction conditions and therefore partly deposit 

on the active TMS phases causing their deactivation.8,9 

It is important to note, that, due to the significantly different composition compared 

to crude oil, incorporation of renewable feedstocks will force industry to completely 

rethink the layout and process condition of hydrotreating units. This challenge is 

discussed in more detail in chapter 2.2. 

2.1.1 Relevance 

The necessity of installing multiple units in a modern refinery, each adapted to the 

treated hydrocarbon feed, makes hydrotreating the most important secondary refining 

process in terms of overall capacity. In fact, on a worldwide scale as of 2004, the 

installed hydrotreating capacity is about half the installed crude oil distillation capacity 

with the tendency to increase.4,10 
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In the U.S. for example, the cumulated capacity of installed desulfurization units 

doubled since the 1980s (Figure 2.2). 

 

Figure 2.2 Desulfurization downstream charge capacity (in million barrels per stream day) 

installed in U.S. refineries over the last four decades (Source: U.S. Energy Information 

Administration).11 

Over the last decades, hydrotreating has been a cornerstone in the industrial 

refining of crude oil for production of transportation fuels mostly for two different 

reasons. The original intention, removing heteroatoms from crude oil to prevent 

deactivation (“poisoning“) of downstream (noble metal) catalyst, still is of utmost 

importance in modern-day refineries.1,4 Poisoning hereby describes the, under the 

given reaction conditions, irreversible blocking of catalytically active sites even by trace 

amounts of heteroatom-containing molecules present in reactant feeds. This is a result 

of the high affinity of heteroatom-containing molecules to group 8 and group 10 metals 

like Pt, Pd, Re and Ru, that are typically used in downstream catalytic processes. Two 

prime examples for downstream systems prone to poisoning by heteroatoms are 

catalytic reforming units in refineries and (car) exhaust catalysts, both using Pt and 

other (noble) metals as active components.12-15 Therefore, it is not a coincidence that 

hydrotreating units were first applied in refineries after the establishment of catalytic 

reforming in the 1940s/50s.16 It is worth noting that not only heteroatom removal but 

also hydrogenation of (poly) aromatic compounds is significantly improving the feed 

quality, as aromatics in general and polycyclic aromatics even more so are widely 

considered as potential precursors for coke formation in downstream processing units 

(e.g., fluid catalytic cracking and ).4,17,18 
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However, nowadays a second, even more powerful source is driving the 

development of industrial hydrotreating: an increasing environmental awareness and, 

in turn, more stringent governmental restriction for the chemical compositions of 

transportation fuels and energy carriers. A prime example in this regard are 

specifications regarding the sulfur content of combustion fuels (Figure 2.3). 

 

Figure 2.3 World map with maximum sulfur limits for on-road diesel (left) and gasoline (right) 

as of 2021 (Source: Stratas Advisors, reprinted with permission from refs. 19,20). 

As of 2021, almost every country worldwide has imposed limitations for the 

maximum S content in road fuels and more recently also in maritime fuels.21 Although 

there still are some countries with no/very low limits, these are exclusively found in 

less-developed parts of the world and therefore are not of major influence with respect 

to the total volume of fossil fuels consumed. 

Up to now, the relevance of hydrotreating applications was strongly coupled to the 

overall use of fossil fuels. But looking into the future, hydrotreating almost certainly will 

remain a key process in the transition from fossil towards renewable energy carriers. 

The same way hydrotreating became inevitable in crude oil refineries for turning fossil 

resources into efficient energy carriers, it will play a major role in making use of 

renewable biomass feedstocks (chapter 2.2). 

2.1.2 Chemical Background 

As introduced before the main emphasis of industrial hydrotreating is the removal 

of heteroatoms as well as aromatic compounds from refinery flows. However, the 

content of these compounds widely varies within different crude feedstocks (i.e., the 

oil field) as well as different refining fractions (Table 2.1). 
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Table 2.1 Sulfur, nitrogen and oxygen contents in different crude oils as well as different 

refinery fractions. 

Refinery fraction S content /wt% N content /wt% O content /wt% 

Heavy crude oil (Turkey) 6.5 a ~1 a ~4 a 

Brent crude oil (UK) 0.39 b 0.09 b n.d. 

Petroleum coke 0.8 c 2.0 c 12.6 c 

VGO 2.45 d 0.17 d n.d. 

Naphtha ~0.04 e > 0.01 e n.d. 

a (ref. 22), b (ref. 23), c (ref. 24), d (ref. 25), e (ref. 26), n.d.: not determined; 

The heteroatom content by weight of these exemplary crudes varies by more than 

an order of magnitude forcing refiners to adapt to the respective feed. In addition, the 

sulfur and nitrogen contents of different refinery streams (e.g., naphtha & VGO) are 

significantly variant. A large fraction of sulfur and nitrogen present in crude oil is due to 

heteroatom-containing aromatics (see next section for detailed information). Due to the 

relatively high boiling points of S/N-containing molecules compared to pure 

hydrocarbons, the heavy distillate fractions in refineries generally contain higher 

heteroatom contents, making them more challenging for hydrotreating.25,26  

Different flows having vastly different contents of S/N/O and aromatics nicely 

demonstrates the necessity of different hydrotreating units meeting specific 

requirements at a refinery as already mentioned before in chapter 2.1. It is also obvious 

that for efficient operation some process parameters (e.g., temperature, pressure, 

H2/liquid ratio) must be adapted to the crude oil feed that is processed.27 Comparing 

the sulfur contents in crude oil feedstocks with the sulfur limits in transportation fuels 

shows the overall effectiveness required for hydrotreating units. In order to bring the 

sulfur content of a crude oil (~1 wt%) down to a level meeting the limitations for 

transportation fuels (maximum of 10 ppm by weight) 99.999% of the overall S atoms 

have to be removed via hydrodesulfurization. 

2.1.2.1 Aromatics and Heteroatom-Containing Compounds 

To effectively design hydrotreating units meeting the requirements determined by 

the hydrocarbon feed that is to be processed, it is insufficient to only focus on the 

content of compounds that are transformed. Within both classes, heteroatom-
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containing molecules as well as aromatics, individual compounds show significantly 

different reactivities in hydrotreating reactions. An exemplary overview of the most 

prominent types of S/N/O-containing compounds found in hydrotreating feedstock is 

shown in Figure 2.4. 

 

Figure 2.4 Excerpt of heteroatom-containing molecules typically present in crude oil. 

Randomly attached side chains are represented by Rx.27 

As already mentioned a significant fraction of heteroatoms is present in form of a 

wide variety of aromatic compounds. For catalytic hydrotreating this is challenging 

because substitutions of these compounds, especially in the proximity of the 

heteroatom to be removed, significantly influences the reactivities of the compounds 

for HDS, HDN and HDO reactions. In general, the reactivity for heteroatom removal 

decreases with increasing number and chain length of substituents. To a lesser extent, 

this is also true for the hydrogenation of (poly) aromatics. Substitutions increase the 

steric demand and thus hinder the adsorption of reactants on the active sites for 

catalytic conversion resulting in lower reaction rates.27-30 

This is illustrated by the following examples: for substituted dibenzothiophenes, the 

relative HDS rate decreases by about an order of magnitude in the following series: 

dibenzothiophene (relative rate of 1) > 4-methyl dibenzothiophene (0.5) > 4-ethyl, 

6-methyl dibenzothiophene (0.1);28 for quinolines, only substitutions on the nitrogen-

containing ring decrease the rate for HDN;29 and for phenol HDO, the rate decreases 

with substitutions present in adjacency of the OH group.30 For aromatics not only the 

degree of substitution is of importance, their reactivity also depends on the number of 
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rings with polycyclic aromatics generally showing higher hydrogenation rates 

compared to benzene.27  

2.1.2.2 Mechanistic Aspects of Catalytic Hydrotreating 

Although the individual compounds converted in hydrotreating reactions are very 

different in chemical nature, all reaction pathways involve a couple of basic steps that 

are virtually identic: (i) reactant molecules adsorb at the catalyst surface, (ii) H2 is 

dissociatively adsorbed and stabilized at the sulfide phase, and (iii) dissociated 

hydrogen reacts with adsorbed reactant molecules in a surface reaction.31 

On transition metal sulfide catalysts two types of sites are widely considered as 

crucial for the above-mentioned reactions: coordinatively unsaturated sites (CUS) and 

sulfhydryl (SH) groups. In essence, CUS are metal cations exposed by missing sulfur 

anions (S vacancies) whereas SH groups are formed by dissociative adsorption of 

hydrogen on TMS surfaces. Both types of active sites are discussed in more detail in 

section 3.1.4.  

Scheme 2.1 depicts the formation of SH groups on an exemplary MoS2 catalyst 

during hydrogen adsorption according to the two most prominent proposals: in the 

upper pathway a molecule of H2 homolytically adsorbs on a bridging disulfide (S2
2-) 

group forming two SH groups, and in the bottom pathway H2 is heterogeneously 

dissociated at a CUS forming one SH group and an adjacent hydride on the metal 

cation.32,33 

 

Scheme 2.1 Homolytic (top)33 and heterolytic (bottom)32 hydrogen adsorption pathways at a 

schematic MoS2 catalyst. 

The second pathway, heterolytic splitting of H2, leads to the formation of negatively 

charged hydride species on the metal sites. The fact that, up to now, these species 

have not been detected on classic TMS catalysts might at first disfavor the heterolytic 

adsorption pathway. But it is still possible that a transiently formed hydride is 

immediately scavenged by a neighboring S atom to form a second SH group. The 

excess electron density in this case is delocalized by distribution across the 
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semiconducting TMS phase. Interestingly, the mode of H2 adsorption and stabilization 

is very sensitive to the composition and the structure of the TMS phase, a more 

detailed contemplation of this phenomenon can be found in chapter 5.32,34 

In contrast to the pathways of H2 dissociation on TMS catalysts, the adsorption of 

other reactant molecules is less under debate. In general, two types of adsorption 

modes are considered to play a role: S/N/O-containing molecules can adsorb via 

coordination of the heteroatom on CUS whereas large (polycyclic) aromatics can also 

adsorb on TMS surfaces via π-interaction of the aromatic system. The former case is 

assumed crucial for pathways involving the direct abstraction of heteroatoms and the 

latter case for pathways involving hydrogenation of aromatic rings. Irrespective of their 

adsorption mode, aromatic rings are hydrogenated on TMS surfaces according to a 

Langmuir-Hinshelwood-type mechanism by reacting with hydrogen present in form of 

SH groups. Reaction pathways involving the direct removal of heteroatoms can also 

be described by Langmuir-Hinshelwood-type equations but in this case they are often 

referred to as reverse Mars-van-Krevelen-type mechanisms (Scheme 2.2).31,35 The 

differences between the reaction mechanisms most commonly referred to in 

heterogeneous catalysis were recently summed up in a nice work by R. Prins.36 

 

Scheme 2.2 Schematic pathway of sulfur removal from thiophene according to a reverse 

Mars-van-Krevelen-type mechanism on a MoS2 catalyst.31 

Although this scheme only shows the direct desulfurization of thiophene, the 

elementary steps for nitrogen and oxygen removal are similar. In a first step a 

heteroatom-containing molecule coordinates to a CUS followed by cleavage of the 

heteroatom-carbon bond by hydrogenolysis with hydrogen coming from SH groups. 

The resulting hydrocarbon (here butadiene) can be further hydrogenated in 

subsequent steps. As a result of heteroatom abstraction, the CUS is now occupied and 
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can be regenerated by reaction with hydrogen, again in form of adjacent SH groups. 

The heteroatom ultimately is released in form of H2S, NH3 or H2O. It must be noted 

that the formation of a CUS does not necessarily have to occur at the original position. 

Rather, the active edges of TMS catalysts dynamically change under typical reaction 

conditions.27,31 
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2.2 Upgrading of Renewable Resources 

To sustainably operate a modern-day refinery, it will be inevitable to perform the 

switch from crude oil to renewable feedstocks. This is the only way to combine the 

advantages of an already existing, well-established industry with the goal of a future 

circular carbon environment. Given the current usage of primary energy sources in the 

global picture (Figure 2.5), this transformation will be one of the major challenges of 

the coming decades.  

 

Figure 2.5 Global primary energy consumption by source between 1800 and 2019 measured 

by the “substitution” method taking account of the inefficiencies of fossil fuel production 

(Source: Vaclav Smil (2017) & BP Statistical Review of World Energy, adopted from ref. 37 

under the Creative Commons BY license; https://creativecommons.org/licenses/by/4.0/). 

The distribution nicely illustrates the enormous amount of energy that is currently 

produced from fossil sources. This immediately raises the question if renewable 

hydrocarbon feedstocks will be available in the future in the quantities needed to 

replace fossil ones. Besides their availability, even only partly substituting crude oil by 

renewable feedstocks is accompanied with enormous hurdles to overcome for refiners. 

This is mostly due to the significantly different chemical compositions of these feeds. 

Table 2.2 is giving an overview of some potential renewable feedstocks that could be 

converted to energy carriers and their respective chemical composition. 
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Table 2.2 Elementary composition of various renewable hydrocarbon feedstocks. 

Renewable feedstock 
S content 

/wt% 

N content 

/wt% 

O content 

/wt% 

Microalgae biomass 0.5-1.5 a 5-10 a 25-40 a 

Lignocellulose (rice straw) 0.24 b 0.89 b 54 b 

Waste chicken fat n.d. 0.43 c 17 c 

Waste water sludge 1-2 d 4-8 d ~35 d 

a (ref. 38), b (ref. 39), c (ref. 40), d (ref. 41), n.d.: not determined; 

Comparing the S/N/O contents of these alternative, renewable feedstocks with 

crude oil (Table 2.1) distinct differences are obvious: (i) the sulfur content in all 

renewable feeds is less problematic compared to heavy crude oil; (ii) the nitrogen 

content of microalgae and waste water sludge is significantly higher; (iii) the most 

dramatic difference is the very high oxygen content in renewable feeds. As a result, 

catalyst manufacturers have to design materials that are resistant against high 

contents of N/O as well as against formed ammonia and water. In addition, much like 

for refining of crude oils, catalysts have to work efficiently under varying feed 

compositions.  

TMS have been studied under similarly harsh conditions for decades and new 

generations of sulfide catalysts were developed overcoming the challenges of more 

stringent fuel specifications as well as more demanding crudes.3 The longstanding and 

successful use in refining makes TMS a prime candidate for future applications in 

upgrading of renewable hydrocarbon sources (e.g., reviewed in refs. 42-44). 

Lastly, it is important to also consider the effective H/C ratios of fossil and 

renewable feedstocks as well as the targeted products. Lignin (H/C ~0.6) and 

lignocellulose (H/C ~0.2) for example, are especially poor in effective hydrogen content 

compared to crude oil and therefore require the addition of more H2 during 

hydrotreating in order to upgrade these feedstocks into valuable fuels (diesel 

H/C = 2).45 In turn, using these feeds is economically less favorable under the current 

circumstances. Therefore, although the incorporation of renewable feeds into existing 

infrastructure is technically challenging but possible, it requires adapted political 

preconditions to make their use economically feasible.  
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2.3 Electrochemistry 

The previous chapter briefly introduced the concept of replacing fossil by 

renewable hydrocarbon sources for the production of energy carriers in order to 

achieve a circular carbon economy. As already mentioned, due to the comparably low 

effective H/C ratios of biomass derived feeds, this transformation requires an 

enormous amount of hydrogen. Currently, hydrogen is produced almost exclusively by 

steam reforming of fossil fuels.46,47  

Although there exist ideas to reduce CO2 emissions from steam reforming units 

(e.g., by electrified reactor heating),48 in order to produce hydrogen without formation 

of CO2 at all, so-called “green” hydrogen, alternative routes are required.49 One of the 

most promising concepts in this regard is the production of H2 by electrochemical water 

splitting (e.g., reviewed in refs. 50-52). In order for this process to produce green H2 

without emitting CO2, the energy used has to be generated from renewable resources. 

How electrocatalysis can become a key tool for the world energy transformation and 

why TMS based catalyst emerge as promising candidates for this purpose will be 

discussed in the following sections. 

2.3.1 Electrocatalytic Hydrogen Production 

Electrocatalytic production of hydrogen is considered key to reduce the global CO2 

emissions for multiple reasons. First, as the combustion of hydrogen only produces 

water as product, H2 can be directly used as an energy carrier for transportation,53,54 

home heating55 or in industrial plants (e.g., for the production of iron and steel56). In all 

three cases hydrogen can replace the current energy carriers derived from fossil fuels.  

In addition, hydrogen, as well as secondary energy carriers synthesized from H2 in 

combination with other renewable resources, can be used as an energy storage. This 

is of utmost importance for the future switch from fossil energy production (coal, oil & 

gas power plants) to renewable energy production (solar, wind, hydropower) 

mentioned in chapter 2.2. This switch involves changing from large-scale, steady 

energy suppliers in form of power plants to a decentralized supply of energy from a 

multitude of smaller sources. As the energy supplied for example by photovoltaic or 

wind power plants heavily fluctuates, huge quantities of energy have to be stored. The 

general concept of transforming renewable energy into chemical energy for storage 

(power-to-X) is schematically depicted in Figure 2.6. 
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Figure 2.6 Production of hydrogen and secondary products via electrolysis using renewable 

energy sources (power-to-X concept).57 

Power-to-X in general describes a process in which renewable energy (“power”) is 

transformed into a chemical energy carrier of any kind (“X”; e.g., hydrogen, ammonia, 

hydrocarbons). The key step in this process is the electrolytic splitting of water into 

oxygen and hydrogen. As mentioned above, the formed hydrogen can be used either 

directly as an energy carrier or as a platform for the subsequent production of 

secondary energy carriers.50-52,57 

2.3.2 Sulfide Phases as Electrode Materials 

Electrocatalytic water splitting has been studied for decades and in the majority of 

reports group 9 & 10 noble metals turned out to be the most efficient electrode 

materials (reviewed in refs. 47,51,58). However, in order to upscale from lab-scale to 

industrial-scale production of hydrogen, there is a central problem accompanied with 

the use of noble metals: their low abundancy and in turn their high price. Therefore, 

researchers focused on developing alternative catalyst materials with transition metal 

sulfide based materials emerging as one of the most promising classes. In analogy to 

their use as hydrogenation catalyst, TMS can be manufactured into effective catalyst 

materials for electrocatalytic hydrogen evolution. It should be noted, that in both cases 

it is essential to design TMS exposing a maximum number of exposed sites in order to 

end up with effective catalyst materials (see also section 3.1.4).59-61 

It is important mentioning, that the use of electrocatalysis in general and the use of 

TMS in particular is not limited to water splitting.62 TMS have been proposed as 

electrocatalysts for CO2 reduction63 and ammonia synthesis from N2,64 or as support 

materials in methanol oxidation fuel cells.65  
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3 Structure and Reactivity of Transition Metal 
Sulfide Phases 

   

“The CoMo/Al2O3 and NiMo/Al2O3 catalysts have, for 

several decades, been the workhorses for 

hydrotreatment of a great variety of refinery feed stocks. 

The fundamental understanding of these catalyst 

systems has, however, constantly been lagging far 

behind. Consequently, the earlier developments of these 

catalysts have mainly occurred as a result of trial-and-

error experiments and of extensive empirical knowledge. 

Despite intensive research efforts and numerous 

publications on the subject, it remained one of the most 

controversial topics within catalysis.” 

Henrik Topsøe, Bjerne S. Clausen & Franklin E. Massoth 

In Catalysis: Science and Technology; 
Anderson, J. R., Boudart, M., 

 Eds.; Springer Berlin Heidelberg: Berlin, Heidelberg, 1996 
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3.1 Conventional Sulfide Catalysts 

The successful implementation of hydrotreating units in virtually every modern 

refinery would not have been possible without the discovery and steady improvement 

of transition metal sulfide catalysts. Unlike most classic hydrogenation catalysts (e.g., 

the most prominently used group 10 metals), transition metal sulfides, more specifically 

sulfides of molybdenum and tungsten, exhibit stable performance even under the 

presence of S/N/O contaminants in a reaction feed. In addition, they are economically 

affordable and available in the vast quantities needed for application in industrial 

refining. Interestingly, the fundamental concept of using MoS2 and WS2 for 

hydrogenation reactions in the presence of sulfur in the feed is still applied despite 

being developed almost 100 years ago.1-3 

Since the original discovery of TMS for hydrogenation reactions a lot of research 

activities have been devoted to improving their catalytic properties by optimizing for 

example the support materials, the exact chemical composition of the active sulfide 

phases, and the structure and morphology of the catalysts. Nevertheless, sulfides of 

Mo and W still serve as the basis for almost all hydrotreating catalysts. It is important 

to note that catalyst development in the field of TMS not only aims towards higher 

activities but also towards meeting the specific requirements needed to process the 

different feeds present in a refinery as mentioned earlier.1,4 

Their enormous versatility and resistance against poisoning/degradation even by 

challenging hydrocarbon feeds makes them an intriguing and promising candidate for 

a variety of modern-day and future applications as mentioned in chapter 2. 

3.1.1 Synthesis Strategies 

Although numerous strategies for the synthesis of transition metal sulfides have 

been reported in literature (e.g., refs. 3,5-8), the preparation of TMS catalysts on an 

industrial-scale mostly follows a very distinct route as seen in the patents of catalyst 

manufacturers.9-11 First, an oxidic precursor is prepared which is then transformed into 

the desired sulfide phase by sulfidation inside the actual hydrotreating unit 

(Scheme 3.1).  
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Scheme 3.1 Simplified scheme of the preparation of supported (left) and bulk (right) TMS 

phases. 

In the case of supported catalysts, the support material (e.g., alumina or silica-

alumina) is impregnated with aqueous salt solutions of the base metals (Mo/W) and 

promotor metals (Co/Ni). Typically, incipient wetness impregnation (i.e., the amount of 

metal salt solution is adjusted to the pore volume of the support) is used for better 

control over the final metal loadings. Virtually every combination of metals and a wide 

range of their respective loadings can be achieved by adding the different metals in 

the same impregnation step or sequentially and by applying repeated cycles of 

impregnation and drying. A more detailed discussion about the effect of promoting 

metals can be found in section 3.1.5. After impregnation these materials are usually 

dried and calcined in air to obtain the final oxidic precursors.6,7 

Self-supported catalysts (i.e., bulk sulfide phases without primary oxide support) 

for industrial applications can also be prepared via oxidic precursors. In this case, co-

precipitation out of a solution of the same metal salts mentioned above commonly is 

the method of choice. For modification of the catalyst structure and morphology 

chelating agents like organic molecules can be added to the precursor solution.9,12,13 

After preparation of oxidic precursors, the final catalysts are formed by sulfidation 

in the presence of hydrogen and a sulfiding agent at temperatures of up to 400 °C. In 

industry, this sulfidation step is done at the site of operation after installing the 

precursors using a conventional hydrotreating feed spiked with an additional sulfur 

source (e.g., dimethyl sulfide). This approach comes with the advantage of handling 

only the oxidic precursors (e.g., for extrusion and transport), which is significantly 
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easier due to their better mechanic properties. In addition, in liquid phase, heat 

dissipation during the highly exothermic sulfidation step is better controlled compared 

to sulfidation in gas phase as often applied on a lab-scale. It should be noted that the 

formation of precursor materials as well as the transformations occurring during 

sulfidation of these has been shown to play a critical role for the catalytic properties of 

the final TMS phases.7,14 This is, however, beyond the scope of this work.  

On a lab-scale, several other routes have been presented especially for the 

synthesis of self-supported TMS phases, including sulfide phase preparation by 

thermal decomposition of thiosalts15, homogeneous sulfide precipitation,16 or co-

maceration procedures.17 

3.1.2 Structure and Morphology 

Although the use of molybdenum sulfide as hydroprocessing catalyst and even the 

promoting effect of nickel and cobalt date back to the 1940s it was not until the 

beginning of the 1980s before the group of Topsøe et al. was able to come up with a 

convincing model describing the active phase in TMS catalysts; the so-called “CoMoS” 

or edge decoration model (Figure 3.1).18,19 A detailed review about the history of TMS 

catalyst design and application, including some alternative models that have been 

proposed for the structure of TMS phases, was prepared by Chianelli et al.3 

 

Figure 3.1 Simplified depiction of a typical TMS catalyst according to the “CoMoS” model 

composed of a bimetallic sulfide phase on a support.20 Brown cubes (unspecified Co/NixSy 

phases), brown spheres (Co, Ni), blue (Mo, W), yellow (S), and gray (support). The sulfide 

slabs in the upper part were created using VESTA version 4.3.0. (based on ref. 21). 
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Figure 3.1 demonstrates that TMS catalysts actually consist of multiple, coexisting 

metal (sulfide) phases present on the support. While the base metals (Mo/W) are 

forming a two-dimensional, slab-like sulfide phase, Ni/Co are present in three different 

configurations: (i) as single metal atoms in strong interaction with the support (not 

shown in Figure 3.1), (ii) in form of segregated monometallic sulfide phases, and (iii) 

at the edges of the base metal slabs. While the former two are generally not considered 

to provide significant activity for hydrotreating reactions, Ni/Co decorating the edges of 

TMS slabs is nowadays widely accepted as the predominant origin of the promoting 

effect.6,20 How these promoting atoms are able to enhance the activity of TMS catalysts 

is discussed further in section 3.1.5. 

The morphology of the active CoMoS phase is best described as a two-

dimensional, layered slab consisting of a layer of metal cations sandwiched between 

two layers of sulfide anions. Note that, although the mixed metal phase is usually 

denoted as CoMoS in this work, virtually all permutations of base metals (Mo/W) in 

combination with promotors (Ni/Co) are possible. By the use of high-resolution electron 

microscopy, the 2D TMS phases have been shown to possess triangular or hexagonal 

shapes depending on their degree of promotion and the pretreatment conditions.22-24 

Figure 3.2 is schematically showing the hexagonal structure of an ideal MoS2 slab 

together with the corresponding local coordination of molybdenum und sulfur atoms. 

 

Figure 3.2 Structure of a representative MoS2 slab in top view (left) and side view (middle, 

right). The black lines mark the unit cell. Blue (Mo), yellow (S). Drawings were created using 

VESTA version 4.3.0. (based on ref. 21). 

From the top view of an ideal MoS2 hexagon it can be seen that the edges of TMS 

slabs can be either terminated by sulfur or by metal atoms, hence denoted as sulfur 

and metal edges. For the metal edge it has been shown by STM in combination with 

theory that, due to perturbation of the electronic structure in close proximity to the edge, 
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the local electron density is higher compared to the bulk of the slab. These near-edge 

areas with enhanced electron density, sometimes referred to as “brim” sites, are 

proposed as additional adsorption sites especially important for the conversion of 

sterically demanding molecules.22,25,26 

Figure 3.2 also visualizes the local coordination of Mo and S atoms. Each metal 

atom is coordinated to six sulfur atoms as nearest neighbors (three from each of the 

two sandwiching S layers) and six metal atoms from the same metal layer. The side 

views demonstrate how several TMS slabs can be stacked over each other. Typically, 

the stacking of slabs as well as their size strongly depends on the synthesis method 

and conditions applied, e.g., the support material,5,27 the sulfidation procedure,3,28 or 

the use of surfactants.8,29 

Lastly, it is worth mentioning that structure and morphology of TMS phases can be 

further manipulated during synthesis by the use of organic structure directing agents, 

like surfactants and swelling agents. The former usually are large-size organic 

molecules strongly coordinating to the metal cations and thus serving as a template 

able to tune slab size and stacking. In addition, by chelating Ni/Co atoms, they delay 

their sulfidation to higher temperatures. This is crucial for the incorporation of 

promotors into the TMS slabs because Ni/Co otherwise are sulfided at lower 

temperatures compared to Mo/W resulting in the increased formation of segregated 

metal sulfide phases. Swelling agents on the other hand control the porous structure 

(e.g., pore size distribution) of the sulfide phases improving transport of reactants and 

products which is critical for their industrial application with real feeds.5,8,29 

3.1.3 Role of Support Materials 

The choice of support materials is of utmost importance for almost every 

heterogeneous catalyst. Supports for industrial catalysts have to fulfill certain 

requirements in order to be technologically and economically feasible: (i) affordability 

and availability in the huge quantity they are needed, (ii) mechanical and thermal 

stability for catalyst preparation (e.g., extrusion, filling of reactors) as well as during 

use, (iii) large surface area for dispersion of active phase. In addition, for hydrotreating 

catalysis, a moderate metal-support interaction is necessary for efficient sulfidation of 

loaded metals.5,7,27 
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Although most commercial hydrotreating catalysts are still composed of TMS 

phases supported on alumina, more recently another promising class of sulfide 

catalysts emerged; so-called self-supported TMS.12,13 In the following section, the 

advantages and disadvantages of using self-supported sulfides and TMS supported 

on metal oxides, mesoporous materials or zeolites are discussed. 

3.1.3.1 Self-Supported Sulfides 

One of the breakthrough developments in hydrotreating catalysis over the last 

decades was the introduction of self-supported TMS phases as catalysts. The 

materials were developed in joint cooperation by ExxonMobil, Akzo Nobel Catalysts 

(now Albemarle Catalysts) and Nippon Ketjen Co. Ltd. under the trademark NEBULA® 

and first used in a commercial plant in 2001. The number of commercial hydrotreating 

units using NEBULA® catalysts quickly increased over the next years due to the 

significantly higher activity per volume of installed catalyst. The improved activity 

allowed refiners to upgrade existing units in a way to meet the more stringent 

requirements for sulfur limits in fuels (mentioned in chapter 2.1) without needing to 

build new reactors. On the other hand, for some units their activity is simply too high in 

order to be used efficiently.12,13  

In contrast to (commercial) alumina supported catalysts (e.g., NiMoS/Al2O3 & 

CoMoS/Al2O3) that show only very little stacking30,31 the slabs of self-supported TMS 

have been shown to be present in stacks of about three to four slabs on average.32,33 

The same works report an average slab length of about 3-5 nm for both types of 

catalysts. While the slab length is crucial for the activity of TMS catalysts because of 

the increasing fraction of edge and corner metal atoms with decreasing slab length 

(discussed in more detail in section 3.1.4.1), the influence of stacking is under debate. 

On the one hand, there are reports claiming that adsorption of sterically demanding 

molecules is favored with higher stacking,34,35 but on the other hand Eijsbouts et al. 

showed that the absence of highly stacked sulfide slabs was not detrimental for 

commercial TMS catalysts used for the production of ultra-low sulfur diesel.30 

Regardless of whether the degree of stacking is of importance for their performance, 

the fact that self-supported TMS can be synthesized with similar slab lengths is 

supposedly the reason for their enhanced activity on a volumetric base. For supported 

catalysts, a significant volume is occupied by “inert” support phases, whereas for self-

supported systems the whole catalyst particles consist of active sulfide phases. 
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3.1.3.2 Metal Oxides, Mesoporous Materials and Zeolites 

As already mentioned above, in most cases alumina is the support of choice for 

industrial hydrotreating catalysts. This is due to its excellent material properties in 

handling and processing (e.g., mechanical strength, texture) and comparably low 

cost.36 Nevertheless, a wide variety of different oxidic supports (e.g., modified alumina, 

other (mixed) metal oxides, mesoporous materials, and zeolites) were tested for 

hydrotreating catalysis (reviewed in refs. 5,37). 

The main disadvantage of using alumina as a support for TMS is its strong 

interaction with Co/Ni cations and molybdates. Co/Ni cations strongly interacting with 

the support are generally considered inactive (as discussed in section 3.1.2) and the 

strong interaction of alumina and molybdates (formed upon impregnation and 

calcination; section 3.1.1) hampers the formation of molybdenum sulfide phases. 5,37 It 

has been shown that it is possible to modify alumina (e.g., by addition of heteroatoms 

like Ga or P,5 or by addition of a chelating agent like nitrilotriacetic acid35) in a way that 

decreases the metal-support interaction (MSI). TMS phases supported on these 

modified materials with reduced MSI showed a higher dispersion and in turn 

significantly enhanced activity for hydrotreating reactions. Looking at the results for 

TMS supported on other metal oxides (e.g., TiO2 and ZrO2) and mixed metal oxides 

(e.g., amorphous silica-alumina, alumina-titania, and zirconia-titania), it can be 

concluded that the main descriptor for their activity is the dispersion of the active sulfide 

phase and as a result the fraction of exposed edge/corner metal atoms. In order to 

achieve highly dispersed TMS phases in combination with high overall metal loadings 

it is inevitable to use oxides with sufficiently high surface areas.5,35,37 

Another class of materials considered as support for TMS are highly ordered 

mesoporous (e.g., SBA-15) and microporous (zeolites) molecular sieves. Besides their 

outstanding surface areas, they are able to provide Brønsted acidity (Scheme 3.2). 

Acidity of the support in general is proposed to influence the dispersion of sulfide 

phases and to decrease the electron density of the sulfide phase. As mentioned above 

influencing the dispersion will directly influence the catalytic activity, while the 

decreased electron density leads to increasing acidity of the TMS phase. In addition, 

Brønsted acid sites from the support materials themselves can also actively play a role 

as hydrogen source for hydrotreating reactions. The resulting bi-functional catalysts 
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often show improved activity and, in some cases, also open new reaction pathways 

(e.g., cracking reactions).5,31,37,38 

The overall effect of changing support acidity is quite dramatic for some cases. For 

the hydrogenation of tetralin, the activity of MoS2 supported on a series of different 

BEA-type zeolites increased by a factor of 40 with increasing support acidity.27 On the 

negative side, a major drawback of using Brønsted acid supports is the deactivation of 

the acid function under typical hydrotreating conditions, although this factor can be 

partly overcome by finding suitable ratios of sulfide phase and support acidity.37,38 

 

Scheme 3.2 Resonance structures of a Brønsted acid site found in acid silica-alumina 

supports.39 

3.1.3.3 Carbonaceous Supports 

The support materials so far all consisted of metal oxides. Beyond these, there is 

an additional class of supports that was considered for TMS catalyst already at a very 

early stage; the ones that are based on carbon. Carbon has several material properties 

that suit well for application as a catalyst support: (i) it is comparatively cheap, (ii) 

metals can be easily regenerated from the support by combustion, and (iii) it possesses 

high stability under typical hydrotreating conditions. On top, surface areas and pore 

structures can be easily tuned and carbon shows a lower MSI with sulfide phases 

compared to alumina.5,37,40 

Amongst the class of carbon supports many different materials have been tested 

for TMS catalysis, e.g., carbon black41, activated carbon,41-43 or highly ordered carbon 

nanotubes.40,44 In cases where carbon materials were superior to oxides as support for 

TMS phases, this was assigned to the high dispersion of sulfide phases due to high 

surface areas and an improved sulfidation due to reduced MSI. In addition, coke 

formation is usually observed to be less on carbonaceous supports compared to metal 

oxides because of the much higher acidity of the latter.40,41,43 

More recently TMS catalysts have also gained interest as replacement for noble 

metals in electrochemistry (see section 2.3.2; reviewed e.g., in refs. 45,46). Besides 
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using self-supported TMS as catalysts, there are reports showing that TMS supported 

on conductive carbon supports like modified graphene47 or carbon nanotubes48,49 are 

suitable for electrochemical applications. They can be used either directly as electrode 

materials or as support materials helping to disperse noble metals. The high activity of 

these materials, for instance for electrocatalytic hydrogen evolution, is related to the 

formation of highly dispersed TMS phases on high surface area carbon supports.47-49 

3.1.4 Active Sites 

For a long time, monitoring the active sites of TMS catalyst operando during 

hydrotreating reactions was almost impossible due to challenging reaction conditions 

(high temperatures and pressures) as well as the physico-chemical properties of the 

mixed metal sulfide phases. Some techniques like XPS, STM or TEM could only probe 

the parent state of catalysts under model conditions which proved to be insufficient 

because of the dynamic reconstruction of TMS phases in reactive atmospheres.22,50,51 

For bulk techniques like IR spectroscopy of adsorbed probe molecules, XAS, 

Mössbauer spectroscopy or XRD, the sulfide phase itself was problematic due to its 

low specific surface area (low number of adsorbed probes) and its heterogeneity of 

sites.18,52,53 Especially for mixed TMS phases, bulk techniques were often unable to 

distinguish between the different configurations of the individual metals (e.g., 

promoted, and non-promoted sites). For this reason, the nature of active sites as well 

as the mechanisms of promotion on TMS catalysts remained under debate.6,50,51 

It lasted to the 1980s, until, due to improved spectroscopic (e.g., EXAFS, 

Mössbauer and IR) and microscopic (e.g., STM in reactive atmospheres) techniques, 

a more coherent picture of the structure of transition metal sulfides and the nature of 

their active sites evolved (see section 3.1.2). Nevertheless, the questions how these 

phases catalyze a multitude of different reactions is still much more under debate.6,54  

3.1.4.1 Location of Active Sites 

A common feature for heterogeneous catalysts is that only a (small) fraction of the 

overall phase is catalytically active. This is because of the inaccessibility of 

(metal)atoms located at the inside of three-dimensional particles. As heterogeneous 

catalysis is driven by reactions at the solid-fluid interface, only these sites can 

participate in chemical transformations that are located at this interface, and in turn at 

the outer surface of the catalyst particles. This holds especially true for transition metal 
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sulfide phases as depicted in Figure 3.3. Under typical reaction conditions, significant 

amounts of exposed metal sites are only present at the edges of the sulfide slabs and 

not at their basal planes. Experimentally, this has been verified by showing that the 

activity of TMS phases for hydrogenation and hydrodesulfurization correlates with their 

edge fraction.55-57 On a lab-scale, it is however possible to create artificial defect sites 

also on the basal planes that can then act as adsorption sites.58 

 

Figure 3.3 Schematic structure of a TMS slab in an ideal, fully sulfided state (left) and in a 

state representing the “working” state under reaction conditions (right). The white square 

emphasizes the location of one of the missing S atoms. Pink (H), brown (Co, Ni), blue (Mo, 

W), yellow (S).6 

The simplified illustration shows SH groups and CUS, the two features mostly 

proposed to act as the active sites for catalyzed reactions. Their reactivity in 

hydrotreating will be discussed in the next sections. The most active sulfur atoms, 

required for the formation of CUS and SH, on TMS slabs are the ones terminating the 

edges due to their low coordination. Hence, highly active TMS catalysts are designed 

by minimizing the average slab size resulting in a higher fraction of edge atoms and in 

turn a higher density of active sites.6,7,56 

Interestingly, not only the terminating edge atoms but rather the whole near-edge 

area possesses special properties (as previously mentioned in section 3.1.2). 

Combining electron microscopy with density functional theory, the group of Topsøe 

was able to convincingly show that the near-edge areas have surprisingly high electron 

density due to restructured edge terminations. This discovery was used to develop 

improved hydrotreating catalysts introduced under the trademark BRIM®.22,26,59,60 

3.1.4.2 Sulfur Vacancies 

So-called defect sites, coordinatively unsaturated sites, or simply “missing” sulfur 

anions play a crucial role for the reactivity of all TMS phases irrespective of the 
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chemical composition of the sulfide phase. They formation of CUS from a fully 

sulfided/saturated TMS surface is schematically depicted in Scheme 3.3.  

 

Scheme 3.3 Formation of a coordinatively unsaturated site on a schematic MoS2 surface.6 

Surface hydrogen species interact with an edge sulfide anion to form H2S resulting 

in a sulfur vacancy where now metal sites are exposed for reaction. Because this 

reaction is reversible under typical hydrotreating conditions (simultaneous presence of 

hydrogen and sulfide species in feed) a dynamic equilibrium, determining the amount 

of exposed metal centers, is established. The degree of saturation is depending on the 

partial pressure of hydrogen and the amount of S-containing molecules in the reaction 

feed and was found critical for the activity of TMS. The presence of neighboring CUS 

is also possible under reaction conditions and is claimed to influence the adsorption 

properties of sterically more demanding molecules.6,61-64 

At the resulting CUS one or more metal centers are accessible as adsorption sites 

for reactant molecules, in particular heteroatom-containing molecules. The exposed 

metal cations act as Lewis acids interacting with unpaired electrons at the heteroatom 

thereby weakening the carbon-heteroatom bonds.65,66 This is the first step of the direct 

heteroatom removal pathways according to the Mars-van-Krevelen-type mechanism 

(see section 2.1.2). As discussed earlier, CUS are also proposed to be involved in the 

activation of H2 by (intermediate) formation of hydride species on the exposed metal 

cations.67,68 

In order to investigate the impact of CUS for the activity of TMS, many attempts 

have been made to quantify them. As CUS act as Lewis acid sites, the adsorption of 

Lewis basic molecular probes like CO, NO or nitrogen-containing bases can be used 

for their quantification. Prerequisite for this method is a well-established stoichiometry 

of adsorbed molecules and CUS. By far the most frequently used technique for 

monitoring the adsorption of molecular probes is IR spectroscopy,52,53,69 but other 

methods like (pulse) chemisorption33,70 and in situ titration71 have also been 

established. 
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3.1.4.3 Sulfhydryl Groups 

The second feature determining the reactivity of TMS catalysts are sulfhydryl 

groups, in essence dissociatively adsorbed hydrogen stabilized on edge sulfide anions. 

Due to the significantly higher reactivity of terminating sulfide anions, SH groups are 

often found at the edges of TMS slabs in proximity to CUS. Besides formation by 

heterolytic dissociation of H2 (as depicted in Scheme 2.1), SH groups are formed by 

dissociative adsorption of H2S (Scheme 3.4) 

 

Scheme 3.4 Formation of sulfhydryl groups by dissociative adsorption of H2S on a schematic 

MoS2 surface.72 

The first case results in the formation of a hydride species in addition to the SH 

group, whereas the latter case results in the formation of two SH groups. Interestingly, 

up to now, there exists no direct evidence for the formation of hydride species on MoS2 

phases as depicted in the heterolytic H2 dissociation pathway. This is often rationalized 

by a rapid scavenging of the transiently formed hydride by a neighboring S atom to 

form an SH group as final state. In this case, the additional electron density must be 

compensated by the semiconducting sulfide phase.6,72 In addition, SH group formation 

has been explained by homolytic dissociation of H2 on disulfide bridges present at the 

edges of TMS phases (as discussed in section 2.1.2.2).59,67,73 

In contrast to CUS that essentially act as adsorption sites, SH groups act as a 

reservoir of dissociated hydrogen on the surface of TMS. Therefore, they can 

participate in all types of reactions occurring in hydrotreating units. SH groups have 

been shown to be weak to moderate Brønsted acids depending on their formation and 

local electronic environment.51,74,75 

Similar to the quantification of CUS, SH groups can be quantified on sulfide 

materials using probe molecule adsorption. Owing to the Brønsted acidic character of 

SH groups, nitrogen-containing base molecules are usually chosen as probe. Although 

the possibility to use in situ titration for this purpose was recently shown in a proof-of-

concept study,71 IR spectroscopy is still the most commonly used tool for monitoring. 

The protonated and non-protonated forms of pyridine as well as 2,6-dimethyl pyridine 
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for example have distinct vibration bands in turn allowing the differentiation between 

probe molecule adsorption on Brønsted and Lewis acid sites.72,76,77 

3.1.5 Influence of Promotors 

A major reason for the versatility of TMS for heterogeneously catalyzed reactions 

is their tunability using promotors. As already mentioned in section 3.1.2, TMS 

catalysts generally consist of a base metal sulfide phase (Mo and/or W) in combination 

with 3d (most prominently Ni and Co) metals. Over the years multiple theories evolved 

to explain the mechanism of promotion by these elements. Some considered atomic 

Ni and Co as independent active sites,78,79 others favored small NixSy/CoxSy phases to 

dissociatively adsorb hydrogen which is subsequently “spilled-over” to the base metal 

sulfide phase for reaction.80,81 Although these theories cannot be fully discarded, 

nowadays a different model is widely accepted to be the predominant effect of 

promoting metals: the formation of mixed metal sulfide phases with promoting Ni/Co 

atoms decorating the edges of Mo(W)S2 slabs. As this model was first proposed by 

Topsøe for a system containing Co and Mo these mixed phases are generally called 

CoMoS phases irrespective of their actual composition.18-20 

These mixed metal sulfide phases typically exceed the activity of monometallic 

sulfide phases by a wide margin. Interestingly, different mixtures of base and promotor 

metals result in a particular enhancement of individual reaction types (e.g., 

hydrogenation, HDS, HDN). For example, CoMoS phases show high activities for HDS 

reactions whereas NiMoS and NiWS phases have been reported to show superior 

hydrogenation activity. For industrial hydrotreating one makes use of this by designing 

catalysts with specific properties adapted to the processed feed and desired product 

specifications in each hydrotreating unit.1,6 

In contrast to many other heterogeneous catalysts, for preparation of TMS catalysts 

promotor metals are not only used in small doses but in significant fractions. The 

optimum fraction of promotor metal is around 0.3-0.5 in most reports (e.g., see Figure 

3.4, right). This is mostly a result of the manufacturing process of TMS catalysts. As 

the final sulfide phases are generally formed at the site of operation, promotor metals 

are added already during synthesis of (oxidic) precursors. Because the transformation 

of oxide phases to sulfide phases is not topotactic it is hard to control the amount of 

promotor metals successfully incorporated in mixed metal sulfide phases. Therefore, 
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promotor metals are used in excess resulting in the formation of separate NixSy/CoxSy 

phases in addition to the desired CoMoS phase (as mentioned in section 3.1.2).6,30,82 

 

Figure 3.4 Relative HDS activities of various metal sulfides versus their experimental metal-

sulfur bond strength (left; adopted from refs. 83,84) and relative hydrogen addition activities of 

bulk NixMoySz catalysts with different Ni contents (right; adopted from ref. 33). 

A volcano shaped trend for catalytic activity of TMS versus their promotor metal 

content, as depicted above, was found for all sorts of bimetallic TMS catalysts applied 

in a wide variety of hydrotreating reactions.6,57 The increased activity at low promotor 

contents is understood by an increasing degree of promotor atoms decorating the 

edges of NiMoS phases. The negative influence of additional promotor was nicely 

demonstrated by Lercher et al. for NiMoS catalysts;82 at higher Ni contents more and 

more segregated NixSy phases are formed and these phases, being inactive 

themselves, block access to the active sites of the NiMoS phase. The authors showed 

that inert NixSy mass can be removed by post-synthetic treatment with HCl, leading to 

dramatically improved activities.82 

In order to understand how promotor atoms help increasing the activity of TMS, 

two properties have to be taken into account: (i) the quantity of active sites and (ii) their 

“quality”. As discussed previously, active sites, comprising of CUS and SH, are 

predominately found at the edges of TMS slabs. Consequently, the promoting effect 

has been explained for example by increased dispersion,15,85 and by increasing the 

probability for CUS creation. For sulfide phases, this probability is determined by the 

metal-sulfur bond strength.18,86 

This concept can be used to explain the activities of monometallic TMS phases 

(Figure 3.4, left) but it also applies for mixed metal sulfide phases. In essence, it is 

postulated that a decreased binding energy of sulfur increases the probability of CUS 

formation leading to more active catalysts. As seen in Figure 3.4., MoS2 and WS2 both 
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show too high M-S binding energies (right site of the volcano shaped curve), and in 

turn little propensity for CUS formation, to reach optimum activity. By incorporation of 

edge-decorating Co/Ni, new phases are formed that possess sulfides bridging Co(Ni) 

and Mo(W). The newly formed phases were shown to have sulfur binding energies 

close to the maximum of the volcano shaped curve and are therefore highly effective 

catalysts.8,57,83,86 

Based strictly on the concept of sulfur binding energy one would not expect the 

activity of TMS to be maximum at intermediate M-S bond strengths (as in Figure 3.4, 

left). Rather, TMS catalyst would be more active the lower the sulfur binding energy is 

due to the increased formation of active CUS. However, as this is not the case, one 

has to consider a second descriptor for the activity of TMS catalysts: the “quality” of 

each site, i.e., the intrinsic activity of sites for a specific catalytic reaction. This is usually 

described in terms of the Sabatier principle. The interaction between reactant and 

active site has a maximum because very low interaction makes adsorption of reactants 

unlikely (adsorption is limiting) and very high interaction prevents desorption of formed 

products (desorption is limiting). For hydrotreating catalysis this is especially important 

because of the broad variety of different reactions occurring and reactants/products 

involved in them (see chapter 2.1). For every single reaction the optimum binding 

energy is slightly different, which is the reason for using different mixtures of base and 

promotor metals with adjusted electronic properties for hydrotreating of different feeds. 

It is worth noting, that Mo(W)S2 phases have been electronically optimized by 

promotion with Ni and Co long before the development of volcano-type models.1,8,83,87 

More recently a distinctively different approach of promoting TMS catalysts by 

addition of group 10 metals was reported. In this case, small amounts of platinum 

added to an industrial CoMoS catalyst increased the activity by almost 50%. By a 

combination of XAS, electron microscopy and theory, the authors were able to show 

that atomically dispersed Pt is decorating the edges of the CoMoS phase. They 

concluded that Pt enhances the formation of active CUS by reducing the sulfur binding 

energy and thus increases the catalytic activity. Note that this explanation for the 

promoting effect of Pt falls in line with the previously mentioned sulfur binding energy 

model for promotion by other metals.88 
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3.1.6 Catalyst Deactivation 

Although the reasons for deactivation of TMS catalysts are manifold, most of them 

involve a loss of active sites accompanied by reduced activity. Under typical 

hydrotreating conditions these reasons include metal deposition during HDM reactions 

(as mentioned in chapter 2.1),89,90 changes in sulfide morphology (e.g., growing slab 

size, sintering),30,50 and coke formation.91-93 Besides these factors influencing the 

activity of TMS by reducing the amount of accessible active sites, it has been shown 

that promoting metals are segregated under operation conditions further deteriorating 

the catalytic performance.12,91 

Severity and rate of deactivation depend on the catalyst composition as well as the 

process conditions. For example, segregation of promotors was reported to be more 

prominent in Ni promoted catalysts,12,91 metal deposition increases with increasing 

metal contents in heavier feeds, and structural changes of sulfide phases were found 

to depend on the severity (e.g., high temperatures) of sulfidation and hydrotreating 

conditions.30,50  

In terms of coke formation, the choice of promotors and support materials has been 

reported to have a major influence because of their ability to change the acidity of TMS 

catalysts. In general, higher acidity is proposed to lead to increased coke formation 

due to enhanced polymerization reactions. As these reactions predominantly start from 

polycyclic aromatics, their prevalence drastically increases catalyst deactivation. 

Overall, it becomes clear why heavier feeds (e.g., heavy crude oils, VGO) are much 

more demanding for hydrotreating processes. These feeds have very high contents of 

metals, polycyclic aromatics as well as sterically demanding heteroatom-containing 

molecules. The high contents of these compounds on the one hand directly lead to 

increased coke formation and metal deposition, and on the other hand require more 

severe process conditions in turn leading to enhanced morphological transformations 

further decreasing the catalytic activity.6,41,94,95 

In industrial applications very often a rapid initial deactivation is observed followed 

by a much slower deactivation in the long term. The initial fast deactivation is mostly 

assigned to coke formation whereas the following comparatively slow and gradual 

deactivation is explained by deposition of metals.6  



3.1 Conventional Sulfide Catalysts 

- 44 - 
 

For hydroprocessing of renewable feedstocks, like the ones discussed in chapter 

2.2, developing adjusted catalyst (and support) systems will be critical because of the 

vastly different feed compositions. These feeds generally contain less sulfur but much 

higher contents of oxygen and water, leading to oxidation of the promotor atoms and 

therefore to a severe loss of activity.96 In addition, the phosphorous content of 

renewable feeds was shown to be problematic due to polymerization/coke formation 

induced by developing phosphoric acid.97  
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3.2 Active Sites in Enzymes 

Fundamental research in science has always been inspired by Nature, with the 

field of catalysis being no exception. In Nature, countless chemical transformations are 

happening literally under “ambient” conditions, meaning at 1 bar and room 

temperature, which are only enabled by naturally occurring catalysts: enzymes. 

Therefore, it seems obvious to use these enzymes as a blueprint for development of 

catalysts. There are, however, major differences between industrial catalysts and 

enzymes, for example the use of metals. For the design of (heterogeneous) catalysts, 

there are virtually no limits in terms of metals that have been used (with a strong focus 

on noble metals) whereas enzymes, if at all, mostly rely on very few, naturally abundant 

metals like Cu and Fe. In addition, the active metal sites in enzymes typically consist 

of small, well-defined molecular clusters located in a very specific, constrained 

environment, the so-called enzyme pockets. On classic heterogeneous catalysts on 

the other hand, reactions are mostly occurring on the surface of nanoparticles. 

Nevertheless, nowadays, there exist quite a number of reactions where Nature served 

as a source of inspiration for catalyst development including nitrogen fixation, 

hydrolysis reactions, selective oxidation and electrocatalysis.98-100 

3.2.1 Transition Metal Sulfide Structures in Nature 

Interestingly, within the number of enzymes that use transition metals at their 

catalytically active sites, there are two very prominent examples using these metals in 

form of sulfide phases: hydrogenases and nitrogenases (Figure 3.5). While 

hydrogenases catalyze the conversion of H2 into H+ and vice versa, nitrogenases 

catalyze the biological reduction of N2 to NH3. According to the metals found in their 

active sites, hydrogenases are divided into three groups: FeFe, NiFe, and Fe 

hydrogenases. Similarly, nitrogenases are categorized as Mo, V or Fe-only 

nitrogenases. It is important to note, that both enzymes contain secondary iron-sulfide 

clusters, most prominently Fe4S4-type clusters with Fe2+/Fe3+ as redox couple, which 

serve as electron carriers and are inevitable for their reactivity. These Fe4S4 clusters 

are workhorses for biological electron transport and are found in several other 

enzymes. The structures of the whole enzymes and the most important TMS clusters 

present in them as well as the reactions catalyzed by hydrogenases and nitrogenases 

are extensively discussed in the references corresponding to this paragraph.101,102 
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Figure 3.5 Structures of a NiFe-hydrogenase (left) and a Mo-nitrogenase (right) enzyme 

complex. The active clusters are depicted in spheres. Brown (Fe), cyan (Mo), green (Ni), 

carbon (grey), yellow (S), red (O), blue (N). Structures were obtained from the Research 

Collaboratory for Structural Bioinformatics Protein Data Bank (RCSB PDB; rcsb.org) of PDB 

ID 3MYR (hydrogenase; ref. 103) and of PDB ID 1N2C (nitrogenase; ref. 104) and images were 

created using NGL viewer.105 

Figure 3.5 shows the structures of exemplary hydrogenase and nitrogenase 

enzymes. In the former two different TMS clusters are found: a Fe4S4 and a Fe3S4 

cluster. The TMS clusters present in the nitrogenase enzyme are assigned in the 

following chapter. The figure nicely demonstrates a major drawback of using whole 

enzymes for the synthesis of heterogeneous catalysts; on a mass and volume basis 

most of the enzyme consists of the protein backbone and only very little of active metal 

centers.101,102 

3.2.2 The Nitrogenase Enzyme Family 

Nitrogenases are the only family of enzymes able to convert N2 into a 

biocompatible nitrogen form: ammonia. As nitrogen is an essential building block in 

proteins and amino acids, this process is indispensable in Nature. This is in turn also 

the reason for the presence of significant fractions of nitrogen-containing molecules in 

crude oil as well as renewable feedstocks. Before the development of the Haber-Bosch 

process, N2 fixation by nitrogenases was the predominant source of nitrogen available 

for living organisms. Interestingly, in both cases iron centers are crucial for the 

activation of N2, although the enzyme is using a sulfide cluster instead of the bare 

metal. For nitrogenases it should be mentioned that, besides a form only containing Fe 

at its active center, there exist other forms where one iron atom is replaced by either V 
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or Mo, with the Mo-depending form of the enzyme (depicted in Figure 3.6) being the 

most prevalent one.101,106 

 

Figure 3.6 Structure of a nitrogenase enzyme (left; source see Figure 3.5) together with the 

incorporated TMS clusters (right; adapted from ref. 107 under the Creative Commons BY 

license; https://creativecommons.org/licenses/by/4.0/). The active clusters are depicted in 

spheres. Brown (Fe), cyan (Mo), carbon (grey), yellow (S), red (O), blue (N).  

Besides the already mentioned Fe4S4 cluster, the enzyme also includes a Fe8S7 

cluster (so-called P-cluster; note that the cluster in the figure shows more than seven 

sulfur atoms; the additional S atoms are coming from S-containing amino acids 

coordinating to the cluster) and a Fe7MoS9 cluster with an interstitial carbon atom, the 

so-called FeMo cofactor. While the P-cluster is proposed to act as an electron shuttle, 

much like Fe4S4, the FeMo cofactor is generally considered as the binding site for 

substrates. Due to its importance in Nature and its intriguingly complex structure, the 

nitrogenase FeMo cofactor has drawn a lot of attention in research.101,107-110 

The structure101 of the enzyme’s active sites as well as the mechanism108 for 

nitrogen fixation have been reviewed in the cited references. Some highlights include 

elucidation of the structure of the FeMo cofactor (high-resolution single-crystal 

XRD),111 the nature of the interstitial atom (XES & EPR spectroscopy),112,113 and the 

oxidation/spin state of Mo (HERFD-XANES & time-dependent DFT calculations).114 
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3.3 Molecular Clusters inside Zeolites 

As discussed in the previous chapter, there exist major differences between 

industrially applied heterogeneous catalysts and enzymes. The comparison of the 

nitrogenase enzyme and a classic hydrotreating catalyst is a prime example in this 

regard. Although both systems rely on TMS as catalytically active components, the 

former uses them in form of well-defined, molecular clusters in contrast to the latter 

where they are present in form of nanometer-sized slabs. In addition, the substrate 

binding sites in enzymes are located in sterically constrained enzyme pockets. To 

imitate this property, researchers used zeolites as host materials due to the 

nanostructured pore systems these materials provide. While this chapter will present 

a short overview of what has been done so far to mimic the nitrogenase enzyme’s 

active site, chapter 4 shows our approach of synthesizing TMS clusters in the pores of 

NaY zeolite.107,115,116 

Simultaneous to the structural elucidation of naturally occurring, TMS-based 

enzymes, researchers tried to artificially recreate these TMS clusters and to test their 

catalytic performance. Most of these works focused on metal-organic synthesis to build 

up cubane-type TMS clusters, a feature that is found in all TMS clusters presented in 

Figures 3.5 and 3.6. Early on these synthetic approaches, especially by the groups of 

Holm and Coucouvanis, also focused on including Mo atoms in FeS clusters, just like 

in the most intriguing nitrogenase FeMo cofactor.117-119 

In order to better understand the reactivity of the enzyme, the catalytic properties 

of the synthesized clusters were tested, e.g., for the hydrogenation reactions of 

hydrazine to ammonia,119-121 acetylene to ethene,120,122 as well as for the reduction of 

diazene.123 All of these reactions were carried out in organic solvents using auxiliary-

reactants, e.g., proton sources like 2,6-lutidine hydrochloride and reducing agents like 

CoCp2.119,124 

Although these approaches nicely demonstrated the possibility of creating artificial 

TMS clusters that in a way mimic the reactivity of enzymes, there are two major 

disadvantages. First, the formation of TMS clusters via these routes is relatively 

elaborate and time intensive even on a lab-scale. And second, for catalysis in 

continuously operated reactors it would be preferable to have the catalyst immobilized 

on a stationary phase. In this regard, zeolites have been proposed to be an almost 

ideal host material because of the similarity of their pore structure and the substrate 
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binding pockets of enzymes. In addition, TMS clusters can be easily incorporated into 

zeolites by aqueous phase ion exchange with positively charged MoS and NiMoS 

clusters.125-127 Although, the resulting systems were shown to be active catalysts, e.g., 

for the formation of hydrocarbons from CO/H2,125 and HDS,126 they were not stable 

under reaction conditions. The decomposition into MoS2 slabs is most likely due to the 

inevitable presence of water during ion exchange.128 

A very promising concept for the facile synthesis of zeolite encapsulated TMS 

clusters developed by Okamoto et al. is shown in Figure 3.7.115,129 

 

Figure 3.7 Synthesis of zeolite encapsulated MoxSy clusters by chemical vapor deposition of 

Mo(CO)6 followed by thermal treatment in sulfiding atmosphere.  

In here, molybdenum is incorporated into a zeolite host via chemical vapor 

deposition. After thermal treatment in reactive gases two different MoS clusters could 

be stabilized: a dimeric (after treatment in H2S/H2) and a tetrameric (after treatment in 

H2) one. The main advantages of this approach, compared to the multi-step syntheses 

presented before, are the simple preparation and the absence of water and ligands in 

the resulting catalysts. As long as an appropriate zeolite support is chosen, these 

systems only comprise of molecular MoS clusters inside the zeolite cavities allowing 

to relate the activity of the clusters directly to their structure. The group of Okamoto 

also showed the possibility to use CVD synthesis for preparation of bimetallic CoMoS 

clusters. Interestingly, the resulting tetrameric clusters in both cases, Mo-only and 

mixed Co/Mo, possess a similar cubane-type structure as the TMS clusters found in 

enzymes. The catalysts prepared via CVD and subsequent sulfidation were 

demonstrated to be active for hydrogenation and HDS reactions.129-132  
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Abstract 
Supercages of faujasite (FAU)-type zeolites serve as a robust scaffold for 

stabilizing dinuclear (Mo2S4) and tetranuclear (Mo4S4) molybdenum sulfide clusters. 

The FAU-encaged Mo4S4 clusters have a distorted cubane structure similar to the 

FeMo-cofactor in nitrogenase. Both clusters possess unpaired electrons on Mo atoms. 

Additionally, they show identical catalytic activity per sulfide cluster. Their catalytic 

activity is stable (> 150 h) for ethene hydrogenation, while layered MoS2 structures 

deactivate significantly under the same reaction conditions. 
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4.1 Main Article 

Sulfide-based enzymes and the success of transition metal sulfide (TMS) catalysts 

for hydrotreating reactions have spurred wide interests to understand their activity and 

selectivity and especially the impact of the cluster size and structure for reductive 

catalysis. For the nitrogenase family, three TMS clusters have been identified acting 

as catalytically active sites, i.e., a Fe4S4 tetramer, the P-cluster (Fe8S7) and a third 

cluster Fe7MS9C (M = Fe, Mo, V); the Mo form, the so-called FeMo-cofactor, is the 

most intensively studied one among the Fe7MS9C family of clusters.1-9 

The structures of the active site in the layered TMS materials have been equally 

well investigated compared to those in enzyme-based catalysts. In addition to the use 

of the former as hydrogenation and hydrodefunctionalization catalysts for hydrotreating 

of refinery fractions and renewable feedstocks,10-12 TMS have recently drawn major 

interest as cathode materials in electrocatalysis.13-17 Despite their similar chemical 

compositions, the TMS clusters in enzymes are well-defined entities, whereas TMS 

phases in industrial catalysts for hydrotreating predominantly form significantly larger 

slab-like structures.18,19 

To achieve greater catalytic efficiencies, enzyme TMS clusters served as 

inspirations for the synthesis of active hydrogenation sites.5,20,21 Most of the prior 

studies focused on multi-step syntheses of TMS clusters and on using them as 

homogeneous organometallic catalysts in liquid phase.22-27 A one-step synthesis 

could, in contrast, enable the use of such entities as potentially robust highly efficient 

catalysts. In this context, zeolites represent a promising group of porous supports that 

provide a stable and well-defined steric environment for the TMS clusters, mimicking 

partly the pockets of enzymes that host the active center.  

Among the methods reported for immobilizing Mo and NiMo sulfide clusters on/in 

zeolites, ion exchange proves useful yet requires intricate synthesis of the cationic 

clusters.28-31 Even worse, the groups of Tatsumi and Breysse reported that the zeolite-

confined TMS clusters decomposed into MoS2 slabs under reaction conditions.28,29 

This structural degradation is likely caused by the presence of water after ion 

exchange.32 

Using leads from Okamoto et al.,33-35 we used chemical vapor deposition (CVD) 

and subsequent thermal treatments in reactive gases to incorporate homotopic size- 
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and structure-selective MoxSy clusters into the pores of zeolite NaY. The (uniformity of 

the) geometric structure and the spin state of the MoxSy clusters were acquired in the 

present study by combining X-ray absorption spectroscopy (XAS), X-ray emission 

spectroscopy (XES), electron paramagnetic resonance (EPR) spectroscopy, and 

density functional theory (DFT) calculations. A close similarity was revealed between 

the tetranuclear Mo4S4 cluster and the Mo site in nitrogenase enzymes. These 

NaY-encaged MoxSy clusters displayed outstanding stability for ethene hydrogenation, 

much superior to that of a traditional slab-MoS2 catalyst. 

Mo(CO)6 encapsulated in a NaY zeolite was treated in H2S/H2 at 673 K for 2 h to 

form MoxSy species within the zeolite (MoxSy/NaY-sulf). The zeolite used was almost 

free of extra-framework Al (EFAl) and remained so after loading Mo and sulfidation 

(Figure S4.1). This catalyst was subsequently reduced in pure H2 (MoxSy/NaY-red) at 

673 K for 2 h. Figure 4.1 shows the k3-weighted extended X-ray absorption fine 

structure (EXAFS) and Fourier-transformed (FT) EXAFS of these catalysts at Mo 

K-edge. 

 

Figure 4.1 k3-weighted EXAFS and FT EXAFS of MoxSy/NaY-sulf (a, b), MoxSy/NaY-red (c, d), 

and MoxSy/NaY-resulf (e, f) catalysts. Experimental data is shown as closed symbols and the 

corresponding fits are shown as solid lines. 
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The corresponding fitted parameters are reported in Table 4.1. For MoxSy/NaY-

sulf, the Mo-S and Mo-Mo coordination numbers (CN) and interatomic distances (d) 

together with the S/Mo ratio of ~2 (determined by elemental analysis) point to the 

overall cluster composition of Mo2S4. We hypothesize that in this structure, each Mo 

atom is coordinated to two bridging S atoms and one terminal S atom (either in cis or 

in trans configuration), resulting in theoretical CNMo-Mo ~1 and CNMo-S ~3. Slightly higher 

measured coordination numbers (CNMo-Mo ~3.9; CNMo-S ~1.3) are attributed to a minor 

presence of higher nuclearity species (e.g., a few MoS2 slabs on the external surface 

of the zeolite). For MoxSy/NaY-red, the observed CNMo-Mo and CNMo-S together with the 

S/Mo ratio of ~1 suggest the reduced state to be a Mo4S4 cluster. Additionally, based 

on similar values of dMo-Mo and dMo-S, we hypothesize the Mo4S4 cluster to resemble a 

distorted Mo4-tetrahedron with an S atom sitting on each face. The composition and 

structure of this reduced state is different from a previously proposed Mo4S6 cluster 

with a cubane-like structure.33-35 Instead, we propose that the deduced structure has a 

close similarity with the MoFe3S3C subunit of the nitrogenase FeMo-cofactor (Table 

4.1). 

Table 4.1 EXAFS fitting parameters: coordination numbers (CN), interatomic distances (d), E0, 

ΔE0, and Debye-Waller factors (σ2), for Mo-Mo and Mo-S paths in MoxSy/NaY sulf/red 

catalysts. CNMo-Fe, CNMo-S, dMo-Fe and dMo-S of the nitrogenase FeMo-cofactor are added for 

comparison. 

 Path CN d /Å E0 /eV ΔE0 /eV 
σ2 × 1000 
/Å2 

R-factor 

MoxSy/NaY-
sulf 

Mo-S 3.9 ± 0.8 2.42 ± 0.01 
19997 0.1 ± 2.4 

6.6 ± 1.5 
0.027 

Mo-Mo 1.3 ± 1.1 2.77 ± 0.03 10.3 ± 8.6 

MoxSy /NaY-
red 

Mo-S 2.6 ± 1.4 2.47 ± 0.05 
19995 0.4 ± 5.0 

5.5 ± 5.0 
0.039 

Mo-Mo 3.3 ± 2.0 2.66 ± 0.03 6.3 ± 2.6 

MoxSy/NaY-
resulf 

Mo-S 4.1 ± 0.7 2.42 ± 0.01 
19997 0.2 ± 2.1 

6.4 ±1.3 
0.023 

Mo-Mo 1.0 ± 1.2 2.76 ± 0.03 8.2 ± 6.7 

Nitrogenase 

FeMo-
cofactor 

Mo-S 3[a,b] 2.34[a], 2.32[b]     

Mo-Fe 3[a,b] 2.70[a], 2.61[b]     

[a] Data from ref.7; [b] Data from ref.6  

The MoxSy/NaY-red catalyst was resulfided in H2S/H2 at 673 K for 2 h to form 

MoxSy/NaY-resulf. The observed Mo-Mo and Mo-S CN and interatomic distances in 

MoxSy/NaY-resulf were similar to those in MoxSy/NaY-sulf, suggesting that the 
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transformation between the sulfided and reduced structures is reversible by switching 

between pure H2 and H2S/H2 (Table 4.1).33-35 

Energy dispersive X-ray spectroscopy (EDS) mapping shows an even distribution 

of Mo across the zeolite particles (Figure S4.2), proving that Mo and S are not enriched 

at the outer surface of the crystallites. This indicates that Mo is initially evenly 

distributed and remains locally anchored as sulfide clusters with two different 

nuclearities. The decrease in zeolite micropore volume with increasing Mo loading also 

supports this conclusion (Figure S4.3). The absence of any larger particles in the high-

angle-annular dark field-transmission electron microscopy (HAADF TEM; Figure S4.2) 

showed further that the di- and tetranuclear clusters are the predominant, if not the 

only, form of MoxSy. X-ray diffraction patterns of the MoxSy-containing samples and the 

parent NaY zeolite show a change in the relative intensities of several diffraction peaks 

(Figure S4.4), attributed to a redistribution of Na+ cations within the zeolite.36,37 This 

indicates a slight preference of the location of the TMS clusters, requiring, however, 

additional analysis.  

 

Figure 4.2 Average Mo-S (dMo-S) and Mo-Mo (dMo-Mo) interatomic distances, as well as the 

relative Gibbs free energies at 473 K (ΔG#) of Mo2S4 (left) in cis (red) and trans (green) 

configurations, and Mo4S4 (right) clusters as a function of spin-multiplicity as calculated by DFT 

using B3LYP, PBE0, and TPSSh functionals. Experimentally observed dMo-Mo and dMo-S 

estimated from the EXAFS of MoxSy/NaY-sulf/red catalysts are shown as dashed line. 
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The hypothesized structures of Mo2S4 and Mo4S4 clusters were optimized using 

DFT and the results were compared against the experimental data (EXAFS). 

Interestingly, variations in the number of unpaired electrons in the Mo d-orbitals 

correlated with the Mo-Mo bond distances, while the Mo-S interatomic distances were 

insensitive to these changes (Figure 4.2). 

The DFT-computed dMo-Mo (Table S4.3) obtained for the thermodynamically most 

stable configurations (spin-multiplicity of 3 for Mo2S4 and 5 for Mo4S4) matched 

excellently with the values obtained from EXAFS (Table 4.1). The computed dMo-S 

however appear to be significantly lower than those observed experimentally, which 

we attribute to the fact that geometry optimization was performed in gas phase, while 

for the zeolite-encaged clusters, the terminal S atoms are likely to interact with sodium 

cations in the zeolite, which is expected to elongate the bonds. As these interactions 

could also lead to charge transfer to/from clusters, we investigated the influence of 

positive/negative charge on the optimized geometries (Figure S4.5). The calculations 

indicate that the structural parameters of these clusters are influenced more by the 

spin-multiplicity than by the net charge on the clusters. Based on computed Gibbs free 

energies (Figure 4.2 and Tables S4.1 & S4.2), the lowest-energy structures have a 

spin-multiplicity of 3 (two unpaired electrons) and 5 (four unpaired electrons) for Mo2S4 

and Mo4S4 (Figure 4.3), respectively. For Mo2S4, the cis configuration was found to be 

more stable and is further examined. 

 

Figure 4.3 DFT-optimized Mo2S4 (cis) and Mo4S4 clusters. The depicted clusters were 

optimized with spin-multiplicity of 3 for Mo2S4 and 5 for Mo4S4 using B3LYP. Varying the 

functional did not result in a significant change in cluster geometry (Figure S4.6). S: yellow, 

Mo: blue. 

As DFT calculations correspond to one unpaired electron per Mo for both clusters, 

the presence of unpaired electrons on Mo was also deduced from the EPR 

measurements (Figure 4.4 left). The EPR spectra show an intense central line with 

g-values ~2, in close agreement with the g-values reported for unpaired electrons in 

Mo species of different formal oxidation states in nitrogenase, nitrate reductase, and 
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sulfur-bridged Mo dimer clusters.38-40 Although EPR signals with g ~2 are commonly 

assigned to S = ½ systems, these signals may also be interpreted as Ms ± 1 transitions 

of systems with higher spin-multiplicities, e.g., cis-Mo2S4 (spin-multiplicity = 3) and 

Mo4S4 (spin-multiplicity = 5), with a large zero field splitting.38 Due to the lack of spin 

quantification, an in-depth electronic spin analysis of MoxSy clusters proposed in this 

work is presently not achievable. It must also be noted that a mixture of clusters with 

different spin-multiplicities may be present as the DFT-computed Gibbs free energy 

difference between systems with slightly different multiplicities is relatively small 

(Figure 4.2 and Table S4.1 & S4.2). 

 

Figure 4.4 EPR spectra of MoxSy/NaY-sulf/red catalysts (left) and the isosurface (0.02 a.u.) of 

the difference in alpha and beta electron densities (right) illustrating the location of unpaired 

electrons on cis-Mo2S4 (spin-multiplicity = 3) and Mo4S4 (spin-multiplicity = 5) clusters 

computed using DFT(B3LYP). 

The DFT calculations unambiguously support our finding that the unpaired 

electrons are indeed located on the Mo atoms of both MoxSy clusters (Figure 4.4, right 

and Figure S4.6). In this regard, it is important to note that ionic clusters would result 

in formal Mo oxidation states of +4/+2 (assuming neutral Mo2S4/Mo4S4 clusters) which 

could not possess single unpaired electrons due to their even number of total valence 

electrons. However, the Mo-S bonds in these nanoclusters are likely to be covalent in 

character, which is supported by Hirshfeld/Mulliken population analysis and Mayer 

bond orders computed using DFT (Tables S4.4 & S4.5). 

Further confirmation of the hypothesized structures of NaY encapsulated MoxSy 

clusters was deduced from Mo Kα high energy resolution fluorescence detected X-ray 

absorption near edge structure (HERFD-XANES) and Mo Kβ valence-to-core (VtC) 
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XES. The VtC XES spectra of MoxSy/NaY-sulf/red catalysts are in close agreement 

with the simulated spectra of the optimized Mo2S4 and Mo4S4 structures (Figure S4.7 

and Table S4.6) validating the structures suggested in this work. In addition, HERFD-

XANES shows a shift towards lower absorption energies for the reduced catalyst 

supporting the proposed reduction of Mo centers in a pure H2 atmosphere 

(Figure S4.10). 

 

Figure 4.5 Steady-state ethane formation rates (top) at 473 K for cluster catalysts with different 

loadings and time-on-stream behavior (bottom) of representative MoxSy/NaY-sulf/red catalysts 

and MoS2/NaMFI. 

Interestingly, when subjecting the two cluster catalysts to a stream of ethene and 

H2, no activity was observed at the very beginning, but both catalysts gained activity 

and reached a steady-state over a time span of ~30 h (Figure 4.5). Elemental analysis 

of the spent MoxSy/NaY-sulf sample showed a loss of sulfur that corresponded to 

approximately one S per cluster. Thus, we hypothesize that partial sulfur loss from the 

fully sulfided Mo2S4 cluster may account for the generation of true active sites (S-
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vacancies) while the original clusters are inactive. Given the high reduction 

temperature (673 K in pure H2), further reduction and sulfur loss is rather unlikely for 

the MoxSy/NaY red sample at the reaction temperature of 473 K and the induction 

period could be caused by restructuring. 

While it would also be very important to understand a potential response of the Mo 

spin states to its local coordination environment, this is to be further investigated by in 

situ spectroscopy (EPR and XAS in particular) that monitors the dynamic evolution of 

the structure and chemical compositions of the active sites at reaction conditions.  

For MoxSy/NaY sulf/red catalysts, a linear increase of the steady-state ethane 

formation rate (per gram of catalyst) was observed with an increasing loading of 

clusters (Figure 4.5). The parent NaY zeolite itself (no EFAl species or Brønsted acid 

sites; Figures S4.1 & S4.11) did not exhibit hydrogenation activity. Therefore, we 

conclude that the measured activity stems solely from MoxSy clusters that are 

homogeneous in nature. Surprisingly, the linear rate increase was identical for di- and 

tetramers indicating that each cluster forms the same number of equally active sites.   

The cluster catalysts showed stable steady-state conversion rates (for at least 

7 days), allowing to conclude that the active sulfide sites hosted in the zeolite cages 

remained stable, in contrast to previous studies that either lacked evaluation of the 

stability metric or clearly noted deactivation/degradation of the active structures.28,29,32 

A traditional MoS2/NaMFI catalyst that featured extended slabs, however, deactivated 

markedly after reaching the maximum activity (Figure 4.5). The NaMFI zeolite used as 

a support is free of Brønsted acid sites and did not show any activity under the probed 

conditions. We, therefore, conclude that deactivation results from degradation of the 

MoS2 phase without supply of sulfur in the reactant stream. 

In summary, we have shown that di- and tetrameric MoxSy clusters can be 

stabilized in a homogeneous form by zeolite Na-FAU. The active clusters are 

homogeneously distributed in the zeolite and are essentially homotopic. The specific 

catalytic activity of these clusters for ethene hydrogenation is identical. The tetrameric 

cluster is structurally similar to the Mo site of the FeMo-cofactor in nitrogenase. DFT-

based optimization of the cluster geometry and free energy calculations predict that 

both clusters contain a single unpaired electron at each Mo atom. While the intrinsic 

catalytic activity is similar to those of a conventional supported MoS2 catalyst, the latter 

deactivates markedly during time on stream while both the di-and tetrameric MoxSy 
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cluster-based catalysts are stable for days of operation. Thus, the zeolite-supported 

MoxSy cluster catalysts are a promising new class of robust, bio-inspired hydrogenation 

catalysts that create exciting opportunities with respect to chemical and structural 

variability for catalysis. 
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4.4 Supporting Information 

4.4.1 Experimental Details 

4.4.1.1 Catalyst Precursor Preparation 

The reference catalyst, MoS2/NaMFI (3.8 wt% Mo), was prepared by incipient 

wetness impregnation (IWP) of a NaMFI zeolite support (Si/Al ~11) with an ammonium 

heptamolybdate (AHM, (NH4)6Mo7O24; 99.98% purity; Sigma-Aldrich) solution of 

appropriate concentration. The impregnated zeolite was dried at 383 K overnight 

followed by calcination in 100 mL min-1 synthetic air (5 K min-1 to 673 K, hold for 2 h). 

Cluster catalyst precursors were prepared by chemical vapor deposition (CVD). A 

NaY zeolite (Zeolyst CBV 100 with Si/Al ~2.5; pelletized and sieved to 250 – 355 μm) 

was treated under reduced pressure (0.01 mbar) at elevated temperatures (5 K min-1 

to 408 K, hold for 2 h; 5 K min-1 to 503 K, hold for 2 h; 5 K min-1 to 653 K, hold for 1 h) 

to carefully remove adsorbed water without imposing steaming effects. The dried 

zeolite was loaded with Mo(CO)6 (>99.9% purity; Sigma-Aldrich) at room temperature 

under static conditions for a predefined amount of time. Finally, the catalyst precursor 

was evacuated for 10 min to remove weakly physisorbed Mo(CO)6 species. Carbonyl 

precursors were stored in a glovebox to avoid exposure to air/moisture at any time. For 

the same reason quartz tubes used for catalytic reactions as well as quartz capillaries 

used for X-ray spectroscopy measurements were packed in a glovebox. 

4.4.1.2 X-ray Absorption Spectroscopy (XAS) and X-ray Emission 
Spectroscopy (XES) 

XAS and XES spectra were collected at the ID26 beamline of the European 

Synchrotron Radiation Facility (ESRF) in Grenoble, France. The storage ring was 

operated at 6 GeV energy and 190 mA current. A flat Si311 double crystal 

monochromator (DCM) was used for obtaining monochromatic X-rays. A water cooled 

Rh-coated plane mirror was used to reject higher harmonics. The DCM was calibrated 

to Mo K-edge energy by measuring a Mo-foil and defining the first inflection point as 

20000 eV. The beam spot-size was approximately 100 μm (vertical) x 500 μm 

(horizontal) at the sample position. The energy resolution of the incident X-rays is 

estimated to be ~0.6 eV at the Mo K-edge (ΔE/E ~0.3 × 10-4). XAS data was collected 

using a photodiode detector while high-energy resolution XES data was collected using 
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a dead-time corrected silicon drift diode detector (Ketek). Possible attenuation in 

emission signal was reduced by placing a He-filled balloon inside the Rowland circle 

between the sample, the analyzer crystals, and the detector. 

In situ XAS and XES spectra were measured in a quartz capillary micro-reactor 

setup. The Mo(CO)6 containing catalyst precursor was placed in a quartz capillary 

(WJM Glas, 1 mm o.d., 20 μm thickness) supported by two quartz wool plugs. The 

capillary was heated from below with a hot-air gas-blower (Oxford FMB). Gas flow 

rates were maintained using Bronkhorst electronic mass flow controllers and the 

pressure was monitored using a pressure gauge (Omega) placed upstream of the 

catalyst bed. All experiments were performed at ambient pressure. The Mo(CO)6/NaY 

precursors were sulfided in a stream of 10 mL min-1 H2S (10 vol% in H2) at 673 K for 

2 h (temperature ramp: 5 K min-1 to 673 K, hold for 2 h) to form the sulfided 

MoxSy/NaY-sulf sample. This sample was then treated in 10 mL min-1 H2 at 673 K for 

2 h (temperature ramp: 5 K min-1 to 673 K, hold for 2 h) to form the reduced 

MoxSy/NaY-red sample. The MoxSy/NaY-red sample was finally resulfided in 

10 mL min-1 H2S (10 vol% in H2) at 673 K for 2 h (temperature ramp: 5 K min-1 to 

673 K, hold for 2 h) to form resulfided MoxSy/NaY-resulf sample. After 

sulfidation/reduction of the MoxSy phase, the capillary was cooled down to room 

temperature and placed on the sample stage for XAS or XES measurements. The data 

were monitored for any signs of X-ray beam damage. Several successive scans were 

averaged to reduce signal-to-noise ratio and improve the data quality. 

4.4.1.3 Extended X-ray Absorption Fine Structure (EXAFS) 
Measurements 

The spectra for EXAFS analysis were measured in total fluorescence yield (TFY) 

mode between 19700 and 21500 eV via continuous scanning. All spectra were 

corrected for self-absorption effects using the “Fluo” algorithm implemented in the 

Athena software package.1 For EXAFS analyses, spectra were background 

subtracted, normalized, k3-weighted, and k3-weighted Fourier-transformed (FT) 

between k = 3 Å-1 and k = 15 Å-1. The EXAFS fitting was performed in k-space between 

3 and 15 Å-1 (uncorrected for phase shift) on the k1-, k2-, and k3-weighted data 

(corresponding the first Mo-Mo and Mo-S coordination shells). The fitting was 

performed using Artemis software package.1 E0 was set such that energy-shift (ΔE0) 

obtained during the fit was less than 1 eV. A Mo-foil was first fitted to Mo bcc structure 
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and the Mo-Mo coordination number was set to 8 and 6 (theoretical values based on 

the bcc structure) for the first and second coordination shells, respectively, to obtain 

the amplitude reduction factor, S0
2 = 1.03, which was then used in the subsequent fits. 

4.4.1.4 High Energy Resolution Fluorescence Detected X-ray 
Absorption Near Edge Structure (HERFD-XANES) and Valence-to-
Core (VtC) XES Measurements 

Mo Kα1 HERFD-XANES spectra were collected using a Johann-type XES 

spectrometer equipped with two Ge(999) crystals placed on a five-analyzer crystal 

XES spectrometer. The Ge(999) crystals were used to select the Mo Kα1 emission line 

(~17480 eV). Spectra were then measured between 19950 eV and 20200 eV with a 

step size of 0.5 eV. Mo Kβ VtC XES spectra were measured using three Si(12 12 0) 

crystals placed on the five-analyzer crystal XES spectrometer. Mo Kβ VtC XES data 

were collected between 19920 eV and 20050 eV with a step-size of 0.2 eV and an 

incident energy of 20100 eV. VtC XES spectra were normalized to the maximum 

intensity of Kβ2 peak. 

4.4.1.5 Computational Details 

Unrestricted Kohn Sham (UKS) density functional theory (DFT) calculations were 

performed using ORCA quantum chemistry package version 4.2.2 Relativistic effects 

were taken into account by zeroth-order regular approximation (ZORA) and atom-

pairwise dispersion correction with the Becke-Johnson damping scheme (D3BJ) were 

implemented.3 Relativistically recontracted versions of the all-electron Ahlrichs def2 

basis sets with triple zeta polarization functions (ZORA-def2-TZVP for geometry 

optimization and ZORA-def2-TZVPP for other calculations),4 auxiliary basis sets 

SARC/J,5,6 and three different hybrid functionals: B3LYP, PBE0, and TPSSh, were 

used. The hybrid functionals were employed with RIJCOSX approximation to speed 

up the calculations.7-10 The RIJCOSX approach incorporates the resolution-of-identity 

(RI) approximation for the evaluation of the Coulomb matrices and the chain-of-

spheres algorithm for the formation of the exchange-type matrices. The electron 

density based Hirshfeld charge and spin population analysis was performed on the 

optimized geometries. The isosurface (0.02 a.u.) depicting the difference in density of 

alpha and beta electrons was visualized using Chemcraft software to illustrate the 

location of unpaired electrons. XAS and XES spectra of the optimized structures were 
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simulated with time-dependent density functional theory (TDDFT) using Tamm-

Dancoff approximation.11 Up to 100 roots were calculated allowing for transitions only 

from Mo 1s orbitals. The calculated intensities include electric dipole, magnetic dipole 

and electric quadrupole contributions. Triplet states were not considered during 

TDDFT calculations. A Gaussian broadening of 4.5 eV was applied to XAS spectra 

and a Lorentzian broadening of 8.5 eV was applied to the XES spectra for comparison 

with the experimental data. Sample input files for geometry optimization, 

thermochemical property calculations, charge calculations, and XAS/XES simulations, 

are presented in Section 4.4.11 of the Supporting Information. 

4.4.1.6 Electron Paramagnetic Resonance (EPR) Spectroscopy 

Samples were packed in a glovebox and measured in airtight EPR tubes. EPR 

spectra were obtained on a JEOL JES-FA200 X-Band spectrometer at a frequency of 

9.2 GHz and a microwave power of 5 mW. Spectra were recorded with a time constant 

of 0.1 s with a spectral width of ± 100 mT at a center field of 330 mT. For the 

determination of g-values, fourth absorption line of Mn2+ embedded in a MgO matrix 

(g-value of 1.981) was used as a standard. 

4.4.1.7 Catalytic Reactions 

All catalytic reactions were carried out in a lab-scale plug flow reactor (quartz tube 

with 4 mm inner diameter). Gas flow rates were maintained using Bronkhorst mass 

flow controllers. Catalyst precursors were diluted 1/10 in SiC (sieved to 500-1000 μm) 

and placed in the quartz tube supported with quartz wool. Impregnated precursors 

were sulfided in a stream of 20 mL min-1 H2S (10 vol% in H2) at ambient pressure 

(5 K min-1 to 673 K, hold for 16 h). Carbonyl precursors were sulfided in a stream of 

20 mL min-1 H2S (10 vol% in H2) at ambient pressure (5 K min-1 to 673 K, hold for 2 h). 

Additionally, some carbonyl precursors were treated in a stream of pure H2 (5 K min-1 

to 673 K, hold for 2 h) after sulfidation. These samples are referred to as sulfided and 

reduced, respectively. After sulfidation, all catalysts were purged with N2 for 30 min 

prior to catalytic reactions. Hydrogenation of ethene was performed at 473 K and 

ambient pressure with a typical H2/C2H4 volumetric ratio of 20/1. Product composition 

was analyzed by online gas chromatography using an Agilent 7890B GC. Ethane was 

detected as the only product under all conditions and times-on-stream. Product 

formation rates were determined using space-time yields under differential conditions 
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(conversion less than 20%) after the catalysts reached a steady state (~24 h). 

Transport limitations have been excluded under the applied reaction conditions by 

varying the amount of loaded catalyst and its particle size. 

4.4.2 27Al Magic Angle Spinning-Nuclear Magnetic Resonance 
(MAS-NMR) Spectroscopy 

Solid state 27Al MAS NMR spectra were recorded on a Bruker AV 500 MHz wide 

bore spectrometer with a magnetic field of 11.75 T corresponding to a Lamor frequency 

of 130.3 MHz. Samples were hydrated in a desiccator for at least 24 h before packing 

in ZrO2 NMR rotors. For 1D single-pulse experiments the spinning frequency was 

12 kHz and 2400 scans were recorded with a pulse width of 1.16 µs and a relaxation 

delay of 2 s. 27Al MAS NMR results (Figure S4.1) confirm that the increase in extra 

framework aluminum (EFAl) content in MoxSy/NaY-sulf sample upon loading Mo and 

the subsequent sulfidation was negligible. 

 

Figure S4.1 27Al MAS-NMR spectra of parent NaY zeolite (black) and a representative sulfided 

MoxSy/NaY-sulf catalyst (red). 

4.4.3 High-Angle Annular Dark Field-Transmission Electron 
Microscopy (HAADF-TEM) & Energy Dispersive X-Ray Spectroscopy 
(EDS) 

TEM sample preparation involved either embedding the zeolite-based powder into 

resin and microtoming thin sections using Leica microtome system, or alternatively 

crashing the powder in dry form between two glass slides and subsequently dispersing 
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the powder directly onto Cu 300 mesh lacey carbon TEM grids. The as prepared TEM 

grids were then transferred to TEM holder and loaded into the microscope for imaging. 

S/TEM analysis was performed with a probe-corrected FEI’s Titan 80-300 operated at 

300 kV. The observations were performed in scanning mode with a probe convergence 

angle of 18 mrad, and with the use of HAADF detector with inner detection angle set 

three times higher than the probe convergence angle. Compositional analysis was 

performed with EDS, using Oxford X-MaxN100TLE Solid Drift Detector SDD 

(100 mm2). The EDS data collection and processing were performed with Oxford's 

Aztec software package. EDS mapping (Figure S4.2 middle and right) showed that Mo 

and S are homogeneously distributed across the zeolite crystals on both sulfided 

MoxSy/NaY-sulf and reduced MoxSy/NaY-red catalysts. Additionally, HAADF-TEM 

micrographs (Figure S4.2 left) confirmed the absence of MoS2 slabs outside the zeolite 

framework. 

 

Figure S4.2 HAADF TEM micrographs (left) and EDS elemental mappings of molybdenum 

(middle) and sulfur (right) for MoxSy/NaY-sulf (top row) and MoxSy/NaY-red (bottom row) 

samples. 
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4.4.4 Nitrogen Physisorption 

N2 adsorption/desorption isotherms were measured on parent NaY zeolite, sulfided 

NaY zeolite, and three sulfided MoxSy/NaY catalysts (with varying Mo content), at 77 K 

using a Thermo Finnigan Sorptomatic 1990 series instrument. Micropore volume (in 

cm3 g-1) was estimated with the t-plot method and the results are shown in Figure S4.3. 

The parent NaY zeolite showed no change in the micropore volume after sulfidation in 

H2S (10 vol% in H2) at 673 K for 2 h. The micropore volume decreased monotonically, 

with increasing Mo content, in the Mo-containing MoxSy/NaY catalysts, suggesting 

incorporation of MoxSy clusters in the micropores of the zeolite framework. All Mo 

species are considered to be encapsulated in the NaY supercages given that sodalite 

cages are too small to accommodate the carbonyl precursor or the sulfide cluster. 

 

Figure S4.3 Micropore volume of the parent NaY, sulfided NaY, and three sulfided MoxSy/NaY 

catalysts with varying Mo content, as determined from N2 sorption isotherms. 
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4.4.5 Powder X-Ray Diffraction (XRD) Patterns 

XRD patterns were obtained on a PANalytical Empyrean diffractometer equipped 

with a Cu Kα source (0.154 nm, Ni Kβ filter) and a solid-state detector (PIXcel1D). 

Patterns were recorded at 45 kV and 40 mA with a step size of 0.017 degrees and a 

scan time of 115 s per step. The zeolite framework was stable under sulfidation and 

reaction conditions. The relative intensities of the signals attributed to (111), (220), and 

(311) lattice planes change due to a redistribution of sodium cations in the zeolite 

framework caused by incorporation of transition metal sulfide (TMS) clusters.12,13 

 

Figure S4.4 XRD patterns of the parent NaY zeolite used as catalyst support (bottom) and a 

representative MoxSy/NaY-sulf catalyst (with 3.4 wt% Mo) after 24 h of ethene hydrogenation 

reaction (top). 
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4.4.6 Relative Stability of Mo2S4 and Mo4S4 Clusters 

Table S4.1 Relative Gibbs free energies at 473 K (ΔG#) of the cis and trans configurations of 

dinuclear Mo2S4 clusters with different spin-multiplicities computed using B3LYP, PBE0, and 

TPSSh functionals. The Gibbs free energy of the cis-Mo2S4 cluster with a spin-multiplicity of 1 

(i.e., no unpaired electrons) was used as the standard and was set to zero. 

Configuration 

Spin-

Multiplicity 

(2S + 1) 

Relative Gibbs Free Energy at 473 K, ΔG# /kJ 

mol-1 

B3LYP PBE0 TPSSh 

cis 

1 0.0 0.0 0.0 

3 -36.3 -43.7 -41.3 

5 -23.0 -41.4 -7.0 

trans 

1 2.6 3.9 2.8 

3 -24.6 -34.0 -15.8 

5 -18.1 -36.6 -2.4 

 

Table S4.2 Relative Gibbs free energies at 473 K (ΔG#) of tetranuclear Mo4S4 clusters with 

different spin-multiplicities computed using B3LYP, PBE0, and TPSSh functionals. The Gibbs 

free energy of Mo4S4 cluster with a spin-multiplicity of 1 (i.e., no unpaired electrons) was used 

as the standard and was set to zero. 

Spin-Multiplicity 

(2S + 1) 

Relative Gibbs Free Energy at 473 K, ΔG# /kJ mol-1 

B3LYP PBE0 TPSSh 

1 0.0 0.0 0.0 

3 -1.4 -8.3 12.6 

5 -16.6 -31.0 4.1 

7 27.0 8.4 54.4 

9 68.4 46.2 112.3 

11 125.5 97.5 185.0 

13 281.3 256.5 367.8 

15 284.4 247.5 387.7 

17 345.4 291.9 464.7 

 

Table S4.3 Average Mo-Mo (dMo-Mo) and Mo-S (dMo-S) interatomic distances in the 

thermodynamically most stable dinuclear cis-Mo2S4 (spin-multiplicity = 3) and tetranuclear 

Mo4S4 (spin-multiplicity = 5) clusters, calculated after geometry optimization using B3LYP, 

PBE0, and TPSSH functionals. 

Functional 
 cis-Mo2S4  Mo4S4 

 dMo-S dMo-Mo  dMo-S dMo-Mo 

B3LYP  2.233 2.630  2.407 2.630 

PBE0  2.214 2.608  2.376 2.608 

TPSSh  2.225 2.619  2.389 2.617 
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4.4.7 Effect of Charge Transfer on the Optimized Mo2S4 Structures 

 

Figure S4.5 The Mo-Mo interatomic distances (dMo-Mo), and average Mo-S interatomic 

distances (dMo-S), of Mo2S4 cluster with terminal S-atoms in cis (empty symbols) or trans (solid 

symbols) configurations, as a function of spin-multiplicity (2S + 1) as estimated from DFT 

calculations using B3LYP, PBE0, and TPSSh functionals. Experimental dMo-Mo and dMo-S 

estimated from EXAFS analysis are shown as dashed lines. Effect of electron transfer from 

the zeolite to the cluster (blue; net charge = -1) or from the cluster to the zeolite (green; net 

charge = +1) is shown, in comparison to a neutral cluster (red). 

 



4.4 Supporting Information 

- 79 - 
 

4.4.8 Location of Unpaired Electrons in Mo2S4 and Mo4S4 Clusters 

 

Figure S4.6 Isosurface (0.02 a.u.) depicting the difference in the densities of alpha and beta 

electrons computed using B3LYP, PBE0, and TPSSh functionals, showing the location of 

unpaired electrons in cis-Mo2S4 (spin-multiplicity = 3), and Mo4S4 (spin-multiplicity = 5) clusters. 

S: yellow; Mo: blue. 
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Table S4.4 (a) Hirshfeld charge and spin population, (b) Mulliken charge and spin population, 

and (c) Mayer bond orders, in the thermodynamically most stable cis-Mo2S4 cluster (spin-

multiplicity = 3) computed using B3LYP, PBE0, and TPSSh functionals. The nomenclature of 

atoms is shown in Figure S4.6(a). 

Atom  Hirshfeld Charge Population  Hirshfeld Spin Population 

  B3LYP PBE0 TPSSh  B3LYP PBE0 TPSSh 

Mo1   0.471  0.467   0.469   0.954  0.983  0.941 

Mo2   0.471  0.467   0.469   0.949  0.978  0.937 

S1  -0.243 -0.240  -0.243  -0.020 -0.032 -0.007 

S2  -0.243 -0.240  -0.244  -0.021 -0.032 -0.006 

S3  -0.228 -0.228  -0.226   0.069  0.052  0.068 

S4  -0.228 -0.227  -0.225   0.069  0.052  0.068 

  

Atom 
 Mulliken Charge Population  Mulliken Spin Population 

 B3LYP PBE0 TPSSh  B3LYP PBE0 TPSSh 

Mo1  0.763 0.757  0.738  1.056 1.068  1.040 

Mo2  0.765 0.757  0.738  1.046 1.063  1.072 

S1  -0.395 -0.371 -0.397  -0.123 -0.148 -0.098 

S2  -0.428 -0.450 -0.397  -0.080 -0.051 -0.099 

S3  -0.352 -0.347 -0.339  0.051 0.034  0.042 

S4  -0.352 -0.346 -0.343  0.049 0.034  0.044 

 

Bond 
 Mayer Bond Orders 

 B3LYP PBE0 TPSSh 

Mo1-Mo2  1.235 1.106 1.275 

Mo1-S1  1.126 1.147 1.126 

Mo1-S2  1.112 1.109 1.127 

Mo1-S3  2.099 2.120 2.080 

Mo2-S1  1.127 1.148 1.125 

Mo2-S2  1.112 1.109 1.127 

Mo2-S4  2.099 2.120 1.127 
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Table S4.5 (a) Hirshfeld charge and spin population, (b) Mulliken charge and spin population, 

and (c) Mayer bond orders, in the thermodynamically most stable Mo4S4 cluster (spin-

multiplicity = 5) computed using B3LYP, PBE0, and TPSSh functionals. The nomenclature of 

atoms is shown in Figure S4.6(d). 

Atom 
 Hirshfeld Charge Population  Hirshfeld Spin Population 

 B3LYP PBE0 TPSSh  B3LYP PBE0 TPSSh 

Mo1   0.320  0.319  0.317   1.042  1.031  1.020 

Mo2   0.320  0.319  0.317   1.038  1.034  1.020 

Mo3   0.316  0.315  0.315   0.951  0.969  0.958 

Mo4   0.317  0.315  0.315   0.946  0.968  0.958 

S1  -0.318 -0.316 -0.316   0.019  0.011  0.027 

S2  -0.318 -0.316 -0.316   0.019  0.011  0.027 

S3  -0.319 -0.318 -0.316  -0.008 -0.012 -0.005 

S4  -0.319 -0.319 -0.316  -0.008 -0.012 -0.005 

 

Atom 
 Mulliken Charge Population  Mulliken Spin Population 

 B3LYP PBE0 TPSSh  B3LYP PBE0 TPSSh 

Mo1   0.526  0.521   0.501    1.154  1.155  1.139 

Mo2   0.526  0.521   0.501    1.149  1.159  1.140 

Mo3   0.532  0.525   0.512    1.030  1.064  1.055 

Mo4   0.532  0.525   0.512    1.024  1.062  1.055 

S1  -0.522 -0.517  -0.502   -0.089 -0.112 -0.093 

S2  -0.522 -0.517  -0.502   -0.089 -0.111 -0.093 

S3  -0.536 -0.529  -0.512   -0.090 -0.109 -0.101 

S4  -0.536 -0.529  -0.512   -0.090 -0.109 -0.101 

 

Bond 
 Mayer Bond Orders  

Bond 
Mayer Bond Orders 

 B3LYP PBE0 TPSSh  B3LYP PBE0 TPSSh 

Mo1-Mo2  0.921  0.887   0.927  Mo2-S1 0.785 0.806 0.790 

Mo1-Mo3  1.006  0.992   1.010  Mo2-S2 0.785 0.806 0.790 

Mo1-Mo4  1.005  0.992   1.010  Mo2-S4 0.784 0.805 0.796 

Mo2-Mo3  1.005  0.992   1.010  Mo3-S1 0.841 0.851 0.862 

Mo2-Mo4  1.006 -0.992  1.010  Mo3-S3 0.804 0.822 0.815 

Mo3-Mo4  0.711 -0.703  0.735  Mo3-S4 0.804 0.822 0.815 

Mo1-S1  0.785 0.806 0.790  Mo4-S2 0.841 0.852 0.862 

Mo1-S2  0.785 0.806 0.790  Mo4-S3 0.805 0.822 0.815 

Mo1-S3  0.783 0.805 0.796  Mo4-S4 0.805 0.822 0.815 
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4.4.9 X-Ray Emission Spectroscopy (XES) Measurements 

The spectral feature at 19965.5 eV is assigned to Kβ2 transition (Mo 4p → Mo 1s). 

The less intense spectral features beyond the Kβ2 peak are assigned to the Kβ4 

transition (Mo 4d → Mo 1s and S 3p → Mo 1s) at ~19998 eV and the valence-to-core 

Kβ’’ transition (S 3s → Mo 1s) at ~19988 eV. The positions and amplitudes of Kβ’’ and 

Kβ4 peaks (relative to the Kβ2 peak) are reported in Table S4.6, together with the 

values simulated using TDDFT calculations. The positions of Kβ’’ and Kβ4 as well as 

the relative amplitude of Kβ4 were not affected upon reduction of the catalyst. The 

relative energies obtained from DFT for the two less intense features are slightly higher 

than the experimental values which we again attribute to the shorter theoretical Mo-S 

bonds. This assumption is verified by additional calculations showing a closer 

agreement with experimental data if we artificially increase the Mo-S distance during 

theoretical simulations (Figures S4.8). The relative amplitude of the valence-to-core 

Kβ’’ peak significantly decreased under reduction conditions suggesting a decrease in 

the intensity of S 3s → Mo 1s transitions in the reduced catalyst. This decrease can be 

attributed to the fact the reduced catalyst contains less S atoms per Mo compared to 

sulfided catalyst. This decrease in relative intensity is also in agreement with the 

predictions from TDDFT. 
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Figure S4.7 (a, c) High energy resolution Mo Kβ VtC XES spectra, and (b, d) Kβ2-subtracted 

spectra of MoxSy/NaY-sulf (a, b) and MoxSy/NaY-red (c, d) catalysts. The Kβ4 and Kβ’’ spectral 

features fitted to Lorentzian peak forms are also shown. The spectra were normalized to the 

Kβ2 maxima. (e, g) Simulated XES spectra (TDDFT/B3LYP) and (f, h) Kβ2-subtracted spectra, 

of the thermodynamically most stable cis-Mo2S4 (spin-multiplicity = 3) and Mo4S4 (spin-

multiplicity = 5) clusters. A Lorentzian broadening of 8.5 eV was applied and the spectra were 

normalized to the Kβ2 maxima. The Kβ4 and Kβ’’ peaks are also shown.  

Table S4.6 Relative peak positions (δE) and amplitudes (A) of Kβ’’ and Kβ4 peaks in the 

experimentally measured XES spectra of MoxSy/NaY-sulf and MoxSy/NaY-red catalysts, and 

the theoretical spectra of cis-Mo2S4 (spin-multiplicity = 3) and Mo4S4 (spin-multiplicity = 5) 

clusters simulated with TDDFT using B3LYP, PBE0, and TPSSh functionals. The peak 

positions and amplitudes are reported relative to the Kβ2 spectral feature. 
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Figure S4.8 Mo-Mo interatomic distances (dMo-Mo) and average Mo-S interatomic distance 

(dMo-S), in Mo2S4 cluster with terminal S-atoms in cis (empty symbols) or trans (solid symbols) 

orientations, as a function of spin-multiplicity (2S + 1) as estimated from DFT calculations using 

B3LYP, PBE0, and TPSSh functionals. The bond length between Mo and terminal S-atom was 

extended to 2.42 Å and constrained during geometry optimization. Experimental dMo-Mo and 

dMo-S estimated experimentally from EXAFS are shown as dashed lines. 

 

Figure S4.9 Relative peak positions (δE) of Kβ’’ and Kβ4 peaks, as a function of spin-

multiplicities, in the theoretical XES spectra of the optimized Mo2S4 clusters (with Mo-S terminal 

bond length constrained at 2.42 Å) computed with TDDFT using B3LYP, PBE0, and TPSSh 

functionals. The peak positions are reported relative to the Kβ2 spectral feature. 
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4.4.10 High Energy-Resolution X-Ray Absorption Spectroscopy 
(XAS) 

TDDFT can also predict XAS spectra where the local electron structure and the 

oxidation state of the metal centers can strongly influence the energy of the absorption 

edge. The absorption edge of the reduced MoxSy/NaY-red catalyst shifted to a lower 

energy compared to that of the sulfided MoxSy/NaY-sulf catalyst (Figure S4.10a). This 

shift towards a lower absorption energy is in close agreement with theoretical 

predictions estimated from TDDFT using B3LYP, PBE0, and TPSSh functionals 

(Figure S10 b) and is evidence for a reduction of the Mo centers in a pure hydrogen 

atmosphere. 

 

Figure S4.10 (a) Experimental Mo Kα HERFD XAS spectra of MoxSy/NaY-sulf and MoxSy/NaY-

red catalysts. (b) Theoretical X-ray absorption spectra of the optimized cis-Mo2S4 (spin-

multiplicity = 3) and Mo4S4 (spin-multipicity = 5) clusters simulated with TDDFT using B3LYP, 

PBE0, and TPSSh functionals. 
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4.4.11 ORCA Input Files 

4.4.11.1 Typical ORCA Input File used for Geometry Optimization 

! UKS B3LYP RIJCOSX ZORA ZORA-def2-TZVP SARC/J D3BJ TightOpt 

! TightSCF SlowConv Grid5 FinalGrid7 GridX7 KDIIS XYZFile 

 

%basis 

   newGTO Mo "old-ZORA-TZVP" end 

end 

 

%method 

   FrozenCore FC_ELECTRONS 

   CheckFrozenCore True 

end 

 

%scf 

   shift shift 0.1 erroff 0 end 

   damp fac 0.8 erroff 0.001 end 

end 

 

*xyzfile charge multiplicity initial-coordinates.xyz 

4.4.11.2 Typical ORCA Input File used for Calculation of 
Thermochemical Properties and Hirshfeld Population Analysis 

! UKS B3LYP RIJCOSX ZORA ZORA-def2-TZVPP SARC/J D3BJ Freq 

! VeryTightSCF SlowConv Grid7 FinalGrid7 GridX8 KDIIS 

 

%basis  

   newGTO Mo "old-ZORA-TZVPP" end 

end 

 

%scf 

   shift shift 0.1 erroff 0 end 

   damp fac 0.8 erroff 0.001 end 

end 

 

*xyzfile charge multiplicity optimized-coordinates.xyz 

 

%output 

   Print [P_Hirshfeld] 1 

end 
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4.4.11.3 Typical ORCA Input File used for Simulation of X-ray 
Emission Spectra 

! UKS B3LYP RIJCOSX ZORA ZORA-def2-TZVPP SARC/J D3BJ NoFrozenCore 

! TightSCF SlowConv Grid7 FinalGrid7 GridX8 KDIIS  
 

%basis 

   newGTO Mo "old-ZORA-TZVPP" end 

end 
 

%scf 

   shift shift 0.1 erroff 0 end 

   damp fac 0.8 erroff 0.001 end 

end 
 

*xyzfile charge multiplicity optimized-coordinates.xyz 
 

%xes 

   CoreOrb 0,0     

   OrbOp 0,1 

   CoreOrbSOC 0,1 

   DoSOC true 

end 

4.4.11.4 Typical ORCA Input File used for Simulation of X-ray 
Absorption Spectra 

! UKS B3LYP RIJCOSX ZORA ZORA-def2-TZVPP SARC/J D3BJ NoFrozenCore 

! TightSCF SlowConv Grid7 FinalGrid7 GridX8 KDIIS 

 

%basis 

   newGTO Mo "old-ZORA-TZVPP" end 

end 

 

%scf 

   shift shift 0.1 erroff 0 end 

   damp fac 0.8 erroff 0.001 end 

end 

 

*xyzfile charge multiplicity optimized-coordinates.xyz 

 

%tddft 

   OrbWin[0] = 0,0,-1,-1 

   OrbWin[1] = 0,0,-1,-1 

   DoQuad true 

   Triplets true 

   Nroots 100 

   MaxDim 20 

end 
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4.4.12 Infrared (IR) Spectroscopy of Adsorbed Pyridine 

IR spectroscopy of adsorbed probe molecules was used to determine the acid 

properties of the synthesized catalysts. Experiments were performed on a Nicolet 6700 

FTIR spectrometer (resolution = 4 cm-1). All samples were sulfided in a plug flow 

reactor (PFR) setup prior to IR experiments. The sulfided catalysts were ground and 

pressed into self-supporting wafers (~5 mg cm-2). The wafers were resulfided in a 

stream of 20 mL min-1 H2S (10 vol% in H2) at ambient pressure (5 K min-1 to 673 K, 

hold for 2 h). For activation, cycles of treatment in H2 (4 cycles, total of 24 h) each 

followed by evacuation at 10-6 mbar for 30 min and 473 K were applied to all samples. 

Pyridine adsorption was performed on activated samples at 323 K by dosing 0.5 mbar 

pyridine into the IR cell and equilibrating for 0.5 h. Pyridine desorption was monitored 

by heating in steps of 50 K followed by equilibration for 0.5 h after each step. Spectra 

were background corrected using an OMNIC software package. All presented spectra 

are difference spectra against a reference spectrum at 10-7 mbar. 

 

Figure S4.11 Pyridine adsorption on parent NaY zeolite (left) and a representative, sulfided 

and activated MoxSy/NaY-sulf catalyst (3.3 wt% Mo; right) monitored by IR spectroscopy. All 

bands are attributed to pyridine adsorbed on Lewis acid sites.14 No evidence was found for 

Brønsted acidity on zeolite support before or after incorporation of TMS clusters. 
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Abstract 
NaY zeolite-encapsulated dimeric (Mo2S4) and tetrameric (Mo4S4) molybdenum 

sulfide clusters stabilize hydrogen as hydride binding to Mo atoms. Density functional 

theory (DFT) calculations and adsorption measurements suggest that stabilization of 

hydrogen as sulfhydryl (SH) groups, as typical for layered MoS2, is thermodynamically 

disfavored. Competitive adsorption of H2 and ethene on Mo was probed by quantifying 

adsorbed CO on partly hydrogen and/or ethene covered samples with IR 

spectroscopy. During hydrogenation, experiment and theory suggest that Mo is 

covered predominately with ethene and sparsely with hydride. DFT calculations further 

predict that under reaction conditions, each MoxSy cluster can activate only one H2, 

suggesting that the entire cluster (irrespective of its nuclearity) acts as one active site 

for hydrogenation. The nearly identical turnover frequencies 

(24.7 ± 3.3 molethane∙h-1∙molcluster
-1), apparent activation energies (31-32 kJ∙mol-1), and 

reaction orders (~0.5 in ethene and ~1.0 in H2) show that the active sites in both 

clusters are catalytically indistinguishable.  
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5.1 Introduction 

Two-dimensional, nanostructured transition metal sulfides (TMS) have a wide 

variety of applications in energy conversion.1 Owing to their robust performance in the 

presence of heteroatoms, layered TMS materials, primarily based on Mo(W)S2 

promoted by Co/Ni, have long been used as hydrodefunctionalization catalysts in 

hydroprocessing.2-7 In addition, TMS catalysts show promise for a multitude of 

processes related to the production of fuels and chemicals1, including the upgrading of 

bio-derived feedstocks (e.g., hydrodeoxygenation),8-10 (reverse) water gas shift 

(WGS/rWGS),11,12 and other synthetic approaches including syntheses from 

CO/CO2.13-16 More recently, TMS have been studied as electrocatalysts.17-21  

Most reactions studied on these catalysts involve H2 as a reactant on sites that 

have been characterized by microscopy,22,23 spectroscopy,24,25 and adsorption of 

molecular probes,26,27 guided and aided by theory.28-30 The efforts have led to 

significantly improved catalytic properties, as well as to better atomistic understanding 

of local structures, and detailed mechanisms for hydrogenation/hydrogenolysis 

reactions. While the link between these catalysts and enzymes with sulfide based 

active sites seems intuitive, clear analogies have not been substantiated.2,6,31 

The impressive progress in the understanding of naturally occurring enzymes 

featuring metal-sulfur moieties in their active sites allows now to draw stronger 

analogies to inorganic materials containing atomistically defined sulfide clusters. The 

active sites in enzymes are the key to redox and hydrogenation catalysis, such as 

H+/H2 conversion by hydrogenases and nitrogen fixation by nitrogenases.32-34 To 

translate this chemistry to non-enzyme systems, several supported (multinuclear) 

metal-sulfur clusters have been reported, some of which are known to mimic key 

structural motifs of sulfur-based enzyme cofactors.35 To make them better accessible 

for catalytic hydrogenation, inorganic scaffolds are used for stabilization.14,36  

Activation of H2 on sulfide materials occurs by dissociative adsorption, resulting in 

distinct final states for adsorbed hydrogen, e.g., SH groups on sulfide slabs or hydride 

species on metal sites.31,37-40 Interestingly, the nitrogenase enzyme’s FeMo-cofactor 

was recently shown to stabilize hydrogen in the form of hydride species; in this case a 

fraction of adsorbed hydrogen is present as μ-bridging Hδ- on the Fe centers.34,41-43 
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We recently reported MoxSy clusters encapsulated in faujasite-type NaY zeolite 

with precisely defined nuclearity, geometry, and atomic connectivity.44-46 Using thermal 

treatment in sulfiding/reducing atmosphere, two different molecular cluster sizes were 

stabilized, viz. dimeric Mo2S4 and tetrameric Mo4S4. The latter cluster structurally and 

electronically resembles the cubane motifs in nitrogenase enzyme, i.e., the FeMo-

cofactor.32,33 These catalysts exhibited remarkable stability for ethene hydrogenation 

in the absence of continuous sulfur supply to the reaction feed, while the classic 

layered MoS2 catalyst deactivated significantly under the same conditions.46 This 

deactivation behavior of conventional MoS2 catalysts in the absence of sulfur in the 

feed has been reported extensively in literature.47-49 

These promising results motivated us to address, how these MoxSy clusters 

activate hydrogen and how their structures dynamically adapt to the reaction 

environment. Combining IR spectroscopy of adsorbed probe molecules with kinetic 

measurements and DFT calculations, employing ethene hydrogenation as a model 

reaction, we develop here the most plausible configurations of MoxSy clusters and the 

changes in their geometric and electronic properties upon interactions with reactive 

gases (ethene, H2, and their mixtures) at low temperature (i.e., 173 K; relevant for CO 

adsorption measurements) and high temperature (i.e., 473 K; typical hydrogenation 

reaction temperature). The analyses provide insights into the similarities and 

differences in H2 activation and the identity of surface hydrogen species among MoxSy 

clusters, layered MoS2, and enzymes containing TMS-based structural motifs, and 

explains why it is justified to treat the entire cluster, rather than individual Mo atoms, 

as an active site for hydrogenation catalysis. 
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5.2 Results and Discussion 

5.2.1 Active Sites for CO Adsorption and Hydrogenation 

Direct spectroscopic evidence for the presence of hydrides on Mo atoms of MoxSy 

phases has not been achieved so far and appears at present elusive. Thus, we turn to 

an indirect method to characterize the location and concentration of adsorbed 

hydrogen, using CO as a probe molecule. CO has been successfully used as a probe 

for Lewis acid sites (LAS) on TMS.26,50-52 In this case, CO appears to be an ideal probe. 

First, as long as CO molecules are not aligned, the wavenumbers of IR bands of CO 

adsorbed on LAS can be directly related to the electronic properties of the metal sites. 

Therefore, the observed shift in the band of adsorbed CO allows us to characterize the 

electronic state of Mo sites in the MoxSy clusters compared to bulk MoS2. Second, a 

decrease in the intensity of bands after pre-exposing the catalyst to H2 and/or ethene 

indicates blockage of Mo sites by adsorbed hydrogen/ethene. Third, the relative 

change in the intensity of IR bands (after pre-equilibrating with H2/ethene) allows to 

quantitatively estimate the fraction of Mo covered with hydrogen/ethene.  

Figure 5.1 shows the IR spectra of CO adsorbed on Mo2S4/NaY, Mo4S4/NaY, and 

MoS2/γ-Al2O3. In addition to the bands attributed to CO adsorbed on the acid sites of 

the support (i.e., ~2175 and ~2125 cm-1 for NaY, ~2195 and ~2150 cm-1 for γ-Al2O3), 

all catalysts showed characteristic broad bands assigned to CO adsorbed on the Mo 

sites of MoxSy at ~2035 cm-1, ~2075 cm-1, and 2085 cm-1 for the MoxSy/NaY, and at 

~2055 cm-1, ~2095 cm-1, and ~2105 cm-1 for MoS2/γ-Al2O3.50,53  

In comparison to MoS2/γ-Al2O3, the bands of CO adsorbed on Mo in MoxSy/NaY 

were red-shifted by ~20 cm-1 indicating an enhanced electron back-donation from Mo 

to CO in the case of cluster catalysts. This red-shift suggests a higher electron density 

in the Mo d-orbitals of MoxSy clusters in comparison to the Mo atoms in MoS2 slabs. It 

is interesting to note that the observed shift in the wavenumber was identical, 

suggesting the local electronic environment of Mo to be similar in both dimeric and 

tetrameric clusters. We also noticed that the amount of adsorbed CO, normalized to 

Mo content, on the two MoxSy/NaY catalysts (after quenching in vacuum) was 

comparable: 1455-1708 a.u. on Mo2S4/NaY and 1730-1760 a.u. on Mo4S4/NaY (Tables 

S5.1 and S5.2), suggesting that both dimeric and tetrameric clusters can 

accommodate similar number of CO molecules per Mo and that all Mo sites are 

accessible to CO adsorption. 
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Figure 5.1 IR spectra of adsorbed CO on Mo2S4/NaY (top), Mo4S4/NaY (middle), and 

MoS2/γ-Al2O3 (bottom) after quenching to 173 K in vacuum (left) or H2 (right). All spectra are 

normalized to catalyst wafer thickness and mass. 

We simulated the adsorption of CO on Mo2S4 and Mo4S4 clusters using DFT. 

Adsorption of three CO molecules per Mo atom resulted in an octahedral-like 

coordination environment around the Mo centers (Figure S5.3). This configuration was 

found to be thermodynamically stable on both clusters (Figure S5.4) thereby confirming 

the experimental observation that each Mo atom, irrespective of the nuclearity of the 

cluster it belongs to, can accommodate the same number of CO molecules. 

CO binding to the Mo LAS on these NaY-encapsulated MoxSy clusters shows 

pronounced similarities to CO binding to the nitrogenase enzyme’s FeMo-cofactor.54,55 

In both cases, CO is adsorbed on a metal atom (Mo in our case; Fe in FeMo-cofactor) 

that itself is coordinated to three non-metallic atoms (S only in our case; S and C in the 

FeMo-cofactor) in its first coordination shell. The similarity between these systems is 

especially intriguing, considering that the activity of nitrogenase enzyme for catalytic 
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hydrogenation of acetylene was shown to be almost completely lost in the presence of 

CO.54 Thus, we hypothesize that the Mo centers are at least part of the active site for 

ethene hydrogenation on these cluster catalysts. 

 

Figure 5.2 (a) Arrhenius-type plots (T = 463-493 K, pH2 ≈ 49 kPa, pC2H4 ≈ 2.5 kPa), and (b,c) 

steady-state ethane formation rates as a function of H2 pressure (T ≈ 473 K, pH2 = 25-74 kPa, 

pC2H4 ≈ 2.5 kPa) and C2H4 pressure (T ≈ 473 K, pH2 ≈ 49 kPa, and pC2H4 = 1.5-5 kPa), on 

representative Mo2S4/NaY and Mo4S4/NaY catalysts with ~3.2 wt.-% Mo. 

For ethene hydrogenation, representative Mo2S4/NaY and Mo4S4/NaY catalysts 

(with ~3.2 wt.-% Mo) showed similar apparent activation energies (31 ± 1 kJ∙mol-1 on 

Mo2S4/NaY and 32 ± 3 kJ∙mol-1 on Mo4S4/NaY), similar reaction orders of ~1.0 in H2 

and ~0.5 in C2H4 (Figure 5.2), and virtually identical turnover frequencies (discussed 
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later) indicating that the active sites in both catalysts are catalytically indistinguishable 

despite different geometries and compositions of the two clusters. It is worth 

mentioning that X-ray absorption spectroscopy (XAS) measurements verify that the 

nuclearity of both clusters remains intact under reaction conditions (Section 5.7.11 of 

the Supplementary Information). 

5.2.2 Hydrogen Adsorption 

The amount of CO adsorbed on MoxSy clusters, measured as the relative peak 

area of corresponding IR bands, decreased when either catalyst was exposed to H2 

(Figure 5.3). This suggests that hydrogen is adsorbed on the same site as CO, i.e., the 

Mo atoms. In contrast, the intensity of the bands associated with CO adsorbed on 

MoS2/γ-Al2O3 were unaffected by exposure to H2 (decrease by only ~5%). This 

confirms that hydrogen does not bind to Mo but to sulfur atoms at the perimeter, 

forming SH groups, on the bulk MoS2 catalysts.31,37,38,52 

 

Figure 5.3 Amount of adsorbed CO (normalized to catalyst wafer thickness and mass), 

measured with IR spectroscopy, on Mo2S4/NaY, Mo4S4/NaY, and MoS2/γ-Al2O3, after 

quenching in either vacuum or H2. 

Using 4,6-dimethylpyridine (DMP) to probe weakly Brønsted acidic SH groups via 

IR bands at ~1650 and ~1625 cm-1 (attributed to protonated DMP)56,57 we had shown 

that for Al2O3-supported MoS2, the concentration of SH groups increased after 

exposure to H2.58 However, for Mo2S4/NaY (Figure 5.4) we observed only bands of 

very low intensity and these bands did not increase after exposure to H2. Therefore, 

we conclude that these small bands result from residual Brønsted acid sites (BAS) of 

the zeolite support and that the MoxSy nanoclusters do not form Brønsted acidic SH 

groups. In consequence, we conclude that hydrogen is indeed adsorbed on the Mo 

atoms of MoxSy clusters. 
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Figure 5.4 IR spectra of adsorbed 4,6-dimethylpyridine (DMP) on Mo2S4/NaY (before and after 

admission of 1 bar H2) and parent NaY zeolite. The bands at ~1650 & ~1625 cm-1 are assigned 

to ring vibrations of protonated DMP, the band at ~1602 cm-1 to weakly physisorbed DMP, and 

the band at ~1580 cm-1 to DMP physisorbed/adsorbed on zeolite Lewis acid sites.56-58 

To investigate the adsorption structure further, we optimized (with DFT) the 

geometries of Mo2S4 and Mo4S4 clusters with hydrogen dissociatively adsorbed at five 

distinct locations: a single Mo atom, two different Mo atoms, one Mo and one bridging 

S atom, two bridging S atoms, and a single bridging S atom. The thermodynamically 

most-stable configuration for both clusters was found to be the one with H2 

dissociatively adsorbed on two different Mo atoms (Figure 5.5(e,f)). This configuration 

was thermodynamically more stable (Tables S5.3 and S5.6) than the configuration with 

hydrides stabilized on the same Mo atom (Figure 5.5(c,d)). However, the transition 

from the configuration with hydrides stabilized on a single Mo atom to separate Mo 

atoms involved a high free energy barrier on both dimeric and tetrameric MoxSy clusters 

(Figures S5.6 and S5.8). 

These high free energy barriers suggest that even though the thermodynamically 

most-stable configuration is the one with hydrides stabilized on separate Mo atoms, 

these states are kinetically not accessible at reaction conditions. Therefore, under 

typical reaction conditions, H2 is likely dissociatively adsorbed on the same Mo atom 

for both Mo2S4 and Mo4S4. This adsorbed hydrogen resembles the homolytic H2 

splitting on (noble) metal catalysts39,40 and points to the similarity to the FeMo cofactor, 

which similarly is able to stabilize hydrogen as hydride species.34,42,43,59 We speculate 

that electronic and structural similarities cause this analogous mode of interaction. 

Interestingly, in contrast to the remarkable stability of structures that involved the 

formation of hydride species, configurations with hydrogen stabilized as SH groups 

(e.g., Figure 5.5 (g,h)) were much less stable (Tables S5.3 and S5.6). For the 
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tetrameric cluster, it was not even possible to stabilize hydrogen as SH groups without 

destroying the structural integrity of the cluster. 

 

Figure 5.5 B3LYP/def2-TZVP-optimized geometries of bare Mo2S4 and Mo4S4 clusters (a,b), 

and configurations involving dissociatively adsorbed H2 on same Mo atom (c,d), separate Mo 

atoms (e,f), or one Mo atom and one bridging S atom (g,h). Optimized geometries obtained 

using PBE0/def2-TZVP were similar. S: yellow; Mo: blue; H: pink. 

The difference between hydrogen activation on MoxSy clusters and bulk MoS2 

however cannot be directly linked to the dimension or the nuclearity of the transition 

metal sulfide phase as hydrogen was proven to be stabilized as SH groups on metal-

organic S-bridged Mo dimers.60 Therefore, the key difference has to lie within the 

electronic properties, and more specifically the electron density (or reducibility) of the 

involved Mo centers. Stabilization of hydrogen in the form of protons is formally an 

oxidation process and, therefore, requires reduction of the Mo centers.61 DFT 

calculations suggested that stabilization of hydrogen as SH groups resulted in electron 

density transfer from the H to the MoxSy cluster. In contrast, stabilization of hydrogen 

as hydride species on Mo resulted in electron density transfer from the cluster to the H 

adatoms (Tables S5.5 and S5.8). 

Our DFT models predict that a higher electron density on Mo should favor hydride 

formation, while a lower electron density on Mo atoms should favor sulfhydryl 

formation. In the case of extended MoS2 slabs, upon formation of SH groups, the 

resulting electron density transfer from hydrogen is likely compensated by multiple Mo 

atoms and, thus, SH groups as a final state are thermodynamically feasible. DFT 

calculations additionally predict a barrier-less transfer of adsorbed hydrogen from Mo 

centers to the neighboring S atoms.31,37,38,62 In the case of zeolite-encapsulated MoxSy 

nanoclusters, on the other hand, we hypothesize that the more covalent character of 

Mo-S bonds prevents reduction of these Mo centers perhaps due to a higher local 
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electron density on the Mo atoms.46,63 For this reason, stabilization of hydrogen as 

hydride species on these molecular clusters is thermodynamically favored over 

sulfhydryl group formation. It must be noted in passing that these findings are related 

to the difference between Molybdenum and Ruthenium sulfide phases for hydrogen 

binding using inelastic neutron scattering. Sulfhydryl groups were the single hydrogen 

species on MoS2 slabs, while a mixture of SH groups and hydride species on the metal 

atoms of a more metallic RuS2 phase were observed.64 

5.2.3 Adsorption of Multiple H2 

As both dimeric and tetrameric MoxSy clusters comprise of multiple Mo atoms, 

which could potentially adsorb more than one H2, we simulated the adsorption of 

multiple H2 on both dimeric and tetrameric clusters (Section S5.7.6 of the 

Supplementary Information). 

For Mo2S4, stable geometries for cases with two dissociatively adsorbed H2 

molecules could not be achieved. The second H2 could only be stabilized as 

physisorbed species. For Mo4S4, on the other hand, stable geometries could be 

achieved for clusters accommodating more than one H2 molecule (Figure S5.9). At 

473 K, adsorption of more than one H2, however, was thermodynamically unfavorable 

(Figure 5.6 and Table S5.9). We conclude, therefore, that, at typical reaction 

temperature, both clusters can only stabilize a single dissociatively adsorbed H2, 

thereby acting as one hydrogenation site. Consequentially, the number of MoxSy 

clusters must be the basis for calculating the turnover frequency for ethene 

hydrogenation. Applying this for a series of MoxSy/NaY catalysts with varying Mo 

loading, we observed, as predicted, a constant turnover frequency of 

24.7 ± 3.3 molethane·h-1·molcluster
-1 (Figure 5.7). It must be noted that a Mo loading of 

~9.7 wt.-% corresponds to ~1.6 Mo atoms or ~0.8 Mo2S4 clusters per NaY zeolite 

supercage. 
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Figure 5.6 Differential free energy change per additionally adsorbed H2 on Mo2S4 and Mo4S4 

clusters, computed at T = 473 K and T = 173 K. The error bars correspond to ±½D gas-phase 

translational entropy of H2. 

Interestingly, the spin-multiplicity of (thermodynamically most-stable) Mo4S4 

structure decreased from ω = 5 (i.e., four unpaired electrons) for the bare Mo4S4 

cluster, to ω = 3 (i.e., two unpaired electrons) for the Mo4S4 cluster with one adsorbed 

H2, and finally to ω = 1 (i.e., no unpaired electrons) for the Mo4S4 cluster with two 

adsorbed H2 (Tables S5.9 and S5.10). Similarly, the spin-multiplicity of the dimeric 

cluster also decreased from ω = 3 (i.e., two unpaired electrons) for the bare Mo2S4 

cluster, to ω = 1 (i.e., no unpaired electrons) for the Mo2S4 cluster with one adsorbed 

H2 molecule (Table S5.3). Based on these observations we hypothesize that the 

unpaired electrons on Mo atoms likely interact with hydrogen species upon adsorption. 

 

Figure 5.7 Steady-state ethane formation rates, normalized per cluster, on Mo2S4/NaY and 

Mo4S4/NaY catalysts with increasing Mo loading. Reaction conditions: T ≈ 473 K, pH2 ≈ 96 kPa, 

and pC2H4 ≈ 5 kPa. 
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5.2.4 Ethene Adsorption 

Figure 5.8 shows the IR spectra of adsorbed CO on MoxSy/NaY catalysts after 

quenching to 173 K in ethene atmosphere. Quantitative analysis of the IR spectra 

shows that the concentration of CO adsorbed on Mo Lewis acid sites was reduced to 

~14% on Mo2S4/NaY and to ~11% on Mo4S4/NaY after equilibration with ethene at 

173 K (Figure 5.9 and Table S5.2). This suggests that in the presence of ethene a 

significantly higher fraction of Mo (as compared to the experiments with H2 

pretreatment) becomes inaccessible to CO, thereby suggesting that the coverage of 

ethene must be higher than that of hydrogen on Mo under the tested conditions. 

 

Figure 5.8 IR spectra of adsorbed CO on Mo2S4/NaY (left) and Mo4S4/NaY (right) after 

quenching to 173 K in vacuum (top), ethene (middle), or a mixture of hydrogen and ethene 

(bottom). All spectra are normalized to catalyst wafer thickness and mass. 

DFT calculations of the adsorption of ethene on Mo2S4 and Mo4S4 (Sections 5.7.7 

and 5.7.8 of the Supplementary Information) showed that ethene could not be 

stabilized on the S atoms of MoxSy clusters, but only on Mo atoms. However, in contrast 
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to hydrogen adsorption, adsorption of multiple ethene molecules was 

thermodynamically favored on both Mo2S4 and Mo4S4 (Figure 5.10). 

 

Figure 5.9 Amount of adsorbed CO (normalized to catalyst wafer thickness and mass), 

measured with IR spectroscopy, on Mo2S4/NaY and Mo4S4/NaY, after quenching in vacuum, 

ethene, or a mixture of ethene and hydrogen. 

 

Figure 5.10 Differential free energy change per additionally adsorbed ethene molecule on 

Mo2S4 and Mo4S4 clusters, computed at T = 473 K and T = 173 K. The error bars correspond 

to ±½D gas-phase translational entropy of ethene. 

Based on free energy calculations at 173 and 473 K, the configurations with two 

chemisorbed ethene molecules on Mo2S4 (Figure 5.11a), and four chemisorbed ethene 

molecules on Mo4S4 (Figure 5.11c), were thermodynamically most favored. The 

differential standard free energy change, however, decreased with the adsorption of 

each additional ethene molecule. DFT therefore predicts that, for CO adsorption 

experiments, a significant fraction of Mo atoms is expected to be covered by ethene. 

This prediction agrees with IR spectroscopy measurements that showed that ~86% 
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and ~89% of Mo atoms were inaccessible to CO once the cluster had been in contact 

with ethene (Figure 5.9 and Table S5.2). 

5.2.5 Competitive Adsorption Between Ethene and Hydrogen 

Using IR spectroscopy and DFT calculations we showed above that both H2 and 

ethene are adsorbed on the Mo atoms of the MoxSy clusters. As both ethene and H2 

are simultaneously present during ethene hydrogenation and compete for the same 

sites, we turned to the IR spectra of adsorbed CO after quenching the samples to 173 K 

in a typical reaction mixture containing ~960 mbar bar H2 and ~50 mbar ethene 

resulting in blocking of ~81% Mo sites for Mo2S4/NaY and ~72% Mo sites for 

Mo4S4/NaY (Figure 5.9 and Table S5.2). 

 

Figure 5.11 DFT/B3LYP/def2-TZVP-optimized geometries of Mo2S4 cluster with (a) two 

adsorbed ethene molecules, and (b) one ethene and one hydrogen molecule, and Mo4S4 

cluster with (c) four adsorbed ethene molecules, and (d) one hydrogen and three ethene 

molecules. S: yellow; Mo: blue; C: grey; H: pink. 

DFT (Sections S5.7.9 and S5.7.10 of the Supplementary Information) showed that 

the standard free energy of the Mo2S4 cluster with one ethene molecule and one H2 

molecule adsorbed on different Mo atoms (Figure 5.11b) was thermodynamically less 

stable than the thermodynamically most-stable configuration with two adsorbed ethene 

molecules (Figure 5.11a). 

Similarly, for the tetrameric cluster, the configuration with one hydrogen and three 

ethene molecules adsorbed on separate Mo atoms (Figure 5.11d) was higher in free 

energy in comparison to the thermodynamically most-stable configuration with four 

adsorbed ethene molecules (Figure 5.11c). As this holds true at 173 K as well as at 

473 K, we conclude that the clusters with at least one dissociatively adsorbed H2 (i.e., 
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the ones likely functioning as starting point for hydrogenation) are a minority species 

under reaction conditions. Note that this agrees well with the fact that ethene 

hydrogenation had a first order pressure dependence in H2 on both Mo2S4/NaY and 

Mo4S4/NaY catalysts (Figure 5.2b). 

Given the large distance between Mo atoms on MoxSy clusters, and 

consequentially between the reactants adsorbed on these sites, (Figure 5.11 (b,d)), 

we hypothesize that the reaction between adsorbed ethene and adsorbed H2 species 

to form ethane, i.e., Langmuir-Hinshelwood (LH) type mechanism, is unlikely. We 

instead propose that the reaction proceeds via an Eley-Rideal (ER) type mechanism, 

wherein ethene weakly adsorbed in the zeolite pores reacts with an adsorbed 

hydrogen. The fractional reaction order in ethene (instead of unity as expected for ER 

type reactions), is attributed to the negative influence of the ethene partial pressure on 

the hydrogen coverage with both ethene and hydrogen competing for the same sites. 

DFT simulations for LH-type (involving an adsorbed H2 and an adsorbed ethene) 

and ER-type (involving as adsorbed H2 and a gas-phase ethene) reaction pathways 

on the Mo2S4 cluster are presented in Section S5.7.12 of the Supplementary 

Information. The standard enthalpic barriers for the LH-type reaction pathway were 

computed to be higher than that for the ER-type reaction pathway (Figures S5.15 and 

S5.16). The DFT calculations, therefore, support our hypothesis that ER-type reaction 

mechanism (as opposed to LH-type reaction mechanism) likely proceeds on these 

zeolite pore stabilized molybdenum sulfide clusters. 
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5.3 Conclusions 

NaY zeolite-encapsulated MoxSy clusters adsorb H2 dissociatively, binding both 

H atoms to a single Mo atom. DFT calculations suggest that this adsorption structure 

is caused by a high barrier to distribute the H atoms evenly among all Mo atoms of the 

cluster. Adsorption of hydrogen as hydrides contrasts the stabilization of hydrogen as 

sulfhydryl groups on the edge of conventional MoS2 slabs. The difference is attributed 

to the easier reducibility of Mo in the larger MoS2 slabs. 

Both dimeric and tetrameric MoxSy cluster catalysts show stable rates of 

hydrogenation scaling with the concentration of clusters in the catalyst, independent of 

the cluster nuclearity. This is also reflected by DFT calculations indicating that only one 

hydrogen can be dissociatively adsorbed per cluster under reaction conditions. The 

nature of the active site, is concluded to be identical for both clusters, i.e., a single Mo 

center, as demonstrated by constant activation energies and reaction orders in H2 and 

ethene on both Mo2S4/NaY and Mo4S4/NaY catalysts. 

Thus, experiments and theory suggest jointly that active sites in both dimeric and 

tetrameric catalysts are catalytically indistinguishable for ethene hydrogenation. 

Theory and experiment also show that ethene, H2, and CO, competitively adsorb on 

Mo similarly to the situation reported for the FeMo sulfide cluster in nitrogenase. As 

ethene adsorbs more strongly than H2 on both cluster catalysts, it is predicted to be 

the most abundant surface species under reaction conditions. Ethene hydrogenation 

is postulated to proceed via Eley-Rideal type mechanism, with a weakly adsorbed 

ethene in the zeolite pores reacting with an adsorbed hydrogen. The reaction between 

adsorbed ethene and adsorbed hydrogen, i.e., the Langmuir-Hinshelwood type 

pathway, was found to have a high enthalpic barrier owing to large distance between 

the Mo atoms in these clusters. 
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5.4 Experimental and Computational Methods 

5.4.1 Catalyst Precursor Preparation 

MoS2/γ-Al2O3 catalyst precursors were prepared by incipient wetness impregnation 

of γ-Al2O3 (provided by the Chevron company) with ammonium heptamolybdate 

(99.98% purity; Sigma-Aldrich) solution of appropriate concentration. The impregnated 

sample was dried at 383 K overnight followed by calcination in 100 mL∙min-1 synthetic 

air (temperature ramp: 5 K∙min-1 to 673 K, hold for 2 h). 

Carbonyl-based catalyst precursors were prepared by chemical vapor deposition 

(CVD). Approximately 200 mg NaY (Zeolyst CBV100; Si/Al ~2.5; pelletized and sieved 

to 250-355 μm) were treated under reduced pressure (10-2 mbar) at elevated 

temperatures (temperature ramp: 5 K∙min-1 to 408 K, held for 2 h; 5 K∙min-1 to 503 K, 

held for 2 h; 5 K∙min-1 to 653 K, held for 1 h) to carefully remove adsorbed water. 

Molybdenum hexacarbonyl (>99.9% purity; Sigma-Aldrich) was loaded on the dried 

zeolite at room temperature under static conditions for a defined amount of time. In the 

final step, the catalyst precursors were treated under reduced pressure (10-2 mbar) for 

10 min to remove physisorbed Mo(CO)6. All carbonyl-based precursors were stored in 

a glovebox to avoid exposure to air/moisture at any time. 

5.4.2 Catalyst Preparation 

MoS2/γ-Al2O3 and NaY-encapsulated cluster catalysts were prepared in a lab-scale 

plug flow reactor (quartz glass tube; 4 mm i.d.). Bronkhorst mass flow controllers were 

used to regulate gas flow rates. To avoid formation of hotspots, all precursors were 

diluted 1/10 in SiC (sieved to 500-1000 μm) and placed in the quartz tube supported 

with quartz wool on both sides. The precursors prepared via incipient wetness 

impregnation were sulfided in a stream of 20 mL∙min-1 H2S (10% v/v in H2) at ambient 

pressure (temperature ramp: 5 K∙min-1 to 673 K, held for 16 h). Precursors prepared 

via CVD were also sulfided in a flow of 20 mL∙min-1 H2S (10% v/v in H2) at ambient 

pressure (temperature ramp: 5 K∙min-1 to 673 K, held for 2 h) to form sulfided 

MoxSy/NaY catalyst (previously shown to be primarily comprised of dimeric Mo2S4 

clusters and denoted further as Mo2S4/NaY).46 The Mo2S4/NaY catalyst was then 

treated in a stream of pure H2 (temperature ramp: 5 K∙min-1 to 673 K, held for 2 h) to 

obtain the reduced MoxSy/NaY catalyst (previously shown to be primarily comprised of 
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tetrameric Mo4S4 clusters and denoted further as Mo4S4/NaY).46 After thermal 

treatments, all catalysts were purged with N2 for 30 min prior to any catalytic reactions. 

5.4.3 Catalytic Reactions 

All catalytic reactions were also performed in the lab-scale plug flow reactor. 

Ethene hydrogenation was studied at ~473 K and ambient pressure with a H2/ethene 

volumetric ratio of ~20. The product stream composition was analyzed by online gas 

chromatography using an Agilent 7890B GC. Ethane formation rates were determined 

using space-time yields under differential conditions after the catalysts reached a 

stable steady state (after ~24 h). External mass transport limitations have been 

excluded for the applied reaction conditions by varying the amount of loaded catalyst 

and its particle size. Limitations by internal mass transport were excluded owing to the 

small size of MoxSy clusters (~5 Å for Mo4S4) and reactants/products in comparison to 

the diameter of the NaY zeolite supercages (~12 Å) and the pore openings (~7 Å). 

5.4.4 Infrared (IR) Spectroscopy of Adsorbed Probe Molecules 

IR spectroscopy of adsorbed probe molecules was performed using a Nicolet 6700 

IR spectrometer with a resolution of 4 cm-1. The catalyst materials were ground and 

pressed into self-supporting wafers (~5 mg∙cm-2). The catalyst wafers were first 

sulfided/reduced in a stream of 20 mL∙min-1 H2S (10% v/v in H2) or 20 mL∙min-1 H2 at 

ambient pressure (temperature ramp: 5 K∙min-1 to 673 K, held for 2 h). Then, for 

activation, a treatment in H2 (4 cycles, total of 24 h) at 473 K each followed by 

evacuation at 10-6 mbar for 30 min was applied to all samples. 

CO adsorption was performed on activated samples after cooling to 173 K using 

liquid nitrogen. The samples were examined after cooling in either H2, ethene, a 

mixture of H2 and ethene, or high vacuum. In a first run, after cooling to 173 K (by 

skipping the last evacuation cycle) in either H2, ethene, or a mixture of H2 and ethene, 

CO adsorption isotherms were obtained by applying controlled doses of CO ranging 

from 0.01 to 2 mbar. After this, CO and other adsorbed gases were desorbed at room 

temperature under high vacuum (10-7 mbar). Subsequently, the samples were 

thermally treated at 473 K for 1 h and cooled down to 173 K again under high vacuum 

(10-7 mbar) before the second run of CO adsorption. Possible errors caused by 

different thicknesses of the catalyst wafers are prevented in this procedure as multiple 

series of measurements are conducted on the same wafer. In lieu of molar extinction 
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coefficients for bands of CO adsorbed on cluster catalysts, we analyzed the areas 

normalized to wafer thickness for all experiments. 

IR spectroscopy of adsorbed 4,6-dimethylpyridine (DMP) was performed on the 

activated samples at 323 K by applying small doses of DMP (up to 0.5 mbar) into the 

IR cell and equilibrating for 0.5 h. A second spectrum was taken after exposing the 

catalyst to an additional ~1 bar of H2 and equilibrating for another 0.5 h.  

All IR spectra were background corrected using OMNIC software package and are 

presented as difference spectra against the reference spectra at 10-7 mbar. 

5.4.5 Computational Details 

Unrestricted Kohn Sham (UKS) DFT calculations were performed on gas-phase 

MoxSy clusters using the Orca quantum chemistry package version 4.2.65-67 The 

calculations were performed using two hybrid exchange-correlational functionals: 

B3LYP and PBE0. Relativistic effects were taken into account by zeroth-order regular 

relativistic approximations (ZORA), and Grimme’s atom-pairwise dispersion correction 

with the Becke-Johnson damping scheme (D3BJ) was used for dispersion 

corrections.68-70 Relativistically recontracted versions of the all-electron Ahlrichs def2 

basis sets with triple zeta polarization functions, ZORA-def2-TZVP, were employed for 

geometry optimization and vibrational frequency calculations, while ZORA-def2-

TZVPP basis-sets were employed for single-point energy (SPE) calculations.71 The 

hybrid functionals were employed with RIJCOSX approximation to speed up the 

calculations and general auxiliary basis sets SARC/J were used for this purpose.72-77 

The RIJCOSX approach incorporates the resolution-of-identity (RI) approximation for 

the evaluation of the Coulomb matrices and the chain-of-spheres algorithm for the 

formation of the exchange-type matrices.78-80 The core electrons (1s22s22p63s23p63d10 

for Mo, 1s22s22p6 for S, 1s2 for C, and none for H) were kept frozen during geometry 

optimization and vibrational frequency calculations. The Hirshfeld charge populations 

and Mayer bond-orders were computed for the optimized geometries. Standard 

thermodynamics equations were used for computing the free energy and free enthalpy 

of different structures and the methodology is presented in detail in Section 5.7.1 of 

the Supplementary Information. 
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5.7 Supporting Information 

5.7.1 Methodology for the Calculation of Thermochemical 
Properties 

Standard thermodynamics equations were used for computing the thermochemical 

properties of the system. The free energy of a system at any given temperature (T) is 

defined as: 

G = H - TS, (1) 

where H is the enthalpy of the system and S is the total entropy of the system. The 

free energy of a gas-phase species at a non-standard partial pressure (p) was 

calculated according to the following relation: 

G = G
0
 + kBT ln p, (2) 

where G0 is the standard free energy of the gas-phase species computed at 1 bar 

and kB is the Boltzmann constant. 

The enthalpy of a system is defined as: 

H = U + kBT, (3) 

where U is the internal energy of the system which was calculated according to the 

following equation: 

U = Eel + EZPE + Evib + Erot + Etr, (4) 

where Eel is the electronic energy of the system (obtained from single-point energy 

calculations), EZPE is the zero-point-energy (ZPE) correction to the internal energy of 

the system, and Evib, Erot, and Etr are the contributions to internal energy of the system 

due to its vibrations, rotation, and translation, respectively. 

The contribution to the internal energy of the system due to its translation at a finite 

temperature is: 

Etr = 
3

2
RT  (5) 
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The contribution to the internal energy of the system due to its rotation at a finite 

temperature is: 

Erot = RT, for a linear molecule, and (6a) 

Erot = 
3

2
RT, for a general polyatomic molecule. (6b) 

Finally, the contribution to the internal energy of the system from zero-point 

vibrational energy and molecular vibrations at a finite temperature were calculated 

using the following equations: 

EZPE = kB ∑
1

2
Θν,kk , and (7) 

Evib = kB ∑
Θν,k

e
Θν,k T⁄  - 1k , (8) 

where Θν,k = hνk/kB is the characteristic temperature of a vibrational mode k 

(obtained from vibrational frequency calculations), νk is the frequency of the vibrational 

mode, and h is the Planck’s constant. Each of the 3N - 6 vibrational modes for minima 

(3N - 5 vibrational modes for linear molecules and 3N - 7 vibrational modes for 

transition states) were considered for calculating the EZPE and Evib. The frequencies 

obtained from DFT calculations were not scaled and were used as computed. 

The total entropy of a system is defined as: 

S = Sel + Evib + Erot + Etr, (9) 

where Sel, Svib, Srot, and Str are the contributions to the total entropy of the system 

from electronic, vibrational, rotational, and translational motions, respectively. 

The entropy of a species due to its electronic degeneracy is defined as: 

Sel = kB ln ω, (10) 

where ω is the total electron spin-multiplicity of the system. 

The entropy of a system due to its rotational motion can be obtained using the 

following equations: 

Srot = kB (ln (
1

σr
(

T

Θr
)) +1), for a diatomic molecule, and (11a) 

Srot = kB (ln (
π0.5

σr
(

T
1.5

(Θr,xΘr,yΘr,z)
0.5)) +

3

2
), for a general polyatomic molecule, (11b) 
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where Θr = h
2

8π2IkB⁄  is the characteristic rotational temperature of the system, σr 

is the rotational symmetry number, and I is the moment of inertia of the molecule. 

The entropy of the system due to translational motion at a given temperature, T, 

and partial pressure, p, was obtained using the Sackur-Tetrode equation: 

Str = kB (ln ((
2πmkBT

h
2 )

1.5 kBT

p
) +

5

2
). (12) 

Finally, the contribution to the entropy of a system due to its vibrational motion was 

determined using the rigid-rotor harmonic oscillator (RRHO) approximation: 

Svib = kB (∑ (
Θν,k T⁄

e
Θν,k T⁄

 - 1
- ln(1 - e-Θν,k T⁄ ))k ), (13) 

Following the approach by Cramer and Truhlar,1 all frequencies below the 100 cm-1 

were uniformly shifted up to the cut-off value for computing the vibrational entropy of 

the system. 
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5.7.2 Infrared (IR) Spectroscopy of Adsorbed CO 

 
Figure S5.1 Example of peak deconvolution of IR spectra of adsorbed CO on (a) Mo2S4/NaY 

(~3.2 wt.-% Mo), (b) Mo2S4/NaY (~3.2 wt.-% Mo), and (c) MoS2/γ-Al2O3 (~8.8 wt.-% Mo), after 

cooling to 173 K in either vacuum (left) or hydrogen (right). Background corrected difference 

spectra were deconvoluted to three Gaussian bands (~2105 cm-1, ~2095 cm-1, and ~2055 cm-1 

for MoS2/γ-Al2O3 and ~2085 cm-1, ~2075 cm-1, and ~2035 cm-1 for MoxSy/NaY catalysts) using 

Origin 2020 software package. Half-widths of all peaks were kept constant within ±10% 

throughout the fitting process. 
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Figure S5.2 CO adsorption isotherms (between 0.01 mbar and 2 mbar) on (a) Mo2S4/NaY 

(~3.2 wt.-% Mo), (b) Mo4S4/NaY (~3.2 wt.-% Mo), and (c) MoS2/γ-Al2O3 (~8.8 wt.-% Mo), after 

cooling to 173 K in vacuum (left) or hydrogen (right). The deconvoluted CO adsorption data 

were fitted to Langmuir-type isotherms. 
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Table S5.1 Adsorption constants (K) and maximum CO uptake (qmax; normalized to catalyst 

wafer mass and size) for the deconvoluted IR spectra of adsorbed CO on (a) Mo2S4/NaY 

(~3.2 wt.-% Mo), (b) Mo4S4/NaY (~3.2 wt.-% Mo), and (c) MoS2/γ-Al2O3 (~8.8 wt.-% Mo), after 

cooling to 173 K in either vacuum or hydrogen. 

 

(a) Mo2S4/NaY (~3.2 wt.-% Mo) 

Cooled in 

Band position  Total CO 

adsorbed 2085 cm-1 2075 cm-1 2035 cm-1  

K 
qmax 

[cm·g-1] 
K 

qmax 

[cm·g-1] 
K 

qmax 

[cm·g-1] 
 [cm·g-1] [%] 

Vacuum 30 920 5 115 30 420  1455 100 

Hydrogen (1 bar) 13 430 7 25 17 140  595 41 

 

(b) Mo4S4/NaY (~3.2 wt.-% Mo) 

Cooled in 

Band position  Total CO 

adsorbed 2085 cm-1 2075 cm-1 2035 cm-1  

K 
qmax 

[cm·g-1] 
K 

qmax 

[cm·g-1] 
K 

qmax 

[cm·g-1] 
 [cm·g-1] [%] 

Vacuum 30 900 7 200 30 660  1760 100 

Hydrogen (1 bar) 15 445 7 100 15 320  865 49 

 

(c) MoS2/γ-Al2O3 (~8.8 wt.-% Mo) 

Cooled in 

Band position  Total CO 

adsorbed 2105 cm-1 2095 cm-1 2055 cm-1  

K 
qmax 

[cm·g-1] 
K 

qmax 

[cm·g-1] 
K 

qmax 

[cm·g-1] 
 [cm·g-1] [%] 

Vacuum 13 740 5 950 13 1230  2920 100 

Hydrogen (1 bar) 15 680 5 860 16 1240  2780 95 
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Table S5.2 Adsorption constants (K) and maximum CO uptake (qmax; normalized to catalyst 

wafer mass and size) for the deconvoluted IR spectra of adsorbed CO on (a) Mo2S4/NaY 

(~3.2 wt.-% Mo), and (b) Mo4S4/NaY (~3.2 wt.-% Mo), after cooling to 173 K in either vacuum, 

ethene, or a mixture of ethene and hydrogen. 

 

(a) Mo2S4/NaY (~3.2 wt.-% Mo) 

Cooled in (mbar) 

Band position  Total CO 

adsorbed 2085 cm-1 2075 cm-1 2035 cm-1  

K 
qmax 

[cm·g-1] 
K 

qmax 

[cm·g-1] 
K 

qmax 

[cm·g-1] 
 [cm·g-1] [%] 

Vacuum 35 930 20 328 35 450  1708 100 

C2H4 (100) 8 170 6 25 6 47  242 14 

Vacuum 35 830 20 420 35 485  1735 100 

H2 (960) + C2H4 (50) 11 165 7 60 8 110  335 19 

 

(a) MoxSy/NaY (~3.2 wt.-% Mo) 

Cooled in (mbar) 

Band position  Total CO 

adsorbed 2085 cm-1 2075 cm-1 2035 cm-1  

K 
qmax 

[cm·g-1] 
K 

qmax 

[cm·g-1] 
K 

qmax 

[cm·g-1] 
 [cm·g-1] [%] 

Vacuum 16 970 22 440 28 320  1730 100 

C2H4 (1000) 10 90 10 65 7 50  205 11 

H2 (960) + C2H4 (50) 14 285 7 100 8 110  495 28 
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5.7.3 CO Adsorption on MoxSy Clusters 

 
Figure S5.3 DFT/B3LYP/def2-TZVP-optimized geometries of (a) Mo2S4, and (b) Mo4S4 

clusters, with multiple CO molecules (three per Mo) adsorbed on Mo atoms. The average C−O 

bond lengths in the adsorbed CO molecules were computed to be ~1.131 Å in the dimer and 

~1.137 Å in the tetramer. The Mayer bond orders for the C−O bond were computed to be 

2.31−2.40 in Mo2S4 and 2.27−2.34 in Mo4S4. The C−O bond length and Mayer bond order for 

gas-phase CO species were computed to be ~1.125 Å and ~2.44, respectively. Optimized 

geometries and structural parameters obtained using DFT/PBE0/def2-TZVP were similar.       

S: yellow; Mo: blue; C: gray; O: red. 

 

Figure S5.4 Average free energy change (ΔG) per adsorbed CO molecule on Mo2S4 and 

Mo4S4 clusters as a function of number of adsorbed CO molecules, computed at T = 173 K 

and pCO = 2 mbar, with (i) DFT/B3LYP/def2-TZVPP (filled symbols), and (ii) DFT/PBE0/def2-

TZVPP (open symbols). Error bars correspond to ±½D gas-phase translational entropy of CO 

at 173 K. 
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5.7.4 Hydrogen Adsorption on Mo2S4 

 

Figure S5.5 DFT/B3LYP/def2-TZVP-optimized geometries of Mo2S4 clusters with gas-phase 

H2 ([1a]) or physisorbed H2 ([2a]) centered on Mo, and Mo2S4 clusters with dissociatively 

adsorbed H2 (as hydride or sulfhydryl species) on (i) single Mo atom ([3a]), (ii) two Mo atoms 

([4a]), (iii) one Mo atom and one bridging S atom ([5a]), (iv) two bridging S atoms ([6a]), and 

(v) single bridging S atom ([7a]). The optimized structures of the transition states between [2a] 

and [3a], i.e., [2-3a]‡, and between [3a] and [4a], i.e., [3-4a]‡, are also shown. The reported 

spin-multiplicities (ω) correspond to the thermodynamically most stable configurations (Table 

S5.3). Optimized geometries obtained using DFT/PBE0/def2-TZVP were similar. S: yellow; 

Mo: blue; H: pink. 
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Table S5.3 Relative enthalpies (ΔH) and free energies (ΔG) of Mo2S4 clusters with gas-phase, 

physisorbed, or dissociatively adsorbed H2, computed at T = 473 K and pH₂ = 1 bar, using 

(a) DFT/B3LYP/def2-TZVPP and (b) DFT/PBE0/def2-TZVPP. The corresponding structures 

are depicted in Figure S5.5. 

 

(a) DFT/B3LYP/def2-TZVPP 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5  1 3 5 

[1a] 0.0a -32.2 -10.4  0.0a -35.1 -24.0 

[2a] -70.5 -90.9 -7.6b  -15.3 -41.0 31.1b 

[2-3]‡ - d -78.3 - e  - d -26.9 - e 

[3a] -120.9 -81.2 - c  -61.0 -37.1 - c 

[3-4]‡ 79.6 34.2 - e  142.2 87.6 - e 

[4a] -156.5 -140.1 59.9  -100.8 -93.2 93.3 

[5a] -32.8 -52.5 -17.9c  20.5 -4.3 22.4c 

[6a] 8.9 71.4 66.1  60.6 118.0 108.2 

[7a] 109.6 134.2 150.0  163.5 184.3 195.6 

 

(b) DFT/PBE0/def2-TZVPP 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5  1 3 5 

[1a] 0.0a -39.9 -27.6  0.0a -42.9 -42.6 

[2a] -72.4 -109.4 -30.2b  -19.5 -59.8 7.1b 

[2-3]‡ - d -96.7 - e  - d -46.1 - e 

[3a] -130.7 -89.1 - c  -71.6 -46.8 - c 

[3-4]‡ 73.6 28.5 - e  135.6 82.7 - e 

[4a] -162.5 -145.3 58.9  -106.9 -100.0 88.5 

[5a] -40.5 -69.8 -43.6c  12.5 -22.4 -4.7c 

[6a] -1.6 51.9 34.6  49.6 98.2 75.6 

[7a] 95.0 107.6 114.7  149.0 160.7 159.5 

 
a The enthalpy and free energy of [1a] with spin-multiplicity, ω = 1 (i.e., no unpaired electrons) was used 

as the standard and was set to zero. 

b The lowest energy structure was the trans form with terminal S atoms pointing in opposite direction. 
c The optimized structure with non-imaginary vibrational frequency modes was not achieved. 
d No climbing image was found indicating a barrier-less transition. 
e Transition-state optimization was not performed for this structure. 
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Figure S5.6 Free energy diagram of Mo2S4 configurations, with spin-multiplicity ω = 1 and ω = 

3, showing the transitions from [2a] to [3a] and from [3a] to [4a], computed at T = 473 K and 

pH₂ = 1 bar, using (a) DFT/B3LYP/def2-TZVPP, and (b) DFT/PBE0/def2-TZVPP. The 

corresponding structures are shown in Figure S5.5. Error bars correspond to ±½D gas-phase 

translational entropy of the H2 at 473 K. Values shown in the figure are in kJ∙mol-1. Values 

shown in parentheses are the imaginary frequencies of the corresponding transition state 

structures. 
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Table S5.4 Mayer bond orders and bond lengths of relevant bonds in the thermodynamically 

most-stable Mo2S4 configurations with gas-phase, physisorbed, or dissociatively adsorbed H2, 

computed with (i) DFT/B3LYP/def2-TZVPP, and (ii) DFT/PBE0/def2-TZVPP. The 

nomenclature of atoms corresponds to the structures shown in Figure S5.5. 

 

Structure (spin-multiplicity) Bond 
Mayer bond order  Bond length /Å 

B3LYP PBE0  B3LYP PBE0 

[1a] (ω = 3) H1 - H2 1.000 1.000  0.744 0.746 

[2a] (ω = 3) 

Mo1 - H1 0.251 0.275  1.935 1.897 

Mo1 - H2 0.307 0.335  1.936 1.903 

H1 - H2 0.678 0.652  0.811 0.827 

[2-3]‡ (ω = 3) 

Mo1 - H1 0.640 0.675  1.707 1.690 

Mo1 - H2 0.718 0.761  1.707 1.690 

H1 - H2 0.217 0.180  1.247 1.330 

[3a] (ω = 1) 

Mo1 - H1 0.826 0.831  1.684 1.676 

Mo1 - H2 0.826 0.831  1.683 1.676 

H1 - H2 - a - a  1.768 1.719 

[3-4a]‡ (ω = 3) 

Mo1 - H1 0.850 0.854  1.684 1.685 

Mo1 - H2 0.596 0.553  1.803 1.840 

Mo2 - H2 0.259 0.293  2.171 2.120 

[4a] (ω = 1) 
Mo1 - H1 0.868 0.877  1.713 1.705 

Mo2 - H2 0.868 0.877  1.713 1.705 

[5a] (ω = 3) 
Mo1 - H1 0.883 0.895  1.708 1.701 

S1 - H2 0.957 0.953  1.354 1.353 

[6a] (ω = 1) 
S1 - H1 0.961 0.956  1.358 1.358 

S2 - H2 0.961 0.956  1.358 1.358 

[7a] (ω = 1) 

S1 - H1 0.948 0.942  1.345 1.346 

S1 - H2 0.848 0.856  1.382 1.381 

H1 - H2 - a - a  1.982 1.978 

 
a The computed bond order was < 0.1. 
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Table S5.5 Net Hirshfeld charges in the thermodynamically most-stable Mo2S4 configurations 

with gas-phase, physisorbed, or dissociatively adsorbed H2, computed using 

(a) DFT/B3LYP/def2-TZVPP, and (b) DFT/PBE0/def2-TZVPP. The nomenclature of atoms 

corresponds to the structures shown in Figure S5.5. 

 

(a) DFT/B3LYP/def2-TZVPP 

 Net Hirshfeld charges 

Structure [1a] [2a] [2-3a]‡ [3a] [3-4a]‡ [4a] [5a] [6a] [7a] 

Spin-multiplicity (ω) 3 3 3 1 3 1 3 1 1 

Mo2S4 0.000 -0.060 0.088 0.202 0.209 0.264 0.089 -0.098 -0.155 

H1H2 0.000 0.060 -0.088 -0.202 -0.209 -0.264 -0.089 0.098 0.155 

 

(b) DFT/PBE0/def2-TZVPP 

 Net Hirshfeld charges 

Structure [1a] [2a] [2-3a]‡ [3a] [3-4a]‡ [4a] [5a] [6a] [7a] 

Spin-multiplicity (ω) 3 3 3 1 3 1 3 1 1 

Mo2S4 0.000 -0.065 0.090 0.182 0.212 0.248 0.074 -0.112 -0.167 

H1H2 0.000 0.065 -0.090 -0.182 -0.212 -0.248 -0.074 0.112 0.167 
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5.7.5 Hydrogen Adsorption on Mo4S4 

 

Figure S5.7 DFT/B3LYP/def2-TZVP-optimized geometries of Mo4S4 clusters with gas-phase 

H2 ([1b]) or physisorbed H2 ([2b]) centered on Mo, and Mo2S4 clusters with dissociatively 

adsorbed H2 (as hydride or sulfhydryl species) on (i) single Mo atom ([3b]), (ii) two Mo atoms 

([4b]), (iii) one Mo atom and one bridging S atom ([5b]), (iv) two bridging S atoms ([6b]), and 

(v) single bridging S atom ([7b]). The optimized structures of transition states between [2b] 

and [3b], i.e., [2-3b]‡, and between [3b] and [4b], i.e., [3-4b]‡, are also shown. The reported 

spin-multiplicities (ω) correspond to the thermodynamically most stable configurations (Table 

S5.6). Optimized geometries obtained using DFT/PBE0/def2-TZVP were similar. S: yellow; 

Mo: blue; H: pink. 
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Table S5.6 Relative enthalpies (ΔH) and free energies (ΔG) of Mo4S4 clusters with gas-phase, 

physisorbed, or dissociatively adsorbed H2, computed at T = 473 K and pH₂ = 1 bar, with 

(a) DFT/B3LYP/def2-TZVPP and (b) DFT/PBE0/def2-TZVPP. The corresponding structures 

are depicted in Figure S5.7. 

 

(a) DFT/B3LYP/def2-TZVPP 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Multiplicity(ω) 1 3 5 7  1 3 5 7 

[1b] 0.0a 11.7 6.6 43.4  0.0a -4.1 -11.0 22.4 

[2b] -43.3 -70.5 -59.6 2.1  3.5 -31.5 -27.0 36.2 

[2-3b]‡ -51.6 - b -45.6 - c  0.4 - b -7.2 - c 

[3b] -75.7 -108.3 -55.7 -2.7  -23.5 -61.0 -17.8 30.5 

[3-4b]‡ 54.9 49.3 54.6 - c  108.6 89.4 94.7 - c 

[4b] -99.7 -115.9 -69.9 -44.0  -47.6 -72.3 -32.9 -13.7 

[5b] 81.9 -49.8 16.3 61.9  131.4 -15.4 49.4 83.6 

[6b] - d 156.5 145.9 - d  - d 188.2 177.3 - d 

[7b] - d 173.7 193.8 228.2  - d 202.4 228.2 254.3 

 

(b) DFT/PBE0/def2-TZVPP 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Multiplicity (ω) 1 3 5 7  1 3 5 7 

[1b] 0.0a 5.0 -5.9 25.6  0.0a -7.2 -23.5 4.3 

[2b] -59.5 -83.6 -88.7 -31.2  -11.1 -47.7 -55.5 3.5 

[2-3b]‡ -69.9 - b -71.5 - c  -16.1 - b -34.7 - c 

[3b] -90.5 -131.8 -76.4 -23.9  -37.5 -84.3 -38.3 8.9 

[3-4b]‡ 53.8 21.7 57.3 - c  109.1 64.9 98.2 - c 

[4b] -118.9 -140.1 -94.1 -52.1  -65.9 -96.4 -58.2 -20.5 

[5b] 68.2 -61.0 29.5 52.9  119.8 -27.5 61.5 79.7 

[6b] - d 121.1 136.6 - d  - d 154.2 176.2 - b 

[7b] - d 173.2 182.4 218.8  - d 202.0 217.2 242.5 

 
a The enthalpy and free energy of [1b] with spin-multiplicity, ω = 1 (i.e., no unpaired electrons) was used 

as the standard and was set to zero. 
b No climbing image was found suggesting a barrier-less transition. 
c Transition-state optimization was not performed for this structure. 
d The optimized structure with non-imaginary vibrational frequency modes was not achieved. 
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Figure S5.8 Free energy diagram of Mo4S4 configurations, with spin-multiplicity ω = 3 and ω = 

5, showing the transition from [2b] to [3b] and from [3b] to [4b], computed at T = 473 K and 

pH₂ = 1 bar, with (a) DFT/B3LYP/def2-TZVPP, and (b) DFT/PBE0/def2-TZVPP. The 

corresponding structures are shown in Figure S5.7. Error bars correspond to ±½D gas-phase 

translational entropy of H2 at 473 K. Values shown in the figure are in kJ∙mol-1. Values shown 

in parentheses are the imaginary frequencies of the corresponding transition state structures. 
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Table S5.7 Mayer bond orders and bond lengths of relevant bonds in the thermodynamically 

most stable Mo4S4 configurations with gas-phase, physisorbed, or dissociatively adsorbed H2, 

computed with (i) DFT/B3LYP/def2-TZVPP, and (ii) DFT/PBE0/def2-TZVPP. The 

nomenclature of atoms corresponds to the structures shown in Figure S5.7. 

 

Structure (spin-multiplicity) Bond 
Mayer bond order  Bond length /Å 

B3LYP PBE0  B3LYP PBE0 

[1b] (ω = 5) H1 - H2 1.000 1.000  0.744 0.746 

[2b] (ω = 3) 

Mo1 - H1 0.448 0.284a  1.825 1.931a 

Mo1 - H2 0.461 0.284a  1.829 1.931a 

H1 - H2 0.428 0.682a  0.936 0.822a 

[2-3b]‡ (ω = 5) 

Mo1 - H1 0.654 0.647  1.734 1.732 

Mo1 - H2 0.654 0.666  1.734 1.721 

H1 - H2 0.229 0.228  1.225 1.227 

[3b] (ω = 3) 

Mo1 - H1 0.836 0.849  1.719 1.712 

Mo1 - H2 0.836 0.849  1.719 1.712 

H1 - H2 - b - b  1.980 1.948 

[3-4b]‡ (ω = 3) 

Mo1 - H1 0.738 0.752  1.739 1.736 

Mo1 - H2 0.419 0.578  1.940 1.815 

Mo2 - H2 0.419 0.250  1.973 2.151 

[4b] (ω = 3) 
Mo1 - H1 0.848 0.861  1.752 1.744 

Mo2 - H2 0.848 0.861  1.752 1.744 

[5b] (ω = 3) 

Mo1 - H1 0.523 0.524  1.850 1.857 

Mo2 - H1 0.356 0.365  1.979 1.978 

S1 - H2 0.982 0.979  1.348 1.347 

[6b] (ω = 5) 
S1 - H1 0.942 0.931c  1.369 1.361c 

S2 - H2 0.942 0.931c  1.369 1.362c 

[7b] (ω = 3) 

S1 - H1 0.906 0.907  1.356 1.361 

S1 - H2 0.923 0.927  1.360 1.355 

H1 - H2 - b - b  1.973 1.961 

 
a Data reported is for spin-multiplicity, ω = 5. 
b The computed bond order was < 0.1. 
c Data reported is for spin-multiplicity, ω = 3. 

  



5.7 Supporting Information 

- 132 - 
 

Table S5.8 Net Hirshfeld charges in the thermodynamically most stable Mo4S4 configurations 

with gas-phase, physisorbed, or dissociatively adsorbed H2, computed using 

(a) DFT/B3LYP/def2-TZVPP, and (b) DFT/PBE0/def2-TZVPP. The nomenclature of atoms 

corresponds to the structures shown in Figure S5.7. 

 

(a) DFT/B3LYP/def2-TZVPP 

 Net Hirshfeld charges 

Structure [1b] [2b] [2-3b]‡ [3b] [3-4b]‡ [4b] [5b] [6b] [7b] 

Multiplicity 5 3 5 3 3 3 3 5 3 

Mo4S4 0.000 0.100 0.310 0.328 0.305 0.402 0.123 -0.030 -0.127 

H1H2 0.000 -0.100 -0.310 -0.328 -0.305 -0.402 -0.123 0.030 0.127 

 

(b) DFT/PBE0/def2-TZVPP 

 Net Hirshfeld charges 

Structure [1b] [2b] [2-3b]‡ [3b] [3-4b]‡ [4b] [5b] [6b] [7b] 

Multiplicity 5 5 5 3 3 3 3 3 3 

Mo4S4 0.000 0.088 0.292 0.312 0.296 0.386 0.113 -0.053 -0.137 

H1H2 0.000 -0.088 -0.292 -0.312 -0.296 -0.386 -0.113 0.053 0.137 
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5.7.6 Multiple Hydrogen Adsorption on Mo4S4 

 
Figure S5.9 DFT/B3LYP/def2-TZVP-optimized geometries of Mo4S4 clusters with one ([3b]), 

two ([8b]), three ([9b]), or four ([10b]) H2 molecule(s) dissociatively adsorbed on Mo. The 

optimized geometry of bare Mo4S4 cluster with gas-phase ethene ([1b]) is also shown for 

comparison. The reported spin-multiplicities (ω) correspond to the thermodynamically most-

stable configurations (Tables S5.9 and S5.10). Optimized geometries obtained using 

DFT/PBE0/def2-TZVP were similar. S: yellow; Mo: blue; H: pink. 

  



5.7 Supporting Information 

- 134 - 
 

Table S5.9 Enthalpies (ΔH) and free energies (ΔG) of Mo4S4 clusters with (multiple) H2 

molecule(s) dissociatively adsorbed on Mo, computed at (a) T = 473 K and pH₂ = 1 bar, and (b) 

T = 173 K and pH₂ = 1 bar, with DFT/B3LYP/def2-TZVPP. The corresponding structures are 

shown in Figure S5.9. 

 

(a) T = 473 K and pH₂ = 1 bar 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5 7  1 3 5 7 

[1b] 0.0a 11.7 6.6 43.4  0.0a -4.1 -11.0 22.4 

[3b] -75.7 -108.3 -55.7 -2.7  -23.5 -61.0 -17.8 30.5 

[8b] -146.0 -127.3 -100.5 -38.1  -37.2 -28.1 -2.6 55.8 

[9b] -147.5 -150.4 -101.9 - b  16.8 3.2 43.6 - b 

[10b] -144.7 - b - b - b  74.2 - b - b - b 

 

(b) T = 173 K and pH₂ = 1 bar 

 ΔH173K /kJ∙mol-1  ΔG173K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5 7  1 3 5 7 

[1b] 0.0a 10.4 5.1 41.8  0.0a 5.5 -0.3 35.2 

[3b] -73.4 -106.2 -54.8 -2.3  -55.9 -90.3 -41.6 9.5 

[8b] -140.8 -123.1 -95.9 -33.4  -104.5 -89.7 -63.2 -2.1 

[9b] -139.3 -143.7 -97.1 - b  -84.7 -92.1 -47.3 - b 

[10b] -133.8 - b - b - b  -61.1 - b - b - b 

 
a The enthalpy and free energy of [1b] with spin-multiplicity, ω = 1 (i.e., no unpaired electrons) was used 

as the standard and was set to zero. 

b Optimized structure with only non-imaginary vibrational frequency modes was not achieved. 
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Table S5.10 Enthalpies (ΔH) and free energies (ΔG) of Mo4S4 clusters with (multiple) H2 

molecule(s) dissociatively adsorbed on Mo, computed at (a) T = 473 K and pH₂ = 1 bar, and (b) 

T = 173 K and pH₂ = 1 bar, with DFT/PBE0/def2-TZVPP. The corresponding structures are 

shown in Figure S5.9. 

 

(a) T = 473 K and pH₂ = 1 bar 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5 7  1 3 5 7 

[1b] 0.0a 5.0 -5.9 25.6  0.0a -7.2 -23.5 4.3 

[3b] -90.5 -131.8 -76.4 -23.9  -37.5 -84.3 -38.3 8.9 

[8b] -178.1 -160.9 -136.8 -70.3  -68.0 -59.9 -39.5 14.9 

[9b] -179.4 -195.8 -137.3 - b  -15.3 -33.9 8.3 - b 

[10b] -204.6 - b - b - b  18.1 - b - b - b 

 

(b) T = 173 K and pH₂ = 1 bar 

 ΔH173K /kJ∙mol-1  ΔG173K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5 7  1 3 5 7 

[1b] 0.0a 4.0 -7.6 23.8  0.0a 0.2 -12.9 17.2 

[3b] -88.2 -129.8 -75.6 -23.6  -70.3 -113.8 -62.3 -11.9 

[8b] -172.7 -156.4 -132.4 -68.4  -136.1 -122.5 -99.8 -38.7 

[9b] -171.4 -186.8 -132.6 - b  -116.8 -133.5 -82.7 - b 

[10b] -192.3 - b - b - b  -118.9 - b - b - b 

 
a The enthalpy and free energy of [1b] with spin-multiplicity, ω = 1 (i.e., no unpaired electrons) was used 

as the standard and was set to zero. 

b Optimized structure with only non-imaginary vibrational frequency modes was not achieved. 
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Table S5.11 Mayer bond orders and bond lengths of relevant bonds in the thermodynamically 

most-stable Mo4S4 configurations with (multiple) H2 molecule(s) dissociatively adsorbed on Mo, 

computed with (i) DFT/B3LYP/def2-TZVPP, and (ii) DFT/PBE0/def2-TZVPP. The 

nomenclature of atoms corresponds to the structures shown in Figure S5.9. 

 

Structure (spin-multiplicity) Bond 
Mayer bond order  Bond length /Å 

B3LYP PBE0  B3LYP PBE0 

[1b] (ω = 5) H1 - H2 1.000 1.000  0.744 0.746 

[3b] (ω = 3) 

Mo1 - H1 0.836 0.849  1.719 1.712 

Mo1 - H2 0.836 0.849  1.719 1.712 

H1 - H2 - b - b  1.980 1.948 

[8b] (ω = 1) 

Mo1 - H1 0.837 0.850  1.722 1.715 

Mo1 - H2 0.847 0.856  1.710 1.704 

H1 - H2 - b - b  1.986 1.949 

Mo2 - H3 0.837 0.850  1.721 1.705 

Mo2 - H4 0.847 0.856  1.710 1.704 

H3 - H4 - b - b  1.984 1.949 

 
a The computed bond order was < 0.1. 

 
Table S5.12 Net Hirshfeld charges in the thermodynamically most-stable Mo4S4 configurations 

with (multiple) H2 molecule(s) dissociatively adsorbed on Mo, computed with 

(a) DFT/B3LYP/def2-TZVPP, and (b) DFT/PBE0/def2-TZVPP. The nomenclature of atoms 

corresponds to the structures shown in Figure S5.9. 

 

(a) DFT/B3LYP/def2-TZVPP 

 Net Hirshfeld charges 

Structure [1b] [3b] [8b] 

Spin-multiplicity (ω) 5 3 1 

Mo4S4 0.000 0.328 0.606 

H1H2 - -0.328 -0.303 

H3H4 - - -0.303 

 

(a) DFT/PBE0/def2-TZVPP 

 Net Hirshfeld charges 

Structure [1b] [3b] [8b] 

Spin-multiplicity (ω) 5 3 1 

Mo4S4 0.000 0.312 0.575 

H1H2 - -0.312 -0.287 

H3H4 - - -0.287 
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5.7.7 Ethene Adsorption on Mo2S4 

 
Figure S5.10 DFT/B3LYP/def2-TZVP-optimized geometries of Mo2S4 clusters with one ([11a]) 

or two ([12a]) ethene molecules adsorbed on Mo. The optimized geometry of bare Mo2S4 

cluster with gas-phase ethene [1a] is also shown for comparison. The reported spin-

multiplicities (ω) correspond to the thermodynamically most stable configurations (Tables 

S5.13 and S5.14). Optimized geometries obtained using DFT/PBE0/def2-TZVP were similar. 

S: yellow; Mo: blue; H: pink; C: gray. 

 

Table S5.13 Enthalpies (ΔH) and free energies (ΔG) of Mo2S4 clusters with (multiple) ethene 

molecule(s) adsorbed on Mo, computed at (a) T = 473 K and pC₂H₄ = 50 mbar, and (b) T = 173 K 

and pC₂H₄ = 1 bar, with DFT/B3LYP/def2-TZVPP. The corresponding structures are shown in 

Figure S5.10. 

 

(a) T = 473 K and pC₂H₄ = 50 mbar  

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5  1 3 5 

[1a] 0.0a -32.2 -10.4  0.0 -35.1 -24.0 

[11a] -213.6 -185.3 -113.0  -107.5 -89.0 -24.8 

[12a] -356.8 -311.0 -184.0  -148.6 -113.8 3.3 

 

(b) T = 173 K and pC₂H₄ = 1 bar 

 ΔH173K /kJ∙mol-1  ΔG173K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5  1 3 5 

[1a] 0.0a -32.0 -11.0  0.0a -33.2 -15.6 

[11a] -216.0 -188.3 -116.9  -184.7 -160.2 -91.2 

[12a] -362.3 -317.5 -191.7  -300.7 -259.3 -136.4 

 
a The enthalpy and free energy of [1a] with spin-multiplicity, ω = 1 (i.e., no unpaired electrons) was used 

as the standard and was set to zero. 
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Table S5.14 Enthalpies (ΔH) and free energies (ΔG) of Mo2S4 clusters with (multiple) ethene 

molecule(s) adsorbed on Mo, computed at (a) T = 473 K and pC₂H₄ = 50 mbar, and (b) T = 173 K 

and pC₂H₄ = 1 bar, with DFT/PBE0/def2-TZVPP. The corresponding structures are shown in 

Figure S5.10. 

 

(a) T = 473 K and pC₂H₄ = 50 mbar 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5  1 3 5 

[1a] 0.0a -39.9 -27.6  0.0 -42.9 -42.6 

[11a] -236.6 -212.8 -143.5  -130.6 -116.7 -56.1 

[12a] -397.9 -353.1 -223.3  -188.9 -155.4 -36.3 

 

(b) T = 173 K and pC₂H₄ = 1 bar 

 ΔH173K /kJ∙mol-1  ΔG173K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5  1 3 5 

[1a] 0.0a -39.7 -28.4  0.0a -40.9 -33.4 

[11a] -238.8 -215.7 -147.5  -207.7 -187.7 -122.0 

[12a] -403.2 -359.4 -231.0  -341.4 -301.1 -175.7 

 
a The enthalpy and free energy of [1a] with spin-multiplicity, ω = 1 (i.e., no unpaired electrons) was used 

as the standard and was set to zero. 

 

Table S5.15 Mayer bond orders and bond lengths of relevant bonds in the thermodynamically 

most-stable Mo2S4 configurations with (multiple) ethene molecule(s) adsorbed on Mo 

computed with (i) DFT/B3LYP/def2-TZVPP, and (ii) DFT/PBE0/def2-TZVPP. The 

nomenclature of atoms corresponds to the structures shown in Figure S5.10. 

 

Structure (spin-multiplicity) Bond 
Mayer bond order  Bond length /Å 

B3LYP PBE0  B3LYP PBE0 

[1a] (ω = 3) C1 - C2 1.910 1.946  1.325 1.323 

[11a] (ω = 1) 

Mo1 - C1
(1) 0.683 0.707  2.203 2.174 

Mo1 - C2
(1) 0.683 0.707  2.202 2.174 

C1
(1) - C2

(1) 1.063 1.075  1.420 1.420 

[12a] (ω = 1) 

Mo1 - C1
(1) 0.509 0.541  2.315 2.273 

Mo1 - C2
(1) 0.604 0.644  2.238 2.200 

C1
(1) - C2

(1) 1.172 1.177  1.397 1.400 

Mo2 - C1
(2) 0.604 0.645  2.237 2.199 

Mo2 - C2
(2) 0.510 0.543  2.314 2.271 

C1
(2) - C2

(2) 1.171 1.176  1.398 1.400 
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Table S5.16 Net Hirshfeld charges in the thermodynamically most-stable Mo2S4 configurations 

with (multiple) ethene molecule(s) adsorbed on Mo, computed with (a) DFT/B3LYP/def2-

TZVPP, and (b) DFT/PBE0/def2-TZVPP. The nomenclature of atoms corresponds to the 

structures shown in Figure S5.10. 

 

(a) DFT/B3LYP/def2-TZVPP 

 Net Hirshfeld charges 

Structure [1a] [11a] [12a] 

Spin-multiplicity (ω) 3 1 1 

Mo2S4 0.000 0.095 0.011 

C2H4
(1) - -0.095 -0.005 

C2H4
(2) - - -0.006 

 

(b) DFT/PBE0/def2-TZVPP 

 Net Hirshfeld charges 

Structure [1a] [11a] [12a] 

Spin-multiplicity (ω) 3 1 1 

Mo2S4 0.000 0.098 0.018 

C2H4
(1) - -0.098 -0.009 

C2H4
(2) - - -0.010 
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5.7.8 Ethene Adsorption on Mo4S4 

 
Figure S5.11 DFT/B3LYP/def2-TZVP-optimized geometries of Mo4S4 clusters with one 

([11b]), two ([12b]), three ([13b]), or four ([14b]) ethene molecule(s) adsorbed on Mo. The 

optimized geometry of bare Mo4S4 cluster with gas-phase ethene ([1b]) is also shown for 

comparison. The reported spin-multiplicities (ω) correspond to the thermodynamically most-

stable configurations (Tables S5.17 and S5.18). Optimized geometries obtained using 

DFT/PBE0/def2-TZVP were similar. S: yellow; Mo: blue; H: pink; C: gray. 
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Table S5.17 Enthalpies (ΔH) and free energies (ΔG) of Mo4S4 clusters with (multiple) ethene 

molecule(s) adsorbed on Mo, computed with DFT/B3LYP/def2-TZVPP at (a) T = 473 K and 

pC₂H₄ = 50 mbar, and (b) T = 173 K and pC₂H₄ = 1 bar. The corresponding structures are shown 

in Figure S5.11. 

 

(a) T = 473 K and pC₂H₄ = 50 mbar 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5 7  1 3 5 7 

[1b] 0.0a 11.7 6.6 43.4  0.0 -4.1 -11.0 22.4 

[11b] -154.8 -185.4 -145.4 -87.5  -56.8 -94.2 -62.8 -1.5 

[12b] -325.4 -316.8 -278.2 -218.1  -126.8 -125.1 -93.9 -38.3 

[13b] -451.9 -450.1 -395.8 -372.5  -152.4 -154.6 -107.2 -88.5 

[14b] -567.1 -496.1 -531.5 -466.4  -162.8 -100.2 -139.4 -83.0 

 

(b) T = 173 K and pC₂H₄ = 1 bar 

 ΔH173K /kJ∙mol-1  ΔG173K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5 7  1 3 5 7 

[1b] 0.0a 10.4 5.1 41.8  0.0a 5.5 -0.3 35.2 

[11b] -158.6 -189.6 -150.3 -91.4  -129.4 -162.6 -126.0 -62.2 

[12b] -332.6 -324.3 -286.5 -226.6  -273.5 -267.5 -231.9 -164.9 

[13b] -462.5 -460.5 -406.9 -384.0  -373.4 -373.0 -321.5 -287.0 

[14b] -580.3 -510.1 -545.5 -481.8  -460.2 -392.6 -429.4 -350.7 

 
a The enthalpy and free energy of [1b] with spin-multiplicity, ω = 1 (i.e., no unpaired electrons) was used 

as the standard and was set to zero. 
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Table S5.18 Enthalpies (ΔH) and free energies (ΔG) of Mo4S4 clusters with (multiple) ethene 

molecule(s) adsorbed on Mo, computed with DFT/PBE0/def2-TZVPP at (a) T = 473 K and pC₂H₄ 

= 50 mbar, and (b) T = 173 K and pC₂H₄ = 1 bar. The corresponding structures are shown in 

Figure S5.11. 

 

(a) T = 473 K and pC₂H₄ = 50 mbar 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5 7  1 3 5 7 

[1b] 0.0a 5.0 -5.9 25.6  0.0 -7.2 -23.5 4.3 

[11b] -184.0 -225.6 -181.6 -130.9  -85.4 -125.9 -98.5 -48.9 

[12b] -381.4 -376.7 -343.1 -282.1  -181.9 -184.4 -157.5 -101.3 

[13b] -533.9 -531.6 -482.7 -464.8  -232.7 -235.3 -192.9 -179.5 

[14b] -673.7 -601.1 -641.4 -579.1  -267.3 -203.3 -247.8 -193.0 

 

(b) T = 173 K and pC₂H₄ = 1 bar 

 ΔH173K /kJ∙mol-1  ΔG173K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5 7  1 3 5 7 

[1b] 0.0a 4.0 -7.6 23.8  0.0a 0.2 -12.9 17.2 

[11b] -187.7 -227.4 -186.5 -135.5  -158.4 -198.7 -162.0 -107.3 

[12b] -388.6 -384.1 -351.2 -290.6  -329.2 -327.2 -296.3 -228.5 

[13b] -544.2 -541.8 -493.7 -476.2  -454.7 -454.1 -407.9 -378.8 

[14b] -686.4 -614.8 -655.2 -594.0  -565.9 -496.8 -538.7 -462.3 

 
a The enthalpy and free energy of [1b] with spin-multiplicity, ω = 1 (i.e., no unpaired electrons) was used 

as the standard and was set to zero. 
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Table S5.19 Mayer bond orders and bond lengths of relevant bonds in the thermodynamically 

most-stable Mo4S4 configurations with (multiple) ethene molecule(s) adsorbed on Mo, 

computed with (i) DFT/B3LYP/def2-TZVPP, and (ii) DFT/PBE0/def2-TZVPP. The 

nomenclature of atoms corresponds to the structures shown in Figure S5.11. 

 

Structure (spin-multiplicity) Bond 
Mayer bond order  Bond length /Å 

B3LYP PBE0  B3LYP PBE0 

[1b] (ω = 5) C1 - C2 1.910 1.946  1.325 1.323 

[11b] (ω = 3) 

Mo1 - C1
(1) 0.611 0.643  2.216 2.188 

Mo1 - C2
(1) 0.674 0.698  2.194 2.169 

C1
(1) - C2

(1) 1.104 1.121  1.427 1.428 

[12b] (ω = 3) 

Mo1 - C1
(1) 0.684 0.707  2.186 2.164 

Mo1 - C2
(1) 0.601 0.630  2.218 2.192 

C1
(1) - C2

(1) 1.106 1.125  1.425 1.425 

Mo2 - C1
(2) 0.600 0.630  2.219 2.192 

Mo2 - C2
(2) 0.683 0.707  2.189 2.184 

C1
(2) - C2

(2) 1.106 1.125  1.425 1.425 

[13b] (ω = 3) 

Mo1 - C1
(1) 0.640 0.662  2.207 2.182 

Mo1 - C2
(1) 0.637 0.660  2.209 2.184 

C1
(1) - C2

(1) 1.120 1.144  1.422 1.421 

Mo2 - C1
(2) 0.639 0.662  2.207 2.182 

Mo2 - C2
(2) 0.635 0.659  2.210 2.184 

C1
(2) - C2

(2) 1.121 1.145  1.421 1.421 

Mo3 - C1
(3) 0.594 0.620  2.238 2.208 

Mo3 - C2
(3) 0.593 0.619  2.238 2.208 

C1
(3) - C2

(3) 1.170 1.189  1.407 1.408 

[14b] (ω = 1) 

Mo1 - C1
(1) 0.595 0.641  2.241 2.201 

Mo1 - C2
(1) 0.505 0.553  2.284 2.245 

C1
(1) - C2

(1) 1.155 1.149  1.408 1.412 

Mo2 - C1
(2) 0.670 0.704  2.181 2.153 

Mo2 - C2
(2) 0.585 0.622  2.231 2.203 

C1
(2) - C2

(2) 1.095 1.110  1.427 1.428 

Mo3 - C1
(3) 0.640 0.665  2.217 2.190 

Mo3 - C2
(3) 0.635 0.657  2.203 2.179 

C1
(3) - C2

(3) 1.120 1.143  1.416 1.415 

Mo4 - C1
(4) 0.622 0.638  2.216 2.193 

Mo4 - C2
(4) 0.624 0.647  2.212 2.187 

C1
(4) - C2

(4) 1.136 1.161  1.412 1.409 
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Table S5.20 Net Hirshfeld charges in the thermodynamically most-stable Mo4S4 configurations 

with (multiple) ethene molecule(s) adsorbed on Mo, computed with (a) DFT/B3LYP/def2-

TZVPP, and (b) DFT/PBE0/def2-TZVPP. The nomenclature of atoms corresponds to the 

structures shown in Figure S5.11. 

  

(a) DFT/B3LYP/def2-TZVPP 

 Net Hirshfeld charges 

Structure [1b] [11b] [12b] [13b] [14b] 

Spin-multiplicity (ω) 5 3 3 3 1 

Mo2S4 0.000 0.220 0.328 0.463 0.567 

C2H4
(1) - -0.220 -0.119 -0.170 -0.120 

C2H4
(2) - - -0.209 -0.169 -0.191 

C2H4
(3) - - - -0.124 -0.137 

C2H4
(4) - - - - -0.119 

 

(b) DFT/PBE0/def2-TZVPP 

 Net Hirshfeld charges 

Structure [1b] [11b] [12b] [13b] [14b] 

Spin-multiplicity (ω) 5 3 3 3 1 

Mo2S4 0.000 0.224 0.328 0.461 0.566 

C2H4
(1) - -0.224 -0.118 -0.169 -0.132 

C2H4
(2) - - -0.210 -0.169 -0.194 

C2H4
(3) - - - -0.124 -0.132 

C2H4
(4) - - - - -0.108 
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5.7.9 Competitive Adsorption between Hydrogen and Ethene on 
Mo2S4 

 
Figure S5.12 DFT/B3LYP/def2-TZVP-optimized geometries of Mo2S4 clusters with 

(simultaneously) adsorbed ethene and hydrogen. The reported spin-multiplicities (ω) 

correspond to the thermodynamically most stable configurations (Table S5.21). Optimized 

geometries obtained using DFT/PBE0/def2-TZVP were similar. S: yellow; Mo: blue; C: gray; 

H: pink. 
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Table S5.21 Enthalpies (ΔH) and free energies (ΔG) of Mo2S4 clusters with (simultaneously) 

adsorbed ethene and hydrogen, computed at T = 473 K, pC₂H₄ = 50 mbar, and pH₂ = 1 bar, with 

(a) DFT/B3LYP/def2-TZVPP, and (b) DFT/PBE0/def2-TZVPP. The corresponding structures 

are shown in Figure S5.12. 

 

(a) DFT/B3LYP/def2-TZVPP 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5  1 3 5 

[1a]  0.0a -32.2 -10.4  0.0 -35.1 -24.0 

[3a] -120.9 -81.2 -7.6  -61.0 -37.1 31.1 

[15a] -248.3 -207.4 - b  -87.4 -56.3 - b 

[12a] -356.8 -311.0 -184.0  -148.6 -113.8 3.3 

 

(b) DFT/PBE0/def2-TZVPP 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5  1 3 5 

[1a]  0.0a -39.9 -27.6  0.0 -42.9 -42.6 

[3a] -130.7 -97.4 -30.2  -71.6 -46.2 7.1 

[15a] -279.1 -236.0 - b  -119.2 -85.7 - b 

[12a] -397.9 -353.1 -223.3  -188.9 -155.4 -36.3 

 
a The enthalpy and free energy of [1a] with spin-multiplicity, ω = 1 (i.e., no unpaired electrons) was used 

as the standard and was set to zero. 

b The optimized structure with non-imaginary vibrational frequency modes was not achieved. 
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5.7.10 Competitive Adsorption between Hydrogen and Ethene on 
Mo4S4 

 
Figure S5.13 DFT/B3LYP/def2-TZVP-optimized geometries of Mo4S4 clusters with 

(simultaneously) adsorbed ethene and hydrogen. The reported spin-multiplicities (ω) 

correspond to the thermodynamically most stable configurations (Table S5.22). Optimized 

geometries obtained using DFT/PBE0/def2-TZVP were similar. S: yellow; Mo: blue; C: gray; 

H: pink. 
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Table S5.22 Enthalpies (ΔH) and free energies (ΔG) of Mo4S4 clusters with (simultaneously) 

adsorbed ethene and hydrogen, computed at T = 473 K, pC₂H₄ = 50 mbar, and pH₂ = 1 bar, with 

(a) DFT/B3LYP/def2-TZVPP, and (b) DFT/PBE0/def2-TZVPP. The corresponding structures 

are shown in Figure S5.13. 

 

(a) DFT/B3LYP/def2-TZVPP 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5 7  1 3 5 7 

[1b]  0.0a 11.7 6.6 43.4  0.0 -4.1 -11.0 22.4 

[15b] -376.2 -375.6 -351.7 -271.3  -56.1 -75.5 -61.3 17.2 

[16b] -457.7 -465.0 -442.3 -381.1  -101.4 -113.5 -103.7 -45.4 

[14b] -567.1 -496.1 -531.5 -466.4  -162.8 -100.2 -139.4 -83.0 

 

(b) DFT/PBE0/def2-TZVPP 

 ΔH473K /kJ∙mol-1  ΔG473K /kJ∙mol-1 

Spin-multiplicity (ω) 1 3 5 7  1 3 5 7 

[1b]  0.0a 5.0 -5.9 25.6  0.0 -7.2 -23.5 4.3 

[15b] -447.3 -450.8 -431.2 -348.7  -135.3 -150.3 -132.0 -59.7 

[16b] -546.6 -560.0 -535.3 -477.1  -187.8 -207.1 -195.8 -139.8 

[14b] -673.7 -601.1 -641.4 -579.1  -267.3 -203.3 -247.8 -193.0 

 
a The enthalpy and free energy of [1b] with spin-multiplicity, ω = 1 (i.e., no unpaired electrons) was used 

as the standard and was set to zero. 
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5.7.11 X-ray Absorption Spectroscopy (XAS) Measurements 

XAS measurements were performed at the P65 beamline of the German Electron 

Synchrotron (DESY) in Hamburg, Germany.2 The storage ring operated at 6 GeV 

energy and 100 mA current. A water-cooled Si311 double crystal monochromator 

(DCM) was used for obtaining monochromatic X-rays. Two Rh-coated plane mirrors 

were installed in front of the DCM to reject higher harmonics. The DCM was calibrated 

to Mo K-edge energy by measuring a reference Mo foil and setting the first major 

inflection point to 20 000 eV. The beam spot-size was 200 μm (vertical) × 1.6 mm 

(horizontal) on the sample and the energy resolution of incident X-rays is estimated to 

be ~2 eV (ΔE/E ~1.0 × 10-4) at Mo K-edge energy. 

The carbonyl containing catalyst precursors were placed in a quartz capillary (WJM 

Glas, 1 mm outer diameter, 20 μm thickness) supported between two quartz wool 

plugs. The capillary was heated from below with a hot-air gas-blower (Oxford FMB). 

Gas flow rates were controlled using electronic mass flow controllers (Bronkhorst) and 

the pressure was monitored using a pressure gauge (Omega). All experiments were 

performed at ambient pressure. The catalyst precursors were sulfided in situ in a flow 

of 10 mL∙min-1 H2S (10 vol.-% in H2) at 673 K for 2 h to form the sulfided Mo2S4/NaY 

catalyst. This sample was then treated in 10 mL∙min-1 H2 at 673 K for 2 h to form the 

reduced Mo4S4/NaY catalyst. After performing sulfidation/reduction, the catalysts were 

exposed to ethene hydrogenation reaction conditions (T ≈ 473 K, pH₂ ≈ 950 mbar, pC₂H₄ 

≈ 50 mbar) for at least 2 h. The capillary was then cooled down to room temperature 

and placed on the sample stage for XAS measurements, whilst maintaining the 

ethene/H2 gas flow. The data were monitored for any signs of X-ray beam damage. 

Several successive scans were averaged to reduce signal-to-noise ratio and improve 

the data quality. 

The XAS spectra were measured between 19 800 and 21 000 eV in total 

fluorescence yield (TFY) mode using a passivated implanted planar silicon (PIPS) 

detector. For extended X-ray absorption fine structure (EXAFS) analyses, spectra were 

background subtracted, normalized, k3-weighted, and Fourier-transformed (FT) 

between k = 3 and k = 12 Å-1. The EXAFS fitting was performed in k-space between 3 

and 12 Å-1 simultaneously on the k1-, k2-, and k3-weighted data. The fitting was 

performed using Artemis software package.3 E0 was set such that energy shift (ΔE0) 

obtained during the fit was less than 1 eV. A reference Mo foil was first fitted to Mo bcc 
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structure and the Mo–Mo coordination number was set to 8 and 6 (theoretical values 

based on the bcc structure) for the first and second coordination shells, respectively, 

to obtain the amplitude reduction factor (S0
2) which was then used in the subsequent 

fits. 

 
Figure S5.14 k3-weighted EXAFS (a, c) and Fourier-transformed EXAFS (b, d) of Mo2S4/NaY 

(blue) and Mo4S4/NaY (red), after 2 h time-on-stream under ethene hydrogenation reaction 

conditions (T ≈ 473 K, pC₂H₄ ≈ 50 mbar, and pH₂ ≈ 960 mbar). Experimental data are shown as 

closed symbols and the fitted data are shown as solid black lines. 
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Table S5.23 EXAFS fitting parameters: coordination numbers (CN), interatomic distances (d), 

and Debye-Waller factors (σ2), for Mo-S and Mo-Mo paths, in (a) Mo2S4/NaY, and (b) 

Mo4S4/NaY, after 2 h time-on-stream under ethene hydrogenation conditions (T ≈ 473 K, pC₂H₄ ≈ 

50 mbar, and pH₂ ≈ 960 mbar). The (previously reported) CNMo–Mo, CNMo–S, dMo–Mo, and dMo–S for 

fresh MoxSy/NaY catalysts are also shown for comparison. 

 

(a) Mo2S4/NaY 

 Path CN d /Å σ2 × 1000 /Å2 

Fresh catalyst 
Mo–S 3.9a 2.42a  

Mo–Mo 1.3a 2.77a  

After reaction 
Mo–S 3.1 ± 0.8 2.39 ± 0.02 8.1 ± 2.4 

Mo–Mo 1.3 ± 2.4 2.77 ± 0.04 13.7 ± 13 

 

(b) Mo4S4/NaY 

 Path CN d /Å σ2 × 1000 /Å2 

Fresh catalyst 
Mo–S 2.6a 2.47a  

Mo–Mo 3.3a 2.66a  

After reaction 
Mo–S 2.9 ± 2.3 2.44 ± 0.09 7.2 ± 9.1 

Mo–Mo 3.0 ± 3.2 2.66 ± 0.06 7.2 ± 5.3 

 
a Data from Weindl et al.4 
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5.7.12 Langmuir–Hinshelwood and Eley–Rideal Reaction Pathways 
on Mo2S4 

 
 

Figure S5.15 Standard enthalpy diagram of Langmuir–Hinshelwood (LH) type reaction 

pathway for ethene hydrogenation on Mo2S4 cluster with spin-multiplicity ω = 1, showing the 

reaction between an adsorbed H2 and an adsorbed ethene, computed with 

(i) DFT/B3LYP/def2-TZVP, and (ii) DFT/PBE0/def2-TZVP. Values shown in the figure are in 

kJ∙mol-1. Values shown in parentheses are the imaginary frequencies of the corresponding 

transition state structures. Displayed structures were optimized with B3LYP. Optimized 

geometries obtained using PBE0 were similar. S: yellow; Mo: blue; H: pink; C: gray. 
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Figure S5.16 Standard enthalpy diagram of Eley-Rideal (ER) type reaction pathway for ethene 

hydrogenation on Mo2S4 cluster with spin-multiplicity ω = 1, showing the reaction between an 

adsorbed H2 and a gas-phase ethene, computed with (i) DFT/B3LYP/def2-TZVP, and (ii) 

DFT/PBE0/def2-TZVP. Values shown in the figure are in kJ∙mol-1. Values shown in 

parentheses are the imaginary frequency of the corresponding transition state structures. 

Displayed structures were optimized with B3LYP. Optimized geometries obtained using PBE0 

were similar. S: yellow; Mo: blue; H: pink; C: gray.  
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Abstract 
The catalytic hydrogenation activity of molecular MoxSy clusters encapsulated in 

faujasite zeolites is significantly affected by the presence of a second transition metal. 

We introduced an additional transition metal either by ion exchange (Ni, Co) or by 

chemical vapor deposition (Fe, Co) leading to the formation of different mixed metal 

sulfide phases. In the former case, separate metal sulfide phases are formed in 

proximity resulting in an enhanced hydrogenation activity. We attribute that to an 

improved stabilization of adsorbed hydrogen in form of hydrides on the Mo centers and 

to the formation of sulfhydryl groups on S atoms bridging both sulfide phases. Both 

factors enhance the hydrogenation rate by increasing the overall availability of 

adsorbed hydrogen. Introduction of a second transition metal via chemical vapor 

deposition, on the other hand, partly results in formation of mixed metal sulfide clusters 

after sulfidation. These mixed metal clusters possess a significantly lower catalytic 

activity decreasing the overall hydrogenation rates. 

  



6.1 Structures of Mixed Metal Sulfide Phases 

- 157 - 
 

6.1 Structures of Mixed Metal Sulfide Phases 

Using transmission electron microscopy (TEM) and energy dispersive X-ray 

spectroscopy (EDX) we have shown previously that for MoxSy/NaY-sulf the majority of 

the metal sulfide phase is present in form of well-defined, molecular clusters inside the 

zeolite framework.1 Similarly, we have analyzed bimetallic catalysts prepared via 

sequential chemical vapor deposition (CVD) of Co/Fe and Mo. The TEM images of 

spent FexMoySz/NaY-sulf and CoxMoySz/NaY-sulf catalysts are shown in Figure S6.1 

of the Supporting Information. The catalysts containing Co and Mo do not show major 

fractions of sulfide phases located on the outer surface of the zeolite crystals. In 

contrast to that, external, nanometer-sized sulfide particles are visible on the 

FexMoySz/NaY-sulf samples. We conclude that during sulfidation a significant fraction 

of Fe migrates out of the zeolite framework ultimately leading to the formation of FexSy 

particles. For CoxMoySz/NaY-sulf catalysts, we assume that CoxSy, MoxSy, and mixed 

CoxMoySz phases are all present inside the faujasite zeolite cages. Similarly, for 

MoxSy/CoNaY and MoxSy/NiNaY, we suppose that all TMS phases formed after 

sulfidation are located inside the zeolite structure. 
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6.2 Infrared Spectroscopy of Adsorbed Probe Molecules 

According to previous reports the sulfidation of Co and Ni ion exchanged zeolites 

leads to the formation of molecular CoxSy or NixSy clusters located inside the faujasite 

framework.2-4 Removal of Ni/Co cations that were coordinated to acidic functions of the 

zeolite framework should in turn lead to formation of Brønsted acid sites (BAS) upon 

formation of sulfide clusters. This proposal was corroborated for both, partly Ni and Co 

exchanged NaY monitoring the adsorption of pyridine using infrared (IR) spectroscopy 

(Figure 6.1). 

 
 

Figure 6.1 Pyridine adsorption on MoxSy/NaY-sulf (left; 342 μmol·g-1 Mo; adapted from ref. 1), 

NiNaY-sulf (middle), and CoNaY-sulf (right) at 323 K. Elemental compositions of the supports 

can be found in section 6.7.1 of the Supporting Information. 

In contrast to parent NaY that only shows bands assigned to pyridine coordinated 

to zeolite Lewis acid sites (LAS), both ion exchanged supports additionally show a 

band at 1540 cm-1 assigned to protonated pyridine.5-7 This is in line with the above-

mentioned formation of small CoxSy or NixSy clusters upon sulfidation. Using these ion 

exchanged materials as catalyst supports for the incorporation of Mo via chemical 

vapor deposition, we hypothesize that separate metal sulfide clusters are formed after 

sulfidation coexisting inside the zeolite framework and potentially interacting with each 

other. 

For dimeric and tetrameric MoxSy clusters in parent NaY zeolite we demonstrated 

that hydride species on the Mo centers are the active form of adsorbed hydrogen. SH 

groups, as found in classic, layered MoS2 materials, were thermodynamically not 

favored and are therefore absent in this type of catalyst. In line with previous works, 

we showed the absence of Brønsted acidic SH groups using 2,6-dimethyl pyridine 

(DMP) as a probe molecule.8 Similarly, in this work we used DMP as a molecular probe 

for mixed metal sulfide phases. Figure 6.2 shows the adsorption of DMP on sulfided 
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MoxSy clusters supported on partly ion exchanged NaY in comparison to the parent 

NaY supported catalyst. 

 
 

Figure 6.2 DMP adsorption on MoxSy/NaY-sulf (left; 344 μmol·g-1 Mo; adapted from ref. 8), 

MoxSy/NiNaY-sulf (4) (middle), and MoxSy/CoNaY-sulf (1) (right) before and after admission of 

1 bar H2 at 323 K. Elemental compositions of the catalysts can be found in section 6.7.1 of the 

Supporting Information. Spectra were collected after outgassing for 0.5 h. 

For MoxSy/NaY-sulf only two bands assigned to DMP coordinated to Lewis acidic 

sites (1575 cm-1 and 1600 cm-1) are present together with minor bands at 1625 cm-1 

and 1645 cm-1 assigned to a negligible amount of protonated DMP. In contrast to that, 

the catalysts prepared using partly Co or Ni exchanged zeolites both show pronounced 

bands characteristic for protonated DMP after admission of hydrogen. This is 

commonly explained by the formation of SH groups upon adsorption of 

dihydrogen.6,7,9,10 Interestingly, the sulfided support materials NiNaY and CoNaY 

themselves did not show Brønsted acid sites before or after exposing them to H2 

(Figure S6.2). We therefore hypothesize that SH groups cannot be stabilized on 

monometallic Co/NixSy clusters and rather originate from S atoms bridging Co/NixSy 

clusters and MoxSy clusters that are present in the zeolite host in close proximity. 
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6.3 Catalytic Hydrogenation Activity 

To investigate the influence of the presence of a second transition metal, we tested 

all catalysts for the hydrogenation of ethene as a probe molecule. The ethane formation 

rates are presented in Figure 6.3 together with MoxSy/NaY-sulf catalysts as reference. 

 
 

Figure 6.3 Ethane formation rates at 473 K of different bimetallic sulfide catalysts together with 

MoxSy/NaY-sulf catalysts as reference (previously reported in ref. 1). Elemental compositions 

of the supports and catalysts can be found in section 6.7.1 of the Supporting Information. 

Activity is shown as mass-based rates plotted versus the Mo content (left) and as rates per 

mol of Mo plotted versus the molar fraction of Mo with respect to the total metal content (right). 

We want to note, that WxSy/NaY-sulf catalysts were also tested but did not show 

any hydrogenation activity under the tested conditions. Their structure and the reason 

for their inactivity remains unclear at this point. Similarly, monometallic FexSy/NaY-sulf 

and CoxSy/NaY-sulf systems showed negligible ethane formation rates at 473 K. 

The FexMoySz/NaY-sulf catalysts, prepared from precursors synthesized via 

sequential CVD, also show only very little activity for hydrogenation irrespective of the 

Mo content and fraction of the catalysts. As mentioned before, we observed formation 

of a significant fraction of large-scale sulfide phases outside the zeolite framework with 

most likely only very little (or no) hydrogenation activity. Nevertheless, this cannot be 

the sole conformation of iron in these catalysts. If only separate Fe and Mo sulfide 

phases would be formed that do not directly interact with each other, the rates of 

FexMoySz/NaY-sulf catalysts should be equal to the rates of MoxSy/NaY-sulf catalysts 

with comparable Mo loadings. Based on the TEM images shown in Figure S6.1, 

physical blocking of the zeolite channels by external sulfide phases can be excluded. 

Therefore, we conclude that a fraction of Fe is forming catalytically inactive, mixed 

FexMoySz clusters most likely located inside the zeolite pores. We hypothesize that 

these mixed metal sulfide phases are inactive for hydrogenation because of their 

inability to stabilize hydrides as form of adsorbed hydrogen. 



6.3 Catalytic Hydrogenation Activity 

- 161 - 
 

As we did not observe any evidence for the formation of external sulfide phases for 

CoxMoySz/NaY-sulf catalysts, we expect the majority of Co to be present in form of 

small, molecular CoxSy clusters. Supported by previous reports, we expect these 

clusters to be present inside the zeolite framework.2-4 Therefore, they co-exist in close 

proximity to encapsulated MoxSy phases potentially influencing their activity. Similar to 

FexMoySz/NaY-sulf catalysts, in addition to the presence of separate CoxSy and MoxSy 

clusters, we propose the formation of mixed CoxMoySz clusters for catalysts prepared 

via sequential CVD of Co and Mo. Interestingly, the ethane formation rates of 

CoxMoySz/NaY-sulf catalysts do not show a clear correlation, neither to the content of 

Mo nor to the molar Mo/Co ratio. As for FexMoySz/NaY-sulf we propose formed mixed 

metal sulfide clusters to be catalytically significantly less or even inactive for 

hydrogenation under the tested conditions. On the other hand, there are several 

CoxMoySz/NaY-sulf catalysts, especially with intermediate Mo fractions of around 0.5, 

which show activities per mol of Mo that are close to or even higher as the ones of pure 

MoxSy/NaY-sulf systems. We hence conclude that there exists a positive influence, 

most likely a synergetic effect between molecular CoxSy and MoxSy clusters present in 

the cages of faujasite zeolite. As we were not able to control the distribution of Co and 

Mo phases using a sequential CVD approach, the fractions of Co with rate enhancing 

effect (co-existing clusters) and rate limiting effect (mixed CoxMoySz clusters) are 

essentially random for the prepared catalysts. Unfortunately, this prevents us from 

quantifying the rate enhancement. 

To overcome this problem, we prepared samples with Co (and Ni) loaded in a more 

controlled way into NaY zeolite by partial ion exchange (denoted MoxSy/CoNaY and 

MoxSy/NiNaY). For these catalysts we only expect the formation of separate 

CoxSy/NixSy and MoxSy clusters co-existing in the pores of the zeolite hosts. That way, 

we are able to decouple the ambivalent effects of a second transition metal on the 

activity of MoxSy clusters. Indeed, both series of catalysts supported on partly ion 

exchanged NaY show ethane formation rates per mol of Mo almost doubled compared 

to a pure MoxSy/NaY-sulf reference. Assuming that hydrogenation on bimetallic 

catalysts proceeds according to a Langmuir-Hinshelwood type mechanism as we 

proposed for MoxSy/NaY-sulf catalysts,8 we speculate that this rate enhancement 

results from one of the two following effects or the mixture of both: (i) the formation of 

SH groups on S atoms bridging CoxSy/NixSy and MoxSy clusters (as discussed in the 

previous section) providing an additional source of adsorbed hydrogen, and/or (ii) 
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CoxSy/NixSy inducing an increased electron density on MoxSy clusters mitigating the 

dissociative adsorption of dihydrogen and in turn increasing the coverage of adsorbed 

hydrogen. In either case the overall coverage of adsorbed hydrogen is still low as the 

reaction shows first order dependency of H2 on a representative CoxMoySz/NaY-sulf 

catalyst (Figure S6.4). The apparent energy of activation (22 kJ·mol-1) is lower than the 

values we previously reported for MoxSy/NaY-sulf/red catalysts (~30 kJ·mol-1) in line 

with the observed increase in activity.8 
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6.4 Experimental Details 

6.4.1 Catalyst Precursor Preparation 

Mo-based precursors have been prepared by chemical vapor deposition as 

reported before.1 In brief, about 200 mg NaY zeolite (Zeolyst CBV 100 with Si/Al 2.5; 

pelletized to 250 – 355 μm) were treated under reduced pressure (10-2 mbar) at 

elevated temperatures (5 K min-1 to 408 K, hold for 2 h; 5 K min-1 to 503 K, hold for 

2 h; 5 K min-1 to 653 K, hold for 1 h) to carefully remove adsorbed water. Mo(CO)6 

(>99.9% purity; Sigma Aldrich) was loaded on the dried zeolite at room temperature 

under static conditions for a defined time. In a last step, the catalyst precursors were 

treated under reduced pressure (10-2 mbar) for 10 min to remove physisorbed 

Mo(CO)6 species.  

W-based precursors were prepared the same way starting from W(CO)6. 

Similarly, Mo was loaded in partly Ni and Co ion exchanged supports. These 

supports were prepared as follows: about 1 g of NaY zeolite was suspended in 50 mL 

of a 10 – 20 mM cobalt/nickel acetate solution. The suspension was stirred at 80 °C 

overnight and the solid was filtered off, washed with excess water (3 × 50 mL), and 

dried at at 100 °C overnight. The samples were calcined in synthetic air (550 °C for 

10 h). 

Bimetallic FexMoySz/NaY and CoxMoySz/NaY precursors were prepared by 

sequential CVD steps. In a first step Fe or Co was introduced using Fe(CO)5 (>99.9% 

purity; Sigma Aldrich) or Co(CO)3NO (>99.9% purity; Sigma Aldrich), respectively. 

After removal of physisorbed species under reduced pressure Mo was introduced as 

described above using Mo(CO)6. 

All precursors are stored in a glovebox to avoid exposure to air/moisture at any 

time. For the same reason quartz glass tubes used for catalytic reactions were packed 

in a glovebox.  
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6.4.2 Infrared (IR) Spectroscopy of Adsorbed Probe Molecules 

Infrared spectroscopy of adsorbed probe molecules was performed using a Nicolet 

6700 FTIR spectrometer with a resolution of 4 cm-1. Prior to IR experiments all catalyst 

samples were sulfided in the PFR set-up. After sulfidation catalysts were ground and 

pressed into self-supporting wafers of about 5 mg cm-2. To remove water wafers were 

re-sulfided in a stream of 20 ml min-1 H2S (10% v/v in H2) at ambient pressure (5 K min-1 

to 673 K, hold for 2 h). For activation, a treatment in H2 (4 cycles, total of 24 h) at 473 K 

each followed by evacuation at 10-6 mbar for 30 min was applied to all samples.  

Pyridine adsorption was performed on activated samples at 323 K by applying 

small doses of pyridine up to 0.5 mbar into the IR cell and equilibration for 0.5 h. After 

adsorption the samples were outgassed at 323 K and 10-6 mbar for 0.5 h. Pyridine was 

desorbed by heating in steps of 50 K and equilibrating for 0.5 h after each step. 

DMP adsorption was performed on activated samples at 323 K by applying small 

doses of DMP up to 1.0 mbar into the IR cell and equilibration for 0.5 h. After adsorption 

the samples were outgassed at 323 K and 10-6 mbar for 0.5 h. A second spectrum was 

taken after applying an additional 1013 mbar of H2, equilibration for 0.5 h and 

outgassing at 10-6 mbar for 0.5 h.  

For all probe molecule adsorption experiments spectra were background corrected 

using an OMNIC software package. All spectra are difference spectra against 

reference spectra at 10-7 mbar. 

6.4.3 Catalytic Reactions 

Catalytic reactions were carried out in a lab-scale plug flow reactor (quartz glass 

tube of 4 mm inner diameter). Bronkhorst mass flow controllers were used to maintain 

gas flow rates. To avoid formation of hotspots all catalyst precursors were diluted 1/10 

in SiC (500 – 1000 μm) and placed in a quartz tube supported with glass wool on both 

sides. Catalyst precursors were sulfided in a stream of 20 ml min-1 H2S (10 vol.% H2) 

at ambient pressure (5 K min-1 to 673 K, hold for 2 h). After thermal treatment, all 

catalysts were purged with N2 for 30 min prior to catalytic reactions. Ethene 

hydrogenation was performed at 473 K and ambient pressure in absence of H2S in the 

feed with a H2/C2H4 volumetric ratio of 20/1. The product stream composition was 

analyzed by online gas chromatography using an Agilent 7890B GC. Ethane formation 

rates were determined using space-time yields under differential conditions after the 
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catalysts reached a stable steady state (~24 h). For NiNaY supported catalysts the 

rates were determined as described in section 6.7.4 of the Supporting Information. 

Catalyst limitation by external mass transport has been excluded for the applied 

conditions by varying the amount of loaded catalyst. 

6.4.4 Transmission Electron Microscopy 

Transmission electron microscopy of the sulfide catalysts was performed with an 

XXXJEOL JEM-2011 instrument using an acceleration voltage of 120 keV. Samples 

were prepared by suspending the catalysts in ethanol (≥ 99.5%) and deposit them on 

a carbon-film coated copper grid (QUANTIFOIL Multi A). 
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6.7 Supporting Information 

6.7.1 Elemental Compositions of Prepared Catalysts 

Table S6.1 Elemental compositions of all tested FexMoySz/NaY-sulf mixed metal sulfide 

catalysts prepared for this work. 

 Metal content 
/μmol·g-1 

Mo 
fraction 

Ethane formation rate  

Mo Fe  mmol·h-1 

g(cat)-1 
mol·h-1 

mol(Mo)-1 

FexSy/NaY-sulf / 786 / 0.01 / 

FexMoySz/NaY-sulf (1) 89 1446 0.06 0.30 3.43 

FexMoySz/NaY-sulf (2) 104 607 0.15 0.41 3.89 

FexMoySz/NaY-sulf (3) 423 834 0.34 0.35 0.84 

FexMoySz/NaY-sulf (4) 361 411 0.47 1.09 3.01 

FexMoySz/NaY-sulf (5) 461 414 0.53 1.73 3.76 

 
 

Table S6.2 Elemental compositions of all tested CoxMoySz/NaY-sulf mixed metal sulfide 

catalysts prepared for this work. 

 Metal content 
/μmol·g-1 

Mo 
fraction 

Ethane formation rate  

Mo Co  mmol·h-1 

g(cat)-1 
mol·h-1 

mol(Mo)-1 

CoxSy/NaY-sulf / 1237 / 0.06 / 

CoxMoySz/NaY-sulf (1) 378 683 0.36 0.99 2.62 

CoxMoySz/NaY-sulf (2) 466 729 0.39 2.76 5.92 

CoxMoySz/NaY-sulf (3) 567 554 0.51 5.34 9.43 

CoxMoySz/NaY-sulf (4) 572 527 0.52 5.39 9.42 

CoxMoySz/NaY-sulf (5) 443 298 0.60 9.04 20.42 

CoxMoySz/NaY-sulf (6) 583 376 0.61 7.54 12.92 

CoxMoySz/NaY-sulf (7) 289 85 0.77 2.06 7.12 

CoxMoySz/NaY-sulf (8) 535 85 0.86 4.17 7.80 

CoxMoySz/NaY-sulf (9) 548 51 0.92 1.27 2.32 
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Table S6.3 Elemental compositions of all tested MoxSy/CoNaY-sulf mixed metal sulfide 

catalysts prepared for this work. 

 Metal content 
/μmol·g-1 

Mo 
fraction 

Ethane formation rate  

Mo Co  mmol·h-1 

g(cat)-1 
mol·h-1 

mol(Mo)-1 

CoNaY-sulf / 288 / 0.02 / 

MoxSy/CoNaY-sulf (1) 594 255 0.70 12.81 21.58 

MoxSy/CoNaY-sulf (2) 729 255 0.74 16.58 22.74 

MoxSy/CoNaY-sulf (3) 740 221 0.77 15.45 20.90 

 
 

Table S6.4 Elemental compositions of all tested MoxSy/NiNaY-sulf mixed metal sulfide 

catalysts prepared for this work. 

 Metal content 
/μmol·g-1 

Mo 
fraction 

Ethane formation rate  

Mo Ni  mmol·h-1 

g(cat)-1 
mol·h-1 

mol(Mo)-1 

NiNaY-sulf / 665 / 2.38 / 

MoxSy/NiNaY-sulf (1) 164 612 0.21 5.34 18.08 

MoxSy/NiNaY-sulf (2) 406 582 0.41 10.25 19.35 

MoxSy/NiNaY-sulf (3) 510 540 0.49 13.88 22.53 

MoxSy/NiNaY-sulf (4) 531 494 0.52 13.83 21.54 
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6.7.2 Transmission Electron Microscopy of Spent Catalysts 

 
 
Figure S6.1 TEM images of representative CoxMoySz/NaY-sulf (top) and FexMoySz/NaY-sulf 

(bottom) catalysts after 24 h of ethene hydrogenation reaction. Elemental compositions of the 

catalysts can be found in section 6.7.1 of the Supporting Information. CoxMoySz/NaY-sulf (2) 

(top left), CoxMoySz/NaY-sulf (6) (top right), FexMoySz/NaY-sulf (3) (bottom left), and 

FexMoySz/NaY-sulf (5) (bottom right).  
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6.7.3 Infrared Spectroscopy of Adsorbed Dimethyl Pyridine on 
NiNaY & CoNaY 

 
 
Figure S6.2 IR spectra of adsorbed DMP on NiNaY (top left) and CoNaY (bottom left) supports 

and MoxSy/NiNaY-sulf (4) (top right) & MoxSy/CoNaY-sulf (1) (bottom right) catalysts before 

and after admission of 1 bar H2 at 323 K. Elemental compositions of the supports and catalysts 

can be found in section 6.7.1 of the Supporting Information. Spectra were collected after 

outgassing for 0.5 h.  
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6.7.4 Time on Stream Behavior of NiNaY Supported Catalysts 

 
 

Figure S6.3 Ethane formation rates of representative NiNaY supported catalysts and the 

support material itself at 473 K. Elemental compositions of the supports and catalysts can be 

found in section 6.7.1 of the Supporting Information. As pure NiNaY-sulf is also active for 

hydrogenation, the rates attributed to the MoxSy phases were determined by subtracting the 

activity of pure NiNaY (with same Ni loading as the catalysts) from the nominal rates of the 

catalysts after 24 h time on stream.  
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6.7.5 Kinetic Parameters of Ethene Hydrogenation on MoxSy/CoNaY 

 
 

Figure S6.4 Determination of kinetic parameters for ethene hydrogenation on MoxSy/CoNaY-

sulf (1). Elemental composition of the catalyst can be found in section 6.7.1 of the Supporting 

Information. Arrhenius type plot for determination of energy of activation (top) and ethane 

formation rates in dependence of ethene and H2 partial pressure for determination of reaction 

orders. The apparent energy of activation was 22 ± 2 kJ·mol-1, and reaction orders were 1 ± 0.1 

in H2 and 0.3 ± 0.05 in ethene. 
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7 Molecular Molybdenum Sulfide Clusters 
Supported on Carbon Nanotubes for 
Electrocatalysis 
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Abstract 
Similar to the formation of molecular MoxSy clusters in faujasite zeolites, 

molybdenum sulfide phases were incorporated within the confinement of carbon 

nanotubes via chemical vapor deposition followed by sulfidation. At low sulfidation 

temperatures well-defined dimers are formed that agglomerate at higher temperatures 

to form MoxSy nanoclusters. Using carbon nanotubes as a conductive support, the 

resulting materials can be used as electrode materials in electrocatalysis. In this work 

we show that these materials are effective catalysts for the electrochemical evolution 

of hydrogen from water much superior to classic bulk MoS2. We attribute that to the 

significantly higher dispersion of active molybdenum sulfide phases on the one hand 

and to the improved stabilization of intermediately formed hydride species on the other 

hand. 
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7.1 Structures of Carbon Nanotube (CNT) Supported Molybdenum 
Sulfide Phases 

Molybdenum sulfide nanoclusters supported on conductive carbon supports have 

been reported numerous times as efficient materials for electrocatalysis.1-3 By using 

the same chemical vapor deposition (CVD) approach described in the previous 

chapters, we were able to successfully load molybdenum (~3 wt%) into multi-walled 

CNTs. In our case CNTs were chosen as a support because they provide a well-

ordered channel structure in many ways similar to zeolites but in contrast to insulating 

zeolite supports, they possess reasonably good conductivity to serve as a support 

material for electrocatalysis. In order to be able to anchor molybdenum carbonyl 

species during CVD, CNT functionalized with COOH-groups were used. 

To verify if sulfidation of carbonyl precursors leads to formation of molecular MoxSy 

clusters hosted by CNTs, we monitored the temperature programmed sulfidation of an 

exemplary precursor via X-ray absorption spectroscopy (Figure 7.1). 

 

Figure 7.1 X-ray absorption near edge structure (XANES; left) and extended X-ray absorption 

fine structure (EXAFS; right) of MoxSy/CNT-sulf catalysts after sulfidation at different 

temperature together with bulk MoS2 as a reference. 

The identical absorption edges of both catalysts show that, although the structure 

of MoxSy phases changes upon heating from 150 °C to 400 °C, the local electronic 

environment of Mo centers remains the same. Extended X-ray absorption fine structure 

analysis of MoxSy/CNT-sulf_150°C resulted in coordination numbers (CN) of 4.3 for 

Mo-S and 1.1 for Mo-Mo at distances of about 2.40 Å and 2.76 Å, respectively. This is 

in reasonable agreement with the Mo2S4 structure we proposed for zeolite supported 

catalysts after sulfidation.4 For MoxSy/CNT-sulf_400°C on the other hand, we obtained 

a CNMo-S of 4.4 and a CNMo-Mo of 3.0 at 2.40 Å and 3.16 Å. Although the coordination 

numbers are still lower compared to bulk MoS2, the bond distances are identical. We 
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hence conclude that upon sulfidation at higher temperatures the molecular structures, 

that have been initially formed, agglomerate to form MoxSy nanoclusters. We attribute 

the fact that we did not observe this agglomeration on zeolite supported systems to the 

weaker interaction between the support and MoxSy clusters. 
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7.2 Electrocatalytic Hydrogen Evolution Reaction 

As discussed in chapter 2.3, electrochemical hydrogen evolution reaction (HER) is 

considered promising for the future production of H2 from renewable resources. 

Therefore, the catalysts prepared using multi-walled carbon nanotubes as host 

material were tested for HER together with bulk MoS2 and carbon supported platinum 

as references (Figure 7.2 & Table 7.1). 

 

Figure 7.2 Linear polarization curves (left) and Tafel plots (right) for HER on tested 

electrocatalysts. The onset potentials and Tafel slopes are reported in Table 7.1. 

Table 7.1 Onset potentials versus reversible hydrogen electrode (RHE) and Tafel slopes of 

MoxSy/CNT catalysts and bulk MoS2 and Pt/C as references. 

Catalyst Onset vs RHE 
/mV 

Tafel slope 
/mV·dec-1 

Pt reference 40 17 

MoxSy/CNT-sulf_150°C 160 80 

MoxSy/CNT-sulf_400°C 200 76 

MoS2 bulk 260 245 

The onset potentials as well as the Tafel slopes of both catalysts synthesized via 

CVD and subsequent sulfidation are significantly lower compared to a classic, layered 

bulk MoS2 catalyst. Instead, the observed values are close to what has been previously 

reported for highly active molybdenum sulfide nanoclusters supported on CNTs or 

reduced graphene oxide.1,3 Nevertheless, Pt/C still remains the superior catalysts 

under the tested conditions. 

Interestingly, the electrocatalytic properties of MoxSy/CNT-sulf_150°C and 

MoxSy/CNT-sulf_400°C are virtually identical. We speculate, that, at least for very small 

MoxSy clusters exposing all Mo sites, the individual Mo centers are catalytically 

indistinguishable. However, we have to admit at this point that we lack operando 
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characterization data confirming that the structures of MoxSy clusters are retained 

under reaction conditions. 

The high activities of nano-sized MoxSy phases for electrocatalytic hydrogen 

production reported in previous studies as well as in this work are often attributed to 

two main factors: (i) enhanced conductivity due to usage of carbon-based supports, 

and (ii) high density of active sites due to high dispersion of active MoxSy phases.1-3 In 

addition, we speculate that, in contrast to bulk MoS2, the ability of molecular MoxSy 

clusters to effectively stabilize hydride species, intermediately formed in H2 evolution, 

further contributes to their remarkable activity in HER. We recently confirmed the 

proposed formation of hydride species for a similar system of MoxSy clusters 

encapsulated in faujasite zeolite as a host material using a combination of infrared 

spectroscopy and density functional theory.5  

Overall, we have shown in here that by using CVD followed by thermal treatment 

in sulfiding atmosphere MoxSy phases can be incorporated in CNTs as a conductive 

support. The resulting materials are efficient electrocatalysts for the noble metal free 

production of H2 from water. Based on a related, zeolite-based catalyst system we 

propose the enhanced stabilization of hydride species as one of the reasons for the 

superior electrocatalytic performance of molecular transition metal sulfide clusters 

compared to classic, layered MoS2 systems. 
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7.3 Experimental Details 

7.3.1 Catalyst Precursor Preparation 

Catalyst precursors have been prepared by chemical vapor deposition. About 

200 mg COOH functionalized graphitized multi-walled carbon nanotubes (5 – 10 nm 

inner diameter; Cheap Tubes Inc.) were treated under reduced pressure (10-2 mbar) 

at elevated temperatures (5 K min-1 to 408 K, hold for 2 h; 5 K min-1 to 503 K, hold for 

2 h; 5 K min-1 to 653 K, hold for 1 h) to carefully remove adsorbed water. Mo(CO)6 

(>99.9% purity; Sigma Aldrich) was loaded on the dried support at room temperature 

under static conditions for 24 h. In a last step, the catalyst precursors were treated 

under reduced pressure (10-2 mbar) for 10 min to remove physisorbed Mo(CO)6 

species. 

These precursors are stored in a glovebox to avoid exposure to air/moisture at any 

time. For the same reason quartz glass tubes used for catalytic reactions were packed 

in a glovebox.  

The bulk MoS2 reference catalyst was prepared according to a method reported 

elsewhere.6-10 

7.3.2 X-ray Absorption/Emission Spectroscopy 

XAS were measured at the P65 beamline of the German Electron Synchrotron 

(DESY) in Hamburg, Germany. The storage ring operated at 6 GeV energy and 100 

mA current in top-up mode. A water-cooled Si311 double crystal monochromator 

(DCM) was used for obtaining monochromatic X-rays. Two Rh-coated plane mirrors 

were installed in front of the DCM to reject higher harmonics. The DCM was calibrated 

to Mo K-edge energy by measuring a reference Mo foil and setting the first major 

inflection point to 20000 eV. The beam spot-size was 200 μm (vertical) × 1.6 mm 

(horizontal) on the sample and the energy resolution of incident X-rays is estimated to 

be ~2 eV (ΔE/E ~1.0 × 10-4) at Mo K-edge energy. 

A carbonyl-form catalyst precursor was placed in a quartz glass capillary (WJM 

Glas, 1 mm o.d., 10-20 μm thickness) supported by two quartz wool plugs. The 

capillary was heated with a gas-blower (Oxford FMB). Gas flow rates were controlled 

using mass flow controllers (Bronkhorst) and the pressure was monitored using a 

pressure gauge (Omega). All experiments were performed at ambient pressure. The 
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precursor was sulfided in a flow of 10 mL min-1 H2S (10 vol.-% in H2) while ramping up 

the temperature from 373 K to 673 K. After reaching ~423 K and after reaching 673 K 

the sample was cooled to room temperature for collecting XAS. Several successive 

scans were averaged to reduce signal-to-noise ratio and improve the data quality. 

7.3.3 Catalytic Reactions 

Sulfidation of precursors was carried out in a lab-scale plug flow reactor (quartz 

glass tube of 4 mm inner diameter). Bronkhorst mass flow controllers were used to 

maintain gas flow rates. Catalyst precursors were sulfided in a stream of 20 ml min-1 

H2S (10 vol.% H2) at ambient pressure (5 K min-1 to 423 K or 673 K, hold for 2 h). The 

bulk MoS2 catalysts was re-sulfided according to the same procedure at 673 K to 

remove water. After thermal treatment, all catalysts were purged with N2 for 30 min. 

Linear polarization measurements were performed in a rotating disk electrode 

(RDE) setup using a Modulated Speed Rotator and an RDE glass cell with water jacket 

both from PINE research. The electric potential was controlled with an SP 300 

potentiostat from BioLogic. In a three-electrode configuration, a glassy carbon RDE tip 

(5.0 mm o.d.) with catalyst coating (0.3 mg) was used as working electrode. For 

catalyst coating, 2.0 mg of catalyst was suspended in 190 µL ethanol and 10 µL Nafion 

117 solution (5% in lower aliphatic alcohols and water; Sigma Aldrich) and sonicated 

for 30 min. 30 µL of the suspension were transferred to the glassy carbon disk and 

dried before immersion into the electrolyte. A Pt wire served as counter electrode and 

an Ag/AgCl electrode was used as reference electrode. The RDE tip as well as counter 

and reference electrode were purchased from PINE research. Before each experiment, 

the Ag/AgCl electrode was calibrated against a reversible hydrogen electrode. 

Therefore, its potential was measured against a Pt wire in a H2 saturated electrolyte 

that was intended to be used in the linear polarization measurements, respectively. 

The RDE glass cell was stored in a potassium permanganate solution prior to use to 

remove any organic contaminations. Before filling with electrolyte, it was flushed with 

a 3% H2O2 / 1 M H2SO4 solution followed by rinsing with ultrapure water. All electrodes 

were immersed in 100 mL 0.5 M H2SO4 and the temperature (298 K) was adjusted with 

a FC 600s chiller from Julabo. The rotation speed of the RDE tip was set to 250 rpm 

and the external electric potential was scanned between −0.30 and 0.40 V vs. RHE. 

The scanning rate was 50 mV s−1. Excess H2 and O2 were removed from the electrolyte 

solution via purging with He (20 mL min−1) throughout the experiments.  
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8 Concluding Remarks 
Transition metal sulfides have for a long time been a crucial class of materials for 

industrial hydrotreating. Their remarkable catalytic activity under a wide range of harsh 

reaction conditions, e.g., high temperatures/ pressures or high concentrations of 

heteroatom-containing molecules, made TMS the by far most widespread catalyst 

systems in this regard. Besides this “classic” application in hydrotreating of various 

refinery fractions, TMS are intriguing materials for example for upgrading of renewable 

resources or as electrode materials in electrocatalysis. These processes are described 

in detail in the first three chapters of this thesis together with the material properties 

that make TMS suitable catalysts for the above-mentioned applications.  

In addition, the first chapter includes a discussion about the concept of using 

naturally occurring catalysts, i.e., enzymes, as blueprint for the design of 

heterogeneous catalysts. In essence, that is the initial idea behind the work presented 

in the following chapters 4-6. In chapter 4 a synthesis strategy for dimeric Mo2S4 and 

tetrameric Mo4S4 clusters encapsulated in NaY zeolites is presented together with 

detailed physico-chemical characterization of both catalyst systems. XAS in 

combination with DFT calculations revealed the structures of the TMS clusters showing 

that the tetrameric one structurally resembles the FeMo cofactor that is commonly 

believed to act as active center in the nitrogenase enzyme family. Using EPR 

spectroscopy, again in combination with DFT, we were also able to confirm the 

presence of unpaired electrons on the Mo centers of MoxSy clusters. The cluster 

catalysts show stable hydrogenation activity in sulfur-free reaction feeds while 

conventional MoS2 strongly deactivates under the same conditions. 

Despite their chemical composition being similar, molecular MoxSy clusters show 

distinctively different catalytic properties compared to MoS2. One interesting example 

for this is presented in chapter 5. By combining probe molecule adsorption monitored 

via IR spectroscopy with DFT calculations we convincingly demonstrate that adsorbed 

hydrogen is stabilized in form of hydrides on MoxSy clusters. This is contrary to the 

general consensus of adsorbed hydrogen being present as acidic sulfhydryl groups on 

MoS2 catalysts. Most likely this is a result of the easier reducibility of Mo atoms in large, 

semiconducting MoS2 slabs in contrast to Mo centers in molecular clusters. 

Additionally, we present a reasonable reaction pathway for the hydrogenation of 
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ethene on MoxSy: hydride species adsorbed on Mo centers react in an Eley-Rideal type 

mechanism with ethene that is weakly adsorbed in the zeolite pores. Interestingly, we 

found both dimeric and tetrameric clusters to possess similar activities if the 

hydrogenation rates are normalized to the number of clusters present. This led us to 

two conclusions: (i) the whole clusters have to be considered as active sites rather than 

individual Mo atoms, and (ii) both clusters are catalytically indistinguishable for this 

particular reaction. 

In chapter 6 the research is expanded to bimetallic systems containing either Co, 

Ni or Fe in addition to Mo. These materials, prepared either via sequential CVD of 

metal carbonyl precursors or via ion exchange followed by Mo CVD, are all catalytically 

active for the hydrogenation of ethene but their activities vary over a wide range. For 

materials prepared via sequential CVD the hydrogenation activity increases in the 

order of FeMo < CoMo ≤ Mo. This leads to the conclusion that under the tested 

conditions mixed metal phases are less active compared to pure MoxSy clusters. On 

the other hand, catalysts prepared via CVD of Mo on partly Co/Ni exchanged NaY 

zeolites show higher rates compared to the pure Mo reference system. This is 

speculated to be a result of the formation of separate MoxSy and Ni(Co)xSy phases in 

close proximity. The presence of SH groups, verified via IR spectroscopy of adsorbed 

base molecules, leads to the conclusion, that these phases are connected via bridging 

sulfur atoms that are able to stabilize hydrogen as SH groups under hydrogenation 

conditions. 

The last chapter 7 briefly demonstrates that it is possible to form MoxSy clusters 

inside the channels of carbon nanotubes using CVD of Mo(CO)6 followed by a mild 

sulfidation. The usage of a conductive support could provide an intriguing option for 

the design of future electrocatalysts and indeed the resulting system shows promising 

electrocatalytic activity for hydrogen evolution reaction in this proof-of-concept study. 
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