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Abstract

Packet processing systems like routers or firewalls at the core of Internet infrastructure
are currently special-purpose hardware devices. There is an ongoing revolution that is
invisible to outside observers: More and more functionality is moving from hardware
to software. This yields advantages related to flexibility and costs: Anything can be
deployed on inexpensive commodity hardware and adding new functionality merely
requires a software update. However, the performance characteristics of software are
less well-understood than those of the hardware boxes that are being replaced.

Our thesis is that we can utilize high-level programming languages to build fast and
flexible packet processing systems which can replace hardware with software in many
scenarios. This dissertation is a walk through the stack of a software packet processing
system, investigating performance and flexibility at every layer. We present ixy, our own
network driver which we implement in a total of ten different programming languages:
C, Rust, Go, C#, Java, OCaml, Haskell, Swift, JavaScript, and Python. We identify
key components and parameters for improving throughput and reducing latency: batch
processing of 32 packets per batch and DMA ring buffer sizes of 512 are the sweet
spot. Our fastest implementation is in C and achieves a packet forwarding rate of 27.4
million minimum-sized packets per second (18.4 Gbit/s) on a single 3.3GHz CPU core.
Rust achieves 98% of C’s throughput at the same worst-case latency of 22 µs (median
5 µs) while at the same time guaranteeing memory safety in 87% of the source code.
The other languages fare worse and should not be the first choice for building a packet
processing system.

Testing software-based packet processing systems is also more difficult compared to pure
hardware systems. More performance-affecting effects need to be taken into account and
the additional complexity enabled by moving to software means that the testing device
and methodology also needs to be more complex. Traditional hardware-based packet
generators can also be replaced with pure software variants. We present MoonGen, a
software packet generator written in the high-level programming language Lua. Preci-
sion is a challenge for software, especially for packet generators attempting to measure
latency. MoonGen’s timestamping achieves a precision of ±12.8 ns by utilizing hardware
features available on commodity NICs, effectively making it a hybrid system combining
the best of the hardware and software worlds. A second problem is precisely controlling
when a packet is sent. Evaluations using the NetFPGA platform show a mean squared
error of 1.2µs for a hardware-assisted approach and 20.6µs for a pure software imple-
mentation. The best prior software-based packet generator we evaluated only achieved
a mean squared error of 59µs. MoonGen has become the de-facto standard packet
generator used in academia for evaluating software-based packet processing systems.





Zusammenfassung

Paketverarbeitungssysteme wie Router oder Firewalls, die das Herzstück der Internet-
Infrastruktur bilden, basieren derzeit auf spezialisierten Hardware-Geräten. In einer
für Beobachter unsichtbaren Transformation werden immer mehr dieser Funktionen in
reine Software verlagert. Daraus ergeben sich Vorteile in Bezug auf Flexibilität und
Kosten: Alles kann auf preiswerter Standardhardware bereitgestellt werden, und das
Hinzufügen neuer Funktionen erfordert lediglich ein Software-Update. Allerdings sind
die Leistungsmerkmale von Software weniger gut erforscht als die der Hardware, die hier
ersetzt wird.

Unsere These ist, dass wir mit Hilfe von Hochsprachen schnelle und flexible Paket-
verarbeitungssysteme bauen können, die in vielen Szenarien Hardware durch Software
ersetzen können. Diese Dissertation geht systematisch durch den Stack eines Software-
Paketverarbeitungssystems, indem Leistung und Flexibilität auf jeder Ebene untersucht
wird. Wir stellen ixy vor, unseren eigenen Netzwerktreiber, den wir in insgesamt zehn
verschiedenen Programmiersprachen implementieren: C, Rust, Go, C#, Java, OCaml,
Haskell, Swift, JavaScript und Python. Wir identifizieren Schlüsselkomponenten und
-parameter zur Verbesserung des Durchsatzes und zur Verringerung der Latenz: Batch-
verarbeitung von 32 Paketen pro Batch und DMA-Ringpuffergrößen von 512 stellen sich
als ideal heraus. Unsere schnellste Implementierung ist in C geschrieben und erreicht auf
einem einzelnen 3,3 GHz CPU-Kern eine Paketweiterleitungsrate von 27,4 Millionen Pa-
keten pro Sekunde, bzw. 18,4 Gbit/s bei minimaler (64Byte) Paketgröße. Rust erreicht
98% des Durchsatzes von C bei der gleichen Worst-Case-Latenz von 22µs (Median 5 µs)
und garantiert gleichzeitig Speichersicherheit in 87% des Quellcodes. Die anderen Spra-
chen schneiden schlechter ab und sollten nicht die erste Wahl für die Implementierung
eines Paketverarbeitungssystems sein.

Auch das Testen softwarebasierter Paketverarbeitungssysteme ist im Vergleich zu reinen
Hardwaresystemen komplexer. Es müssen mehr leistungsbeeinflussende Effekte berück-
sichtigt werden, und die zusätzliche Komplexität, die durch die Umstellung auf Software
ermöglicht wird, bedeutet, dass auch das Testgerät und die Methodik komplexer sein
müssen. Traditionelle hardwarebasierte Paketgeneratoren können auch durch reine Soft-
warevarianten ersetzt werden. Wir stellen MoonGen vor, einen Software-Paketgenerator,
der in der Hochsprache Lua geschrieben ist. Durch die Verlagerung der Paketerzeugung
in eine Skriptsprache auf der Grundlage eines Userspace Netzwerktreibers können wir
die Herausforderungen überwinden, mit denen frühere Generationen von softwareba-
sierten Paketgeneratoren konfrontiert waren. Präzision ist eine solche Herausforderung,
insbesondere für Paketgeneratoren die Paketlaufzeiten messen. Das Timestamping von
MoonGen erreicht eine Genauigkeit von 12,8 Nanosekunden, indem sie Hardwarefunk-



tionen von handelsüblichen Netzwerkkarten nutzt. MoonGen ist ein hybrides System,
das das Beste aus der Hardware- und der Software-Welt vereint. Ein zweites Problem
ist die genaue Kontrolle darüber wann ein Paket versendet wird. Auswertungen mit der
NetFPGA-Plattform zeigen einen mittleren quadratischen Fehler von 1,2µs für unse-
ren Hardware-gestützten Ansatz und 20,6µs für unsere reine Software-Implementierung.
Der beste von uns untersuchte softwarebasierte Paketgenerator in der Literatur erreich-
te nur einen mittleren quadratischen Fehler von 59 µs. MoonGen hat sich zum De-
Facto-Standard für die Evaluierung von softwarebasierten Paketverarbeitungssystemen
im akademischen Bereich entwickelt.
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Chapter 1

Introduction

This dissertation explores and analyses performance behavior due to the shift from
special-purpose hardware appliances to software for packet processing devices. We in-
vestigate how packet processing can be made cheaper, safer, and more flexible by using
software in a domain that was traditionally dominated by hardware.

1.1 Motivation

Packet processing systems are systems handling individual packets on OSI layers 2 and
3, e.g., routers, firewalls, or virtual private network (VPN) gateways. They can also
process parts of layer 4 such as ports or header flags. Actions taken by these systems
are typically forwarding, filtering, inspecting, or encapsulating individual packets. This
puts packet processing systems at the core of networking infrastructure, in contrast to
endpoints such as web servers caring about streams of data on higher layers.

Many of these functions were traditionally implemented in special-purpose network ap-
pliances – expensive and inflexible black-boxes implementing specific logic functions in
hardware. As new protocols are invented and deployed, network operators need to up-
grade these boxes. Upgrading means replacing if the implementation is an application-
specific integrated circuit that simply does not support the desired new features. More-
over, flexibility in the form of programmability of all network devices network can
increase reliability, security, and performance of the network as a whole [49].

There are two approaches to make upgrading functionality easier and cheaper:
1. Make devices programmable via an open interface, e.g., OpenFlow [103] or P4 [21].
2. Run the full processing stack in software on commodity off-the-shelf hardware,

e.g., by using netmap [148] or DPDK [96].
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Both of these solutions are relatively old in this fast moving field: OpenFlow was pub-
lished in 2008 [103]. The Click modular router demonstrated increasing flexibility in
routers via a pure software implementation in 1999 [92].

This dissertation is concerned with the software approach which was reinvigorated
by software frameworks offering fast packet IO such as netmap (2012) and DPDK
(2013) [148, 96]. Yet, both these frameworks and the network drivers they are built
upon are written in the low-level language C. The same is true for packet processing
systems built on top of them (Section 4.3.5). Our thesis is that we can increase the flexi-
bility and safety properties of these systems further without compromising performance
by using high-level languages instead.

This dissertation is a practical demonstration of the feasibility of packet processing
systems in high-level languages. We build a network driver from scratch in ten different
programming languages: C, Rust, Go, C#, Java, OCaml, Haskell, Swift, JavaScript,
and Python (Chapter 4). Our Rust implementation achieves 98% of C’s performance
while guaranteeing memory safety in 87% of the code.

Another problem to tackle when moving from hardware to software systems is bench-
marking them properly. Software can exhibit performance characteristics that are unex-
pected for users only familiar with hardware implementations. Benchmarking method-
ology differs between software and hardware devices under test, Section 2.3 discusses
how many standards are designed with hardware devices in mind. Test equipment such
as packet generators are also traditionally built as special-purpose hardware devices
with limited flexibility when it comes to supporting new protocols. Software can also
help here: In Chapter 5 we discuss how a software-based packet generator running on
commodity hardware can be made cheaper and more flexible than a hardware device.

We again take an approach relying on an artifact here: we build the packet generator
MoonGen that is implemented in the high-level programming language Lua (Chapter 5).
There are several challenges to overcome: Existing hardware devices are very good at
being fast and precise, tasks that can be hard for pure software solutions. For example,
test equipment needs to be able to measure latencies with a high precision, an easy task
for a dedicated hardware timestamping device. These problems get worse as you move
further away from the hardware through more and more abstraction layers. For example,
high-level languages add unpredictable sources of latency such as garbage collectors and
just-in-time compilers into the mix that needs to be taken into account. MoonGen uses
hardware features found on commodity NICs to overcome these limitations, achieving
a timestamping precision of ±12.8 ns and a mean squared error of 1.2 µs for controlling
when a packet is transmitted (Chapter 6).
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1.2 Research Questions

This dissertation addresses the following main research questions.

Q1 What makes software-based packet processing fast?
We need to gain a deep understanding about the basic principles of why some
software-based systems are fast and others are slow. Network devices in software
are not new per se, but fast network devices that only use software are a recent
trend. We examine which foundations such software must be built upon to be fast
by looking at the deepest layer in a software stack: the device drivers. Our ap-
proach to answering this is by building a new driver and packet IO framework from
scratch to evaluate the effects of individual optimizations in isolation (Chapter 3).

Q2 Can high-level languages be used in software-based network devices?
C is the go-to language for code that is considered low-level such as the applications
investigated here. We investigate if and how we can use high-level languages and
look at the trade-offs incurred by them. High-level languages can come with
overheads for performance (e.g., bound checks on memory access) and latency
(e.g., garbage collection or just-in-time compilation). But their use can allow for a
higher flexibility and improved safety. Do all high-level languages suffer from these
overheads? How can these trade-offs be quantified when they are present? We
approach this question by implementing drivers in different high-level languages
and benchmark them (Chapter 4).

Q3 How can modern network devices be benchmarked?
Today’s network devices require a more flexible test approach than using a hard-
ware device for benchmarking. For benchmarking we focus on the metric of packets
per second (pps) instead of bits per second as per-packet costs are the primary
bottleneck (Section 2.2). Especially software-based devices pose a challenge: they
support new protocols and can exhibit performance characteristics only visible
under test conditions that are complex to produce. We apply the learnings about
performance and flexibility of high-level languages to create MoonGen (Chapter 5),
a novel benchmarking tool that is up to these challenges.

Q4 Can software be sufficiently precise to replace hardware in all scenarios?
Replacing hardware with software entails the risk of losing the features provided
by hardware. In particular, hardware can provide high precision. This leads us
to consider the following questions: In which scenarios is a software-only solution
sufficient? What are the trade-offs and how can they be quantified? We quan-
tify the precision of MoonGen by testing it with the hardware packet generator
OSNT [7] running on the NetFPGA platform (Chapter 6).

5
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Figure 1.1: Structure of this dissertation

1.3 Structure of this Dissertation

This dissertation is structured in two main parts. We first look at the lowest, and most
crucial, part of the software stack: the drivers. Chapter 3 investigates how modern
user space drivers work in general by presenting the reference implementation ixy in C.
We discuss the architecture and design choices, their impact on performance and the
implementation in deep detail. Chapter 4 builds on this by adding high-level languages
to the mix: How can they help us to achieve our goals? What are their performance
impacts?

The second part looks at higher layers: an application in a high-level language run-
ning on such drivers. Chapter 5 presents the packet generator MoonGen written in
the high-level language Lua. We discuss trade-offs between flexibility and performance.
Finally we evaluate trade-offs between precision requirements and flexibility by evalu-
ating the precision of MoonGen. Which features that traditionally required a hardware
implementation can be done in software with sufficient precision and accuracy?

Figure 1.1 visualizes the building blocks of modern packet processing applications to
the right. Chapters 3 to 5 go through the stack starting right above the hardware and
ending at an application written in a high-level language. Going up this stack increases
flexibility, Chapter 5 discusses how. At the same time precision decreases, Chapter 6
quantifies by how much and what trade-offs can be made to keep it precise enough for
even a high-precision test tool.
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1.4 Key Contributions

This dissertation contributes several important artifacts to the networking research
community as well as several key insights into the behavior of complex packet processing
systems.

1.4.1 The ixy Network Driver
ixy is a high-speed user space network driver targeting the 10Gbit/s Intel ixgbe fam-
ily of network cards (Chapter 3). The driver is stripped down to the bare minimum
required for high-speed packet processing in a modern network application. Its bare-
bone nature allows to evaluate and benchmark individual optimizations or features in
isolation, helping us to understand what makes software-based packet processing fast.
For example, we use these drivers to quantify the effects of interrupts (Section 3.5.5),
IOMMU isolation and page size optimizations (Section 3.5.9), and cache prefetching
(Section 3.5.4) in a minimal setup. ixy can forward 27.4 million minimum-sized packets
per second (18.4Gbit/s) on a single 3.3GHz CPU core (Section 3.5).

But it is more than a building block for research, its simple and well-documented code
base is also an asset for education to aid understanding network drivers at the low-
est level. For this purpose it has been made available under a free and open source
license [44].

1.4.2 Network Drivers in High-Level Languages
To understand how high-level languages can be utilized in software-based network de-
vices we re-implemented the whole ixy driver in the high-level languages C, Rust, Go,
C#, Java, OCaml, Haskell, Swift, JavaScript, and Python (Chapter 4). All implemen-
tations in high-level languages use the ixy driver, which is written in C, as a template.
They implement the same architecture and same feature set, allowing for a comparison
of different languages.

These drivers, collectively called the ixy-language drivers, were implemented by a team
of students (advised by the author of this dissertation) with experience in the respective
programming language to ensure idiomatic implementations in the different languages.
We use these drivers to quantify the trade-offs incurred by different language features.
For example, we can measure the impact of garbage collection on the performance and
latency to quantify the trade-off of traditional memory safe languages vs. performance
(Section 4.6.2). Our Rust implementation achieves 98% of C’s throughput at the same
worst-case latency of 22µs (median 5 µs) while at the same time guaranteeing memory
safety in 87% of the source code (Sections 4.7, 4.4.3).

7
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1.4.3 The MoonGen Packet Generator
MoonGen is a corner stone of this dissertation, it is a fully scriptable packet generator
tuned to be as flexible as possible by replacing hardware with software and the high-level
language Lua (Chapter 5). It executes custom user-provided Lua script code for every
single packet it sends out and the whole configuration and test definition is done via
user-provided scripts (Section 5.4). It can be seen as a framework for building packet
generators and tests tailored to a specific system under test. Despite this flexibility it
achieves 14.88Mpps on a single 1.5GHz CPU core (Section 5.5.2).

We combine the advantages of software and hardware packet generators while avoiding
their respective disadvantages. Our MoonGen implementation introduces a novel soft-
ware method for precise control over inter-packet gaps, achieving a mean squared error
of 1.2 µs, the previous state of the art was 59µs for software-based packet generators
(Section 6.6.4). Precise (±12.8 ns) time-stamping is achieved by exploiting a hardware
feature that is commonly found on commodity server hardware: support for the PTP
protocol (Section 5.6). It is not only relevant to answer the question how to bench-
mark modern network devices, it also looks at using high-level languages for domains
traditionally dominated by hardware and/or low-level languages.

MoonGen is an especially impactful artifact developed for this dissertation, we use it
to evaluate and compare all of our other implementations. It also became the de-facto
standard benchmarking tool for network performance researchers and has been used by
several other high-impact publications, e.g., [152, 93, 34, 168].

1.4.4 Hardware-based Precision Evaluation of Packet Generators
Understanding the limitations of your testing tools is important in order to design ex-
periments that produce valid results. We present a detailed comparison of the precision
of various packet generators commonly used in academia (Chapter 6), uncovering short-
comings of commonly used tools that threaten the validity of experiments.

Our experiments use the NetFPGA platform to perform precise and accurate mea-
surements of network tools, validating MoonGen against a hardware packet generator.
These experiments allow us to assess and quantify in which scenarios software imple-
mentations lag behind hardware solutions. Insights obtained from these experiments
allow us to quantify when a software implementation can be precise enough for a given
requirement. Our findings indicate that MoonGen is precise enough to characterize
latency behavior of both software and hardware-based packet processing systems.
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Chapter 2

Background

There is an ongoing move from special-purpose hardware to software solutions for many
key components in the Internet infrastructure. Appliances providing network functions
such as routing, switching, or firewalling are traditionally implemented as expensive
proprietary black-boxes. This approach comes with an inherent low flexibility: for
example, upgrading a network from IPv4 to IPv6 requires replacing routers that were
built without IPv6 support in mind. Compare this to a modern software router: it can
be upgraded to speak new protocols above layer 2 without replacing hardware.

Dedicated hardware comes with hard performance guarantees: there are well-defined
limits such as sizes of look-up tables or the line rate of a network interface adapter. One
can expect the devices to perform in a predictable manner. Many of these nice properties
get lost when moving to software. A software implementation can be affected by many
factors on all involved layers from the available hardware resources to peculiarities of
a specific programming languages runtime such as just-in-time compilation or garbage
collection. This behavior also poses challenges for testing methodology and software.
Many tools and procedures for testing were developed with hardware as systems under
test in mind.

2.1 Hardware Architecture of Software-based Packet
Processing System

Software needs hardware to run on. In this dissertation we build and evaluate our soft-
ware on Intel network cards and CPUs because Intel provides extensive documentation
on internal details, enabling development of a new driver from scratch. Intel’s detailed
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tation

datasheet for the 82599 networking chip [73] has been an invaluable resource in building
both the ixy network drivers and the MoonGen packet generator.

Figure 2.1 shows the important components of one of the server systems used in this
work. The CPU is an Intel Xeon E5-2620 v3 (Haswell EP) clocked at 2.4GHz with 6
cores, the NIC is an Intel X520-T2 featuring an 82599 network interface controller chip
and two SFP+ (small form-factor pluggable) ports that can be equipped with different
transceivers supporting up to 10Gbit/s. A PCIe 2.0 x8 link is used to connect the NIC
to the controller which can seem somewhat antiquated, but it supports a bandwidth of
32Gbit/s in each direction, enough for the two 10Gbit/s Ethernet ports.

The key component of the NIC used here are the queues. Each physical port features
multiple independent receive and transmit queues, this simplifies scaling of multi-flow
traffic. The driver can configure filters or hashing over packet headers to distribute
incoming traffic into different queues. Outgoing traffic from multiple queues is mixed
together in hardware by the NIC. Each queue comes with its own DMA memory area, so
typically there is one pair of queues for each CPU core to achieve multi-core scaling. [73]

The key component of the modern CPU is that it has an integrated PCIe root complex
that can directly access the system’s last-level cache, on the CPU depicted here via a ring
bus [80]. This implies that the main memory is ideally never involved in processing a
packet as a typical server CPU features a last-level cache in the size of tens of megabytes
(15MiB here) – enough to fit a large burst of packets. However, in a modern CPU even
the last-level cache can be quite far away from the cores doing the actual processing
from a latency perspective: On Haswell EP the access time from a CPU core to the L3
cache is 53 clock cycles [109]. Even the L1 and L2 caches have an access time of 4 and
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11 cycles respectively [80]. Moreover, the cache is organized cache lines of size 64 byte
that are always cached together. That means attempting to access a single byte that is
already in L3 cache but not in the core’s L1 or L2 cache will incur the 53 cycle penalty,
but subsequent accesses to adjacent bytes only need to wait for 4 cycles.

Note that custom processing logic in a packet processing system may need to go to main
memory, e.g., to consult large lookup tables or other data structures. All of our use
cases typically fit entirely into the cache, for example, the entire IPv4 routing table used
for the Internet fits in 2.4MB of memory (IPv6: 1.4MB) when using a data structure
optimized for both lookup performance and size [10]. Any optimizations to larger data
structures that may be required are orthogonal to the work presented here.

Relevant details of the test systems used for the individual experiments are given in the
sections describing the respective test setups as multiple different systems were used
throughout this dissertation. The system depicted above is merely a representative
example of a modern server systems. Details can vary between different systems, but
the core components explained above generalize well. Multiple queues on NICs are
standard across high speed NICs: splitting a port into multiple independent queues
is a de-facto standard abstraction layer for high-speed network drivers, e.g., see the
interfaces of netmap and DPDK [96, 148]. Modern general-purpose multicore CPUs
also all look alike when it comes to the cache hierarchy and embedded memory and
PCIe controllers.

2.2 Important Performance Numbers

We are targeting 10Gbit/s Ethernet connections in this work, but raw throughput as
measured in bits per second is rarely a useful metric for packet processing systems. The
systems we are building are mainly concerned about packet headers, not their payload.
Even systems that process payloads, such as VPN gateways without hardware offloading
for cryptography, are dominated by per-packet costs [140].

So how many packets per second fit through a 10Gbit/s Ethernet connection if they
are all as small as possible? 14.88 million packets per second (Mpps). This is
an important number and it will show up again and again throughout this dissertation.
You can derive this number from the minimum Ethernet frame size of 64 bytes. On top
of this you have to take into account 8 bytes of overhead when packaging an Ethernet
frame into an Ethernet packet: 7 bytes preamble and a 1 byte start-of-frame delimiter.
In addition, two Ethernet packets are separated by 12 bytes of inter-packet gap for an
effective total minimum size of 84B a packet on the wire [67]. Dividing 10Gbit/s by
84B yields the number of 14,880,952 packets per second.

11
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A related measure is the time it takes to serialize a packet onto the wire: 67.2 ns as a
10Gbit/s link transmits a byte in 0.8 ns. This is also the time our system can spend
to process a packet on average. Throughout this dissertation we use CPUs with clock
frequencies of 2.4GHz to 3.3GHz, so we only have 161 to 222 clock cycles available
for each packet.

This seems like an impossible task at first glance when comparing this to cache latencies
given in the previous section. It takes 53 clock cycles to get the packet from the L3
cache to the CPU core, so a third to a quarter of the available time is spent just waiting
on data. The key insight here is that our performance target is only an average. Packets
are queued (we find a buffer size of 512 packets ideal, see Section 3.5.7) and processed
in batches. We can amortize costs such as cache load times across all packets within a
batch by prefetching packet data into caches closer to the CPU cores. See Sections 3.5.3
and 3.5.4 for details.

2.2.1 Performance Targets
One of the applications we are building is MoonGen, a benchmarking tool. It must be
able to handle the absolute worst case—small packets in a single flow at the highest
possible speed—in order to characterize the behavior of other systems under the worst
case. This means we must be able to achieve 14.88Mpps in order to handle 10Gbit/s
Ethernet.

Moreover, this speed must be achieved while using only a single CPU core: Packets
within a single flow cannot be effectively split across multiple CPU cores because of
dependencies between packets for processing logic and ordering requirements. Memory
synchronization between multiple cores is too slow [109] to make data sharing between
multiple cores a feasible option for a single flow.

Scaling to multiple CPU cores relies on having multiple independent flows in the packets
that are being processed. As explained in Section 2.1, a common feature supported
in hardware by high-speed NICs is distributing incoming packets to different queues
based on a hash across customizable header fields. This effectively balances flows across
queues in hardware and each queue can be handled by a dedicated CPU core. We lose
the control over the order of packets between different flows (inter-flow ordering) with
this approach, but this is not an important property as flows are independent. But the
more important property of packet order within a flow (intra-flow ordering) is preserved
since each flow is handled by the same CPU core. Hence, most experiments in this
dissertation will focus on achieving 14.88Mpps on a single core as this is the main
property we focus upon.
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2.3 Benchmarking methodology and packet generators

RFC 2544 [25] is a standard specifying a suite of tests to benchmark networking de-
vices. Vendors of hardware networking devices commonly offer performance evaluations
following this standard. Yet, with a publication date of March 1999 the standard is now
well over 20 years old – an eternity in this fast moving field.

One particular problem with this standard is the way latency measurements are spec-
ified. It calls for measuring the latency of a single packet after 60 seconds of test time
and then repeating that 20 times and reporting the average. While this methodology
is perfectly reasonable for a completely predictable device, it is not sufficient for a soft-
ware device. For example, a software router that uses a high-level language featuring
a garbage collector might suffer from unpredictable and rare pause times. Many more
measurements are required to find these.

The Linux Foundation project “Open Platform for NFV” features the sub-project VSperf
which takes a look at performance characterization of virtual switches [121]. They pub-
lished a summary of their methodology as RFC 8204 [158] in 2017 which addresses many
of the problems that showed up when considering software instead of hardware boxes as
systems under test. For example, they explicitly talk about latency distributions and
outliers instead of relying on a simplistic metric like just the average. However, the
RFC is intentionally very vague about the exact measurement parameters and report
formats to use compared to the old RFC 2544.

For this dissertation, we use these standards as guides for making sure our tests follow
the best practice for test setups and consistent terminology. Strictly following the
prescribed methodology is too limiting: RFC 2544 is too old to be applicable and
RFC 8204 is too vague in parameters. We pick ideas and tests that make sense in
context and add our own. In particular, we conduct many white-box tests whereas
standards only describe black-box tests.

It should be noted that the development of RFC 8204 overlapped with the work on
this dissertation. In fact, the packet generator MoonGen developed for this dissertation
is used in the reference implementation of the VSperf project and the author of this
dissertation attended multiple IETF meetings discussing this new RFC.

2.4 Test Setups Used in this Dissertation

Table 2.1 gives the relevant hardware information about the primary test systems used
throughout this dissertation. As this work was done over the course of several years
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CPU Frequency Cores NICs
Server 1 Intel Xeon E5-2620 v3 2.4GHz 6 Intel 82599, X540,

X550, XL710
Server 2 2x Intel Xeon E5-2630 v4 2.2GHz 20 Intel 82599, X540,

X550, XL710
Server 3 Intel Xeon E3-1230 v2 3.3GHz 4 Intel 82599
Server 4 Intel Xeon E3-1230 3.2GHz 4 Intel 82599
Server 5 Intel Xeon D-1537 2.3GHz 8 Intel X552 (SoC)

Table 2.1: Server systems used for experiments throughout this dissertation

(experiments conducted between 2014 and 2020) some details (e.g., swapping NICs,
cabling, software upgrades) vary between the individual setups. Details about software
and other hardware, where relevant, is given in the description of the experiments using
the setups throughout this dissertation.

Server 1 and Server 2 are directly connected with 10Gbit/s and 40Gbit/s direct attach
copper cabling for the (Q)SFP+ NICs Intel 82599 and XL710, and Cat 5e cables for the
X540 and X550. These serve as the main development servers on which the bulk of this
work was done. Most experiments in this dissertation were conducted on Server 1, and
it is also the one used as an example in Section 2.1. Server 2 is used for experiments
requiring a NUMA architecture and as a packet generator running MoonGen (Chapter 5)
for experiments on Server 1.

Server 3 and Server 4 are also directly connected to each other, in this case with single
mode fiber cabling. Server 3 serves as system under test, and server 4 as packet gen-
erator. Server 5 is connected via a passive tap device (fiber optic splitter) to intercept
traffic between servers 3 and 4, see Figure 2.2.

2.4.1 Latency Measurement Setups
MoonGen’s latency measurements are restricted to sample the latency of random packets
in the stream, it cannot measure the latency of every single packet (Section 5.6.4). This
is more than sufficient to match requirements for common benchmarking standards
(Section 2.3) and also yields enough data for almost all experiments devised for this
disseration. Yet, there is one experiment in this work for which this was not sufficient:
In Section 4.7 we take a close look into the worst-case behavior and jitter introduced
by just-in-time compilation and garbage collection in high-level languages, we need to
capture more packets than a simple test setup supports to reliably catch rarely occurring
events.
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Figure 2.2: Wiring with fiber optic splitters to measure latencies via a third server.

Figure 2.2 shows a setup that allows us to intercept packets in one direction before and
after the device under test by inserting fiber optic splitters into the setup. The packet
generator inserts a sequence number into each packet which is used by the dedicated
timestamping server to correlate the two copies of the received packet. This timestamper
needs hardware that is able to capture the timestamps of all received packets. Doing this
typically requires expensive dedicated timestamping hardware [4], it is a rare feature
on inexpensive commodity NICs. We use an Intel X552 NIC which is embedded in
the Xeon D-1537 system on chip CPU in Server 5. This is the only commodity NIC
with an SFP+ port that features this timestamping capability that was available. On
the software side we run MoonSniff, based on MoonGen (Section 5), which achieves an
accuracy of 20 ns for latency measurements [5, 4].

2.4.2 System Configuration
We disabled the CPU’s automatic frequency adjustment features to get reproducible
results. All processes of the software under test were always explicitly pinned to CPU
cores to avoid noise due to core migration. Power saving features of the systems were
also disabled to reduce noise.
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2.5 User Space Packet Processing
This section is based on joint work by Paul Emmerich, Maximilian Pudelko, Simon Bauer, Stefan Huber,
Thomas Zwickl, and Georg Carle [44] and joint work by Paul Emmerich, Simon Ellmann, Fabian Bonk,
Alex Egger, Esaú García Sánchez-Torija, Thomas Günzel, Sebastian Di Luzio, Alexandru Obada, Maximilian
Stadlmeier, Sebastian Voit, and Georg Carle [43].

Traditional software network applications build on top of the socket layer offered by the
operating system. This is a flexible solution: the socket API is a stable and battle-tested
interface that is available to virtually all programming languages. The problem is that
it is by far too slow to be economically viable as a platform to replace existing hardware
implementations of network functions.

Network functions have therefore traditionally been built directly into the kernel of op-
erating systems, yielding a performance advantage of about one order of magnitude.
Two examples utilizing kernel components are Open vSwitch [132], a virtual switch im-
plementing OpenFlow, and the Click modular router [92], a platform to build network
functions via user-provided modules. But writing kernel code is a cumbersome process
with slow turn-around times. The environment restricts your choice of programming
language: usually only C is possible, sometimes C++, and dynamic or scripting lan-
guages are completely missing. A crash of the application can take the whole operating
system with it, posing a risk for safety and the lack of isolation mechanisms typically
offered by operating systems is a potential security problem. Yet, for many network
functions running in the kernel is still the state of the art, for example, the Linux
routing and firewalling subsystems are widely used.

The solution is, paradoxically, a move back to user space. Slowness is not an inherent
property of a user space application, the problem is only moving data between the
application and the hardware. In other words: a new IO interface can fix the problems
without having to impose the restrictions of the kernel environment on the application.
Over the past decade a large variety of solutions for this have sprung up and network
functions with high performance requirements have moved back from the kernel to user
space.

This move happened in two steps: First, frameworks like PF_RING DNA (2010) [114],
PSIO (2010) [62, 63], netmap (2012) [148], and PFQ (2012) [18] provided a fast-path to
the network driver from user space applications. They speed up packet IO by providing
a kernel module that maps DMA buffers into a user space application. These frame-
works are not user space drivers: all of them rely on a driver running in the kernel,
some requiring minor driver modifications. Using these frameworks meant increased
performance but often also a loss of access to hardware functionality that was available
in the kernel. These APIs all have poor support for hardware offloading features found
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on modern network cards. The next step were user space drivers: DPDK [96] (open
sourced in 2013) and Snabb [99] (2012) move the entire driver logic into a user space
process by mapping PCIe resources and DMA buffers into a user space library, running
the driver in the same process as the application via the uio or vfio Linux subsystems.

An example for this move from a kernel component to something using a user space
driver is the Click modular router [92]: It started out as a kernel extension in 1999
and was later sped up with a netmap interface in 2012 as a demonstration of netmap
itself [148]. Finally, a DPDK backend was added in 2015 to increase performance even
further [15]. Similar migration paths can also be found in other open source projects:
Open vSwitch comes with a kernel module and had plans to add both netmap and
DPDK [132], the DPDK backend was merged in 2014, the netmap version never left
the proof of concept stage [119]. The firewall pfSense [134] started out by using kernel
components, then experimented with both netmap and DPDK in 2015 and finally chose
DPDK [84] as the path forward.

Network functions performing this move inherited a bias towards paradigms found in
the kernel. For example, we show in Section 4.3.5 that there is a bias towards the
programming language C in low-level network applications compared to performance-
critical network applications on higher layers. Also, the user space drivers are directly
derived from the in-kernel version and hence written in C in DPDK. There is room for
improvement: we can still increase flexibility for network functions, for example by using
more modern programming languages and paradigms as we demonstrate in Chapter 4.

2.6 Network Function Virtualization

Network function virtualization is an umbrella term for all kinds of different network
hardware being softwarized. Examples include firewalls, VPN gateways, intrusion detec-
tion systems, routers and even seemingly simple devices like switches. The key point here
is that the actual function is decoupled from the hardware: A traditional deployment
of network functions is not only inflexible when it comes to adding new functionality
to existing hardware, but also to the physical location of the devices. A virtualized
network can deploy a network function on any server. For example, a mobile virtual
network provider can deploy a software network function at the edge in the network of
the infrastructure provider without placing their own hardware at every location. [106]

Running the network function in software is a prerequisite to achieve the goals of net-
work function virtualization. Deployment can work via traditional virtualization by
deploying a virtual machine image, via containers or via plugins for specialized network
applications (e.g., Click [92] or Snabb [99] modules). Our thesis is concerned with the
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foundations for building such applications in a highly performant manner, not with the
higher layers of the actual application logic. We care about getting network packets
to (and from) a NFV application in the fastest possible way while avoiding to impose
restrictions on the actual applications.

2.7 Evolution of Networking Hardware

Our thesis is that moving networking processing logic from dedicated hardware to
general-purpose CPUs is the way to go in the future. Moving functionality from dedi-
cated hardware into general-purpose CPUs is nothing new. For example, floating point
calculations were once the domain of dedicated co-processors such as the Intel 8087
math coprocessor announced in 1980 [126]. Later, this functionality became a standard
part of the general-purpose Intel 80486 CPU in 1989 [78]. Moving math functionality
is relatively straight-forward because of well-defined abstraction layers in compilers and
math libraries such that the transition is mostly seamless for users of the functions.

Some functionality used for software-based packet processing devices is supported by
dedicated processing units on the CPUs. For example, the AES-NI instruction set to
speed up encryption with AES was added to Intel CPUs in 2008 [74]. It can be used to
speed up VPN gateways using AES encryption [94]. Intel’s 82599 NIC (2009, 10Gbit/s)
also offers AES offloading capabilities for IPsec on the NIC [73], this functionality was
removed from later Intel NICs, e.g., from the XL710 NIC (2014, 40Gbit/s) [77].

Integrating high-speed network connectivity directly on the CPU is also common. For
example, both Intel’s Xeon D CPUs (2015) [79] and AMD’s Ryzen Embedded series
(2018) [138] feature multiple 10Gbit/s network ports as part of the CPU. However,
these NICs are internally still attached via PCIe and not truly embedded in the core,
i.e., they are part of a system on chip design. Our driver ixy (Chapter 3) supports the
NICs found on Intel Xeon D CPUs as they are a variant of the aforementioned Intel
82599 chip.

Software development drives hardware development and vice versa in an endless virtu-
ous cycle. The work done for this dissertation (started in 2014) was during a golden
age for packet processing in software: netmap (2012) [148] and DPDK (2013) [96] un-
locked high-speed paths to the hardware, allowing researchers and engineers to achieve
unprecedented performance in software. The unlocked flexibility enabled innovation
in packet processing devices, see Section 2.6. Ever growing demands for performance
cause engineers and researchers to look for faster hardware to run their software. For
example, the number of hardware queues available on NICs grew from 64 to 768 on
Intel NICs between 2009 (Intel 82599) and 2014 (Intel XL710) [77, 73]. However, as
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demand for bandwidth grows engineers and researchers are again looking to offload
compute-intensive operations to the NICs, driving their development further. As of-
floading operations grow more complex a whole new world is opening up: running
software directly on the NICs, driving software development.

2.7.1 Another Future: Offloading More to the NIC
This dissertation is focused upon 10Gbit/s networks with some experiments done on
40Gbit/s connections. However, the increase in raw speed of network links has out-
paced the development of processing power of CPUs [169]. So researchers are currently
looking into approaches to offload more work onto the NICs to cope with challenges
for 100Gbit/s and 400Gbit/s systems. Offloading is the exact opposite of what we are
advocating here.

Putting more logic into the NIC to cope with higher network speeds is not a new trend.
Myricom published a NIC based on their LANai chip which features a general-purpose
CPU in 1995 to handle 1Gbit/s network connections in high-performance computing
applications [156].

A more recent example is Corundum (2020), an open source 100Gbit/s NIC that can
be used as a platform for experimental implementations of offloading features and new
protocols [48]. One example for an offloading opportunity is the transport layer, Nano-
Transport demonstrates handling 3801 million requests per second on the transport
layer in a hardware implementation [8].

Beside offloading to dedicated hardware, there is a second interesting approach: bringing
the CPU and NIC closer together. One way of achieving this is by integrating the NIC
tighter with the CPU and removing the PCIe bottleneck as PCIe link speeds have
increased at a slower rate than network link speeds and CPU processing speeds [169].
Lightning NIC is one such proposal which would give a NIC direct access to a core’s
registers [66]. This not only circumvents the PCIe link, but it also overcomes the latency
associated with loading data from the L3 cache into the CPU core (Section 2.1).

A more practical (commercial hardware exists) approach are smart NICs with general-
purpose CPUs to bring the CPU closer to the NIC instead of the other way around.
Mellanox BlueField NICs feature an entire general-purpose ARM64 system running
Linux [104]. These NICs run DPDK internally, which makes porting existing DPDK

1 In a simulation assuming they can achieve 3.2GHz for their chip if they were to build an application-
specific integrated circuit.
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applications straightforward. Optimizing hardware in this way is orthogonal to our
work: Lessons learned from this dissertation apply equally to software running on such
systems.
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Chapter 3

Fast User Space Network Drivers

At the core of a modern software-based packet processing system lies a fast specialized
driver. The default drivers of operating systems can’t cope with the requirements of
such systems, so several specialized drivers were developed. Commonly used drivers such
those found in DPDK, are complex beasts that can be hard to understand. Yet it is
important to understand your building blocks, especially those that are your foundations
for achieving a good performance.

Our quest to fully understand the software stack of an application leads us right to
these foundations. So we start the investigation in this dissertation by writing our own
custom network driver. Having a custom network driver allows us to truly understand
what it does and how it can achieve a high performance. In this chapter, we take a deep
dive into the gory details of high-speed drivers.

The goal for this chapter is to answer our research question Q1: What makes software-
based packet processing fast? We need to gain an understanding of the basic principles
before we can walk up the stack to higher layers. We design an architecture for a driver
and discuss different trade-offs for performance.

The remainder of this chapter is based on our publication about user space network
drivers which is joint work by Paul Emmerich, Maximilian Pudelko, Simon Bauer,
Stefan Huber, Thomas Zwickl, and Georg Carle [44]. A full account of the author’s
contributions is given in Section 3.7.
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3.1 Introduction and Motivation

Developers and researchers often treat user space drivers as black-boxes that magically
increase speed. Abstractions hiding driver details from developers are an advantage:
they remove a burden from the developer. However, all abstractions are leaky, especially
when performance-critical code such as high-speed networking applications are involved.
We therefore believe it is crucial to have at least some insights into the inner workings
of drivers when developing high-speed networking applications.

We present ixy, a user space driver and packet IO framework that is architecturally sim-
ilar to DPDK [96] and Snabb [99]. Both use full user space drivers, unlike netmap [148],
PF_RING [115], PFQ [18], or similar frameworks that rely on a kernel driver. ixy is
designed for educational use only, i.e., you are meant to use it to understand how user
space packet frameworks and drivers work, not to use it in a production environment.
Our whole architecture, described in Section 3.3, aims at simplicity and is trimmed
down to the bare minimum. We currently support the Intel ixgbe family of NICs (cf.
Section 3.4). A packet forwarding application is less than 1,000 lines of C code including
the whole network driver, the implementation is discussed in Section 3.4.

It is possible to read and understand drivers found in other frameworks, but ixy’s driver
is at least an order of magnitude simpler than other implementations. For example,
DPDK’s implementation of the ixgbe driver needs 5,400 lines of code just to handle
receiving and sending packets in a highly optimized way. They implement the same
functionality multiple times, providing optimized code paths based on available vector
instruction sets and enabled hardware offloading features. ixy’s receive and transmit
path for the same driver is only 127 lines of code. The trade-off is that our implemen-
tation is slower (no CPU-specific optimization) and we support almost no hardware
offloading features.

It is not our goal to support every conceivable scenario, hardware feature, or optimiza-
tion. We aim to provide a platform for experimentation with driver-level features or
optimizations. ixy is available under the BSD license for this purpose [2].

3.2 Background and Related Work

A multitude of packet IO frameworks have been built over the past years, each focusing
on different aspects with different trade-offs. They can be broadly categorized into two
categories: those relying on a driver running in the kernel (Figure 3.1) and those that
re-implement the whole driver in user space (Figure 3.2).
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Examples for the former category are netmap [148], PF_RING ZC [115], PFQ [18],
and OpenOnload [154]. They all use the default driver (sometimes with small custom
patches) and an additional kernel component that provides a fast interface based on
memory mapping for the user space application. Packet IO is still handled by the
kernel driver here, but the driver is attached to the application directly instead of the
kernel datapath, see Figure 3.1. This has the advantage that integrating existing kernel
components or forwarding packets to the default network stack is feasible with these
frameworks. By default, these applications still provide an application with exclusive
access to the NIC. Parts of the NIC can often still be controlled with standard tools
like ethtool to configure packet filtering or queue sizes. However, hardware features
are often poorly supported, e.g., netmap lacks support for most offloading features [50].

Note that none of these two advantages is superior to the other, they are simply different
approaches for a similar problem. Each solution comes with unique advantages and
disadvantages depending on the exact use case.

netmap [148] and XDP [82] are good examples of integrating kernel components with
specialized applications. netmap (a standard component in FreeBSD and also available
on Linux) offers interfaces to pass packets between the kernel network stack and a user
space app, it can even make use of the kernel’s TCP/IP stack with StackMap [167].
Further, netmap supports using a NIC with both netmap and the kernel simultaneously
by using hardware filters to steer packets to receive queues either managed by netmap
or the kernel [17]. XDP is technically not a user space framework: the code is compiled
to eBPF which is run by a JIT in the kernel, this restricts the choice of programming
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language to those that can target eBPF bytecode (typically, a subset of C is used [27]).
It is a default part of the Linux kernel nowadays and hence very well integrated. It is
well-suited to implement firewalls that need to pass on traffic to the network stack [55].
More complex applications can be built on top of it with AF_XDP sockets, resulting in
an architecture similar to netmap applications. Despite being part of the kernel, XDP
does not yet work with all drivers as it requires a new memory model for all supported
drivers. At the time of writing, XDP in kernel 5.15 (current long-term support kernel)
supports fewer drivers than DPDK [81, 35].

DPDK [96], Snabb [99], and ixy implement the driver completely in user space. DPDK
still uses a small kernel module with some drivers, but it does not contain driver logic
and is only used during initialization. Snabb and ixy require no kernel code at all, see
Figure 3.2. A main advantage of the full user space approach is that the application has
full control over the driver leading to a far better integration of the application with the
driver and the hardware. DPDK features the largest selection of offloading and filtering
features of all investigated frameworks [36]. The downside is the poor integration with
the kernel, DPDK’s KNI (kernel network interface) needs to copy packets to pass them
to the kernel unlike XDP or netmap which can just pass a pointer. Other advantages of
DPDK are its support in the industry, mature code base, and large community. DPDK
supports virtually all NICs commonly found in servers [35], far more than any other
framework we investigated here.

ixy is a full user space driver as we want to explore writing drivers and not interfacing
with existing drivers. Our architecture is based on ideas from both DPDK and Snabb.
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The initialization and operation without loading a driver is inspired by Snabb, the API
based on explicit memory management, batching, and driver abstraction is similar to
DPDK.

3.3 Design

The language of choice for the explanation here and initial implementation is C as the
lowest common denominator of systems programming languages. Our design goals are:

• Simplicity. A forwarding application including a driver should be less than 1,000
lines of C code.

• No dependencies. One self-contained project including the application and driver.

• Usability. Provide a simple-to-use interface for applications built on it.

• Speed. It should be reasonable fast without compromising simplicity, find the
right trade-off.

It should be noted that the Snabb project [99] has similar design goals; ixy tries to be
one order of magnitude simpler. For example, Snabb targets 10,000 lines of code [85],
we target 1,000 lines of code and Snabb builds on Lua with LuaJIT instead of C limiting
accessibility.

3.3.1 Architecture
ixy only features one abstraction level: it decouples the used driver from the user’s
application. Applications call into ixy to initialize a network device by its PCI address,
ixy choses the appropriate driver automatically and returns a struct containing function
pointers for driver-specific implementations. We currently expose packet reception,
transmission, and device statistics to the application. Packet APIs are based on explicit
allocation of buffers from specialized memory pool data structures.

Applications include the driver directly, ensuring a quick turn-around time when mod-
ifying the driver. This means that the driver logic is only a single function call away
from the application logic, allowing the user to read the code from a top-down level
without jumping between complex abstraction interfaces or even system calls.

3.3.2 NIC Selection
ixy is based on custom user space re-implementation of the Intel ixgbe driver cut down
to their bare essentials. We tested our ixgbe driver on Intel X550, X540, and 82599ES
NICs. All other frameworks except DPDK are also restricted to very few NIC models
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(typically 3 or fewer families) and ixgbe is (except for OpenOnload only supporting
their own NICs) always supported.

We chose ixgbe for ixy because Intel releases extensive datasheets and the ixgbe NICs
are commonly found in commodity servers. These NICs are also interesting because
they expose a relatively low-level interface to the drivers. Other NICs like the newer
Intel XL710 series or Mellanox ConnectX-4/5 follow a more firmware-driven design: a
lot of functionality is hidden behind a black-box firmware running on the NIC and the
driver merely communicates via a message interface with the firmware which does the
hard work. This approach has obvious advantages such as abstracting hardware details
of different NICs allowing for a simpler more generic driver. However, our goal with ixy
is understanding the full stack—a black-box firmware is counterproductive when the
goal is to understand the inner workings.

We also implemented a driver for virtual VirtIO NICs tested against VirtualBox and
qemu with and without vhost-user. VirtIO was selected as second driver to ensure that
everyone can run the code without hardware dependencies. However, its performance
proved to be too low to be interesting in the context of this dissertation, the main
bottleneck was identified to be the crossing of the VM/hypervisor barrier.

3.3.3 User Space Drivers in Linux
There are two subsystems in Linux that enable user space drivers: uio and vfio, we
support both.

uio exposes all necessary interfaces to write full user space drivers via memory mapping
files in the sysfs pseudo filesystem. These file-based APIs give us full access to the
device without needing to write any kernel code. ixy unloads any kernel driver for the
given PCI device to prevent conflicts, i.e., there is no driver loaded for the NIC while
ixy is running.

vfio offers more features: IOMMU and interrupts are only supported with vfio. How-
ever, these features come at the cost of additional complexity: It requires binding the
PCIe device to the generic vfio-pci driver and it then exposes an API via ioctl
syscalls on special files.

One needs to understand how a driver communicates with a device to understand how
a driver can be written in user space. A driver can communicate via two ways with a
PCIe device: The driver can initiate an access to the device’s Base Address Registers
(BARs) or the device can initiate a direct memory access (DMA) to access arbitrary
main memory locations. BARs are used by the device to expose configuration and
control registers to the drivers. These registers are available either via memory mapped
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IO (MMIO) or via x86 IO ports depending on the device, the latter way of exposing
them is deprecated in PCIe [130].

Accessing Device Registers
MMIO maps a memory area to device IO, i.e., reading from or writing to this memory
area receives/sends data from/to the device. uio exposes all BARs in the sysfs pseudo
filesystem, a privileged process can simply mmap them into its address space. vfio
provides an ioctl that returns memory mapped to this area. Devices expose their
configuration registers via this interface where normal reads and writes can be used to
access registers. For example, ixgbe NICs expose all configuration, statistics, and de-
bugging registers via the BAR0 address space. Our implementations of these mappings
are in pci_map_resource() in pci.c and in vfio_map_region() in libixy-vfio.c.

A potential pitfall is that the exact size of the read and writes are important, e.g.,
accessing a single 32 bit register with two separate 16 bit reads will typically fail and
trying to read multiple small registers with one read might not be supported. The
exact semantics are up to the device, Intel’s ixgbe NICs only expose 32 bit registers
that support partial reads (except clear-on-read registers) but not partial writes.

DMA in User Space
DMA is initiated by the PCIe device and allows it to read/write arbitrary physical
addresses. This is used to access packet data and to transfer the DMA descriptors
(pointers to packet data) between driver and NIC. DMA needs to be explicitly enabled
for a device via the PCI configuration space, our implementation is in enable_dma() in
pci.c for uio and in vfio_enable_dma() in libixy-vfio.c for vfio. DMA memory
allocation differs significantly between uio and vfio.

uio DMA memory allocation: Memory used for DMA transfer must stay resident in
physical memory. mlock(2) [87] can be used to disable swapping. However, this only
guarantees that the page stays backed by memory, it does not guarantee that the phys-
ical address of the allocated memory stays the same. The linux page migration mech-
anism can change the physical address of any page allocated by the user space at any
time, e.g., to implement transparent huge pages and NUMA optimizations [97]. Linux
does not implement page migration of explicitly allocated huge pages (2MiB or 1GiB
pages on x86). ixy therefore uses huge pages which also simplify allocating physically
contiguous chunks of memory. Huge pages allocated in user space are used by all in-
vestigated full user space drivers, but they are often passed off as a mere performance
improvement [69, 153] despite being crucial for reliable allocation of DMA memory.
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The user space driver hence also needs to be able to translate its virtual addresses
to physical addresses, this is possible via the procfs file /proc/self/pagemap, the
translation logic is implemented in virt_to_phys() in memory.c.

vfio DMAmemory allocation: The previous DMA memory allocation scheme is specific
to a quirk in Linux on x86 and not portable. vfio features a portable way to allocate
memory that internally calls dma_alloc_coherent() in the kernel like an in-kernel
driver would. This syscall abstracts all the messy details and is implemented in our
driver in vfio_map_dma() in libixy-vfio.c. It requires an IOMMU and configures
the necessary mapping to use virtual addresses for the device.

DMA and cache coherency: Both of our implementations require a CPU architecture
with cache-coherent DMA access. Older CPUs might not support this and require
explicit cache flushes to memory before DMA data can be read by the device. Modern
CPUs do not have that problem. In fact, one of the main enabling technologies for high
speed packet IO is that DMA accesses do not actually go to memory but to the CPU’s
cache on any recent CPU architecture.

Interrupts in User Space
vfio features full support for interrupts, vfio_setup_interrupt() in libixy-vfio.c
enables a specific interrupt for vfio and associates it with an eventfd file descriptor.
enable_msix_interrupt() in ixgbe.c configures interrupts for a queue on the device.

Interrupts are mapped to a file descriptor on which the usual syscalls like epoll are
available to sleep until an interrupt occurs, see vfio_epoll_wait() in libixy-vfio.c.

3.3.4 Memory Management
ixy builds on an API with explicit memory allocation similar to DPDK which is a very
different approach from netmap [148] that exposes a replica1 of the NIC’s ring buffer
to the application. Memory allocation for packets was cited as one of the main reasons
why netmap is faster than traditional in-kernel processing [148]. Hence, netmap lets
the application handle memory allocation details. Many forwarding cases can then
be implemented by simply swapping pointers in the rings. However, more complex
scenarios where packets are not forwarded immediately to a NIC (e.g., because they are
passed to a different core in a pipeline setting) do not map well to this API and require

1Not the actual ring buffers to prevent user-space applications from crashing the kernel with invalid
pointers.
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adding manual buffer management on top of this API. Further, a ring-based API is very
cumbersome to use compared to one with memory allocation.

It is true that memory allocation for packets is a significant overhead in the Linux
kernel, we have measured a per-packet overhead of 102 cycles when forwarding packets
with Open vSwitch on Linux for allocating and freeing packet memory (measured with
perf, more details in [40]). Note that forwarding 10 Gbit/s with minimum-sized packets
on a single 2.4GHz CPU core leaves a budget of only 161 cycles/packet in total, see
Section 2.2. That means more than half of the available time is spent on memory
management overhead in the Linux kernel.

This overhead is almost completely due to (re-)initialization of the kernel sk_buff
struct: a large data structure with a lot of metadata fields targeted at a general-purpose
network stack. Linux mixes high-level protocol logic with low-level driver and memory
management logic: Every protocol supported by the kernel stores data in this struct,
leading to a more complex re-initialization process (more/bigger writes) on a larger
struct (poorer memory locality). Memory allocation in ixy (with minimum metadata
required for the driver) only adds an overhead of 30 cycles/packet. The idea is that you
only pay for the features you need, the buffer is extensible and you can add your own
additional metadata if necessary.

ixy’s API is the same as DPDK’s API when it comes to sending and receiving packets
and managing memory. It can best be explained by reading the example applications
ixy-fwd.c and ixy-pktgen.c. The transmit-only example ixy-pktgen.c creates a
memory pool, a fixed-size collection of fixed-size packet buffers and pre-fills them with
packet data. It then allocates a batch of packets from this pool, adds a sequence
number to the packet, and passes them to the transmit function. The transmit function
is asynchronous: it enqueues pointers to these packets, the NIC fetches and sends them
later. Previously sent packets are freed asynchronously in the transmit function by
checking the queue for sent packets and returning them to the pool. This means that a
packet buffer cannot be re-used immediately, the ixy-pktgen example looks therefore
quite different from a packet generator built on a classic socket API.

The forward example ixy-fwd.c can avoid explicit handling of memory pools in the
application: the driver allocates a memory pool for each receive ring and automatically
allocates packets. Allocation is done by the packet reception function, freeing is either
handled in the transmit function as before or by dropping the packet explicitly if the
output link is full. Exposing the rings directly similar to netmap could significantly
speed up this simple example application at the cost of usability.
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3.3.5 Security Considerations
User space drivers effectively run with root privileges even if they drop privileges after
initializing devices: they can use the device’s DMA capabilities to access arbitrary mem-
ory locations, negating some of the security advantages of running in user space. This
can be mitigated by using the IO memory management unit (IOMMU) to isolate the
address space accessible to a device at the cost of an additional (hardware-accelerated)
lookup in a page table for each memory access by the device.

IOMMUs are available on CPUs offering hardware virtualization features as they were
designed to pass PCIe devices (or parts of them via SR-IOV) directly into VMs in
a secure manner. Linux abstracts different IOMMU implementations via the vfio
framework which is specifically designed for “safe non-privileged userspace drivers” [98]
beside virtual machines. Our vfio backend allows running the driver and application
as an unprivileged user. Of the investigated other frameworks only netmap supports
this. DPDK also offers a vfio backend and has historically supported running with
unprivileged users, but recent versions no longer support this with most drivers. Snabb’s
vfio backend was removed because of the high maintenance burden and low usage.

3.4 ixgbe Implementation

All page numbers and section numbers for the Intel datasheet refer to revision 3.3 of
the 82599ES datasheet [73].

ixgbe devices expose all configuration, statistics, and debugging registers via the BAR0
MMIO region. The datasheet lists all registers as offsets in this configuration space in
Section 9 [73]. We use ixgbe_type.h from Intel’s driver as a machine-readable version
of the datasheet, it contains defines for all register names and offsets for bit fields. This
is technically a violation of both our goals about dependencies and lines of code, but we
only effectively use less than 100 lines that are just defines and simple structs. There
is nothing to be gained from manually copying offsets and names from the datasheet or
this file.

3.4.1 NIC Ring API
NICs expose multiple circular buffers called queues or rings to transfer packets. The
simplest setup uses only one receive and one transmit queue. Multiple transmit queues
are merged on the NIC, incoming traffic is split according to filters or a hashing algorithm
if multiple receive queues are configured. Both receive and transmit rings work in a
similar way: the driver programs a physical base address and the size of the ring. It
then fills the memory area with DMA descriptors, i.e., pointers to physical addresses
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Figure 3.4: Overview of a receive queue. The ring uses physical addresses and is shared with the NIC.

where the packet data is stored with some metadata. Sending and receiving packets is
done by passing ownership of the DMA descriptors between driver and hardware via
a head and a tail pointer. The driver controls the tail, the hardware the head. Both
pointers are stored in device registers accessible via MMIO.

The initialization code is in ixgbe.c starting from line 114 for receive queues and from
line 173 for transmit queues. Further details are in the datasheet in Section 7.1.9 and
in the datasheet sections mentioned in the code.

Receiving Packets
The driver fills up the ring buffer with physical pointers to packet buffers in start_rx_
queue() on startup. Each time a packet is received, the corresponding buffer is returned
to the application and we allocate a new packet buffer and store its physical address
in the DMA descriptor and reset the ready flag. We also need a way to translate
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the physical addresses in the DMA descriptor found in the ring back to its virtual
counterpart on packet reception. This is done by keeping a second copy of the ring
populated with virtual instead of physical addresses, this is then used as a lookup table
for the translation.

Figure 3.3 illustrates the memory layout: the DMA descriptors in the ring to the left
contain physical pointers to packet buffers stored in a separate location in a memory
pool. The packet buffers in the memory pool contain their physical address in a meta-
data field. Figure 3.4 shows the RDH (head) and RDT (tail) registers controlling the
ring buffer on the right side, and the local copy containing the virtual addresses to
translate the physical addresses in the descriptors in the ring back for the application.
ixgbe_rx_batch() in ixgbe.c implements the receive logic as described by Sections
1.8.2 and 7.1 of the datasheet. It operates on batches of packets to increase performance.
A naïve way to check if packets have been received is reading the head register from the
NIC incurring a PCIe round trip. The hardware also sets a flag in the descriptor via
DMA which is far cheaper to read as the DMA write is handled by the last-level cache
on modern CPUs. This is effectively the difference between an LLC cache miss and hit
for every received packet.

Transmitting Packets
Transmitting packets follows the same concept and API as receiving them, but the func-
tion is more complicated because the interface between NIC and driver is asynchronous.
Placing a packet into the ring does not immediately transfer it and blocking to wait for
the transfer is infeasible. Hence, the ixgbe_tx_batch() function in ixgbe.c consists
of two parts: freeing packets from previous calls that were sent out by the NIC followed
by placing the current packets into the ring. The first part is often called cleaning and
works similar to receiving packets: the driver checks a flag that is set by the hardware
after the packet associated with the descriptor is sent out. Sent packet buffers can then
be free’d, making space in the ring. Afterwards, the pointers of the packets to be sent
are stored in the DMA descriptors and the tail pointer is updated accordingly.

Checking for transmitted packets can be a bottleneck due to cache thrashing as both
the device and driver access the same memory locations [73]. The 82599 hardware im-
plements two methods to combat this: marking transmitted packets in memory occurs
either automatically in configurable batches on device side, this can also avoid unnec-
essary PCIe transfers. We tried different configurations (code in init_tx()) and found
that the defaults from Intel’s driver work best. The NIC can also write its current
position in the transmit ring back to memory periodically (called head pointer write
back) as explained in Section 7.2.3.5.2 of the datasheet. However, no other driver im-

34

https://github.com/emmericp/ixy/blob/b1cfa2240655f2644f7218abad3141236168f005/src/driver/ixgbe.c#L389
https://github.com/emmericp/ixy/blob/b1cfa2240655f2644f7218abad3141236168f005/src/driver/ixgbe.c#L442
https://github.com/emmericp/ixy/blob/b1cfa2240655f2644f7218abad3141236168f005/src/driver/ixgbe.c#L173


3.5 Performance Evaluation

plements this feature despite the datasheet referring to the normal marking mechanism
as “legacy”. We implemented support for head pointer write back on a branch [102] but
found no measurable performance improvements or effects on cache contention.

Batching
Each successful transmit or receive operation involves an update to the NIC’s tail pointer
register (RDT or TDT for receive/transmit), a slow operation. This is one of the reasons
why batching is so important for performance. Both the receive and transmit function
are batched in ixy, updating the register only once per batch.

Offloading Features
ixy currently only enables CRC checksum offloading. Unfortunately, packet IO frame-
works (e.g., netmap) are often restricted to this bare minimum of offloading features.
DPDK is the exception here as it supports almost all offloading features offered by the
hardware. However, its receive and transmit functions pay the price for these features
in the form of complexity.

We will try to find a balance and showcase selected simple offloading features in ixy in
the future. These offloading features can be implemented in the receive and transmit
functions, see comments in the code. This is simple for some features like VLAN
tag offloading and more involved for more complex features requiring an additional
descriptor containing metadata information.

3.5 Performance Evaluation

Recall the key performance numbers from Section 2.2: We want to handle 14.88 million
packets per second (Mpps) on a single core, leaving us with a time budget of 67.2 ns
per packet. ixy is much faster faster than that, so we increase the load and use two
10Gbit/s ports (29.76Mpps with minimum-sized packets) at the same time on the
same CPU core. We compare ixy’s ixy-fwd and compare it to a custom DPDK-based
forwarder implementing the same features.

Both forwarders move packets bidirectionally between two ports and modify a byte in
the packet to simulate a somewhat realistic workload. Not doing so would be highly
unrealistic: Loading data from the L3 cache (where the NIC puts the packet via DMA)
into the actual core of the CPU takes 53 clock cycles [109], a significant fraction of the
available time budget. We use an Intel Xeon E5-2620 v3 2.4GHz CPU here with several
different Intel NICs based on the ixgbe family (Server 1 from Section 2.4). Section 2.1
gives an overview over this architecture.
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Figure 3.5: Bidirectional single-core forwarding performance with varying CPU speed, batch size 32.

3.5.1 Methodology
We use the MoonGen packet generator developed for this dissertation (Chapter 5),
loading the system with the full rate of 29.76Mpps for all experiments unless men-
tioned otherwise in the description of a test setup. All measurements of throughput are
taken by loading the system for at least 10 seconds and taking an average throughput
observed by the packet generator every second. The packet rate varies by less than
0.1% both within a single run and between different runs, so we omit error bars in the
diagrams. Latency measurements are based on MoonGen’s hardware timestamping (see
Section 5.6).

3.5.2 Throughput
To quantify the baseline performance and identify bottlenecks, we run the forwarding
example while increasing the CPU’s clock frequency from 1.2GHz to 2.4GHz. Figure 3.5
compares the throughput of our forwarder on ixy and on DPDK when forwarding across
the two ports of a dual-port NIC and when using two separate NICs.

The better performance of both ixy and DPDK when using two separate NICs over one
dual-port NIC indicates a hardware limit. This bottleneck likely happens at the PCIe
level, but we were never able to confirm this with the available performance counters.
We run this test on Intel X520 (82599-based) and Intel X540 NICs with identical results.
ixy requires 96 CPU cycles to forward a packet, DPDK only 61.
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Figure 3.6: Bidirectional single-core forwarding performance with varying batch size.

The high performance of DPDK can be attributed to its more complex transmit path.
As noted in the beginning of this chapter, DPDK features 5,400 lines of code whereas
ixy only needs 127 lines. This more complex code features multiple different imple-
mentations of the transmit logic, each specialized for particular requirements. In this
experiment DPDK picked a vectorized code path specialized to the SIMD instructions
available on this CPU. It could only do so because we did not enable offloading features
at device configuration time (meaning the feature set is similar to ixy). DPDK also
requires us to use a batch size of at least 4 when used in this mode.

Disabling this transmit path in the DPDK configuration, or using an older version of
DPDK, increases the CPU cycles per packet to 91 cycles packet, still slightly faster than
ixy despite doing more (checking for more offloading flags). Overall, we consider ixy
fast enough for our purposes. For comparison, performance evaluations of older (2015)
versions of DPDK, PF_RING, and netmap and required ≈100 cycles/packet for DPDK
and PF_RING and ≈120 cycles/packet for netmap [51].

3.5.3 Batching
Batching is one of the main drivers for performance [52, 89, 14]. DPDK even requires
a minimum batch size of 4 when using the SIMD transmit path. Receiving or sending
a packet involves an access to the queue index registers, invoking a costly PCIe round-
trip. Figure 3.6 shows how the performance increases as the batch size is increased
in the bidirectional forwarding scenario with two NICs. Increasing batch sizes have
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Figure 3.7: Effect of prefetching on bidirectional single-core forwarding performance with varying
batch size.

diminishing returns: this is especially visible when the CPU is only clocked at 1.2GHz.
Reading the performance counters for all caches shows that the number of L1 cache
misses per packet increases as the performance gains drop off. Too large batches thrash
the L1 cache, possibly evicting lookup data structures in a real application. Therefore,
batch sizes should not be chosen too large. We conclude that a batch size of between
32 and 64 should be selected. Latency is also impacted by the batch size, but the effect
is negligible compared to other buffers (e.g., NIC ring size of 512).

3.5.4 Memory Prefetching
DMA writes by the NIC are stored in the CPU’s L3 cache by the memory controller
(cf. Section 2.1), so traditional memory prefetching from main memory to the caches
cannot be applied. However, memory prefetching is also effective when applied to
different layers of a cache hierarchy. We implemented prefetching in the receive loop
of the driver to evaluate its effect, the code is found on the branch prefetching. The
driver accesses all DMA descriptors within a batch, each DMA descriptor points to a
memory buffer containing both metadata and data. Applications on top of the driver
will then only access the memory buffer itself; this indirection between DMA descriptor
and packet buffer is an opportunity for prefetching.

Figure 3.7 shows the effects of explicitly prefetching packet data in the receive loop of
a driver on the forwarding application running the same benchmark as the previous
section. Prefetching at a batch size of 1 has no measurable effect because the access on
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Intr./polling Load Median 99th perc. 99.99th perc. Max
Polling 0.1Mpps 3.8µs 4.7µs 5.8µs 15.8µs
Intr., no throttling 0.1Mpps 7.7µs 8.4µs 11.0µs 76.6µs
Intr., ITR 10µs 0.1Mpps 11.3µs 11.9µs 15.3µs 78.4µs
Intr., ITR 200µs 0.1Mpps 107.4µs 208.1µs 240.0µs 360.0µs
Polling 0.4Mpps 3.8µs 4.6µs 5.8µs 16.4µs
Intr., no throttling 0.4Mpps 7.3µs 8.2µs 10.9µs 53.9µs
Intr., ITR 10µs 0.4Mpps 9.0µs 14.0µs 25.8µs 86.1µs
Intr., ITR 200µs 0.4Mpps 105.9µs 204.6µs 236.7µs 316.2µs
Polling 0.8Mpps 3.8µs 4.4µs 5.6µs 16.8µs
Intr., no throttling 0.8Mpps 5.6µs 8.2µs 10.8µs 81.1µs
Intr., ITR 10µs 0.8Mpps 9.2µs 14.1µs 31.0µs 70.2µs
Intr., ITR 200µs 0.8Mpps 102.8µs 198.8µs 226.1µs 346.8µs

Table 3.1: Forwarding latency by interrupt/poll mode.

the data by the application immediately follows the access on the DMA descriptor by
the driver. Larger batch sizes lead to a larger temporal difference between these two
accesses giving the CPU the necessary time to complete the prefetch in the background.
We observe a performance increase of up to 31% for the somewhat unrealistic case of
the 1.2GHz CPU. There is one scenario in which explicit prefetching harms perfor-
mance: when hitting the aforementioned hardware bottleneck at ≈22Mpps. Inserting
the prefetch instruction drops performance by up to 7% in this case, indicating that the
prefetch is being executed in the same hardware resource that causes the bottleneck.

We conclude that explicit prefetching is not crucial for performance in realistic scenarios
(batch size 32 to 64, CPU at full clock speed) on the Haswell EP CPU platform evaluated
here. The CPU’s heuristics about implicitly prefetching are sufficient since the packets
are stored and handled sequentially in an easily predictable pattern.

3.5.5 Interrupts
Interrupts are a common mechanism to reduce power consumption at low loads. How-
ever, interrupts are expensive: they require multiple context switches. This makes them
unsuitable for high packet rates. NICs commonly feature interrupt throttling (ITR,
configured in µs between interrupts on the NIC used here) to prevent overloading the
system. Operating systems often disable interrupts periodically and switch to polling
during periods of high loads (e.g., Linux NAPI, for more details please refer to [16]).
Our forwarder loses packets in interrupt mode at rates of above around 1.5Mpps even
with aggressive throttling configured on the NIC. All other tests except this one are
therefore conducted in pure polling mode.
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A common misconception is that interrupts reduce latency, but they actually increase
latency. The reason is that an interrupt first needs to wake the CPU from low-power
states (power states down to C6 are enabled on the test system), trigger a context switch
into interrupt context, trigger another switch to the driver and then poll the packets
from the NIC1. Note that if the interrupt rate is sufficiently high such that the system
is not an idle state when the interrupt arrives, then this penalty does not apply. Using
interrupts in this case is just unnecessary overhead in this case which is why Linux NAPI
does switch to polling under higher load. Yet, handling the packet with the interrupt
is still slower than permanently polling: the interrupt is additional work, it still needs
to poll after receiving the interrupt.

Table 3.1 shows latencies at low rates (where interrupts are effective) with and without
interrupt throttling (ITR) and polling. Especially tail latencies are affected by using
interrupts instead of polling. All timestamps were acquired with a fiber-optic splitter
and MoonGen taking a hardware timestamp of every single packet. Each measurement
was run for 10 seconds, so the data is based on 1,000,000 to 8,000,000 timestamps as
the load increases from 0.1Mpps to 0.8Mpps.

These results show that interrupts with a low throttle rate are feasible at low packet
rates. Interrupts are poorly supported in other user space drivers: Snabb offers no
interrupts, DPDK has limited support for interrupts (only some drivers) without built-
in automatic switching between different modes. Frameworks relying on a kernel driver
can use the default driver’s interrupt features, especially netmap offers good support
for power-saving via interrupts.

3.5.6 Profiling
We run perf on ixy-fwd running under full bidirectional load at 1.2GHz with two
different NICs using the default batch size of 32 to ensure that the CPU is the only
bottleneck. The performance scales linearly with CPU frequency with these settings
in this frequency range, so the CPU is the limiting factor. perf allows profiling with
the minimum possible effect on the performance: it periodically samples the current
execution state of a given program and derives utilization from this. We ran perf
for 5 minutes with a sampling frequency of 997Hz, a prime number to avoid overlap
with other period processes. Throughput drops by only ≈5% while perf is running.

1The same is true for Linux kernel drivers, the actual packet reception is not done in the hardware
interrupt context but in a software interrupt
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App/Function RX TX Forwarding Memory Mgmt.
ixy-fwd 44.8 14.7 12.3 30.4
ixy-fwd-inline 57.0 28.3 12.5 ?∗
DPDK v17.11 l2fwd 35.4 20.4 †6.1 ?∗
DPDK v1.6 l2fwd‡ 41.7 53.7 †6.0 ?∗

∗Memory operations inlined, separate profiling not possible.
†DPDK’s driver explicitly prefetches packet data on RX, so this is faster
despite performing the same action of changing one byte.

‡Old version 1.6 (2014) of DPDK, far fewer SIMD optimizations, measured
on a different system/kernel due to compatibility.

Table 3.2: Processing time in cycles per packet.

However, we have no way of guaranteeing that this overhead is distributed equally across
all functions.

Table 3.2 shows where CPU time is spent on average per forwarded packet and compares
it to DPDK. Receiving is slower because the receive logic performs the initial fetch, the
following functions operate on the L1 cache. ixy’s receive function still leaves room for
improvements, it is less optimized than the transmit function. There are several places
in the receive function where DPDK avoids memory accesses by batching compared
to ixy. However, these optimizations were not applied for simplicity in ixy: DPDK’s
receive function is quite complex and full of SIMD intrinsics leading to poor readability.
We also compare an old version of DPDK in the table that did not yet contain as many
optimizations; ixy outperforms the old DPDK version on the under-clocked CPU.

Overhead for memory management is significant (but still low compared to the 101
cycles/packet in the Linux kernel from Section 3.3.4). 59% of the time is spent in non-
batched memory operations and none of the calls are inlined. Inlining these functions
increases throughput by 6.5% but takes away our ability to account time spent in them.
Overall, the overhead of memory management is larger than we initially expected, but
we still think explicit memory management for the sake of a usable API is a good trade-
off. This is especially true for ixy aiming at simplicity, but also for other frameworks
targeting complex applications. Simple forwarding can easily be done on an exposed ring
interface, but anything more complex that does not sent out packets immediately (e.g.,
because they are processed further on a different core) requires memory management
in the user’s application with a similar performance impact.

3.5.7 Queue Sizes
Our driver supports descriptor ring sizes in power-of-two increments between 64 and
4096, the hardware supports more sizes but the restriction to powers of two simplifies
wrap-around handling. Linux defaults to a ring size of 256 for this NIC, DPDK’s
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Figure 3.8: Throughput (64Byte packets) with varying descriptor ring sizes at 2.4GHz.

example applications configure different sizes; the l2fwd forwarder sets 128/512 RX/TX
descriptors. Larger ring sizes such as 8192 are sometimes recommended to increase
performance [12] (source refers to the size as kB when it is actually number of packets).
Figure 3.8 shows the throughput of ixy with various ring size combinations. There is no
measurable impact on the maximum throughput for ring sizes larger than 64. Scenarios
where a larger ring size can still be beneficial might exist: for example, an application
producing a large burst of packets significantly faster than the NIC can handle for a
very short time.

The second performance factor that is impacted by ring sizes is the overall latency
caused by unnecessary buffering. Table 3.3 shows the latency of the ixy forwarder with
different ring sizes. Latency was measured by sampling 1,000 packets per second with
MoonGen over a period of at least 180 seconds.

The results show a linear dependency between ring size and latency when the system is
overloaded, but the effect under lower loads are negligible. Full or near full buffers are

Ring Sizes Load Median 99th perc. 99.9th perc.
64 15Mpps 5.2µs 6.4µs 7.2µs
512 15Mpps 5.2µs 6.5µs 7.5µs
4096 15Mpps 5.4µs 6.8µs 8.7µs
64 ∗29Mpps 8.3µs 9.1µs 10.6µs
512 ∗29Mpps 50.9µs 52.3µs 54.3µs
4096 ∗29Mpps 424.7µs 433.0µs 442.1µs

∗Device under test overloaded, packets were lost

Table 3.3: Forwarding latency by ring size and load.
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Figure 3.9: Single-core forwarding performance with and without huge pages and their effect on the
TLB.

no exception on systems forwarding Internet traffic due to protocols like TCP that try
to fill up buffers completely [54]. We conclude that tuning tips like setting ring sizes to
8192 [12] are detrimental for latency and likely do not help with throughput. ixy uses
a default ring size of 512 at the moment as a trade-off between providing some buffer
and avoiding high worst-case latencies.

3.5.8 Page Sizes without IOMMU
It is not possible to allocate DMA memory on small pages from user space in Linux
in a reliable manner without using the IOMMU as described in Section 3.3.3. Despite
this, we have implemented an allocator that performs a brute-force search for physically
contiguous normal-sized pages from user space. We run this code on a system without
NUMA and with transparent huge pages and page-merging disabled to avoid unexpected
page migrations. The code for these benchmarks is hidden on a branch [101] due to its
unsafe nature on some systems (we did lose a file system to rogue DMA writes on a
misconfigured server). Benchmarks varying the page size are interesting despite these
problems: kernel drivers and user space packet IO frameworks using kernel drivers only
support normal-sized pages. Existing performance claims about huge pages in drivers
are vague and unsubstantiated [69, 153].

Figure 3.9 shows that the impact on performance of huge pages in the driver is small.
The performance difference is 5.5% with the maximum ring size, more realistic ring
sizes only differ by 1-3%. This is not entirely unexpected: the largest queue size of 4096
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Figure 3.10: IOMMU impact on single-core forwarding at 2.4GHz.

entries is only 16 kiB large, storing pointers to up to 16MiB packet buffers. Huge pages
are designed for, and usually used with, large data structures, e.g., big lookup tables for
forwarding. The effect measured here is likely larger when a real forwarding application
puts additional pressure on the TLB (4096 entries on the CPU used here) due to its
other internal data structures. One should still use huge pages for other data structures
in a packet processing application, but a driver not supporting them is not as bad as
one might expect when reading claims about their importance from authors of drivers
supporting them.

3.5.9 Page Sizes and IOMMU Overhead
Memory access overhead changes if the device has to go through the IOMMU for every
access. Documentation for Intel’s IOMMU is sparse: The TLB size is not documented
and there are no dedicated performance counters. Neugebauer et al. experimentally
determined a TLB size of 64 entries with their pcie-bench framework [112] (vs. 4096
entries in the normal TLB). Our observations are also consistent with a TLB size of
only 64 entries. They note a performance impact for small DMA transactions with
large window sizes: 64 byte read throughput drops by up to 70%, write throughput by
up to 55%. 256 byte reads are 30% slower, only 512 byte and larger transactions are
unaffected [112]. Their results are consistent across four different Intel microarchitec-
tures including the CPU we are using here. They explicitly disable huge pages for their
IOMMU benchmark.
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Our benchmark triggers a similar scenario when not used with huge pages: We ask
the NIC to transfer a large number of small packets via DMA. Note that packets in a
batch are not necessarily contiguous in memory: Buffers are not necessarily allocated
sequentially and each DMA buffer is 2KiB large by default, of which only the first n
bytes will be transferred. This means only two packets share a 4 kiB page, even if the
packets are small. 2KiB is a common default in other drivers as it allows handling
normal sized frames without chaining several buffers (the NIC only supports DMA
buffers that are a multiple of 1 kiB). The NIC therefore has to perform several small
DMA transactions, i.e., the scenario is equivalent to a large transfer window in pcie-
bench.

Figure 3.10 shows that the IOMMU does not affect the performance if used with 2MiB
pages. However, the default 4KiB pages (that are safe and easy to use with vfio and
the IOMMU) are affected by the small TLB in the IOMMU. The impact of the IOMMU
on our real application is slightly smaller than in the synthetic pcie-bench tests: The
IOMMU decreases throughput by 62% for the commonly used batch size of 32 with small
packets when not using huge pages. Running the test with 128 byte packets decreases
throughput by 33% and 256 byte packets are not affected at all.

However, enabling huge pages completely mitigates the impact of the small TLB in the
IOMMU. Note that huge pages for the IOMMU are only supported since the Intel Ivy
Bridge CPU generation.

3.5.10 NUMA Considerations
Non-uniform memory access (NUMA) architectures found on multi-CPU servers present
additional challenges. Modern systems integrate cache, memory controller, and PCIe
root complex in the CPU itself instead of using a separate IO hub. This means that
a PCIe device is attached to only one CPU in a multi-CPU system, access from or to
other CPUs needs to pass over the CPU interconnect (QuickPath Interconnect on our
system). At the same time, the tight integration of these components allows the PCIe
controller to transparently write DMA data into the cache instead of main memory. This
works even when direct cache access (DCA) is not used (DCA is only supported by the
kernel driver, none of the full user space drivers implement it). Intel Data Direct I/O
(DDIO) is another optimization to prevent memory accesses by DMA [75]. However,
we found by reading performance counters that even CPUs not supporting DDIO do
not perform memory accesses in a typical packet forwarding scenario. DDIO is poorly
documented and exposes no performance counters, its exact effect on modern systems
is unclear. All recent (since 2012) CPUs supporting multi-CPU systems also support
DDIO. Our NUMA benchmarks where obtained on a different system, Server 2 from
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Ingress∗ Egress∗ CPU† Memory‡ Throughput
Node 0 Node 0 Node 0 Node 0 10.8Mpps
Node 0 Node 0 Node 0 Node 1 10.8Mpps
Node 0 Node 0 Node 1 Node 0 7.6Mpps
Node 0 Node 0 Node 1 Node 1 6.6Mpps
Node 0 Node 1 Node 0 Node 0 7.9Mpps
Node 0 Node 1 Node 0 Node 1 10.0Mpps
Node 0 Node 1 Node 1 Node 0 8.6Mpps
Node 0 Node 1 Node 1 Node 1 8.1Mpps

∗NUMA node connected to the NIC
†Thread pinned to this NUMA node
‡Memory pinned to this NUMA node

Table 3.4: Unidirectional forwarding on a NUMA system, both CPUs at 1.2 GHz.

Section 2.4, (2x Intel Xeon E5-2630 v4) than the previous results because we want to
avoid potential problems with NUMA for the other setups.

Our test system has one dual-port NIC attached to NUMA node 0 and a second one
to NUMA node 1. Both the forwarding process and the memory used for the DMA
descriptors and packet buffers can be explicitly pinned to a NUMA node. This gives us
8 possible scenarios for unidirectional packet forwarding by varying the packet path and
pinning. Table 3.4 shows the throughput at 1.2GHz. Forwarding from and to a NIC
at the same node shows one unexpected result: pinning memory, but not the process
itself, to the wrong NUMA node does not reduce performance. The explanation for this
is that the DMA transfer is still handled by the correct NUMA node to which the NIC
is attached, the CPU then caches this data while informing the other node. However,
the CPU at the other node never accesses this data and there is hence no performance
penalty. Forwarding between two different nodes is fastest when the memory is pinned
to the egress nodes and CPU to the ingress node and slowest when both are pinned
to the ingress node. Real forwarding applications often cannot know the destination of
packets at the time they are received, the best guess is therefore to pin the thread to the
node local to the ingress NIC and distribute packet buffer across the nodes. Latency
was also impacted by poor NUMA mapping, we measured an additional 1.7µs when
unnecessarily crossing the NUMA boundary.

3.6 Conclusions

The insights gained in this chapter address research question Q1 from Section 1.2: What
makes software-based packet processing fast? We now have an understanding about the
foundations and basic principles of fast packet processing in software.
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Having a completely custom driver allows us to look at individual effects in isolation.
Our key findings are that it is feasible to receive, modify, and forward a packet in only
96 clock cycles. It is crucial to have a batch size of at least 32 packets to achieve this,
see Sections 3.5.2 and 3.5.3. Further, we find that the NIC’s ring buffers should not be
configured to more than 512 entries in order to keep the latency at below 100µs even
under overload conditions (Section 3.5.7). Performance is not impacted by using the
IOMMU (to run without root privileges) if huge pages (2MiB) are used, we measure a
decrease of up to 62% in throughput with the default 4KiB page size (see Section 3.5.9).
We can now apply these learnings when going up in the stack in the following chapters.

The main takeaway from this chapter is the architecture of ixy (Section 3.3). ixy
serves as a base for our high-level language driver implementations following in the
next chapter. All following drivers are built on the exact same ideas to allow for a fair
comparison. The experiments conducted here also serve as baseline for a comparison of
drivers written in different languages for a quantitative comparison of different language
features.

3.7 Author’s Contributions

Sections 3.1 to 3.5 are based on the following publication [44]:

Paul Emmerich, Maximilian Pudelko, Simon Bauer, Stefan Huber, Thomas Zwickl,
and Georg Carle. “User Space Network Drivers”. In: ACM/IEEE Symposium on
Architectures for Networking and Communications Systems (ANCS 2019). IEEE.
Cambridge, UK, Sept. 2019

The author of this dissertation came up with the design for the ixy framework and
implemented its core together with the ixgbe (82599) driver. This includes hugepage-
based memory management logic that works without using vfio, the batch-based API,
and the ixgbe poll-mode driver itself. The author contributed to the IOMMU/vfio
design.

All experiments and benchmarks presented here were conceived and fully specified by
the author. The author also made contributions to the executions of the experiments
and test runs. All white-box profiling experiments were done by the author. Evaluation
and analysis of all experiment results was done by the author.

The following significant changes vs. the paper were made for this dissertation:

• Memory prefetching, an entirely new feature, was implemented for this disserta-
tion.
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• The evaluation of the effects of memory prefetching is new.

• References to our VirtIO implementation, which is not related to the main points
of our thesis, have been removed.
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Chapter 4

High-Level Languages for Network Dri-
vers

Our driver presented in the last chapter is written in C and is a stepping stone in
our journey towards understanding the use of high-level languages in the context of
network applications. A traditional and simple implementation in C serves as a good
baseline for comparisons with other languages as well as a universally readable reference
implementation.

Understanding if and how high-level languages can be used for software-based packet
processing systems (research question Q2) is the next step in our journey. We take
an experimental approach in this dissertation: We re-implement the same driver in a
variety of different languages and compare them.

Our goal for this chapter is to understand trade-offs: which language features are helpful
for network systems? What is their cost? For example, a language with garbage collec-
tion avoids bugs related to memory safety (a common problem in C), but the garbage
collector can stop our program at unpredictable times thus causing unpredictable la-
tency. We observe tail latencies of several hundred microseconds in some garbage col-
lected languages such as OCaml, Haskell and JavaScript (Section 4.7). Quantifying this
and other effects allows us to make an informed choice about the language selection.
We find that Rust is the ideal choice for a high-level language in drivers, we are able to
write 87% of the driver code in memory-safe code (Section 4.4.3) while achieving the
same latency and only sacrificing 2% throughput (Section 4.6.2).

The remainder of this chapter is based on our publication about high-level languages
for drivers which is joint work by Paul Emmerich, Simon Ellmann, Fabian Bonk, Alex



Chapter 4: High-Level Languages for Network Drivers

Egger, Esaú García Sánchez-Torija, Thomas Günzel, Sebastian Di Luzio, Alexandru
Obada, Maximilian Stadlmeier, Sebastian Voit, and Georg Carle [43]. A full account of
the author’s contributions is given in Section 4.9.

4.1 Introduction

C has been the go-to language for writing kernels since its inception. Device drivers are
also mainly written in C, or restricted subsets of C++ providing barely no additional
safety features, simply because they are tightly coupled with the kernel in all mainstream
operating systems. Network device drivers managed to escape the grasp of the kernel
with user space drivers such as DPDK [96] in the last years. Yet, all drivers in DPDK
are written in C as large parts of them are derived from kernel implementations. DPDK
consists of more than drivers: it is a whole framework for building fast packet processing
apps featuring code from utility functions to complex data structures — and everything
is written in C. This is not an unreasonable choice: C offers all features required for
low-level systems programming and allows fine-grained control over the hardware to
achieve high performance.

But with great power comes great responsibility: writing safe C code requires experience
and skill. It is easy to make subtle mistakes that introduce bugs or even security
vulnerabilities. Some of these bugs can be prevented by using a language that enforces
certain safety properties of the program. Our research questions are: Which languages
are suitable for driver development? What are the costs of safety features? A secondary
goal is to simplify driver prototyping and development by providing the primitives
required for user space drivers in multiple high-level languages.

We implement a user space driver tuned for performance for the Intel ixgbe family of
network controllers (82599ES, X540, X550, and X552) in 9 different high-level languages
featuring all major programming paradigms, memory management modes, and compila-
tion techniques. All implementations are written from scratch in idiomatic style for the
language by experienced programmers in the respective language and follow the same
basic architecture, allowing for a performance comparison between the high-level lan-
guages and our reference C implementation. For most languages our driver is the first
PCIe driver implementation tuned for performance enabling us to quantify the costs of
different language safety features in a wide range of high-level languages. Table 4.1 lists
the core properties of the selected languages.
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Language Main paradigm∗ Memory management Compilation
C Imperative Manual Compiled
Rust Imperative Ownership/RAII† Compiled (LLVM)
Go Imperative Garbage collection Compiled
C# Object-oriented Garbage collection JIT
Java Object-oriented Garbage collection JIT
OCaml Functional Garbage collection Compiled
Haskell Functional Garbage collection Compiled (LLVM)
Swift Protocol-oriented [1] Reference counting Compiled (LLVM)
JavaScript Imperative Garbage collection JIT
Python Imperative Garbage collection Interpreted
∗ All selected languages are multi-paradigm
† Ownership Based Resource Management/Resource Acquisition Is Initialization

Table 4.1: Languages used by our implementations

4.2 Background and Related work

Operating systems and device drivers predate the C programming language (1972 [145]).
Operating systems before C were written in languages on an even lower level: assembly
or ancient versions of ALGOL and Fortran. Even Unix started out in assembly language
in 1969 before it was re-written in C in 1973 [146]. C is a high-level language compared
to the previous systems: it allowed Unix to become the first portable operating system
running on different architectures in 1977 [151]. The first operating systems in a lan-
guage resembling a modern high-level language were the Lisp machines in the 70s. They
featured operating systems written in Lisp that were fast due to hardware acceleration
for high-level language constructs such as garbage collection. Both the specialized CPUs
and operating systems died in the 80s [30]. Operating systems development has been
mostly stuck with C since then.

Low-level packet forwarding applications traditionally deployed in the kernel due to
performance requirements are moving to dedicated user-space drivers to improve per-
formance even further. DPDK is the most feature-complete and commonly used user
space driver and is free of restrictions on the choice of programming language imposed
by the kernel environment. Yet, all drivers in DPDK are still written in C because large
part of their implementations are taken from kernel drivers. Snabb [99] (less popular
than DPDK and only 4 drivers vs. DPDK’s 27 drivers) is the only other performance-
optimized user space driver not written in C: It comes with drivers written in Lua
running in LuaJIT [123]. However, it makes extensive use of the LuaJIT foreign func-
tion interface [124] that erodes memory safety checks that are usually present in Lua.
We are not including Snabb in our performance comparison because its architecture re-
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quires additional ring buffers to connect drivers and “apps”, this makes it significantly
slower than our drivers for the evaluated use case.

Related work on high-level languages used in domains traditionally dominated by low-
level languages can be split into two categories:

1. Operating systems and unikernels in high-level languages

2. Language wrappers making low-level libraries available to applications in high-
level languages

These are discussed with our implementations in the respective languages in Section 4.4.

Unrelated work: Orthogonal to our proposal is the work on XDP [82] as it does not
replace drivers but adds a faster interface on top of them. Moreover, eBPF code for
XDP is usually written in a subset of C [27]. P4 [21] also deserves a mention here, it is
a high-level language for packet processing (but not for the driver itself). It primarily
targets hardware, software implementations run on top of existing C drivers, e.g., T4P4S
is using DPDK [164].

4.3 Motivation

Proponents of operating systems written in high-level languages such as Biscuit (Go) [31],
Singularity (Sing#, related to C#) [65], JavaOS [147], House (Haskell) [61], and Redox
(Rust) [143] tout their safety benefits over traditional implementations. Of these only
Redox is under active development with the goal of becoming a production system,
the others are research projects and/or abandoned. These systems are safer, but it is
unlikely that the predominant desktop and server operating systems will be replaced by
them any time soon.

Safe and secure operating systems can also be written in C by applying formal methods.
Doing so gives even stricter guarantees than the aforementioned high-level language
systems. One example of such an effort is the seL4 project, a microkernel written in
C. Their kernel consists of 8,700 lines of C and 600 lines of assembly and it required
an effort of 2.2 person years to build. The formal verification took another 20 person
years, showing that full format verification is an enormous overhead reserved for highly
specialized requirements. Their work is orthogonal to ours: seL4 relies on user space
drivers which are not included these numbers. [91]

Our work builds on Linux for practicality reasons, but the concepts are independent
of the underlying operating system. Given the immense effort required for full formal
verification it is not likely that we will see formally verified drivers on commodity servers
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Figure 4.1: NIC technology node vs. driver size

in the near future. It is not our goal to build a perfect system, we want to reduce
the attack surface (see Section 4.3.2). We argue that the goal of building a better
operating system with a lower attack surface can be achieved without replacing the entire
operating system. It is feasible to start writing user space drivers in safer languages
today, gradually moving parts of the system to better languages.

Drivers are also the largest attack surface (by lines of code) in modern operating systems
and they keep growing in complexity as more and more features are added. There are
real-world security issues in drivers that could have been prevented if they were written
in a high-level language [31]. User space drivers are more isolated from the rest of the
system than kernel drivers and can even run without root privileges if IOMMU hardware
is available, see Section 3.3.5.

4.3.1 Growing Complexity of Drivers
66% of the code in Linux 4.19 (current LTS at the time this study was done) is driver
code: 11.2M lines out of 17M in total, 21% (2.35M lines) of the driver code is in
network drivers. 10 years earlier (in 2009), Linux 2.6.29 had only 53% of the code in
drivers (3.7M out of 6.9M lines). Going back 10 more years to Linux 2.2.0 in 1999,
we count 54% in drivers (646 k out of 1.2M) with only 13% in network drivers. One
reason for the growing total driver size is that there are more drivers to support more
hardware.

Individual drivers are also increasing in complexity as hardware complexity is on the
rise. Many new hardware features need support from drivers, increasing complexity
and attack surface even when the number of drivers running on a given system does not
change. Figure 4.1 shows a linear correlation (R2 = 0.3613) between NIC technology
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node and driver complexity as a log-log scatter plot. The plot considers all Ethernet
drivers in Linux 4.19 and all network drivers in DPDK that do not rely on further
external libraries. We also omit DPDK drivers for FPGA boards (as these expect the
user to bring their own hardware and driver support), unfinished drivers (Intel ice),
drivers for virtual NICs, and 4 obsolete Linux drivers for which we could not identify
the speed. The linear relationship implies that driver complexity grows exponentially
as network speed increases exponentially.

4.3.2 Security Bugs in Linux
Cutler et al. evaluate security bugs leading to arbitrary code execution in the Linux
kernel found in 2017 [31]. They identify 65 security bugs leading to code execution and
find that 8 of them are use-after-free or double-free bugs, 32 are out-of-bounds accesses,
14 are logic bugs that cannot be prevented by the programming language, and 11 are
bugs where the effect of the programming language remains unclear [31]. The 40 memory
bugs (61% of the 65 bugs) can be mitigated by using a memory-safe language such as
their Go operating system Biscuit or our implementations. Performing an out-of-bounds
access is still a bug in a memory-safe language, but it will only crash the program if it
remains unhandled; effectively downgrading a code execution vulnerability to a denial of
service vulnerability. User space drivers can simply be restarted after a crash, crashing
kernel drivers usually take down the whole system.

We analyze these 40 memory bugs identified by Cutler et al. further and find that 39 of
them are located in 11 different device drivers (the other bug is in the Bluetooth stack).
The driver with the most bugs in this data set is the Qualcomm WiFi driver with 13
bugs, i.e., a total of 20% of all code execution vulnerabilities in the study could have
been prevented if this network driver was written in a memory safe high-level language.
The key result here is that rewriting device drivers in safer languages achieves 97.5% of
the improvement they gained by rewriting the whole operating system.

In theory, eliminating bugs by moving to a high-level languages could be done without
moving to the user space. In practice, the tight coupling of language and kernel makes
this harder than it seems. Our proposal is to decouple drivers (which has other benefits
such as isolation) and kernel to solve this.

4.3.3 Memory Safety Bugs in Windows
Microsoft’s Windows kernel is written in C and C++ and hence suffers from the same
preventable problem. They identified that about 70% of their security issues are due to
problems with memory safety [161]. The relative percentage of memory safety bugs has
been unchanged since 2006, this shows that efforts to improve memory safety in inher-
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Year DPDK∗ netmap† Snabb∗ PF_RING† PSIO† PFQ†

2010 0/0 0/0 0/0 0/0 1/1 0/0
2011 0/0 0/0 0/0 1/1 0/0 0/0
2012 0/1 1/4 0/0 0/4 0/1 0/1
2013 0/0 3/8 0/0 0/0 0/1 0/0
2014 4/11 4/14 0/0 0/4 1/1 1/2
2015 9/15 6/14 1/2 4/7 2/3 1/2
2016 12/22 1/12 0/1 0/1 0/0 1/1
2017 17/23 3/10 0/0 1/2 1/1 1/1

Sum 41/72 19/64 1/3 6/19 5/8 4/7
∗ User space driver
† Kernel driver with dedicated user space API

Table 4.2: Packet processing frameworks used in academia, cells are uses/mentions; e.g., 1/3 means 3
papers mention the framework, 1 of them uses it

ently unsafe languages have not helped. Microsoft is exploring memory-safe languages
for use in their operating system, starting with Rust [161].

4.3.4 The Rise of DPDK
Chapter 2 used the open source projects Click, Open vSwitch, and pfSense as motivat-
ing examples to show how network applications moved from running completely in the
kernel to user space frameworks with a kernel driver (e.g., netmap) to full user space
drivers (e.g., DPDK). This trend towards DPDK is also present in academia. We run a
full-text search for all user space packet processing frameworks on all publications be-
tween 2010 and 2017 in the ACM conferences SIGCOMM and ANCS, and the USENIX
conferences NSDI, OSDI, and ATC (n = 1615 papers). This yields 113 papers which we
skimmed to identify whether they merely mention a framework or whether they build
their application on top of it or even present the framework itself. Table 4.2 shows how
DPDK started to dominate after it was open sourced in 20131. The previously popular
netmap is still used as a reference to explain packet processing concepts.

4.3.5 Languages Used for DPDK Applications
Applications on top of DPDK are also not restricted to C, yet most users opt to use
C when building a DPDK application. This is a reasonable choice given that DPDK
comes with C example code and C APIs, but there is no technical reason preventing
programmers from using any other language. In fact, DPDK applications in Rust, Go,
and Lua exist [127, 71, 42].

1The paper mentioning DPDK in 2012 is the original netmap paper [148] referring to DPDK as a
commercial offering with similar goals.
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DPDK’s website showcases 21 projects building on DPDK. 14 (67%) of these are written
in C, 5 (24%) in C++, 1 in Lua [42], and 1 in Go [71]. There are 116 projects using
the #dpdk topic on GitHub, 99 of these are applications using DPDK; the others are
orchestration tools or helper scripts for DPDK setups. 69 (70%) of these are written in
C, 12 in C++, 4 in Rust (3 related to NetBricks [127], 1 wrapper), 4 in Lua (all related
to MoonGen [42]), 3 in Go (all related to NFF-Go [71]), and one in Crystal (a wrapper).

Determining whether 67% to 70% of applications being written in C is unusually high
requires a comparison baseline. Further up the network stack are web application frame-
works (e.g., nodejs or jetty) that also need to provide high-speed primitives for applica-
tions on the next higher layer. Of the 43 web platforms evaluated in the TechEmpower
benchmark [160] (the largest benchmark collection featuring all relevant web platforms)
only 3 (7%) are written in C. 17 different languages are used here, the dominant being
Java with 19 (44%) entries. Of course not all platforms measured here are suitable for
applications requiring high performance. But even out of the 20 fastest benchmarked
applications (“Single query” benchmark) only one is written in C and 3 in C++. Java
still dominates with 7 here. Go (3), Rust (2), and C# (1) are also present in the top 20.
This shows that it is possible to build fast applications on a higher layer in languages
selected here.

4.3.6 User Study: Mistakes in DPDK Applications Written in C
We task students with implementing a simplified IPv4 router in C on top of DPDK
for one of our networking classes. The students are a mix of undergraduate and post-
graduate students with prior programming experience, a basic networking class is a
pre-requisite for the class. Students are provided with a skeleton layer 2 forwarding
program that handles DPDK setup, threading logic, and contains a dummy routing
table. Only packet validation according to RFC 1812 [13], forwarding via a provided
dummy routing table implementation, and handling ARP is required for full credits.
ICMP and fragmentation handling is not required.

We received 55 submissions with at least partially working code, i.e., code that at least
forwards some packets, in which we identified 3 types of common mistakes summarized in
Table 4.3. Incorrect programs can contain more than one class of mistake. Logic errors
are the most common and include failing to check EtherTypes, forgetting validations,
and getting checksums wrong, these cannot be prevented by safer languages. Memory
bugs including use-after-free bugs can be prevented by the language. No out-of-bounds
access was made because the exercise offers no opportunity to do so: the code only needs
to operate on the fixed-size headers which are smaller than the minimum packet size.
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Total No mistakes Logic error Use-after-free Int overflow
55 12 28 13 14

100% 22% 51% 24% 25%

Table 4.3: Mistakes made by students when implementing an IPv4 router in C on top of DPDK

All integer overflow bugs happened due to code trying to decrement the time-to-live
field in place in the packet struct without first checking if the field was already 0.

Ethical considerations. As handling errors done by humans requires special care we
took all precautions to protect the privacy of the involved students. The study was
conducted by the original corrector of the exercise, these results are used for teaching
the class. No student code, answers, or any identifying information was ever given to
anyone not involved in teaching the class. All submissions are pseudonymized. We were
able to achieve the ethical goals of avoiding correlating errors with persons.

4.3.7 Summary
To summarize: (network) drivers are written in C which leads to preventable bugs in
both the drivers (Section 4.3.2) and in applications on top of them (Section 4.3.6). Con-
straints imposed by the kernel environment requiring C no longer apply (Section 4.3.4).
Driver complexity is growing (Section 4.3.1), so let’s start using safer languages.

4.4 Implementations in High-Level Languages

All of our implementations are written from scratch by experienced programmers in
idiomatic style for the respective language. We target Linux on x86 using the uio sub-
system to map PCIe resources into user space programs which we previously explained
in Section 3.3.3.

4.4.1 Architecture
All of our drivers implement the same basic architecture as the C driver discussed in
the previous chapter. Our C driver serves as reference implementation that our high-
level drivers are compared against. To summarize the architecture: all drivers are poll
mode drivers without interrupts, all APIs are based on batches of packets, and DMA
buffers are managed in custom memory pools. The memory pool for DMA buffers is
also needed despite automatic memory management: not all memory is suitable for use
as DMA buffers, simply using the language’s allocator is not possible. This restriction
potentially circumvents some of the memory safety properties of the languages in parts
of the driver.
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4.4.2 Challenges for High-Level Languages
There are three main challenges, all related to memory access, for user space drivers in
high-level languages compared to drivers in C. Refer to Section 3.3.3 for details about
how device memory is exposed to user space drivers in Linux.

Handling external memory
Two memory areas cannot be managed by the default memory allocator of the language
itself: memory-mapped IO regions and DMA buffers. The former are provided by the
device itself, the latter need special flags during allocation. These two requirements can
be handled by a custom memory allocator which needs access to the mmap and mlock
syscalls. We use a small C function in languages where these syscalls are either not
available at all or only supported with restricted flags.

Unsafe primitives
External memory, i.e., PCIe address space and DMA buffers, must be wrapped in
language-specific constructs that enforce bounds checks and allow access to the backing
memory. Many languages come with dedicated wrapper structs that are constructed
from a raw pointer and a length. For other languages we have to implement these
wrappers ourselves.

In any case, all drivers need to perform inherently unsafe memory operations that cannot
be checked by any language feature. However, just because some memory operations
must be unsafe does not mean that we should use a language in which all memory
operations are unsafe. The goal is to avoid unsafe operations wherever possible and
restrict the remaining unsafe operations to as few places as possible to reduce the
amount of code that needs to be manually audited for memory errors. In our Rust
implementation we only need unsafe memory access in 13% of the code, see Section 4.4.3.

An example for an inherently unsafe memory operation is accessing device registers. No
language runtime can have knowledge about how big the register file that is mapped
by our custom memory allocator really is. However, access to it can be restricted to a
single function that contains a bounds check.

This is, to some degree, a problem of the flat memory model of PCIe devices on the
x86 platform. If registers were accessed via specialized IO instructions, we could avoid
damage caused by out of bounds accesses to IO registers. x86 supports dedicated IO
ports, but accessing devices registers through them is deprecated in PCIe [130].
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Memory access semantics
Memory-mapped IO regions are memory addresses that are not backed by memory,
each access is forwarded to a device and handled there. Simply telling the language to
read or write a memory location in these regions can cause problems as optimizers make
assumptions about the behavior of the memory. For example, writing a control register
and never reading it back looks like a dead store to the language and the optimizer is
free to remove the access. Repeatedly reading the same register in a loop while waiting
for a value to be changed by the device, i.e., polling a device, looks like an opportunity
to hoist the read out of the loop.

C solves this problem with the volatile keyword guaranteeing that at least one read or
write access is performed. The high-level language needs to offer control over how these
memory accesses are performed. Atomic accesses and memory barriers found in concur-
rency utilities make stronger guarantees and can be used instead if the language does
not offer volatile semantics. Primitives from concurrency utilities can also substitute
the access-exactly-once semantics required for some device drivers.

Readers interested in gory details about memory semantics for device drivers are referred
to the Linux kernel documentation on memory barriers [95]. It is worth noting that all
modern CPU architectures offer a memory model with cache-coherent DMA simplifying
memory handling in drivers. We only test on x86 as proof of concept, but DPDK’s
support for x86, ARM, POWER, and Tilera shows that user space drivers themselves
are possible on a wide range of modern architectures. Some of our implementations in
dynamic languages likely rely on the strong memory model of x86 and might require
modifications to work reliably on architectures with a weaker memory model such as
ARM.

4.4.3 Rust Implementation
Rust is an obvious choice for safe user space drivers: safety and low-level features are
two of its main selling points. Its ownership-based memory management allows us to
use the native memory management even for our custom DMA buffers. We allocate
a lightweight Rust struct for each packet that contains metadata and owns the raw
memory. This struct is essentially being used as a smart pointer, i.e., it is often stack-
allocated. This object is in turn either owned by the memory pool itself, the driver, or
the user’s application. The compiler enforces that the object has exactly one owner and
that only the owner can access the object, this prevents use-after-free bugs despite using
a completely custom allocator. Rust is the only language evaluated here that protects
against use-after-free bugs and data races in memory buffers.
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External memory is wrapped in std::slice objects that enforce bounds checks on each
access, leaving only one place tagged as unsafe that can be the source of memory errors:
we need to pass the correct length when creating the slice. Volatile memory semantics
for accessing device registers are available in the ptr module.

IOMMU and interrupt support
We also implemented support for vfio in the Rust driver, all other implementations
only support the simpler uio interface. This interface enables us to use the IOMMU
to isolate the device and run without root privileges and to use interrupts instead of
polling under low load. Refer to Section 3.3.3 for a detailed discussion on the vfio vs
uio interfaces.

Related work
NetBricks (2016) [127] is a network function framework that allows users to build and
compose network functions written in Rust. It builds on DPDK, i.e., the drivers it uses
are written in C. They measure a performance penalty of 2% to 20% for Rust vs. C
depending on the network function being executed. This is consistent with our results,
see Section 4.6.2.

We also ported our driver to Redox (2015) [143], a real-world operating system under
active development featuring a microkernel written in Rust with user space drivers. It
features two network drivers for the Intel e1000 NIC family (predecessor of the ixgbe
family used here) and Realtek rtl8168 NICs. Table 4.4 compares how much unsafe code
their drivers use compared to our implementations. Inspecting the pre-existing Redox
drivers shows several places where unsafe code could be made safe with some more work
as showcased by our Redox port. Line count for our Linux driver includes all logic to
make user space drivers on Linux work, our Linux version therefore has more unsafe code
than the Redox version which already comes with the necessary functionality. These
line counts also show the relationship between NIC speed and driver complexity hold
true even for minimal drivers in other operating systems.

Code Unsafe
Driver NIC Speed [Lines] [Lines] % Unsafe
Our Linux implementation 10Gbit/s 961 125 13.0%
Our Redox implementation 10Gbit/s 901 68 7.5%
Redox e1000 1Gbit/s 393 140 35.6%
Redox rtl8168 1Gbit/s 363 144 39.8%

Table 4.4: Unsafe code in different Rust drivers
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4.4.4 Go Implementation
Go is a compiled systems programming language maintained by Google that is often
used for distributed systems. Memory is managed by a garbage collector tuned for
low latency. It achieved pause times in the low millisecond range in 2015 [144] and
sub-millisecond pause times since 2016 [11].

External memory is wrapped in slices to provide bounds checks. Memory barriers and
volatile semantics are indirectly provided by the atomic package which offers primitives
with stronger guarantees than required.

Related work
Biscuit (2018) [31] is a research operating system written in Go that features a network
driver for the same hardware as we are targeting here. Unlike all other research operating
systems referenced here, they provide an explicit performance comparison with C. They
observe GC pauses of up to 115 µs in their benchmarks and an overall performance of
85% to 95% of an equivalent C version. Unfortunately it does not offer a feasible way
to benchmark only the driver in isolation for a comparison.

NFF-GO (2017) [71] is a network function framework allowing users to build and com-
pose network functions in Go. It builds on DPDK, i.e., the drivers it uses are written in
C. Google’s Fuchsia [56] mobile operating system features a TCP stack written in Go
on top of C drivers.

4.4.5 C# Implementation
C# is a versatile JIT-compiled and garbage-collected language offering both high-level
features and systems programming features. Several methods for handling external
memory are available, we implemented support for two of them to compare them.
Marshal in System.Runtime.InteropServices offers wrappers and bounds-checked
accessors for external memory. C# also offers a more direct way to work with raw
memory: its unsafe mode enables language features similar to C, i.e., full support for
pointers with no bounds checks and volatile memory access semantics.

Related work
The Singularity (2004) research operating system [65] is written in Sing#, a dialect of
C# with added contracts and safety features developed for use in Singularity. It comes
with a driver for Intel 8254x PCI NICs that are architecturally similar to the 82599
NICs used here: their DMA ring buffers are virtually identical. All memory accesses
in their drivers are facilitated by safe APIs offered by the Singularity kernel. Safety is
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ensured by both static verification and runtime checks to ensure that the driver cannot
access memory that it is not supposed to access.

4.4.6 Java Implementation
Java is a JIT-compiled and garbage-collected language similar to C# (which was heavily
inspired by Java). The only standardized way to access external memory is by calling
into C using JNI, a verbose and slow foreign function interface. We target OpenJDK 12
which offers a non-standard way to handle external memory via the sun.misc.Unsafe
object that provides functions to read and write memory with volatile access semantics.
We implement and compare both methods here. Java’s low-level features are inferior
compared to C#, the non-standard Unsafe object is cumbersome to use compared to
C#’s unsafe mode with full pointer support. Moreover, Java does not support unsigned
integer primitives requiring work-arounds as hardware often uses such types.

Related work
JavaOS (1996) [147] was a commercial operating system targeting embedded systems
and thin clients written in Java, it was discontinued in 1999. Their device driver
guide [157] contains the source code of a 100Mbit/s network driver written in Java
as an example. The driver implements an interface for network drivers and calls out to
helper functions and wrapper provided by JavaOS for all low-level memory operations.

4.4.7 OCaml Implementation
OCaml is a compiled functional language with garbage collection. We use OCaml
Bigarrays backed by external memory for DMA buffers and PCIe resources, alloca-
tion is done via C helper functions. The Cstruct library [107] from the MirageOS
project [100] allows us to access data in the arrays in a structured way by parsing de-
finitions similar to C struct definitions and generating code for the necessary accessor
functions.

Related work and MirageOS integration
We also ported our driver to MirageOS (2013) [100], a framework for creating unikernels
written in OCaml with the main goal of improving security. MirageOS is not optimized
for performance (e.g., all packets are copied when being passed between driver and net-
work stack) and no performance evaluation is given by its authors (performance regres-
sion tests are being worked on [108]). MirageOS targets Xen, normal Unix processes,
and a multitude of hypervisors using the Solo5 unikernel execution environment [33]
including Linux’ KVM. The Xen version has a driver-like interface for Xen netfront
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(not a PCIe driver, though), the KVM version builds on the Solo5 unikernel execution
environment [33] that provides a VirtIO driver written in C.

Our port is the first PCIe driver written in OCaml in MirageOS, we target both the
unix backend and KVM backend. We added PCIe support to both MirageOS and Solo5
to enable this. Our Solo5 implementation of PCIe makes use of the IOMMU via the
vfio Linux subsystem to run unprivileged and safe drivers in unikernels.

4.4.8 Haskell Implementation
Haskell is a compiled functional language with garbage collection. All necessary low-
level memory access functions are available via the Foreign package. Memory allocation
and mapping is available via System.Posix.Memory.

Related work
House (2005) [61] is a research operating system written in Haskell focusing on safety.
Its functional interface to memory management, hardware, user-mode processes, and
low-level device IO enables formal verification using P-Logic [88]. No quantitative per-
formance evaluation is given.

PFQ [18] is a packet processing framework offering a Haskell interface and pfq-lang, a
specialized domain-specific language for packet processing in Haskell. It runs on top of
a kernel driver in C. Despite the focus on Haskell it is mainly written in C as it relies
on C kernel modules: PFQ is 75% C, 10% C++, 7% Haskell by lines of code.

4.4.9 Swift Implementation
Swift is a compiled language maintained by Apple mainly targeted at client-side ap-
plication development. Memory in Swift is managed via automatic reference counting,
i.e., the runtime keeps a reference count for each object and frees the object once it is
no longer in use. Despite primarily targeting end-user applications, Swift also offers all
features necessary to implement drivers. Memory is wrapped in UnsafeBufferPointers
(and related classes) that are constructed from an address and a size. Swift only per-
forms bounds checks in debug mode.

Related work
No other drivers or operating systems in Swift exist. The lowest level Swift projects
that are available are the Vapor [163] and Kitura [90] frameworks for server-side Swift.
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4.4.10 JavaScript Implementation
We build on Node.js [113] with the V8 JIT compiler and garbage collector, a common
choice for server-side JavaScript. We use ArrayBuffers to wrap external memory in a
safe way, these arrays can then be accessed as different integer types using TypedArrays,
circumventing JavaScript’s restriction to floating point numbers. We also use the BigInt
type that is not yet standardized but already available in Node.js. Memory allocation
and physical address translation is handled via a Node.js module in C.

Related work
JavaScript is rarely used for low-level code, the most OS-like projects are NodeOS [83]
and OS.js [6]. NodeOS uses the Linux kernel with Node.js as user space. OS.js runs
a window manager and applications in the browser and is backed by a server running
Node.js on a normal OS. Neither of these implements driver-level code in JavaScript.

4.4.11 Python Implementation
Python is an interpreted scripting language with garbage collection. Our implementa-
tion uses Cython for handling memory (77 lines of code), the remainder of the driver
is written in pure Python. Performance is not the primary goal of this version of our
driver, it is the only implementation presented here that is not explicitly optimized for
performance. It is meant as a simple prototyping environment for PCIe drivers and as
an educational tool.

Writing drivers in scripting languages allows for quick turn-around times during de-
velopment or even an explorative approach to understanding hardware devices in an
interactive shell. We provide primitives for PCIe driver development in Python that we
hope to be helpful to others as this is the first PCIe driver in Python to our knowledge.

VirtIO driver
We also implemented a driver for virtual VirtIO [117] NICs here to make this driver
accessible to users without dedicated hardware. A provided Vagrant [64] file allows
spinning up a test VM to get started with PCIe driver development in Python in a safe
environment.

Related work
Python is a popular [141] choice for user space USB drivers with the PyUSB library [142].
In contrast to our driver, it is mainly a wrapper for a C library. Python USB drivers are
used for devices that either mainly rely on bulk transfers (handled by the underlying C
library) or that do not require many transfers per second.
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Lang. Lines of code1 Lines of C code1 Source size (gzip2)
C [44] 831 831 12.9 kB
Rust 961 0 10.4 kB
Go 1640 0 20.6 kB
C# 1266 34 13.1 kB
Java 2885 188 31.8 kB
OCaml 1177 28 12.3 kB
Haskell 1001 0 9.6 kB
Swift 1506 0 15.9 kB
JavaScript 1004 262 13.0 kB
Python 1242 (Cython) 77 14.2 kB

1 Incl. C code, excluding empty lines and comments, counted with cloc
2 Compression level 6

Table 4.5: Size of our implementations stripped down to the core feature set

4.5 Evaluation

Table 4.5 compares the code size as counted with cloc ignoring empty lines and com-
ments, we also include the code size after compressing it with gzip to estimate informa-
tion entropy as lines of code comparisons between different languages are not necessar-
ily fair. We stripped features not present in all drivers (i.e., all (unit-)tests, alternate
memory access implementations, VirtIO support in C and Python, IOMMU/interrupt
support in C and Rust) for this evaluation. We also omit register definitions because
several implementations contain automatically generated lists of > 1000 mostly unused
constants for register offsets. All high-level languages require more lines than C, but the
Rust, Haskell, and OCaml implementations are smaller in size as their formatting style
leads to many short lines. Java and JavaScript require more C code due to boilerplate
requirements of their foreign function interfaces.

Table 4.6 summarizes protections against classes of bugs available to both our driver
implementations and applications built on top of them. The take-away here is that
high-level languages do not necessarily increase the work-load for the implementor while
gaining safety benefits. Subjectively, we have even found it easier to write driver code
in high-level languages — even if more lines of code were required — after figuring out
the necessary low-level details of the respective language (a one-time effort).

Bugs found in the C driver
Porting the C code to high-level languages also revealed bugs in the C implementation
discussed in the previous chapter. Three bugs were discovered in the C driver:
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General memory Packet buffers
Lang. OoB1 Use after free OoB1 Use after free Int overflows
C 7 7 7 7 7

Rust 3 3 (3)2 3 (3)5

Go 3 3 (3)2 (3)4 7

C# 3 3 (3)2 (3)4 (3)5

Java 3 3 (3)2 (3)4 7

OCaml 3 3 (3)2 (3)4 7

Haskell 3 3 (3)2 (3)4 (3)6

Swift 3 3 73 (3)4 3

JavaScript 3 3 (3)2 (3)4 (3)6

Python 3 3 (3)2 (3)4 (3)6

1 Out of bounds accesses
2 Bounds enforced by wrapper, constructor in unsafe or C code
3 Bounds only enforced in debug mode
4 Buffers are never free’d/gc’d, only returned to a memory pool
5 Disabled by default
6 Uses floating point or arbitrary precision integers by default

Table 4.6: Language-level protections against classes of bugs in our drivers and the C reference code

1. Memory for a queue storing configuration was allocated incorrectly, causing out-
of-bounds memory accesses in certain configurations

2. Logic error in queue selection when transmitting packets

3. The VirtIO driver (not discussed in this thesis) had a bug related to buffer man-
agement in the queues

Bug 1 would be caught during run-time in a memory-safe language by bounds checks.
In C it triggers undefined behavior opening doors for potential security vulnerabilities.
Bug 2 was a logic error that would not have been prevented by a better language. The
third bug was also unlikely to be prevented by a high-level language because it occurs
in a low-level part handling pointers to DMA buffers.

So even a small driver (≈ 1 000 lines) written by an experienced low-level developer
(the author of this dissertation) would have 33% fewer bugs if C was a memory-safe
language.

4.6 Performance

We test minimum-sized packets at full bidirectional line rate, i.e., up to 29.76Mpps at
20Gbit/s. Our C driver is also included in the experiments as a baseline.
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Figure 4.2: Forwarding rate of our implementations with different batch sizes

4.6.1 Test Setup
We run our drivers on a Xeon E3-1230 v2 CPU clocked at 3.3GHz with two 10Gbit/s
Intel X520 NICs (Server 3 from Section 2.4). Test traffic is generated with MoonGen
(Chapter 5). The test application built on top of the drivers is the same as used in the
previous Chapter, see Section 3.5. So all drivers configure the NICs with a queue size
of 512 and run a forwarding application that modifies one byte in the packet headers.
All tests are restricted to a single CPU core as we are interested in the worst-case
performance (Section 2.2).

4.6.2 Effect of Batch Sizes
Processing packets in batches is a core concept of all fast network drivers (Section 3.5.3).
Each received or sent batch requires synchronization with the network card, larger
batches therefore improve performance. Too large batch sizes fill up the CPU’s caches
so there are diminishing returns or even reduced performance. 32 to 128 packets per
batch is the sweet spot for user space drivers [52, 89, 14].

Figure 4.2 shows the maximum achievable bidirectional forwarding performance of our
implementations. We also run the benchmark at a reduced CPU frequency of 1.6GHz as
the performance of the C and Rust forwarders quickly hit some hardware bottleneck at
94% line rate at 3.3GHz. A few trade-offs for the conflicting goals of writing idiomatic
safe code and achieving a high-performance were evaluated for each language. Haskell
and OCaml allocate a new list/array for each processed batch of packets while all other
languages re-use arrays. Recycling arrays in these functional languages building on
immutable data structures would not be idiomatic code, this is one of the reasons for
their lower performance.
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Rust
Rust achieves 90% (batch size ≤ 32) to 98% (batch sizes ≥ 64) of the baseline C perfor-
mance when the CPU is at 1.6GHz1, making it the only competitor with a comparable
performance to C.

Our Redox port of the Rust driver only achieves 0.12Mpps due to performance bot-
tlenecks in Redox (high performance networking is not yet a goal of Redox). This is
still a factor 150 improvement over the pre-existing Redox drivers due to support for
asynchronous packet transmission.

Go
Go also fares reasonably well for a garbage-collected language, achieving about 76% of
C’s performance. This proves Go as a suitable candidate for a systems programming
language if performance is not the primary goal.

C#
The aforementioned utility functions from the Marshal class to handle memory proved to
be too slow to achieve competitive performance. Rewriting the driver to use C# unsafe
blocks and raw pointers in selected places improved performance by 40%. Synthetic
benchmarks show a 50-60% overhead for the safer alternatives over raw pointers. C#
performs slightly better than Go with large batch sizes.

Java
Our implementation heavily relies on devirtualization, inlining, and dead-code elimi-
nation by the optimizer as it features several abstraction layers and indirections that
are typical for idiomatic Java code. We used profiling to validate that all relevant
optimization steps are performed, almost all CPU time is spent in the transmit and
receive functions showing up as leaf functions despite calling into an abstraction layer
for memory access.

We use OpenJDK 12 with the HotSpot JIT, the Parallel garbage collector, and the
Unsafe object for memory access. Using JNI for memory access instead is several orders
of magnitude slower. Using OpenJ9 as JIT reduces performance by 14%. These results
are significantly slower than C# and show that C#’s low-level features are crucial
for fast drivers. One reason is that C# features value types that avoid unnecessary
heap allocations. We try to avoid object allocations by recycling packet buffers, but

1To avoid hitting unknown hardware bottlenecks observed at 3.3GHz
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Batch\GC CMS Serial Parallel G1 ZGC Shenandoah Epsilon
4 9.8 10.0 10.0 7.8 9.4 8.5 10.0

32 12.3 12.4 12.3 9.3 11.5 10.8 12.2
256 12.6 12.4 12.3 9.7 11.6 11.2 12.7

Table 4.7: Performance of different Java garbage collectors in Mpps when forwarding packets at
3.3GHz

writing allocation-free code in idiomatic Java is virtually impossible, so there are some
unavoidable allocations. OpenJDK 12 features 7 different garbage collectors which have
an impact on performance as shown in Table 4.7. Epsilon is a no-op implementation
that never frees memory, leaking approximately 20 bytes per forwarded packet. Note
that simply leaking memory is not necessarily faster than properly free’ing it, re-using
memory can be cheaper than allocating new one due to improved locality and fewer
requests to the OS for more and more memory.

OCaml
Enabling the Flambda [118] optimizations in OCaml 4.07.0 increases throughput by 9%.
An interesting optimization is representing bit fields as separate 16 bit integers instead
of 32 bit integers if possible: Larger integers are boxed1 in the OCaml runtime. This
increases performance by 0.7% when applied to the status bits in the DMA descriptors.

Our MirageOS port achieves 3.25Gbit/s TCP throughput using iperf and the Mirage
TCP stack on Mirage’s Unix backend (i.e., running Mirage as a process, not as a uniker-
nel in a VM). Targeting KVM (and enabling the IOMMU to do so) yields the same
throughput. This is an improvement of more than 100% over the built-in networking in
the KVM backend that exposes a TAP network device and achieves 1.6Gbit/s in the
same test.

Haskell
Compiler (GHC 8.4.3) optimizations seem to do more harm than good in this workload.
Increasing the optimization level in the default GHC backend from O1 to O2 reduces
throughput by 11%, we could not identify any reason for this. The data in the graph
is based on the LLVM backend which is 3.5% faster than the default backend at O1.
Enabling the threaded runtime in GHC decreases performance by 8% and causes the
driver to lose packets even at loads below 1Mpps due to regular GC pauses of several
milliseconds.

1Meaning they require additional metadata for the garbage collector.
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Swift
Swift increments a reference counter for each object passed into a function and decreases
it when leaving the function. This is done for every single packet as they are wrapped in
Swift-native wrappers for bounds checks. There is no good way to disable this behavior
for the wrapper objects while maintaining an idiomatic API for applications using the
driver. A total of 76% of the CPU time is spent incrementing and decrementing reference
counters. This is the only language runtime evaluated here that incurs a large cost even
for objects that are never free’d.

JavaScript
We also compare Node.js versions 10 (V8 6.9, current LTS), 11 (V8 7.0), and 12 (V8
7.5), older versions are unsupported due to lack of BigInt support. Node 10 and 11
perform virtually identical, upgrading to 12 degrades performance by 13% as access to
TypedArrays is slower in this version.

The main problem is the lack of normal integer data types in JavaScript, the only number
types available are 64 bit floating point values (doubles) and integers of variable lengths
called BigInts. Doubles have sufficient precision to store up to 54 bit long integers,
so it is possible to store many values in them. TypedArrays (which are faster than
plain DataViews) can be used to read up to 32 bit from raw memory into double values
which can be used to avoid BigInts in many places. However, sometimes 64 bit values
are unavoidable in which case BigInts are required which are slower than doubles.
Especially constructing BigInts proved to be a performance bottleneck.

Python
Python only achieves 0.14Mpps in the best case using the default CPython interpreter
in version 3.7. Most time is spent in code related to making C structs available to
higher layers. We are using constructs that are incompatible with the JIT compiler
PyPy. This is the only implementation here not optimized for performance, we believe
it is possible to increase throughput by an order of magnitude by re-cycling struct
definitions. Despite this we are content with the Python implementation as the main
goal was not a high throughput but a simple implementation in a scripting language for
prototyping functionality and to demonstrate implementation equivalence.

4.6.3 The Cost of Safety Features in Rust
Rust is our fastest implementation. It is also the only high-level language without
overhead for memory management here, making it an ideal candidate to investigate
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Batch 32, 1.6GHz Batch 8, 1.6GHz
Events per packet C Rust C Rust
Cycles 94 100 108 120
Instructions 127 209 139 232
Instr. per cycle 1.35 2.09 1.29 1.93
Branches 18 24 19 27
Branch mispredicts 0.05 0.08 0.02 0.06
Store µops 21.8 37.4 24.4 43.0
Load µops 30.1 77.0 33.4 84.2
Load L1 hits 24.3 75.9 28.8 83.1
Load L2 hits 1.1 0.05 1.2 0.1
Load L3 hits 0.9 0.0 0.5 0.0
Load L3 misses 0.3 0.1 0.3 0.3

Table 4.8: Performance counter readings in events per packet when forwarding packets

overhead further by profiling. There are only two major differences between the Rust
and C implementations:

(1) Rust enforces bounds checks while our C code contains no bounds checks (arguably
idiomatic style for C).

(2) C does not require a wrapper object for DMA buffers, it stores all necessary
metadata directly in front of the packet data the same memory area as the DMA
buffer.

However, the Rust wrapper objects can be stack-allocated and effectively replace the
pointer used by C with a smart pointer, mitigating the locality penalty. The main
performance disadvantage is therefore bounds checking.

We use CPU performance counters (read by perf stat over a period of 30 seconds
under full bidirectional load) to profile our forwarder with two different batch sizes.
Table 4.8 lists the results in events per forwarded packet. Recall the key performance
numbers from Section 2.2: we have up to 222 cycles available in total per packet on a
3.3GHz CPU to achieve our performance goal of 14.88Mpps on a single core.

Rust requires 65% (67%) more instructions to forward a single packet at a batch size of
32 (8). The number of branches executed rises by 33% (42%), the number of loads even
by 150% (180%). However, the Rust code only requires 6 (12) more cycles per packet
overall despite executing 82 (93) more instructions per packet. Synthetic benchmarks
can achieve an even lower overhead of bounds checking [45].

A modern superscalar out of order processor can effectively hide the overhead introduced
by these safety checks: normal execution does not trigger bounds check violations, the
processor is therefore able to correctly predict (branch mispredict rate is at 0.2% - 0.3%)
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and speculatively execute the correct path. The Rust code achieves about 2 instructions
per cycle vs. about 1.3 instructions with the C code.

A good example of speculatively executing code in the presence of bounds checks is the
Spectre v1 security vulnerability which exists due to this performance optimization in
CPUs [139]. Note that user space drivers are not affected by this vulnerability as the
program’s control flow does not cross a trust boundary (kernel space vs. user space) as
everything runs in the same process.

Caches also help with the additional required loads of bounds information: this workload
achieves an L1 cache hit rate of 98.5% (98.7%). Note that the sum of cache hits and
L3 misses is not equal to the number of load µops because some loads are executed
immediately after the store, fetching the data from the store buffer before it even reaches
the cache.

Another safety feature in Rust are integer overflow checks that catch mistakes common
in our user study (Section 4.3.6). Overflow checks are currently disabled by default in
release mode in Rust and have to be explicitly enabled with a compile-time flag. Doing
so decreases throughput by only 0.8% at batch size 8, the change with larger batch
sizes was less than 0.1%. Profiling shows that 9 additional instructions per packet
are executed by the CPU, 8 of them are branches. Total branch mispredictions are
unaffected, i.e., the branch check is always predicted correctly by the CPU. This is
another instance of speculative execution in an out-of-order CPU hiding the cost of
safety features.

4.6.4 Comparison with Other Language Benchmarks
Table 4.9 compares our performance results with the Computer Language Benchmarks
Game (CLBG) [60], a popular more general performance comparison of different lan-
guages. We use the “fastest measurement at the largest workload” data set from 2019-
07-21, summarized as geometric mean [46] over all benchmarks. Our results are for
batch size 32 (realistic value for real-world applications, e.g., DPDK default) at 1.6GHz
CPU speed to enforce a CPU bottleneck.

This shows that especially dynamic and functional languages pay a performance penalty
when being used for low-level code compared to the more general benchmark results.

Benchmark\Lang. Rust Go C# Java OCaml Haskell Swift JS Py.
Our results 98% 81% 76% 38% 38% 30% 16% 16% 1%
CLBG [60] 117% 34% 73% 52% 80% 65% 64% 28% 4%

Table 4.9: Performance results normalized to C, i.e., 50% means it achieves half the speed of C
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Our implementations (except Python) went through several rounds of optimization
based on profiling results and extensive benchmarks. While there are certainly some
missed opportunities for further minor optimization, we believe to be close to the op-
timum achievable performance for drivers in idiomatic code in these languages. Note
that the reference benchmark is also probably not perfect. Go and C# perform even
better at the low-level task of writing drivers than the general purpose benchmarks,
showing how a language’s performance characteristics depend on the use case. General-
purpose benchmark results can be misleading when writing low-level code in high-level
languages.

Note that Go seems to be doing particularly poorly on the CLBG benchmark. The Go
FAQ [57] blames this outcome on poorly optimized libraries used in these benchmarks.

4.7 Latency

Latency is dominated by the time a packet spends in buffers (due to queuing), not by
time spent handling a packet on the CPU. Our drivers forward packets in hundreds of
cycles, i.e., within hundreds of nanoseconds. A driver with a lower throughput is there-
fore not automatically one with a higher latency while operating below its maximum
service rate. The main factors driving up latency are pauses due to garbage collection
and the batch size.

Note that the batch size parameter is only the maximum batch size, a driver operating
below its limit will process smaller batches. Drivers running closer to their limits will
handle larger batches and incur a larger latency. Load is generated offered as constant
bit-rate traffic (cf. RFC 2544, RFC 1242 [24, 25]), meaning a constant gap between
packets, this leads to a uniform distribution of packet latencies within a batch: The
first packet having the largest (it arrived just after the previous batch was processed)
and the last the shortest (it arrived just before the batch was processed).

Our drivers run with ring sizes of 512 by default and configure the NIC to drop packets
if the receive ring is full instead of buffering them in the NIC to avoid buffer bloat under
overload conditions. More details on the effect of the ring size on latency can be found
in Section 3.5.7.

4.7.1 Test Setup
Choice of language does not affect the average or median latency significantly: garbage
collection pauses and JIT compilation are visible in tail latency. We therefore measure
the latency of all forwarded packets by inserting fiber optic splitters on both sides of
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the device under test, see Section 2.4.1 for a detailed description of the test setup. The
device under test uses an Intel Xeon E5-2620 v3 at 2.40GHz and a dual-port Intel X520
NIC (Server 1 from Section 2.4). All latencies were measured with a batch size of 32 and
ring size 512 under bidirectional load with constant bit-rate traffic. The device under
test has a maximum buffer capacity of 1,088 packets in this configuration. Different
batch sizes, ring sizes, and NUMA configurations as discussed in the previous chapter
affect latency in the same way for all programming languages and are therefore not
evaluated separately for all languages.

4.7.2 Tail Latencies
Figure 4.3 shows latencies of our drivers when forwarding packets at different rates,
all graphs are based on 10 million measured latencies. Note: for 20Mpps bidirectional
traffic must be used and our test setup (Section 2.4.1) only captures timestamps in one
direction. The data is plotted as CCDF to focus on the worst-case latencies. Imple-
mentations not able to cope with the offered load are omitted from the graphs — their
latency is simply a function of the buffer size as the receive buffers fill up completely.
No maximum observed latency is significantly different from the 99.9999th percentile.
Java and JavaScript lose packets during startup due to JIT compilation, we therefore
exclude the first 5 seconds of the test runs for these two languages. All other tests
shown ran without packet loss.

Rust and C
Even Rust and C show a skewed latency distribution with some packets taking 5 times
as long as the median packet. One reason for this is that all our drivers handle periodic
(1Hz) printing of throughput statistics in the main thread. Note that the 99.9999th
percentile means that one in a million packets is affected. Printing statistics once per
second at 1Mpps or more thus affects latency at this level. A second reason is that it
is not possible to isolate a core completely from the system on Linux. Some very short
local timer interrupts are even present with the isolcpus kernel option.

C outperforms Rust at 20Mpps in the long tail because of non-linear effects of buffer
usage and effective batch sizes as you approach the limit of the system. Even small
differences in performance can result in comparatively large changes to the worst-case
latency (here: difference starts to show at the ≈ 99.9th percentile).

Go
Go’s low-latency garbage collector achieves the lowest pause times of any garbage-
collected language here. Latency suffers at 20Mpps because the driver operates at
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Figure 4.3: Tail latency of our implementations when forwarding packets

its limit on this system here. Cutler et al. measured a maximum garbage collection
pause of 115µs in their Go operating system, demonstrating that sub-millisecond pauses
with Go are possible even in larger applications.
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Figure 4.4: Forwarding latency of Java at 1Mpps with different garbage collectors

C#
C# features several garbage collector modes tuned for different workloads [105]. The de-
fault garbage collector caused a latency of 240 µs at the 99.9999th percentile at 10Mpps.
Switching it to SustainedLowLatency reduces latency to only 55 µs, this change also re-
duces the maximum achievable throughput by 1.2%. All measurements were performed
with the SustainedLowLatency garbage collector.

C# also uses a JIT compiler that might introduce additional pause times. However,
the compilation of most functions happens immediately after startup even if no packets
are forwarded: We implement a poll-mode driver that effectively warms up the JIT
compiler.

Java
Java exhibits packet loss and excessive latencies during the first few seconds of all test
runs, this is likely due to JIT compilation hitting a function only after the traffic flow
starts. All latency measurements for Java therefore exclude the first 5 seconds of the
test runs. Achieving these latencies with Java also required disabling periodic printing
of forwarding statistics.

Figure 4.3a shows results for the Shenandoah garbage collector which exhibited the
lowest latency. We also tried the different settings in Shenandoah that are recommended
for low-latency requirements [120]. Neither using a fixed-size heap with pre-touched
pages, nor disabling biased locking made a measurable difference. Changing the heuristic
from the default adaptive to static reduces worst-case latency from 338µs to 323 µs,
setting it to compact increases latency to 800µs.
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Figure 4.4 compares the latency incurred by the different available garbage collectors in
OpenJDK 12 while forwarding 1Mpps. We configured the lowest possible target pause
time of 1ms. Note that the maximum buffer time with this configuration is ≈1.1ms,
i.e., the CMS collector drops packets at this rate. This could be mitigated by larger
rings or by enabling buffering on the NIC if the ring is full. There is a clear trade-off
between throughput and latency for the different garbage collectors, cf. Table 4.7. ZGC
hits a sweet spot between high throughput and low latency. Even Epsilon (no-op, never
frees objects) is also not ideal, indicating that the garbage collector is not the only cause
of latency. This can likely be attributed to bad data locality as it fills up the whole
address space and caches, never re-using memory.

OCaml and Haskell
Both OCaml and Haskell ship with only a relatively simple garbage collector (compared
to Go, C#, and Java) not optimized for sub-millisecond pause times. Haskell even drops
packets due to garbage collection pauses when the multi-threaded runtime is enabled,
the single threaded runtime performs reasonably well.

Swift
It remains unclear why Swift performs worse than some garbage-collected languages.
Its reference counting memory management should distribute the work evenly and not
lead to spikes, but we observe tail latency comparable to the garbage-collected Haskell
driver.

JavaScript
JavaScript loses packets during startup, indicating that the JIT compiler is to blame,
the graph excludes the first 5 seconds. Even in the steady state the latency is far worse
than the others starting at the 90th percentile. The worst-case latency is at 359µs.

Python
Python exhibits packet loss even at low rates and is therefore excluded here, worst-case
latencies are several milliseconds even when running at 0.1Mpps.

4.8 Conclusion

Rewriting the entire operating system in a high-level language is a laudable effort but
unlikely to disrupt the big mainstream desktop and server operating systems in the near
future. We propose to start rewriting drivers as user space drivers in high-level languages
instead as they present the largest attack surface in an operating system (Section 4.3.1).
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39 of the 40 memory safety bugs in Linux examined here are located in drivers, showing
that most of the security improvements can be gained without replacing the whole
operating system, see Section 4.3.2. Network drivers are a good starting point for this
effort: User space network drivers written in C are already commonplace. Moreover,
they are critical for security: they are exposed to the external world or serve as a
barrier isolating untrusted virtual machines (e.g., CVE-2018-1059 in DPDK allowed
VMs to extract host memory due to a missing bounds check [37]).

Higher layers of the network stack are also already moving towards high-level languages
(e.g., the TCP stack in Fuchsia [56] is written in Go) and towards user space imple-
mentations. The transport protocol QUIC is only available as user space libraries, e.g.,
in Chromium [58] or CloudFlare’s quiche written in Rust [28]. Apple runs a user space
TCP stack on mobile devices [26]. User space stacks also call for a more modern inter-
face than POSIX sockets: the socket replacement TAPS is currently being standardized,
it explicitly targets “modern platforms and programming languages” [159]. This trend
simplifies replacing the kernel C drivers with user space drivers in high-level languages
as legacy interfaces are being deprecated.

Addressing research question Q2 from Section 1.2 (Can high-level languages be used in
software-based network devices?), we can now clearly say: yes. Our evaluation shows
that Rust is a prime candidate for safer drivers: Its ownership-based management system
prevents memory bugs even in custom memory areas not allocated by the language
runtime, see Section 4.5.

The cost of these safety and security features are only 2% of throughput (Section 4.6.2).
Rust’s ownership based memory management provides more safety features than lan-
guages based on garbage collection here and it does so without affecting latency (Sec-
tion 4.7.2). For these 2% in throughput we gain memory safety in 87% of the code
(Section 4.4.3).

We conclude that it is worthwhile to build packet processing systems in high-level lan-
guages, especially Rust. Our Rust implementation manages to forward 27.4Mpps on a
single 3.3GHz CPU core, well above our target of 14.88Mpps (Section 2.2). Go and
C# also manage to stay above the target rate at high CPU speeds and/or large batch
sizes, but with lower margins, see graphs in Section 4.6.2.

However, this was only the lowest software level on a stack of complexity. We evalu-
ated an application that does nothing but touch and forward a packet, having a large
performance margin is important to leave processing time for an application that does
something useful with the packet. Fully answering if and and how high-level languages
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can be used requires us to build a real-world application in a high-level language (Chap-
ter 5).

4.9 Author’s Contributions

Sections 4.1 to 4.8 are based on the following publication [43]:

Paul Emmerich, Simon Ellmann, Fabian Bonk, Alex Egger, Esaú García Sánchez-
Torija, Thomas Günzel, Sebastian Di Luzio, Alexandru Obada, Maximilian Stadl-
meier, Sebastian Voit, and Georg Carle. “The Case for Writing Network Drivers
in High-Level Programming Languages”. In: ACM/IEEE Symposium on Archi-
tectures for Networking and Communications Systems (ANCS 2019). IEEE. Cam-
bridge, UK, Sept. 2019

All high-level drivers discussed here were implemented by a team of students (as various
types of theses) advised by the author. All experiments in the paper and in this thesis
are either new or re-runs. No data beside the code artifacts from the student theses
were used for either the paper or this thesis.

The core architecture of all drivers is based on the author’s design. All experiments
and benchmarks presented here were conceived and fully specified by the author. The
author also made contributions to the executions of the experiments and test runs. All
analyses and conclusions drawn from the experimental results are the author’s work.
All comparisons between the different languages were done by the author. The micro-
architectural comparison and benchmark between the C and Rust implementation was
done by the author. The comparison of latency of different Java garbage collectors was
done by the author. The investigation of security issues in drivers, complexity of drivers,
the study about bugs in student C code, and the study of languages used for networking
applications were done by the author.

The following significant changes vs. the version published in the conference proceed-
ings1 were made for this thesis:

• The Java driver has been optimized for lower latency, the latency measurement of
it was repeated and the text was updated accordingly.

• The discussion about bugs in operating systems has been extended to include
Microsoft’s Windows operating system.

1The updated Java performance benchmarks have also been distributed on GitHub and in an updated
paper on the author’s web site

79



Chapter 4: High-Level Languages for Network Drivers

• A retrospective look at bugs found in the C driver while porting it to high-level
languages has been added.

• The OCaml driver has been extended to be better integrated with MirageOS with
IOMMU support.

80



Part III

Flexible Testing of Network
Devices





Chapter 5

MoonGen: A fast and flexible packet
generator

When we started to work on this dissertation project in 2014 the world of software-based
networking research was lacking a packet generator meeting the demands of modern
applications being developed. So we build our own software packet generator that
applies the core ideas of our thesis: Using high-level languages in domains traditionally
dominated by C or hardware implementations to gain flexibility.

MoonGen was explicitly designed to be more than just a tool required for our work:
We took care to make it user friendly and accessible to the whole research community.
Since its publication it has become the de-facto standard for packet generators in the
community. There are over 300 papers citing MoonGen, including several high-impact
papers published at SIGCOMM using MoonGen for their experimental evaluation [152,
93, 168].

We take a look at how software-based packet processing applications can be bench-
marked (research question Q3 from Section 1.2). Packet generators for such applications
require an extraordinarily high flexibility because testing entirely new kinds of devices
requires entirely new kinds of testing protocols. MoonGen also serves as a real-world
packet processing application that uses the high-level programming language Lua to
gain unprecedented flexibility by running user-defined code for every packet sent out
(Section 5.4). MoonGen achieves our performance goals of 14.88Mpps on a single CPU
core (Section 2.2) despite being written in a high-level scripting language.

Moreover, we take a look at replacing hardware with software and the trade-offs required
for precision (research question Q4). Packet generators are traditionally a domain dom-



Chapter 5: MoonGen: A fast and flexible packet generator

inated by specialized hardware, we instead use a high-level language here wherever we
can. This comes with trade-offs, especially in the domains related to latency measure-
ments. We find that we can use hardware features commonly found on commodity NIC
to implement precise (±12.8 ns) timestamping in hardware (Section 5.6).

The remainder of this chapter is based on our publication about MoonGen which is joint
work by Paul Emmerich, Sebastian Gallenmüller, Daniel Raumer, Florian Wohlfart, and
Georg Carle [42]. A full account of the author’s contributions is given in Section 5.10.

5.1 Introduction

Tools for traffic generation are essential to quantitative evaluations of network perfor-
mance. Hardware-based solutions for packet generation are expensive and in many
cases inflexible. Existing software solutions often lack performance or flexibility and
come with precision problems [23] (discussed in detail in Chapter 6).

The state of the art in packet generation, discussed further in Section 5.2, motivated
us to design MoonGen. Our novel software packet generator is flexible, fast, and pre-
cise without relying on special-purpose hardware. Moving the packet generation logic
into user-controlled Lua scripts ensures flexibility by utilizing modern high-level lan-
guages. We build on the JIT compiler LuaJIT [123] and the packet processing frame-
work DPDK [96]. Our architecture and its implementation are described in detail in
Section 5.3.

MoonGen is controlled through its API instead of configuration files. We explain the
interface in Section 5.4 by presenting code examples for typical use cases. The API
allows for applications beyond packet generation as it makes DPDK packet processing
facilities available to Lua scripts. Section 5.5 evaluates the performance of our approach.
We show that running Lua code for each packet is feasible and can even be faster than
an implementation written in C.

Our packet generator can also receive packets and measure round-trip latencies with sub-
microsecond precision and accuracy. We achieve this by using the hardware features of
Intel commodity NICs intended for clock synchronization across networks. Section 5.6
features a detailed evaluation of timestamping capabilities of modern commodity NICs.

Section 5.7 discusses different ways for rate control, both in software and hardware. We
also present a novel method for controlling inter-packet gaps to generate well-defined
traffic patterns. Our new approach requires only minimal hardware support and is
superior to existing pure software implementations.
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5.2 Related Work

Packet generators face a tradeoff between complexity and performance. This is reflected
in the available packet generators: Barebone high-speed packet generators with limited
capabilities on the one hand and feature-rich packet generators that do not scale to
high data rates on the other hand. While high-speed packet generators often only send
out pre-crafted Ethernet frames (e.g., pcap files), more advanced packet generators are
able to transmit complex load patterns by implementing and responding to higher-layer
protocols (e.g., web server load tester). Consequently, there is a lack of fast and flexible
packet generators. Besides mere traffic generation, many packet generators also offer the
possibility to capture incoming traffic and relate the generated to the received traffic.

The traditional approach to measure the performance of network devices uses hardware
solutions to achieve high packet rates and high accuracy [23]. Especially their ability
to accurately control the sending rate and precise timestamping are important in these
scenarios. Common hardware packet generators manufactured by IXIA, Spirent, or
XENA are tailored to special use cases such as performing RFC 2544 compliant device
tests [25]. They send predefined traces of higher-layer protocols, but avoid complex
hardware implementations of protocols. Therefore, these hardware appliances are on
the fast-but-simple end of the spectrum of packet generators. They are focused on well-
defined and reproducible performance tests for comparison of networking devices via
synthetic traffic. However, the high costs severely limit their usage [23].

NetFPGA is an open source FPGA-based NIC that can be used as a packet genera-
tor [110]. Although costs are still beyond commodity hardware costs, it is used more
often in academic publications. OSNT [7] is a packet generator and general-purpose
test tool that uses it to measure latencies with nanosecond accuracy.

Software packet generators running on commodity hardware are widespread for different
use cases. Especially traffic generators that emulate realistic traffic, e.g., Harpoon [155],
suffer from poor performance on modern 10Gbit/s links. We focus on high-speed traf-
fic generators that are able to saturate 10Gbit/s links with minimum-sized packets,
i.e., achieve a rate of 14.88Mpps. Bonelli et al. [19] implement a software traffic gen-
erator, which is able to send 12Mpps by using multiple CPU cores. Software packet
generators often rely on frameworks for efficient packet transmission [115, 148, 96] to
increase the performance further to the line rate limit. Less complex packet genera-
tors can be found as example applications for high-speed packet IO frameworks: zsend
for PF_RING ZC [115] and pktgen for netmap [148]. Wind River Systems provides
pktgen-dpdk [165] for DPDK [96]. pktgen-dpdk features a Lua scripting API that
can be used to control the parameters of the generator, but the scripts cannot modify
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the packets themselves. Further, existing tools for packet generation like Ostinato have
been ported to DPDK to improve their performance [122]. Previous studies showed that
software solutions are not able to precisely control the inter-packet delays [23, 29]. This
leads to micro-bursts and jitter, a fact that impacts the reproducibility and validity of
tests that rely on a precise definition of the generated traffic.

Ostinato is the most flexible software packet solution of the investigated options as it
features configuration through Python scripts while using DPDK for high-speed packet
IO. However, its scripting API is limited to the configuration of predefined settings, the
scripts cannot be executed for each packet. Precise timestamping and rate control are
also not supported. [122]

One has to make a choice between flexibility (software packet generators) and precision
(hardware packet generators) with the available options. Today different measurement
setups therefore require different packet generators. For example, precise latency mea-
surements currently require hardware solutions. Complex packet generation (e.g., test-
ing advanced features of network middleboxes like firewalls) requires flexible software
solutions. We present a hybrid solution with the goal to be usable in all scenarios.

5.3 Implementation

We identified the following requirements based on our goal to close the gap between
software and hardware solutions by combining the advantages of both. MoonGen must...

(R1) ...be implemented in software and run on commodity hardware.

(R2) ...be able to saturate multiple 10Gbit/s links with minimum-sized packets.

(R3) ...be as flexible as possible.

(R4) ...offer precise and accurate timestamping and rate control.

The following building blocks were chosen based on these requirements.

5.3.1 Packet Processing with DPDK
We chose DPDK for MoonGen because of its speed [53] and support for NICs from
virtually all vendors of server-grade NICs. DPDK is also a full user space driver as dis-
cussed in Chapter 3, an important property for MoonGen: we need to modify the driver
to implement requirement (R4). Another option that was considered but discarded was
netmap. We implemented a prototype of MoonGen on netmap to compare it, but faced
many challenges including poor support for NICs, lack of support for hardware features
and worse performance than DPDK.
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5.3.2 Scripting with LuaJIT
MoonGen must be as flexible as possible (R3). Therefore, we move the whole packet
generation logic into user-defined scripts as this ensures the maximum possible flexibility.
At the same time, the performance of the scripting engine must not inhibit the overall
performance of MoonGen (R2).

We considered two scripting languages with fast implementations: Lua with LuaJIT and
JavaScript with V8. There were two main reasons why LuaJIT was chosen: Related
work shows that it is suitable for high-speed packet processing tasks [99] at high packet
rates (R2). Moreover, its foreign function interface is excellent for an easy integration of
C libraries like DPDK. V8 requires a large amount of boiler plate code and has unclear
performance characteristics when it comes to converting between different data types.
LuaJIT simply requires a function definition and call it with no additional overhead as
data layout can be controlled to be binary-compatible with the C data types required
by the library.

One concern for scripting languages is always latency due to garbage collection and
compilation of code during run time as discussed in Chapter 4. Note that latency is
less of a problem for packet generators than it is for general-purpose packet processing
systems. MoonGen’s goal is to always fill all buffers completely to handle such inter-
ruptions. This is contrary to goals of a general-purpose system that wants to avoid
buffering to avoid latency.

The currently supported NICs feature buffer sizes in the order of hundreds of kilo-
bytes [72, 73, 76]. For example, the smallest buffer on the X540 chip is the 160 kB
transmit buffer, which can store 128µs of data at 10Gbit/s. In addition, there are
DMA buffers in main memory of thousands of packets This effectively conceals short
pause times if the buffer is full. Pause times introduced by the JIT compiler are in
the range of “a couple of microseconds” [125]. The garbage collector (GC) works in
incremental steps, the pause times depend on the usage. In practice, we find that we
encounter small problems during startup before the queues are filled, we observe pause
times of up to 36 µs between batches for the first 10 batches at rates of 4Mpps and
above (Section 6.6.4). All following batches are unaffected. We could not observe any
adverse effects of this behavior in any benchmarks.

Lua was not one of the high-level languages evaluated in Chapter 4. The attentive reader
has also noticed that the publication of MoonGen predates the research on high-level
languages. Our deep dive into performance of drivers and high-level languages would
simply not have been possible without having a reliable packet generator first. Lua was
not included in the study of high-level languages in Chapter 4 because Lua was already
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proven to work well in practice: high-speed drivers in Lua exist [99] and MoonGen is
fast and widely used, so no further research was needed.

5.3.3 Hardware Architecture
Understanding how the underlying hardware works is important for the design of a
high-speed packet generator. The typical operating system socket API hides impor-
tant aspects of networking hardware that are crucial for the design of low-level packet
processing tools.

A central feature of modern commodity NICs is support for multi-core CPUs. Each
NIC supported by DPDK features multiple receive and transmit queues per network
interface. This is not visible from the socket API of the operating system as it is handled
by the driver [70]. For example, both the X540 and 82599 10Gbit/s NICs support 128
receive and transmit queues. Such a queue is essentially a virtual interface and they
can be used independently from each other. [73, 76]

Multiple transmit queues allow for perfect multi-core scaling of packet generation, see
Section 2.1. Each configured queue can be assigned to a single CPU core in a multi-core
packet generator. Receive queues are also statically assigned to threads and the incom-
ing traffic is distributed via configurable filters (e.g., Intel Flow Director) or hashing on
protocol headers (e.g., Receive Side Scaling). [73, 76] Commodity NICs also often sup-
port timestamping and rate control in hardware. This allows us to fulfill (R1) without
violating (R4).

MoonGen does not run on arbitrary commodity hardware, we are restricted to hardware
that is supported by DPDK [96] and that offers support for these features. We currently
support hardware features on Intel chips of the igb, ixgbe, and i40e family. Other NICs
that are supported by DPDK but not yet explicitly by MoonGen can also be used, but
without hardware timestamping and rate control.

5.3.4 Software Architecture
MoonGen’s core is a Lua wrapper for DPDK that provides utility functions required
by a packet generator. The MoonGen API comes with functions that configure the
underlying hardware features like timestamping and rate control. About 80% of the
current code base is written in Lua, the remainder in C and C++. Although our
current focus is on packet generation, MoonGen can also be used for arbitrary packet
processing tasks.
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Figure 5.1: MoonGen’s architecture

Figure 5.1 shows the architecture of MoonGen. It runs a user-provided script, the
userscript, on start-up. This script contains the main loop and the packet generation
logic.

The userscript will be executed in the main task initially by calling the master function
provided by the script. This function must initialize the used NICs, i.e., configure the
number of hardware queues, buffer sizes and filters for received traffic. It can then
spawn new instances of itself running in secondary tasks and pass arguments to them.
It usually receives a hardware queue as an argument and then transmits or receives
packets via this queue. Starting a new task spawns a completely new and independent
LuaJIT VM that is pinned to a CPU core. This new VM executes the same Lua script
with different arguments, the MoonGen dispatcher calls the appropriate main function
for the new task on startup. Tasks only share state through the underlying MoonGen
library which offers inter-task communication facilities such as pipes. All functions
related to packet transmission and reception in MoonGen and DPDK are lock-free to
allow for multi-core scaling.

5.4 Scripting API

Our example scripts in the git repository are designed to be self-explanatory exhaustive
examples for the MoonGen API [3]. The best way to understand how to use MoonGen
is reading one of the example scripts in our repository [3]. We attached two example
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1 function master(args)
2 -- Configure devices.
3 local txDev = device.config{port = args.txDev, rxQueues = 1, txQueues = 2}
4 local rxDev = device.config{port = args.rxDev, rxQueues = 2}
5 -- Wait for link on layer 1.
6 device.waitForLinks()
7 -- Setup hardware rate control.
8 txDev:getTxQueue(0):setRate(args.bgRate)
9 txDev:getTxQueue(1):setRate(args.fgRate)

10 -- Start tasks.
11 mg.startTask("loadTask", txDev:getTxQueue(0), 42) -- Use UDP port 42 on tx queue 0.
12 mg.startTask("loadTask", txDev:getTxQueue(1), 43) -- Use UDP port 43 on tx queue 1.
13 mg.startTask("counterTask", rxDev:getRxQueue(0))
14 mg.waitForTasks() -- Wait until all sub-tasks finish or ctrl-c is pressed.
15 end

Listing 1: Initialization and device configuration

scripts in the appendix of this thesis. Appendix A is a configurable packet generator
script that can be used as a starting point for your own scripts.

Appendix B is out quality of service example script which we use in this Section to
explain and showcase features. The listings in this section show modified excerpts from
this script which at its core consists of two transmission tasks to generate two types of
UDP flows and measures their throughput and latencies. It can be used as a starting
point for a test setup to benchmark a forwarding device or middlebox that prioritizes
real-time traffic over background traffic.

The example code in this section has been modified from the example code in the
repository and appendix: it has been edited for brevity. Command-line handling, error
handling, and log messages are omitted The timestamping task has been removed as
this example focuses on the basic packet generation and configuration API. Comments
have been changed and some variables renamed, see Appendix B for the full code.

5.4.1 Initialization
Listing 1 shows the master function. This function is executed in the main task on
startup and receives parsed command line arguments passed to MoonGen: The devices
and transmission rates to use in this case. It configures one transmit device with two
transmit queues and one receiving device with the default settings. The call in line
6 waits until the links on all configured devices are established. It then configures
hardware rate control features on the transmission queues and starts three tasks, the
first two generate traffic, the last counts the received traffic on the given device. The
arguments passed to mg.startTask are passed to the respective functions in the new
task. The loadTask function takes the transmission queue to operate on and a port to
distinguish background from prioritized traffic.
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5.4.2 Packet Generation Loop
Listing 2 shows the loadTask function that is started twice and does the actual packet
generation. It first allocates a memory pool, a DPDK data structure in which packet
buffers are allocated. The MoonGen wrapper for memory pools expects a callback
function that is called to initialize each packet. This allows a script to fill all packets
with default values (lines 5 to 10) before the packets are used in the transmit loop (lines
17 to 24). The transmit loop only needs to modify a single field in each transmitted
packet (line 25) to generate packets from randomized IP addresses.

Line 15 initializes a packet counter that keeps track of transmission statistics and prints
them in regular intervals. MoonGen offers several types of such counters with different
methods to acquire statistics, e.g., by reading the NICs statistics registers. This example
uses the simplest type, one that must be manually updated.

Line 17 allocates a bufArray, a thin wrapper around a C array containing packet buffers.
This is used instead of a normal Lua array for performance reasons. It contains a number
of packets in order to process packets in batches instead of passing them one-by-one
to the DPDK API. Batch processing is an important technique for high-speed packet
processing [53, 148].

The main loop starts in line 19 with allocating packets of a specified size from the
memory pool and storing them in the packet array. It loops over the newly allocated
buffers (line 22) and randomizes the source IP (line 25). Finally, checksum offloading is
enabled (line 28) and the packets are transmitted (line 30).

Note that the main loop differs from a packet generator relying on a classic API. Moon-
Gen, or any other packet generator based on a similar framework, cannot simply re-use
buffers because the transmit function is asynchronous. Passing packets to the transmit
function merely places pointers to them into a memory queue, which is accessed by the
NIC later [96]. A buffer must not be modified after passing it to DPDK. Otherwise, the
transmitted packet data may be altered if the packet was not yet fetched by the NIC.

Therefore, we have to allocate new packet buffers from the memory pool in each itera-
tion. Pre-filling the buffers at the beginning allows us to only touch fields that change
per packet in the transmit loop. Packet buffers are recycled by DPDK in the transmit
function, which collects packets that were sent by the NIC earlier [96]. This does not
erase the packets’ contents. Our previously discussed network driver ixy works the same
way, it comes with a minimal packet generation example which implements the same
concept and can serve as a minimal example of the underlying concepts.
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1 local PKT_SIZE = 60
2 function loadTask(queue, port)
3 -- Memory pool with pre-filled packet buffers.
4 local mem = memory.createMemPool(function(buf)
5 buf:getUdpPacket():fill{
6 pktLength = PKT_SIZE,
7 ethSrc = queue, -- get MAC from device
8 ethDst = "10:11:12:13:14:15",
9 ipDst = "192.168.1.1",

10 udpSrc = 1234,
11 udpDst = port,
12 }
13 end)
14 -- Log statistics.
15 local txCtr = stats:newManualTxCounter("Port " .. port, "plain")
16 -- BufArrays contain batches of packet buffers.
17 local bufs = mem:bufArray()
18 local baseIP = parseIPAddress("10.0.0.1")
19 while mg.running() do
20 -- Allocate a batch of packet buffers from the memory pool.
21 bufs:alloc(PKT_SIZE)
22 for _, buf in ipairs(bufs) do
23 -- Randomize last byte of source IP.
24 local pkt = buf:getUdpPacket()
25 pkt.ip.src:set(baseIP + math.random(255) - 1)
26 end
27 -- Use hardware checksum offloading.
28 bufs:offloadUdpChecksums()
29 -- Transmit and update statistics.
30 local sent = queue:send(bufs)
31 txCtr:updateWithSize(sent, PKT_SIZE)
32 end
33 txCtr:finalize()
34 end

Listing 2: Packet transmission task with counter

5.4.3 Packet Counter
Listing 3 shows how to use MoonGen’s packet reception API to measure the throughput
of the different flows by counting the incoming packets.

The task receives packets from the provided queue in the bufArray bufs in line 5. It
then extracts the UDP destination port from the packet (line 9) and uses counters to
track statistics per port. The final statistics are printed by calling the counters’ finalize
methods in line 24. Printed statistics include the average packet and byte rates as well
as their standard deviations.

The format to print in is specified in the counter constructor in line 13. All example
scripts use the plain formatter, the default value is CSV for easy post-processing. The
output can also be diverted to a file. Details are in the LuaDoc documentation of
stats.lua.

This script can be used for another similar test setup by adapting the code to the test
setup by changing hardcoded constants like the used addresses and ports. The full
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1 function counterTask(queue)
2 local bufs = memory.bufArray()
3 local counters = {}
4 while mg.running() do
5 local rx = queue:recv(bufs)
6 for i = 1, rx do -- For each received packet.
7 local buf = bufs[i]
8 -- Extract UDP destination port.
9 local port = buf:getUdpPacket().udp:getDstPort()

10 -- One counter for each port, created dynamically
11 local ctr = counters[port]
12 if not ctr then
13 ctr = stats:newPktRxCounter(port, "plain")
14 counters[port] = ctr
15 end
16 -- Track the packet.
17 ctr:countPacket(buf)
18 end
19 -- Free packet memory.
20 bufs:freeAll()
21 end
22 -- Print final statistics.
23 for _, ctr in pairs(counters) do
24 ctr:finalize()
25 end
26 end

Listing 3: Packet counter task

script in the repository [3] includes a separate timestamping task to acquire and print
latency statistics for the two flows.

5.5 Performance

Writing the whole generation logic in a scripting language raises concerns about the
performance, but we are able to achieve our performance targets from Section 2.2 of
14.88Mpps on a single core. One important feature of LuaJIT is that it allows for easy
integration with existing C libraries and structs: it can directly operate on C structs
and arrays without incurring overhead for bound checks or validating pointers [123].
Thus, crafting packets is very efficient in MoonGen.

The obvious disadvantage is that unchecked memory accesses can lead to memory cor-
ruption, a problem that is usually absent from scripting languages. However, most crit-
ical low-level parts like the implementation of the NIC driver are handled by DPDK.
The MoonGen core then wraps potentially unsafe parts for the userscript if possible.
There are only two operations in a typical userscript that can lead to memory corrup-
tion: writing beyond packet buffer boundaries and trying to operate on buffers that are
null pointers. This is an intentional design decision to aid the performance: we are not
interested in the safety properties of high-level languages here but in their flexibility
and ease of use.
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Figure 5.2: CPU frequency vs. generated packets per second

5.5.1 Test Methodology
DPDK works—like our ixy driver—with busy-wait loops and always puts 100% on all
configured CPU cores. We therefore use a test setup that enforces a CPU bottleneck
similar to our driver evaluation: we adjust the CPU clock frequency until the evaluated
packet generators fail to achieve line rate to quantify performance in CPU cycles per
packet.

The tests in this section were executed on an Intel Xeon E5-2620 v3 CPU with a
frequency of 2.4GHz that can be clocked down to 1.2GHz in 100MHz steps (Server
1 from Section 2.4). To ensure consistent and reproducible measurement results, we
disabled Hyper-Threading, which may influence results if the load of two virtual cores
is scheduled to the same physical core. TurboBoost and SpeedStep were also disabled
because they adjust the clock speed according to the current CPU load and interfere
with our manual adjustment of the frequency.

5.5.2 Comparison with Pktgen-DPDK
Our scripting approach can even increase the performance compared to a static packet
generator slightly. We show this by comparing MoonGen to pktgen-dpdk [165], a packet
generator for DPDK written in C. Both MoonGen and the version of pktgen-dpdk used
here were build on the same version of DPDK.

We configured both packet generators to craft minimum-sized UDP packets with 256
varying source IP addresses on a single CPU core. We then gradually increased the
CPU’s frequency until the software achieved line rate. pktgen-dpdk required 1.7GHz
to hit the 10Gbit/s line rate of 14.88 Mpps, MoonGen only 1.5GHz. pktgen-dpdk
achieved 14.12Mpps at 1.5GHz. This means MoonGen is more efficient in this specific
scenario.

This increased performance is an inherent advantage of MoonGen’s architecture pktgen-
dpdk needs a complex main loop that covers all possible configurations even though we
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Figure 5.3: Multi-core scaling under high load

are only interested in changing IP addresses in this test scenario. MoonGen, on the
other hand, can use a script that consists of a tight inner loop that exclusively executes
the required tasks: allocating pre-filled packet buffers, modifying the IP address, and
sending the packets with checksum offloading. You only pay for the features you actually
use with MoonGen.

5.5.3 Multi-core Scaling
The achieved performance depends on the script; the previous example was a light
workload for the comparison to pktgen-dpdk, which is limited to such simple patterns.
Therefore, we test a more involved script to stress MoonGen to show the scaling with
multiple cores sending to the same NIC via multiple transmission queues.

Figure 5.3 shows the performance under heavy load and the scaling with the number of
CPU cores. MoonGen was configured to generate minimum-sized packets with random
payload as well as random source and destination addresses and ports. The code gener-
ates 8 random numbers per packet to achieve this. Each core generated and sent packets
on two different 10Gbit/s interfaces simultaneously. Linear scaling can be observed up
to the line rate limit (dashed line). The trade-off is that we use the NIC’s multi-queue
hardware feature (Section 2.1) is required, meaning we lose control over the exact order
in which packets are sent.

The code was written in idiomatic Lua without specific optimizations for this use case:
LuaJIT’s standard random number generator, a Tausworthe generator with a period
of 2223, was used [123]. Since a high quality random number generator is not required
here, a simple linear congruential generator would be faster. The code also generates a
random number per header field instead of combining multiple fields (e.g., source and
destination port can be randomized by a single 32-bit random number).

Despite the lack of optimizations, the code was initially found to be too fast for mean-
ingful scalability measurements (10.3Mpps on a single core). We therefore reduced the
CPU’s clock speed to 1.2GHz and increased the number of NICs to 2 for this test.
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Figure 5.4: Throughput with an XL710 40Gbit/s NIC

This test shows that sending to a single NIC port via multiple queues scales linearly, an
important assumption made for our architecture (cf. Section 5.3.3).

5.5.4 Scaling to 40 Gigabit Ethernet
40Gbit/s NICs like the dual port Intel XL710 [77] are nowadays common in many
servers. However, these NICs come with bandwidth limitations that do not exist on
the 10Gbit/s NICs discussed previously: they cannot saturate a link with minimum-
sized packets [137] and they cannot saturate both ports simultaneously regardless of
the packet size [77]. This may limit their use in some scenarios where a large number
of small packets is required, e.g., stress-testing a router.

Figure 5.4 shows the achieved throughput with various packet sizes and number of
2.4GHz CPU cores used to generate the traffic. Packet sizes of 128 bytes or less cannot
be generated in line rate. Using more than two CPU cores does not improve the speed,
so this is a hardware bottleneck as described by Intel [137].

The second bandwidth restriction of this NIC is the aggregate bandwidth of the two
ports. One obvious restriction is the 63Gbit/s bandwidth of the PCIe 3.0 x8 link that
connects the NIC to the CPU. However, the main bottleneck is the media access control
layer in the XL710 chip: it is limited to a maximum aggregate bandwidth of 40Gbit/s
(cf. Section 3.2.1 of the XL710 datasheet [77]). We could achieve a maximum bandwidth
of 50Gbit/s with large packets on both ports simultaneously and a maximum packet
rate of 42Mpps (28Gbit/s with 64 byte frames).

5.5.5 Scaling to 100 Gigabit Ethernet
We equipped one of our test servers with six dual-port 10Gbit/s Intel X540-T2 NICs
to investigate the performance at high rates. Figure 5.5 shows the achieved packet rate
when generating UDP packets from varying IP addresses. We used two Intel Xeon E5-
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Figure 5.5: Multi-core scaling (multiple 10Gbit/s NICs)

2640 v2 CPUs with a nominal clock rate of 2GHz for this test, but the clock rate can
even be reduced to 1.5GHz for this packet generation task (cf. Section 5.5.2).

Note that sending to multiple NICs simultaneously is architecturally the same as sending
to multiple queues on a single NIC as different queues on a single NIC are independent
from each other (cf. Section 5.5.3) in an ideal well-behaved NIC like the current gener-
ation of 10Gbit/s NICs. However, the currently available 100Gbit/s NICs have similar
hardware restrictions as the 40Gbit/s NIC discussed in Section 5.5.4. For example, the
Mellanox ConnectX-4 cannot handle transmitting more than 67Mpps (only 45Gbit/s
with minimum sized packets) even under ideal conditions with multiple queues [59].

5.5.6 Per-Packet Costs
MoonGen’s dynamic approach to packet generation in userscripts does not allow for a
performance analysis in a general configuration as there is no typical scenario. Never-
theless, the cost of sending a packet can be decomposed into three main components:
packet IO, memory accesses, and packet modification logic. We devised a synthetic
benchmark that measures the average number of CPU cycles required for various oper-
ations that are commonly found in packet generator scripts. These measurements can
be used to estimate the hardware requirements of arbitrary packet generator scripts.

The full benchmarking script can be found in commit 96818ad9 in our git repository [38].
It works by chaining together different packet modification operations and then trans-
mitting packets over a period of 8 seconds, counting the packets transmitted. Measuring
the packet rate every second during a run shows a deviation of less than 0.1%. Yet,
when repeating this experiment we observe a significant change in throughput depending
on the complexity of the modification operations. Hence, we repeat all measurements
of packet costs 10 times here, the uncertainties given in this section are the standard
deviations.
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Operation Cycles/Pkt

Packet transmission 76.0 ± 0.8
Packet modification (constants within the first 64 bytes) 9.1 ± 1.2
Packet modification (constants within the first 128 bytes) 15.0 ± 1.3
IP checksum offloading 15.2 ± 1.2
UDP checksum offloading 33.1 ± 3.5
TCP checksum offloading 34.0 ± 3.3

Table 5.1: Per-packet costs of basic operations (2.4GHz CPU, performance budget of 161 cycles)

Basic Operations
Table 5.1 shows the average per-packet costs of basic operations for IO and memory
accesses. The baseline for packet IO consists of allocating a batch of packets and sending
them without touching their contents in the main loop. This shows that there is a
considerable per-packet cost for the IO operation caused by the underlying DPDK
framework, see Section 3.5.6 for a breakdown.

Modification operations write constants into the packets, forcing the CPU to load them
into the layer 1 cache. Additional accesses within the same cache line (64 bytes) add no
measurable additional cost. Accessing another cache line in a larger packet is noticeable.

Offloading checksums is not free (but still cheaper than calculating them in software)
because the driver needs to set several bitfields in the DMA descriptor. For UDP and
TCP offloading, MoonGen also needs to calculate the IP pseudo header checksum as
this is not supported by the X540 NIC used here [76].

Randomizing Packets
Sending varying packets is important to generate different flows. There are two ways
to achieve this: one can either generate a random number per packet or use a counter
with wrapping arithmetic that is incremented for each packet. The resulting value is
then written into a packet header at a fixed offset. Table 5.2 shows the cost for the
two approaches, the baseline is the cost of writing a constant to a packet and sending
it (85.1 cycles/pkt).

There is a fixed cost for calculating the values while the marginal cost is relatively
low: 17 cycles/packet per random field and 1 cycle/packet for wrapping counters. These
results show that wrapping counters instead of actual random number generation should
be preferred if possible for the desired traffic scenario.

We use the default random number generator in LuaJIT, Tausworthe generator with a
period of 2223 [123]. Since this randomization happens in user-defined code one is free
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Memory locations Cycles/Pkt (Rand) Cycles/Pkt (Counter)

1 32.3 ± 0.5 27.1 ± 1.4
2 39.8 ± 1.0 33.1 ± 1.3
4 66.0 ± 0.9 38.1 ± 2.0
8 133.5 ± 0.7 41.7 ± 1.2

Table 5.2: Per-packet costs of modifications on 4 byte fields at fixed offsets (2.4GHz CPU, performance
budget of 161 cycles

to use a simpler custom random number generation if the quality of randomness is not
a concern. Further, MoonGen supports playing back pcap files, so precomputed packet
streams can be sent out.

Cost Estimation Example
We can use these values to predict the performance of the scripts used for the per-
formance evaluation in Section 5.5.3. The example generated 8 random numbers for
fields with a userscript that is completely different from the benchmarking script: it
writes the values into the appropriate header fields and the payloads, the benchmarking
script just fills the raw packet from the start. The script also combines offloading and
modification; the benchmark tests them in separate test runs.

The expected cost consists of: packet IO, packet modification, random number gen-
eration, and IP checksum offloading, i.e., 229.2 ± 3.9 cycles/pkt. This translates to a
predicted throughput of 10.47±0.18Mpps on a single 2.4GHz CPU core. The measured
throughput of 10.3Mpps is within that range. This shows that our synthetic benchmark
can be used to estimate hardware requirements.

It should be noted that this model has limitations: it assumes that multiple operations
are independent from each other. This might be true logically, but on a lower layer
several effects need to be taken into account including but not limited to optimizations
applied by out-of-order CPUs and effects of the cache.

5.5.7 Effects of Packet Sizes
All tests performed in the previous sections use minimum-sized packets. The reason for
this choice is that the per-packet costs dominate over costs incurred by large packets.
Allocating and sending larger packets without modifications add no additional cost in
MoonGen on 1 and 10Gbit/s NICs. Only modifying the content on a per-packet basis
adds a performance penalty, which is comparatively low compared to the fixed cost of
sending a packet. Using larger packets also means that fewer packets have to be sent at
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line rate, so the overall fixed costs for packet IO are reduced: minimum-sized packets
are usually the worst-case.

Nevertheless, there are certain packet sizes that are of interest: those that are just
slightly larger than a single cache line. We benchmarked all packet sizes between 64
and 128 bytes and found no difference in the CPU cycles required for sending a packet.
Larger packets hit the line rate even with the lowest supported CPU clock frequency of
1.2GHz. Since MoonGen also features packet reception, we also tried to receive packets
with these sizes and found no measurable impact of the packet size.1

Rizzo notes that such packet sizes have a measurable impact on packet reception, but
not transmission, in his evaluation of netmap [148]. He attributes this to hardware
bottlenecks as it was independent from the CPU speed. We could not reproduce this
with MoonGen. The likely explanation is that we are using newer server hardware (CPU
launched in 2014), while the evaluation of netmap was done on an older system with a
CPU launched in 2009 [148].

5.6 Hardware Timestamping

Another important performance characteristic beside the throughput is the latency of
a system. Modern NICs offer hardware support for the IEEE 1588 Precision Time
Protocol (PTP) for clock synchronization across networks. PTP can be used either
directly on top of Ethernet as a layer 3 protocol with EtherType 0x88F7 or as an
application-layer protocol on top of UDP [68].

We examined the PTP capabilities of the Intel 82580 1Gbit/s NICs, the Intel 82599,
X540, and X550 10Gbit/s chips as well as the XL710 40Gbit/s NICs. They support
timestamping of PTP Ethernet and UDP packets, the UDP port is configurable on the
10 and 40Gbit/s NICs. They can be configured to timestamp only certain types of PTP
packets, identified by the first byte of their payload. The second byte must be set to
the PTP version number. All other PTP fields in the packet are not required to enable
timestamps and may contain arbitrary values. [72, 73, 76, 77] This allows us to measure
latencies of almost any type of packet.

Most Intel NICs, including the 10 and 40Gbit/s chips used here, save the timestamps
for received and transmitted packets in a register on the NIC. This register must be
read back before a new packet can be timestamped [73, 76], limiting the throughput of

1Note that this is not true for XL710 40Gbit/s NICs which can run into hardware bottlenecks with
some packet sizes (Section5.5.4).
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timestamped packets. The XL710 offers 4 registers that can be used in a queue, offering
a slightly higher throughput but still one additional PCIe round trip for every 4 packets.
However, none of these approaches is fast enough to handle timestamping all packets –
PCIe round trips are prohibitively expensive, see the discussion in Chapter 3 where the
main goal was avoiding PCIe accesses by batching packets.

Timestamping all packets on transmission is not feasible on any evaluated commodity
NIC as none supports the insertion of the timestamp into the packet. But there are
NICs that support appending timestamps of all received packets to the DMA buffers.
MoonGen supports this by providing a small driver (as the DPDK driver does not
support this) to enable this feature for the Intel 82580, X550, and Intel X552 NICs.
This has proven especially useful on the X552 NICs which are available with SFP+
ports and hence can be used to timestamp all packets on passive tap devices. This setup
effectively removes the requirement to acquire timestamps on transmission (infeasible on
commodity hardware) and turns it into timestamping on reception at two observation
points, which is supported on selected NICs. See Section 2.4.1 for a description of this
test setup which allows us to measure the timestamps of all packets, this was used for
the latency measurements presented in Section 4.7.

5.6.1 Precision and Accuracy
We use the Intel 82599 and X540 NICs as examples for the evaluation of timestamping
as they represent two different physical layers: the former NIC has a SFP+ slot that
can be used with fiber optics, the latter a normal RJ45 port used with Cat 5e cabling.

Timestamping mechanisms of the Intel 82599 and Intel X540 10Gbit/s chips operate
at 156.25MHz when running at 10Gbit/s speeds [73, 76]. This frequency is reduced
to 15.625MHz when a 1Gbit/s link is used, resulting in a granularity of 6.4 ns for
10Gbit/s and 64 ns for 1Gbit/s. The datasheet of the Intel 82580 Gbit/s [72] controller
lacks information about the clock frequency, testing shows the acquired timestamps are
always a multiple of 64 ns.

All of these NICs timestamp packets late in the transmit path and early in the receive
path so as to be as accurate as possible [72, 73, 76]. The timestamp is taken when the
last bit of the start-of-frame delimiter of an Ethernet packet is transmitted/received.
For the 82599 and X540 evaluated here, the exact location within the pipeline where
this happens is not specified. The datasheet merely describes it as “as close as possible
to the PHY” [73, 76].
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Figure 5.6: Loopback configurations to measure the latency incurred by a cable

NIC t2m [ns] t8.5m [ns] t10m [ns] t20m [ns] t50m [ns] k [ns] vp

82599 (10GBASE-SR) 320 352 - 403.2 - 310.7± 3.9 0.721c+0.117c
−0.087c

X540 (10GBASE-T) 2156.8 - 2195.2 - 2387.2 2147.2± 4.8 0.69c+0.236c
−0.037

Table 5.3: Timestamping accuracy measurements (±6.4 ns precision)

We can evaluate the precision by using a simple cable as a “system” under test. The
latency t of a cable can be described with the following formula.

t = k + l/vp

Where k is some constant systematic error introduced by the NIC (e.g., (de-)modulation
time), l is the length of the cable, and vp is the propagation speed of the signal in the
selected medium. For the length of the cable we rely on the vendor’s specification.

Timestamping on the 82599 with 10GBASE-SR
Since 10GBASE-SR uses dedicated fibers for each direction we can connect a port to
itself as shown in Figure 5.6a. We measure the latency of OM3 multimode fiber cables
with the length 2m, 8.5m and 20m, taking 500 000 samples for each cable. For the
2m and 20m cabling we measure latencies of 320 ns and 403.2 ns respectively with a
standard deviation of 0. The 8.5m cable measures a time of 345.6 ns in 50.2% of the
measurements and 358.4 ns in the other 49.8%, i.e., a mean of 352 ns with a standard
deviation of 6.4 ns. Table 5.3 summarizes these results.

Figure 5.7a plots the measurement results, the error bars are the ±6.4 ns incurred by the
timestamping granularity for the 2m and 20m case, and the same 6.4 ns of measured
standard deviation for the 8.5m cable. The shaded orange area connects the upper
and lower bounds for the shortest and longest cable measured. The intermediate-length
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Figure 5.7: Latencies of different cables lengths, 500 000 measurements per data point.

cable falls within that area, indicating the expected linear relationship between cable
length and measured time.

Calculating the slope of the line connecting the measurements of the shortest and longest
cables yields a value of 4.62 m

ns or 72.1% of the speed of light c as vp. The slope from
the lower end of the shorter cable to the upper end of the longer cable and vice versa
yields error bars of this quantity of 63.4% to 83.8% of the speed of light. Extending
the line until it intersects the y-axis gives us the constant offset k, or systematic error
caused by the NIC, as 310.76±6.4 ns.

We can compare the result for the propagation speed with the theoretical value. The
fibers we use have a specified refractive index of 1.482 at the wavelength of 850 nm
used here. This corresponds to a propagation speed of 67.5% the speed of light. In
addition, some additional delay is caused by internal reflection of the signal inside the
wire. However, the internal refraction happens at a shallow angle: critical angle for
total internal reflection is specified as 81.5° on the cable used here. This corresponds
to an extra path length of up to 1.11%, i.e., an effective propagation speed of 66.75%
the speed of light, matching the common textbook value of 66.7% [131]. This puts the
theoretical value within the measurement uncertainty of our value.

Timestamping on the X550 with 10GBASE-T
Doing the same for the X550 NIC requires us to use two different ports which does
not affect this experiment as there is no clock drift between two ports on the same
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NIC (Section 5.6.3). We use Cat 5e cables of length 2m, 10m, and 50m. Table 5.3
summarizes these results.

Measurement results on the 10GBASE-T interface are noiser than the ones from the
previous section. Repeating the measurements 500 000 times as before shows a difference
between 64 ns between the lowest and highest measured latency with the same cable.
A likely reason for this is that 10GBASE-T uses a complex block code on layer 1 [67]
which introduces this variance. Yet, 99.5% of the measured values are within ±6.4 ns of
the mean, the standard deviation is less than the theoretical error of the 6.4 ns incurred
from the granularity, Figure 5.7b therefore shows error bars of ±6.4 ns.

Despite this lack of precision, the mean measured values for the 3 cables are exactly on
a straight line with a slope of 4.8 ns/m (69.5% the speed of light with a possible range of
65.8% to 89.4% when taking the error into account). This straight line indicates a low
random error component of the accuracy. The theoretical value for propagation speed
of signals in Cat 5e cables cannot be calculated easily. Multiple values can be found in
the literature. A value of 77% is given in commonly used networking textbooks [131],
however, it does not specify the exact type of cable used here. Other sources indicate
that this value might refer to thick coax cables as used in 10BASE5 Ethernet [86]. The
same source gives a propagation speed of 59% for unshielded twisted pair, similar to the
shielded Cat 5e wire used here. Another source claims that the “typical” propagation
speed in Cat 5e is 67% of the speed of light, but also gives a worst case of 59% [47].
Our measured value is close to this typical propagation speed, however, without a good
source of truth we cannot make any strong claims based on this result, only that our
measured value is plausible.

The constant offset or systematic error component of the accuracy is 2 147.2±6.4 ns.
This large value is is expected, others have reported an “approximate” constant latency
penalty of 2.5µs for 10GBASE-T [166].

Conclusion
We claim a precision of only ±12.8 ns for the 82599 NIC because of the measurement
result with the 8.5m cable. The reason for this can be found in the datasheet of
the 82599 NIC explaining that while the timestamping logic itself operates at the full
156.25MHz frequency, the counter that is saved when the timestamp is taken can only
be incremented every other clock cycle [73]. While the X540 NIC does not suffer from
this problem, we can only claim a precision of ±32 ns because of the observed outliers
in 0.05% of the measurements.
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Figure 5.8: Different clocks in a server running MoonGen. Timestamps are taken with Clock 1 and
Clock 2.

Based on these results we recommend to use a fiber connection on an 82599 NIC for la-
tency measurements. It is not only more precise, but also more accurate: Its systematic
error of 317 ns is 7 times lower than the error of the X540 NIC.

5.6.2 Clock Synchronization
A typical server used for measuring latency with MoonGen features many independent
clocks, see Figure 5.8. Hardware timestamping must rely on the clocks found on the
NICs to be close to the actual reception and transmission of packets. MoonGen therefore
needs to be able to synchronize the clocks between different NICs. This is even necessary
between two ports of a dual-port NIC, which are completely independent from the user’s
point of view because the NIC internally uses different epochs for the two devices exposed
on the PCIe bus.

MoonGen synchronizes the clocks of two ports by reading the current time from both
clocks and calculating the difference. The clocks are then read again in the opposite
order. The resulting differences are the same if and only if the clocks are currently
synchronous (assuming that the time required for the PCIe access is constant). We
observed randomly distributed outliers in about 5% of the reads. We therefore repeat
the measurement 7 times to have a probability of > 99.999% of at least 3 correct
measurements. The median of the measured differences is then used to adjust one of
the clocks to synchronize them. This adjustment must be done with an atomic read-

105



Chapter 5: MoonGen: A fast and flexible packet generator

0 5 10 15 20 25 30 35 40 45
0

500

1000

1500

Time [s]

E
rr
o
r
[µ
s]

X540-T2 vs. X520-T2
X540-T2 vs. X540-T2
Onboard X540-based NIC vs. X540-T2
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modify-write operation. The NICs support this as it is also required to implement
PTP.

Tests show that this technique synchronizes the clocks with an error of ±1 cycle. There-
fore, the best possible accuracy for tests involving multiple network interfaces is 19.2 ns
for the 10Gbit/s chips.

5.6.3 Clock Drift
Using two different clocks also entails the risk of clock drifts. Drift on X540-based
NICs depends on the physical wiring as the timestamping clock is synchronized to the
physical layer. Two ports on different X540-based NICs that are directly connected do
not exhibit any clock drift while the link is established. We did not observe clock drifts
between the two ports of 82599-based dual port NICs, indicating that they always use
the same clock source for both ports (see Figure 5.8).

Figure 5.9 shows clock drifts between several different NICs, all NICs were left uncon-
nected during the test. The worst-case observed drift was 35 µs per second, i.e., 35 ppm
between a X540 NIC integrated on the server’s main board and one on a PCIe card.
Note that the clock drift was stable in this short 45 second test which is in the range
of test lengths typically used for MoonGen. Long-term stability may be affected by
temperature differences.

MoonGen handles clock drift by resynchronizing the clocks (Section 5.6.2) before a
timestamped packet is sent, so this drift translates to a maximum relative error of
only 0.0035% that does not accumulate over time. This is not significant for latency
measurements: for a typical measurement in the 100 µs range this corresponds to an
error of only 3.5 ns due to this effect. Using a dual-port NIC avoids this problem in the
first place as both clocks share a physical clock, so there is no drift, see Figure 5.9. In
practice, we recommend this dual-port NIC setup for latency measurements as other
NICs might have worse clock drift than the ones we evaluated here.
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5.6.4 Limitations
Our approach for latency measurements comes with limitations. The latency measure-
ments are restricted to Ethernet frames with the PTP EtherType and UDP packets.
MoonGen cannot measure latencies of other protocols. Note that we do not actually
use any features of the PTP protocol. We just craft packets that look like PTP pack-
ets to the NIC to trigger the timstamping hardware, the UDP port it triggers on is
configurable.

The naïve handling of clock drift by resynchronizing the clocks for each packet allows
for only a single timestamped packet in flight, limiting the throughput to 1Pkt/RTT .
MoonGen scripts therefore use two transmission queues, one that sends timestamped
packets and one that sends regular packets. The regular packets can be crafted such that
the system under test cannot distinguish them from the timestamped packets, e.g., by
setting the PTP type in the payload to a value that is not timestamped by the NIC. So
MoonGen effectively samples random packets in the data stream and timestamps them.
Sampling strictly limited by RTT would introduce bias as the sampling rate would
increase during periods of low latency and decrease during high latency. MoonGen
avoids this by only timestamping 1000 packets every second, this value is adjustable
if latencies above 1ms are expected. Note that the benchmarking standard RFC 2544
calls for only one timestamped packet in a 120 second interval [25].

The investigated NICs refuse to timestamp UDP PTP packets that are smaller than the
minimum PTP packet size of 80 bytes. Larger packets are timestamped properly. This
restriction does not apply to packets with the PTP EtherType as the minimum PTP
packet size is below 64 bytes in this configuration.

Based on the discussed measurement results and despite these limitations, we argue
that special-purpose hardware is not necessary to conduct high-precision and accurate
latency measurements for many scenarios. The very low cost of this setup is espe-
cially attractive: compatible NICs are often found onboard in server-grade mainboards,
compatible PCIe add-on cards are available for around 150 euros (2021 prices).

5.7 Rate Control

An important feature of a packet generator is controlling the packet rate and generating
specific timing patterns to simulate real-world scenarios. MoonGen utilizes hardware
rate control features of Intel NICs to generate constant bit rate and bursty traffic.
We also implement a novel software-based rate control for realistic traffic patterns,
e.g., based on a Poisson process.
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Figure 5.10: Software-based rate control (figure from [42])

5.7.1 Software Rate Control in Existing Packet Generators
Trying to control the timing between packets in software is known to be error-prone [23,
29]. The main problem with software-based rate control is that the software needs to
push individual packets to the NIC and then has to wait for the NIC to transmit it
before pushing the next packet.

However, modern NICs do not work that way: they rely on an asynchronous push-
pull model and not on a pure push model. Chapter 3 Section 3.4 explains the packet
transmission process in detail, to recap: The software writes the packets into a queue
that resides in the main memory and informs the NIC that new packets are available.
It is up to the NIC to fetch the packets asynchronously via DMA and store them in the
internal transmit queue on the NIC before transmitting them.

Figure 5.10 visualizes this packet flow. Only a single packet at a time is allowed in the
queues (Qmemory & QNIC) to generate packets that are not back-to-back on the wire.

This hardware architecture causes two problems: the exact timing when a packet is
retrieved from memory cannot be controlled by the software and queues cannot be used
(unless bursts are desired). The former results in a low precision, as the exact time when
the packet is transferred cannot be determined. The latter impacts the performance
at high packet rates as high-speed packet processing relies on batch processing (cf.
Chapter 3 Section 3.4).

5.7.2 Hardware Rate Control
Intel 10Gbit/s NICs feature hardware rate control: all transmit queues can be config-
ured to a specified rate. The NIC then generates constant bit-rate (CBR) traffic. This
solves the two problems identified in the previous section. The software can keep all
available queues completely filled and the generated timing is up to the NIC. Figure 5.11
shows this architecture. The disadvantage is that this approach is limited to CBR traffic
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Figure 5.11: Hardware-based rate control (figure from [42])
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Figure 5.12: Precise generation of arbitrary traffic patterns in MoonGen (figure from [42])

and bursty traffic (by changing the rate parameter periodically) and relies on black-box
hardware working as advertised (which it does not, see Section 6.6.4).

5.7.3 Controlling Inter-Packet Gaps in Software
To overcome this restriction to constant bit rate or bursty traffic, MoonGen implements
a novel mechanism for software-based rate control. This allows MoonGen to create
arbitrary traffic patterns.

All existing software packet generators try to delay sending packets by not sending
packets for a specified time, leading to the previously mentioned problems. MoonGen
fills the gaps between packets with invalid packets instead. Varying the length of the
invalid packet precisely determines the time between any two packets and subsequently
allows the creation of arbitrary complex traffic patterns. With this technique, we can
still make use of the NIC’s queues and do not have to rely on any timing related to
DMA accesses by the NIC.

This approach requires support by the system under test: it needs to detect and ignore
invalid packets in hardware without affecting the packet processing logic. MoonGen uses
packets with an incorrect CRC checksum and, if necessary, an illegal length for short
gaps. This behavior is configurable as it might pose a problem when testing hardware
devices such as switches or routers.
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Figure 5.13: Test setup for testing a switch with MoonGen by using traffic amplification inside the
switch with OpenFlow (adapted from [39])

All investigated NICs in our testbed drop such packets early in the receive flow: they are
dropped even before they are assigned to a receive queue, the NIC only increments an
error counter [72, 73, 76, 77]. Subsequently, the packet processing logic is not affected
by this software rate control mechanism.

Figure 5.12 illustrates this concept. Shaded packets pi
j are sent with an incorrect CRC

checksum, all other packets pk with a correct one. Note that the wire and all transmis-
sion queues are completely filled, i.e., the generated rate has to be the line rate.

In theory, arbitrary inter-packet gaps should be possible. The NICs we tested refused to
send out frames with a wire-length (including Ethernet preamble, start-of-frame delim-
iter, and inter-frame gap) of less than 33 bytes, so gaps between 1 and 32 bytes (0.8 ns
to 25.6 ns) cannot be generated. Generating small frames also puts the NIC under an
unusually high load for which it was not designed. We found that the maximum achiev-
able packet rate with short frames is 15.6Mpps on Intel X540 and 82599 chips, only
5% above the line rate for packets with the regular minimal size. MoonGen therefore
enforces a minimum wire-length of 76 bytes (8 bytes less than the regular minimum)
by default for invalid packets. As a result, gaps between 0.8 ns and 60.8 ns cannot be
represented.

5.8 Example: Measuring Forwarding Latency of an Open-
Flow Switch

MoonGen’s usefulness and precision can be demonstrated with an example measure-
ment. We measure the latency of an Edge-Core Networks AS5712-54X 10Gbit/s Open-
Flow switch with a Broadcom BCM56854 Trident II switch ASIC [9]. This measurement
is taken from our publication about traffic amplification with OpenFlow to scale Moon-
Gen beyond 100Gbit/s [39]. The thesis of this publication is that we can use OpenFlow
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flooding rules to amplify selected flows of traffic beyond what MoonGen can generate
in software.

For one experiment in this publication we wired the aforementioned 48-port OpenFlow
switch with itself by connecting port 1 with port 2, port 3 with port 4, etc. Ports
47 and 48 were directly connected to a server running MoonGen. All connects use
short (50cm to 1m) direct attach copper SFP+ cables. We then generate two UDP
flows with different UDP ports (see example script in 5.4), one flow carries background
(BG) traffic, the other foreground traffic (FG). On the switch we install the following
OpenFlow rules:

1. FG traffic on port 47 (from MoonGen) is sent to port 48 (to MoonGen)

2. BG traffic on port 47 (from MoonGen) is flooded to all other ports except 48

3. Incoming traffic on ports 1-46 (amplified BG traffic) is forwarded to port 48 (to
MoonGen)

These rules together with the external wiring (ports 1-46 connected to each other)
cause the switch to effectively flood itself, amplifying the background traffic 46-fold.
Figure 5.13 shows this setup with a reduced number of ports and the bi-directional
nature of the flooding omitted for clarity.

For this experiment we send 1.5Mpps (1Gbit/s) of foreground traffic and 0.26Mpps
of background traffic, which gets amplified to 11.9Mpps (8Gbit/s). The volume of
the traffic here is less important than the fact that the incoming amplified background
traffic comes from 46 other ports, which can induce conflicts on the output port as the
traffic from a total of 47 input ports is output to a single output port.

Figure 5.14 shows the resulting latency distribution of the foreground flow when (a)
enabling quality of service features for the foreground flow or (b) without any special
settings for the flow on the switch. When the quality of service feature is enabled in
Figure 5.14 (a) we can clearly identify a bimodal distribution showing that there are
two internal paths the traffic can take in the switch. If the output ports happens to
be unused when a packet of the foreground flow arrives, the packet gets forwarded in
cut-through logic, i.e., immediately. The peak of the latency distribution for this cut-
through operation is 921.6 ns. However, the switch might already be busy transmitting
a packet of the 11.9Mpps background flow in which case our packet needs to be for-
warded in store-and-forward manner for a short time, yielding a second peak at 3.59µs.
The priority settings ensure that it does not get queued for too long to get a clearly
visible bimodal distribution. Disabling the priority setting in Figure 5.14 (b) yields a

111



Chapter 5: MoonGen: A fast and flexible packet generator

1 1.5 2 2.5 3 3.5 4
0

2

4

6

Latency [µs]

R
el
at
iv
e
P
ro
b
ab

il
it
y
[%

]

(a) Quality of service enabled for foreground traffic

0 2 4 6 8 10 12 14 16 18
0

0.5

1

1.5

2

Latency [µs]

R
el
at
iv
e
P
ro
b
ab

il
it
y
[%

]

(b) Quality of service disabled for foreground traffic

Figure 5.14: Latency distribution of a 1Gbit/s flow forwarded by a hardware OpenFlow switch with
8Gbit/s of background traffic [39]

long-tail distribution with latencies of up to 17µs instead because the queue length is
unpredictable.

This test setup allows us to scale MoonGen beyond 100Gbit/s of generated test traffic:
Figure 5.15 shows latency results for both background and foreground traffic under
increasing background traffic. The 46-fold amplification allows for a background flow
of up to 414Gbit/s (616Mpps) while keeping the foreground traffic at 1Gbit/s. Note
that the constant offset between the minimum and median latencies of background and
foreground traffic is because the background traffic passes through the switch twice due
to the amplification (cf. Figure 5.13). For latency of an amplified background packet
we define the latency as the first copy of the packet that is returned to MoonGen. The
key result of this measurement is the maximum latency, clearly showing that the quality
of service feature in the switch is working as intended, even before the output port is
overloaded. Once the output port is overloaded (background traffic ≥ 16Gbit/s in the
measurement) the bimodal distribution disappears as all packets are queued since the
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Figure 5.15: Background (BG) and foreground (FG) flow latency under increasing background
load [39])

output port is always occupied by background traffic when a packet of the foreground
flow arrives.

It is not a goal of this dissertation to analyze the internal details of an OpenFlow hard-
ware implementation, interested readers are referred to our publication about traffic
amplification and benchmarking this OpenFlow switch with MoonGen from which this
measurement was taken [39]. Instead, this example is meant as a practical demonstra-
tion of MoonGen’s capabilities: We can characterize complex behavior of a hardware
switch under a total load of 415Gbit/s with 618Mpps (Figure 5.15). Our timestamping
precision is high enough to clearly identify probability distributions in a device that
takes less than a microsecond to forward a packet (Figure 5.14).

5.9 Conclusions

We have presented a general-purpose software packet generator that uses hardware fea-
tures of commodity NICs to implement functionality that was previously only available
on expensive special-purpose hardware. MoonGen represents a hybrid between a pure
software-based solution and one based on hardware. It combines the advantages of both
approaches while mitigating shortcomings by using both hardware-specific features and
novel software approaches. MoonGen measures latencies with a precision of ±12.8 ns
and a systematic error of only 317 ns (Section 5.6). The desired packet rate can be con-
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trolled precisely through both hardware-support and our rate control algorithm based
on filling gaps with invalid packets (Section 5.7).

Addressing question Q2 (Can high-level languages be used in software-based packet
processing tools?), we use MoonGen as real world example of such a system. The Lua
scripting languages gives users unprecedented flexibility and control over how MoonGen
crafts packets: Users are not restricted to predetermined patterns but have full control
and can test complex protocols. At the same time we achieve our performance goals
from Section 2.2 of 14.88Mpps on a single core (Section 5.5.2). This makes MoonGen
both flexible and fast. The flexibility goes beyond the capabilities provided by hardware
load generators as each packet can be crafted in real-time by a script. Tests that respond
to incoming traffic in real-time are possible as MoonGen also features packet reception
and analysis (Section 5.4).

The key takeaway from this chapter is that MoonGen is fast, flexible, and features precise
timestamping that is even precise enough to characterize hardware devices (Section 5.8).
This makes MoonGen the answer to research question Q3: How can modern network
devices be benchmarked? We recommend to use MoonGen with an Intel 82599 NIC with
fiber optic transceivers to achieve the stated precision and accuracy. All software packet
generators prior to MoonGen had serious shortcomings (lack of hardware timestamping
and poor configurability) and were unsuitable to run the experiments required for this
dissertation.

5.10 Author’s Contributions

Sections 5.1 to 5.9 are based on the following publication [42]:

Paul Emmerich, Sebastian Gallenmüller, Daniel Raumer, Florian Wohlfart, and
Georg Carle. “MoonGen: A Scriptable High-Speed Packet Generator”. In: Internet
Measurement Conference 2015 (IMC’15). Tokyo, Japan, Oct. 2015

The author of this thesis architected and implemented the core of the MoonGen packet
generator. All benchmark experiments were conceived and conducted by the author.
The evaluation of hardware timestamping and clock synchronization was done by the
author. The evaluation of different rate control methods was done by the author. All
analyses and conclusions drawn from experiments was the author’s work.

The following significant changes vs. the paper were made for this thesis:

• Measurements about rate control precision have been removed as they have been
obsoleted by a later publication that is discussed in the next chapter [41].
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• Hardware support and feature discussions have been updated throughout the text
to match recent developments in MoonGen.

• Example code was updated to match recent changes to MoonGen.

• The discussion about the choice of the Lua programming language and DPDK
backend has been updated.

• The discussion of clock drift contains a new measurement (Figure 5.9) and system
overview diagram (Figure 5.8).

• Section 5.6 has been updated: Figures 5.6 and 5.7 are new. The explanation of
the timestamping experiment has been extended. A mistake in the calculation of
the error bars for the propagation delay and constant offset has been corrected.

• Section 5.8 is new (measurements based on [39]).
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Chapter 6

Precision of Software-based
Packet Generators

Building high precision benchmarking tools in software in a high-level language run-
ning on commodity hardware is a difficult task. We need to quantify the precision of
timestamping and rate control in MoonGen to validate in which scenarios a software
solution can replace a hardware solution (research question Q4).

The goal of this chapter is to validate that MoonGen’s hybrid solution to this problem
works better than the state of the art in software. We compare our implementation to
a variety of different software packet generators. We also quantify the limits of different
methods for rate control and timestamping gain a deeper understanding about the
trade-offs involved. In order to achieve these goals we need a more precise measurement
device as ground truth: We use OSNT [7], hardware packet generator based on the
NetFPGA platform to this end.

The remainder of this chapter is based on our publication about the precision packet gen-
erators which is joint work by Paul Emmerich, Sebastian Gallenmüller, Gianni Antichi,
Andrew W. Moore, and Georg Carle. [41]. A full account of the author’s contributions
is given in Section 6.9.

6.1 Introduction

Software packet generators traditionally relied on the operating system’s network stack
and implemented all timing-critical parts in the user space process itself. This introduces
uncertainties caused by the operating system’s scheduling and processing time in the
network stack. The closer you can move packet scheduling and latency measurements
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to the actual physical transmission of the packet on hardware, the better. Clearly, a
pure hardware solution is ideal for these aspects of a packet generator. The question is
how close to we need to get with a pure software approach and how close can we get?

We start with motivating examples in Section 6.3 that show how precision of the packet
generator can influence the behavior of the system under test and skew the measurement
results. Our evaluation in Section 6.6 compares different ways to control the inter-
departure time of packets to validate MoonGen’s novel solution. Section 6.7 focuses on
latency measurements and shows the shortcomings of purely software-based solutions.

6.2 Related Work

The performance and precision of software packet generators has been subject of pre-
vious studies. In particular, Paredes-Farrera et al. [128] in 2006 analyzed the accu-
racy of packet generators. They found that timing primitives available in Linux limit
the achievable precision. Polling techniques can be precise but at the same time are
massively affected by the current CPU load of the system. In 2010 Botta et al. [23]
performed a comparison between software packet generators. In particular, they inves-
tigate the inter-packet gap precision when the traffic being generated follows different
distributions. They showed that despite meeting the required bandwidths, the actual
distribution of the generated traffic can differ substantially from the expected pattern
impacting the measured results. Both of the aforementioned papers investigate only
traffic rates below 1Gbit/s.

With the availability of high-performance IO frameworks, traffic rates of 10Gbit/s are
easily possible [148, 42]. Bonelli et al. [20] described a system for precise traffic gener-
ation in 2012, pfq-gen evaluated by us is a successor of this system. It is designed to
support packet generation with CBR or according to a Poisson process. The performed
measurements show high throughput but the precision has only been validated with a
software solution, limiting the precision of the measurement.

To this end, we performed our measurement campaign using OSNT [7]: an open source
hardware based traffic generator and monitoring system based on the NetFPGA [170].
The system offers the ability to timestamp packets at line rate for traffic of 10Gbit/s,
thus enabling an accurate estimation of the trade-off between throughput and precision
in today’s solutions.
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6.3 Precision of packet generators affects measure-
ment results

The behavior of a system under test can change in significant ways when exposed to a
packet generator that fails to adhere to the configured traffic pattern. Traffic pattern
refers to the distribution of inter-packet gaps. For example, sending an average rate of
1Mpps can be done in different ways: by sending one packet every microsecond or by
sending 100 packets in bursts every 100 microseconds. Both traffic looks the same to
an unsophisticated observer at timescales typically observed by statistics outputs (i.e.,
seconds) but very different to a low-level system.

6.3.1 Generating CBR traffic
One example of a low-level system that interprets these traffic patterns differently are
the interrupt throttling mechanisms found in drivers and operating systems. Figure 6.1
compares the number of interrupts per second observed on a system forwarding packets
with Open vSwitch when tested with load generated by MoonGen and the zsend packet
generator (based on PF_RING ZC [135]). We use the interrupt rate as a white-box
measurement as an example of complex system behavior.

Both packet generators were configured to send CBR traffic as defined by RFC 1242,
i.e., a constant gap between individual packets [24]. This is a common configuration for
benchmarking tests, for example, the RFC 2544 benchmarking standard requires this
traffic pattern [25]. MoonGen was configured to use the hardware rate control on an
Intel 82599 NIC (which sends CBR traffic according to the datasheet [73]), zsend was
configured with the dedicated timing thread and CBR traffic. So both should generate
the same traffic and the experiment should show the same behavior of the system under
test. However, white-box measurements show a completely different behavior on the
system under test. When measuring the interrupt rate on the system under test we
observe a large difference while forwarding packets under low load (Figure 6.1).

This indicates that a significant difference in the behavior of a system when observed
in two supposedly identical experimental setups (both test tools were configured identi-
cally). As it turns out neither packet generator sends CBR traffic in this configuration,
even the hardware implementation on the Intel NIC is flawed. The problem here is
batching which is required for high performance in software packet processing. Batch-
ing packets leads to bursts on the wire, resulting in traffic patterns significantly different
from the expected CBR traffic. zsend sends large bursts instead of the configured CBR
traffic due to a bug in its implementation, the Intel NIC sends bursts of size 2 for
unknown reasons. A full evaluation follows in Section 6.6.
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Figure 6.1: Observed interrupt rate when forwarding packets with Open vSwitch, traffic generated
with different packet generators (Figure from [42])
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Figure 6.2: Relative observed latency of different burst sizes (traffic generated with MoonGen CRC
rate control)

At first glance, this might seem like a curiosity of questionable practical relevance for
the typically conducted black-box tests. However, there is a significant difference in
externally observable behavior of the system: the median forwarding latency varies
with the batch size by up to a factor of 3.7 between a burst size of 1 and a burst size of
128.

We run the same forwarding test with varying burst sizes and measure the observed
latency. Figure 6.2 compares true CBR traffic with explicitly configured burst traffic
by plotting the median latency. We use the MoonGen packet generator with the CRC
rate control method (cf. Section 5.7.3 in Chapter 5) to precisely generate the burst
sizes. Latency are measured using hardware timestamping as previously evaluated in
Section 5.6 in Chapter 5. The latency is expressed as relative with respect to the CBR
case.
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If burst sizes would not make a difference, then the corresponding plots in Figure 6.2
would simply be a flat line at 100%. However, we observe large differences of up to
370%. Bursts of 4 packets already show a large impact on the observed latency: the
maximum deviation in the non-overload cases is at 2.0Mpps. We observe a latency of
21.2 µs with burst size 4, but only 16.3µs with true CBR traffic, a 30% difference.

This figure demonstrates that a system under test can show different behavior depending
on the input traffic pattern. As the aforementioned RFC argues the need for CBR
traffic, assessing the reliability of the generator itself first is important. Moreover,
analytically removing the additional latency introduced by the burst is not possible as
the measurements show a complex behavior. Given that transmitting each packet on
a 10Gbit/s link takes 67.2 ns, a burst size of 128 packets corresponds to 8.6 µs time on
the wire. The absolute difference in latency between CBR and bursts of 128 packets
is between 50 µs and 100µs and varies with the packet rate. This effect is visible for
other burst sizes too, demonstrating the impossibility to treat the effects of bursts as
manageable measurement artifacts.

Growing internal batch sizes lead to higher performance for packet generators. How-
ever, bursty traffic by definition does not generate a constant bit rate. If we want to
obtain meaningful results (RFC 2544 compliant), it is important not to compromise the
precision of CBR generation to achieve greater overall throughput. We notice that by
default, most of the software packet generators configure batch sizes between 16 and
512 packets resulting in bursts of equivalent sizes. This is an intentional setting to im-
prove performance. Therefore, it is crucial to understand the limitations of the software
packet generators being used for testing and the trade-off between their precision and
performance.

6.3.2 Generating Poisson Traffic
CBR traffic is often an unrealistic test scenario for measurements of latency. However,
CBR or very large bursts are often the only options offered by packet generators. A
more realistic setup could use a Poisson process to also stress buffers as the system
under test becomes temporarily overloaded.

Figure 6.3 shows latencies of the Open vSwitch test setup comparing CBR with Poisson
traffic. Note that the maximum achieved throughput of about 1.9Mpps is the same
regardless of the traffic pattern. However, the behavior at lower latencies differs between
these two traffic patterns. The (perfectly reproducible) outlier at 0.4Mpps for CBR
traffic are likely artifacts of the interaction between the interrupt throttle algorithm
found in the Intel driver [70] and the dynamic interrupt adaption of Linux in NAPI [150]
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Figure 6.3: Forwarding latency of Open vSwitch with CBR and Poisson traffic patterns (Figure
from [42])

on the system under test. The sudden drop in latency before hitting the maximum
load is because the perfect CBR traffic puts interrupt into permanent polling mode,
eliminating delays from interrupt throttling and idle states. More information on the
interactions between interrupt throttling and dynamic polling in NAPI can be found in
our publication about modeling latency in the Linux kernel [16].

A Poisson process generates a smoother result and is arguably a more realistic test setup
as it resembles real-world traffic more closely. Yet, most software traffic generators do
not offer this traffic pattern. We also show that generating Poisson traffic is actually
easier for software packet generators in a reliable way in this chapter to argue that mosts
benchmarks should be run with this traffic pattern instead of CBR. Researchers might
also find value in comparing different traffic patterns to gain insights into internals of
black-box devices.

6.4 State of the Art for Software Packet Generators

Software packet generators can be distinguished in two different classes depending on
the generation mechanism.

Traditional software packet generators rely on the interface provided by the kernel
for packet IO. Using a standard OS interface enables a high degree of compatibility and
flexibility. In fact, the wide range of features supported by the network stack of an
OS can be used by these packet generators. Therefore, the user does not have to re-
implement protocols already supported by the OS itself. The main drawbacks are related
to precision and performance. The former is due to the employed timing functions [128],
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while the latter is caused by the network stack itself which is optimized for compatibility
and stability rather than high performance or high precision [148, 18].

We investigate how packet generators designed for 1Gbit platforms (traditional ones)
differ from packet generators designed for 10Gbit NICs. As these traditional packet
generators are still used, we want to investigate how they perform on today’s 10Gbit
platforms. D-ITG [32] and trafgen [162] are two examples, optimized for different
design goals but using the same standard Linux IO APIs. We choose trafgen as traffic
generator specialized in high-performance packet generation (in the context of 1Gbit
networks), while we choose D-ITG because of its ability to generate both realistic and
synthetic traffic patterns [22] with high precision. Further, it supports distributions
such as normal, Pareto, Cauchy, gamma, and Weibull beside CBR.

Modern software packet generators use special frameworks which bypass the entire
network stack of an OS when used with a selection of high-speed network cards. They are
optimized for high speed and low latency at the expense of compatibility and support for
high-level features. The user in this case has to re-implement protocols on top of these
frameworks. Those architectural changes overcome the main drawbacks of traditional
packet generators. They reduce the number of costly context switches or avoid them
entirely [53] and rely on polling and busy waiting for precise timing, eliminating the main
cause of packet transmission inaccuracy identified by Botta et al. and Paredes-Farrera
et al. [23, 128]. The dependency of the packet generation process on CPU load can be
avoided by using dedicated cores for packet generation on modern multicore CPUs. The
main drawback of these frameworks is the dependency on specialized drivers, creating
hardware dependency and limited compatibility.

Selected packet generator include Windriver System’s Pktgen-DPDK [136] and Moon-
Gen [3]. We deliberately choose not the most recent version of Pktgen-DPDK but rather
a version which uses the same version of DPDK as MoonGen to make a fair comparison:
later versions of DPDK are slightly slower in our tests due to increased overhead. The
code affecting precision and timing in Pktgen-DPDK was not modified since the version
we use here.

Pkt-gen [111] is a widely used packet generator included in netmap while PFQ offers
pfq-gen [133]. PF_RING ZC [135], a high-performance framework found in production
systems provided by ntop [116], offers the packet generator zsend. Table 6.1 summarizes
the investigated software packet generators.
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Version IO API

D-ITG [32] v2.8.1 Linux
trafgen [162] v0.5.7 Linux
Pktgen-DPDK [136] v2.8.0 DPDK (v1.8.0)
MoonGen [3] git 5cf96c72* DPDK (v1.8.0)

git bfe8b5b1†
git 39e0cb64‡

pkt-gen [111] git b24fce99 netmap
pfq-gen [133] v5.2.9 PFQ
zsend [135] v6.3.0.160209 PF_RING ZC

*) Used for CBR traffic and hardware timestamping
†) Used for Poisson traffic
‡) Used for software timestamping

Table 6.1: Investigated software packet generators

6.5 Test setup

Our main test setup consists of two machines, directly connected via two 10 Gbit/s fi-
bre links. One is equipped with a NetFPGA-10G [110] programmed with OSNT [7] for
high precision packet inter-arrival time characterization. OSNT allows for nanosecond-
precision timestamping of all received packets in real time at full line rate with minimum
sized packets [7] and acts a full hardware implementation to verify our software imple-
mentations.

The other system is used to run the software packet generator and has an Intel i7-960
CPU with a base frequency 3.2GHz and an Intel X520 NIC (based on the Intel 82599
Ethernet controller). Ubuntu Linux 14.04 LTS (kernel 3.16) is the chosen OS. Note that
this test setup is different from the other setups (Section 2.4) used in this dissertation
as these experiments were conducted at a lab in the University of Cambridge where the
necessary hardware was available.

6.6 Analysis of rate control

Rate control is the mechanism implemented by a traffic generator to assure the generated
traffic matches the required characteristics. We assess the following criteria for rate
control of the selected packet generators:

• Bandwidth: the maximum throughput (how fast is it in terms of packets per
second?)
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• Accuracy: describes the systematic errors, a measure of statistical bias (how
close is the average observed rate to the configured one?)

• Precision: describes the random errors, a measure of statistical variability (how
much do individual inter-packet gaps deviate from the configured value?)

We use the term accuracy to estimate how close the average of a set of measurements
matches the target. Precision refers to the deviation of an individual measurement,
such as the inter-arrival time between two packets, from the target. For instance, a
packet generator configured to produce constant inter-arrival times which generates
bursty traffic would be classified as accurate if the overall average rate is correct. The
precision in contrast would be low due to differences of inter-burst and intra-burst packet
gaps.

6.6.1 Rate control: three different approaches
Software packet generators can generally use three different ways for rate control: relying
on hardware features of NICs, using a pure software approach, or MoonGen’s approach
with corrupted packets called CRC rate control. See Chapter 5 Section 5.7 for a detailed
explanation how these work. We implemented all of these methods in MoonGen to
compare them in a fair manner.

The pure software approach simply waits for a configured time between sending
individual packets. This entails precision problems: sleep functions provided by the OS
are not reliable as their granularity is limited [128, 23]. Busy waiting techniques can solve
this. However, abstractions from the OS and driver can lead to unintended buffering
and high costs for the required system calls to send individual packets. Modern packet
generators solve this issue with specialized IO frameworks that provide full access to the
hardware. Unfortunately, drivers cannot send packet data directly to a NIC: they can
only place it in a DMA memory region and inform the NIC to fetch it asynchronously.
This causes unwanted jitter in the required transmission time due to the two required
PCIe round trips, DMA coalescing on the NIC, and potential buffering on the NIC –
this jitter cannot be removed by a pure software solution. All other evaluated packet
generators support only this method.

MoonGen’s CRC rate control works by injecting invalid packets between real ones to
adjust the desired inter-packet gap. Instead of waiting between the generation of two
packets, MoonGen sends invalid packets by corrupting the CRC checksum. The inter-
packet gap is determined by the length of invalid packets in between two valid packets.
Tests show that it is also possible to send invalid packets violating the 60 byte minimum
for even shorter gaps.
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Throughput Throughput
Default (Default) (Precise)

Packet generator Batch size [Mpps] [Mpps]

MoonGen (HW) 63 14.88 13.521

MoonGen (CRC) N/A N/A2 5.74
MoonGen (SW) 1 N/A2 5.36
zsend 16 14.84 14.713

Pktgen-DPDK 16 14.88 4.54
pfq-gen 32 5.67 3.59
netmap pkt-gen 512 14.88 1.55

D-ITG 1 N/A2 0.22
trafgen ?4 0.40 N/A4

1) Intel 82599, highest reliable hardware setting
2) No imprecise generation possible
3) Not precise at high rates despite configuration
4) Batch size unclear, failed to hit target rate within ±10%

Table 6.2: Achieved throughput on a Core i7-960

Our hardware-assisted solution relies on capabilities of the Intel 82599 [73] and Intel
XL710 [77] NICs to do rate control in hardware.

6.6.2 Performance vs. precision
The most common practice to reach high IO throughput is sending large batches of
packets to the driver instead of individual packets (cf. Section 3.5.3). This leads to
a trade-off between speed and precision for packet generators when the user does not
require bursty distributions. Indeed, all frameworks mentioned in Section 3.2 for high-
speed packet IO use large batch sizes by default: Table 6.2 shows the defaults for the
investigated packet generators. These defaults are often unsuitable for precise packet
generation due to the large batch size.

We first run performance tests using the default settings for each packet generator.
Then, we configure each of them to be as precise as possible (forcing the batch size to
one packet) and determine the maximum rate by increasing the packet rate setting in
steps of 1Mpps (0.05Mpps for packet generators that do not reach 1Mpps). These tests
allow us to assess the impact of precise configuration over the performance. Table 6.2
summarizes the results. MoonGen (HW) refers to the MoonGen version with hardware
support (Intel 82599) for the rate control, while MoonGen (CRC) enables the rate
control with the corrupted CRC approach. Finally, MoonGen (SW) has a pure software
implementation of the rate control.
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The low performance experienced with netmap pkt-gen in its precise settings is due to
netmap’s architecture itself. netmap relies on system calls for packet IO and uses a burst
size of 512 in its default setting to compensate for its costly transmit operation. While
this solution is beneficial for security and stability [148], it results in poor performance
when a precise packet generation time is required. In fact, reducing the batch size to
one packet causes a system call for every packet, affecting the overall throughput.

Both trafgen and D-ITG do not rely on fast IO frameworks. Indeed, they were archi-
tected for 1Gbit/s links. D-ITG reported incorrect statistics at rates above 0.1Mpps
which is only 67 Mbit/s with minimum-sized packets and 1.2Gbit/s with maximum-
sized packets.

6.6.3 Accuracy
Accurately hitting the target rate is important for the reproducibility of experiments.
Most of the packet generators reliably generate the requested packet rates (unless over-
loaded) within a relative error of less than 0.2%. Table 6.3 shows measurement results
and relative errors. trafgen does not claim to be accurate: the rate control setting
is called “Interpacket gap in us (approx)”. The versions of MoonGen which rely on
hardware features on commodity Intel NICs fail the test as well in some cases. The
hardware rate limiting features of these NICs are not designed for precise packet gen-
eration but rather for limiting applications where a coarse approximation is sufficient
and short bursts may even be desirable.

Pktgen-DPDK provides a granularity of 0.195Mpps, leading to the odd target values
shown in Table 6.3. In addition, the rate control algorithm of Pktgen-DPDK is incorrect:
it assumes that generating and sending a packet does not take a significant time and
waits for a fixed time between sending two packets. This assumption is not valid, leading
to the poor accuracy.

6.6.4 Precision
We target small inter-frame gaps (high load on the system) to evaluate their precision
under stress condition. In fact, the higher the packet rate, the lower the requested
inter-frame gap, leading to higher requirements in terms of precision as the generated
traffic will likely be characterized by micro-bursts (back-to-back frames). Increasing the
rate impacts also the system itself, potentially decreasing the precision, thus amplifying
the problem.

As most of the packet generators fail to achieve high packet of above 6Mpps (cf. Sec-
tion 6.6.2), we use a packet size of 128 bytes (including CRC) corresponding to a maxi-
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Target Measured
Packet generator [Mpps] [Mpps] Rel. error

D-ITG
0.01 0.01 < 0.1%
0.1 0.099 0.6%
0.2 0.15 75%

trafgen
0.1 0.069 31%

0.01 0.006 36%

MoonGen
(82599 HW)

1 1.00 < 0.1%
4 4.00 < 0.1%
8 7.98 0.28%

MoonGen
(XL710 HW)

1 1.03 3.3%
4 4.08 2%
8 8.17 2%

1 1.00 < 0.1%
MoonGen (CRC) 3 3.00 < 0.1%

5 4.99 0.2%

1 1.00 < 0.1%
MoonGen (SW) 3 3.00 0.1%

5 5.00 < 0.1%

1 1.00 < 0.1%
zsend 5 5.00 0.1%

8 8.00 0.1%

0.976 0.840 16%
Pktgen-DPDK 2.54 2.17 17%

4.1 3.45 19%

1 1.00 < 0.1%
pfq-gen 2 2.00 < 0.1%

3 3.00 < 0.1%

netmap pkt-gen 1 1.00 < 0.1%

Table 6.3: Accuracy evaluation
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mum packet rate of 8.45Mpps for the evaluation. Packet size typically does not influence
the performance of packet generation [148]. This setting allows us to reduce the inter-
frame gap and achieve relatively high bandwidths.

CBR traffic is the hardest pattern to generate precisely as each gap must have exactly
the same length, i.e., the resulting histogram should ideally consist of just a single
bucket. It also allows for an easy visual comparison of the precision as well as an
analytic quantification by determining the mean squared error (MSE) in nanoseconds2.

Rate control: software implementations
Differences in precision between software packet generators stem from different rate con-
trol implementations. Short time intervals are hard to measure due to the granularity
of underlying timers. x86 CPUs feature the RDTSC instruction which returns a cycle
count of the CPU, enabling a cycle-level granularity. This cycle counter is independent
of the actual frequency due to power-saving or Turbo Boost and synchronized across
CPUs on all modern CPUs. System calls can use timers with coarser granularity, which
may not be appropriate for nanosecond time spans that high-speed packet generators
need to deal with. In the following we propose a brief description of the method being
adopted by each packet generator:

PF_RING ZC zsend uses a separate clocking thread with the purpose of calling
clock_gettime() (with parameters that map to RDTSC on the system) and storing
the result in a memory location in a tight loop to alleviate the overhead to the system
call. The transmit thread then uses another busy-wait loop until the counter reaches
the transmit time for a packet before sending packets to the driver. Neither thread uses
memory fences. The transmit thread is therefore not guaranteed to see the most recent
store by the timestamping thread.

Pktgen-DPDK uses RDTSC directly in a busy-wait loop for a fixed time between
passing packets to the driver. This leads to a poor accuracy as explained in Section 6.6.3.
For better comparison of the precision in the following tests, we opted to empirically
determine the packet rate setting, and hence the fixed wait time, such that its self-
reported transmit rate matches our target rate as closely as possible.

PFQ pfq-gen consists of three parts: the userspace application, the PFQ kernel
module and the NIC driver. pfq-gen stores the desired transmit time in the packet
metadata which is evaluated by the PFQ kernel module (running on a separate core).
The kernel module waits for the specified time by calling the Linux kernel function
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Figure 6.4: Software rate control at 1Mpps (1000 ns inter-arrival time) with mean squared error (MSE)
per packet generator

ktime_get_real() in a busy-wait loop. Note that this function does not use the RDTSC
instruction to determine time on each call, limiting the precision.

netmap pkt-gen uses the clock_gettime() system call (with parameters that map
to RDTSC on the system) in a busy-wait loop before passing packets to the driver via
a system call.

MoonGen pure software rate control adopts a solution similar to PFQ pfq-gen. It
embeds the desired inter-packet gap in the packet metadata and send the packets via
a lock-free queue to a transmit thread running C code (opposed to Lua in the main
thread). The transmit thread uses a busy-wait loop employing RDTSC to achieve the
highest possible precision.

Results at 1 Mpps
Figure 6.4 shows the measured inter-arrival time at 1Mpps. We judge the precision by
the shape of the distribution and the MSE value. High precision is expressed by a narrow
distribution accompanied by a low MSE. PF_RING ZC’s timestamping thread suffers
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Figure 6.5: Software rate control at 2 Mpps and 4Mpps

from the lack of memory fences on a multi-core CPU: the transmit task does not see the
latest value. This effectively limits the timer’s granularity as the value is not updated
as often as expected, explaining the large deviation present on its distribution resulting
in a high MSE. The deviation of the CRC-based approach is within the precision of
NetFPGA’s timestamping mechanic and shows a narrow distribution, ergo a low MSE.

Results at higher rates
Figures 6.5a and 6.5b show the histograms at 2Mpps and 4Mpps respectively for packet
generators that are still able to cope with these rates in the precise settings. Both
zsend and pfq-gen start to generate bursts. They follow a very similar distribution
at 2Mpps, indicating that the root cause of the bursty traffic is the same. The only
component shared by these two traffic generators is the Intel ixgbe kernel driver in a
slightly modified version. This explains how zsend was able to generate 14.7Mpps in the
performance test even in the precise settings: it is actually not precise at higher rates.
We tried to use DPDK to send packets without batching and found a hardware limit
of 12.9Mpps (using 3 cores/queues, adding another did not increase the performance)
when not using batches. This demonstrates that there must be unintentional batching
of packets to achieve high performance. Pktgen-DPDK and MoonGen are not affected
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Figure 6.6: MoonGen with hardware rate control at rates of 1, 4, and 7Mpps

by this problem as both of them use the DPDK userspace variant of the ixgbe driver
which employs a completely different transmit path.

Pktgen-DPDK exhibits another issue at higher rates: there are additional peaks in the
distribution between 6,000 ns and 7,000 ns. These outliers happen periodically every
second. This leads to the MSE values that are far worse than expected from a visual
inspection of the histograms. The problem is not caused by DPDK as MoonGen is not
affected by this. The most likely reason is that the transmit thread in Pktgen-DPDK
calculates and reports statistics regularly while in MoonGen this is done in a separate
thread and via hardware counters. The CRC-based approach also shows a higher MSE
than expected: there are a total of 10 outliers between 3µs and 46µs every 128 packets
in the first 1 280 generated packets. This is caused by the insufficient performance of
the Lua code at higher rates before the initial just-in-time compilation.

Hardware support on commodity NICs
The test campaign conducted so far studies the impact of different software implemen-
tation for the rate control. This section investigates the benefits that the hardware
support can bring for precision and accuracy in packet generation. Hardware rate con-
trol features are available on NICs based on Intel 82599, X540, and XL710 network
chips. Tests show that the Intel X540 10GBASE-T chip is more precise than soft-
ware implementations on DPDK and PF_RING ZC [42]. However, this evaluation was
restricted to 1Gbit/s due to restrictions of the measurement setup. Here, we use Moon-
Gen to evaluate NICs based on Intel 82599 and XL710 chips which feature SFP+ ports
(10Gbit/s).
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Figure 6.7: trafgen precision
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Figure 6.8: D-ITG precision

The Intel 82599 datasheet outlines the rate control algorithm in detail [73, Section
7.7.2.1]. Figure 6.6a shows that the hardware generates bursts of two packets at rates
of 1, 4, and 7Mpps on Intel 82599 NICs. The algorithm described in the datasheet does
not match this observation, highlighting problems when relying on black-box hardware
for reproducible experiments.

The newer XL710 rate control lacks a detailed explanation of its inner working. Our
measurements show that it generates bursts between 64 and 128 packets depending on
the rate and packet size. Figure 6.6b shows the upper part of a CDF as these large
bursts are not easily visualized in a histogram.

A burst size of 2 has no significant effect on the system under test in our experience.
Measuring the latency of a system with the flawed hardware rate control and MoonGen’s
CRC approach results in the same latency [42]. So we find it good enough for practical
purposes. Rate control on the XL710, however, is flawed and should be avoided.

Precision at low speeds
D-ITG and trafgen are both too slow for 10Gbit/s connections, so we handle these two
separately with packet rates of 0.01Mpps and 0.1Mpps (corresponding to 11.8Mbit/s
to 112Mbit/s). Figure 6.7 and 6.8 show histograms of the measured inter-arrival times
of trafgen and D-ITG respectively. trafgen is not only inaccurate (note that the
target line does not even appear on the figure) and slow, but also imprecise.
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Figure 6.9: Precision of Poisson traffic generation

D-ITG generates a bimodal distribution oscillating around the target rate, alternating
every ≈ 2 packets. The two modes of the distribution are only ≈ 200 ns away from
the target at both tested rates. Note that an error of 200 ns is good result at 1Gbit/s
because the minimum packet length is 672 ns at this rate. It is, however, prone to bursts
as the rate increases. 0.5% of the packets are sent in bursts at 0.1Mpps, compared to
less than 0.01% at 0.01Mpps. We categorize D-ITG as accurate and precise at very low
rates but not performant.

6.6.5 Precision with Poisson traffic pattern
This section investigates the traffic generation precision when a non-CBR traffic pattern
is required. In particular, we study the generation behavior when the inter-packet gap
is set to be a Poisson process. The tests presented in this section allow studying the
impact of the cooperation of multiple threads on the generation precision. The previous
tests have been restricted to a single thread transmitting packets to reliably generate
CBR traffic. This is no longer the case when using a Poisson process: overlaying several
independent Poisson processes forms a new Poisson process. Using multiple threads
to increase the performance is trivial and allows overcoming performance restrictions.
Although real traffic resembles a self-similar pattern [129], traffic generated by a Poisson
process can approximate the self-similar pattern for short time spans, e.g., in a synthetic
benchmark [149]. Moreover, self-similar patterns are not implemented by any readily
available software packet generator. Poisson is implemented in D-ITG, pfq-gen, and
MoonGen. We skip D-ITG here as we are interested in high packet rates.

We measure a maximum throughput of 12.1Mpps with pfq-gen on 4 threads and
12.9Mpps with MoonGen software rate control on 3 threads. This corresponds to the
previously measured limit for unbatched transmits; adding another core does not im-
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prove the throughput. The CRC-based rate control is able to generate any configured
rate as it can use batches consisting of valid and invalid packets internally.

Figure 6.9 shows how the achieved precision degrades as the rate and number of threads
being used increases from 3Mpps to 9Mpps and 1 to 3 respectively. This measurement
highlights a shortcoming of the CRC-based implementation: it cannot represent all
possible gaps due to minimum packet sizes of the invalid packets. Some NICs like
the Intel XL710 NICs pad short packets to the minimum size of 64 bytes while others
(82599) allow smaller sizes. However, illegally short packets can be troublesome for the
device under test: we experienced irregular behavior when the NetFPGA test device
was receiving such packets. This test was therefore run with packet sizes of 64 bytes or
higher, MoonGen’s actual precision is likely higher.

The higher the requested throughput and the number of threads being used, the lower
the precision of the generation: overlaying Poisson processes is imperfect in practice.
This technique assumes that the Poisson processes cannot influence one another. How-
ever, this is not the case. A packet incurs a queuing delay if a thread tries to send a
packet while a packet by another thread is still being transmitted. This effect is visible
at both 6Mpps and 9Mpps, it leads to more bursts and fewer packets with larger inter-
arrival times than analytically expected. And this is were we hit the limits of what can
be done in software, there is no way to avoid this without explicit hardware support.

6.6.6 Lessons learned
We have compared three methods for packet generation:

The hardware supported approach offers high performance and reasonable accu-
racy. However, it shows low precision on the investigated NICs as they generate small
bursts instead of CBR traffic. Further, it is inflexible as it cannot be used for arbitrary
distributions.

The pure software approach can offer high accuracy as long as overloading does
not occur. Either high performance or high precision are achievable, depending on the
allowed burst size leading to the previously presented issues (cf. Section 6.3). Differ-
ences in performance and precision between the IO frameworks are visible at high packet
rates, with the DPDK-based frameworks usually performing better.

The corrupted CRC approach offers high performance, high accuracy, and high
precision. Despite its advantages, this method requires setups that can withstand the
large number of invalid packets used as fillers.
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trafgen and D-ITG are still not obsolete, despite the advantages of modern software
packet generators. D-ITG is ideal for environments that do not require high packet
rates. It is precise and features a large set of traffic types and patterns. The main
advantage is that it works on any NIC supported by Linux – the other investigated
packet generators rely on specialized drivers only available for certain NICs.

6.7 Latency measurements

Packet generators are not only used to precisely and accurately generate traffic, but they
might be also helpful to derive useful metrics about the system under test: throughput
and latency. Throughput can be measured by counting the number of packets being
successfully processed by the device under test, latency requires more elaborated meth-
ods. In particular, measuring the latency requires timestamping the exact point in time
a packet is sent and received.

6.7.1 Approaches for measuring latency
We identify three different types of timestamping methods.

Software timestamping without framework support is the easiest implementa-
tion: the software simply takes a timestamp before sending and after receiving a packet
to/from a high-level interface like socket APIs. Potential problems are context switches
and queuing delays as the packet crosses the boundary between the program and the
driver in the kernel. Linux allows offloading the timestamp to the kernel via a socket
option to alleviate these problems.

Software timestamping with framework support takes the timestamp at the
framework or driver level. The low-level nature of packet IO frameworks helps. For
example, DPDK moves the whole driver into the same process as the packet generator.
A packet generator based on it can thus take a timestamp at the moment the NIC is
tasked with transmitting the packet. Reception typically works in a busy-wait loop,
polling the NIC for new packets as often as every 100 CPU cycles, a timestamp can be
taken once a poll returns data. The question is: how precise is this?

The third and most reliable solution is hardware timestamping. This moves the
timestamping process as close as possible to the physical layer thus eliminating further
sources of error (i.e., CPU scheduling, driver overhead, or PCIe transfer). Typical values
for timestamping precision on 10Gbit/s NICs are ±6.4 ns, see Section 5.6.1 for details.
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6.7.2 Evaluated metrics
Latency measurement features are rare in packet generators. To the best of our knowl-
edge, and considering the packet generators being analyzed in this paper, only D-ITG
and MoonGen provide support for latency analysis. MoonGen uses hardware time-
stamping as it relies on hardware capabilities present on Intel NICs. D-ITG implements
timestamping without framework support, as it uses traditional APIs without making
use of the timestamp offloading available in Linux. We also implemented a version of
MoonGen with pure software timestamping to evaluate the performance of software
timestamping with a fast IO framework.

Latency measurement is affected by both a systematic error and a random error. The
former is caused by deterministic delays through processing, the latter from the time
spent in buffers and resource contention from concurrent tasks. To minimize both
of them, the timestamp should be moved as close as possible to the actual physical
transmission or reception of a packet. Without hardware support, the timestamps
can only be taken in software and queuing delay can cause high jitter. Deterministic
processing steps contribute to the systematic error, providing a fixed offset on the final
timestamp.

The proposed tests aim to evaluate the accuracy (i.e., average of the measured val-
ues) and the precision (i.e., standard deviation) of latency measurements when one of
the three approaches is being used. An inaccurate timestamping mechanism has little
impact on the results: the systematic error can be determined and subtracted from
latency measurements. Poor precision is more problematic as it limits the usefulness
of the resulting data. While it is still possible to determine the average latency if the
precision is poor, it is difficult to estimate important characteristics of the system under
test (e.g., buffer size). In addition, statistical parameters such as maximum latency or
99th percentile cannot be evaluated properly when the precision is poor.

The third metric we take into account is the granularity of the packet generator itself.
Software using RDTSC has a granularity of the CPU’s clock frequency, i.e., typically
less than 1 ns. clock_gettime() has a granularity of 1 ns on modern systems with
proper arguments as it internally relies on RDTSC as well. Hardware-assisted solutions
as implemented in MoonGen depend on the NIC being used. The Intel 82599 offers a
granularity of 12.8 ns [73], older 1Gbit/s NICs often support only 64 ns [72].

6.7.3 Evaluation
In this section we evaluate the three different approaches using an external loopback
connection of a NIC port with itself via a short (≈ 10 cm/2.5 in) fiber cable as test setup.
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Figure 6.10: Precision of software timestamping without framework support

As D-ITG would require a second host echoing the traffic back, we emulate its behav-
ior by implementing a tool that performs software timestamping without framework
support on raw sockets.

Hardware
We rely on MoonGen working with hardware support (Intel 82599 NIC) to evaluate
the latency in this scenario. This implementation offers a granularity of 12.8 ns on the
Intel 82599 NIC and reports latencies between 294.4 ns and 320 ns (23 to 25 units of
measurement) depending on the packet rate. The latency never varies by more than
12.8 ns for a given packet rate. We use this result as our ground truth, i.e., the maximum
achievable precision and accuracy.

Software without framework support
Figure 6.10 shows how the precision of software timestamping without fast IO frame-
work support deteriorates as we apply an increasing load of background traffic using
trafgen1. The standard deviation is in the range of several microseconds (vs. nanosec-
onds with hardware timestamping) and the systematic error is 10 µs to 15 µs as this is
the absolute measured value.

Software with framework support
Software timestamping with DPDK support in MoonGen performs better by an order
of magnitude as visualized in Figure 6.11. The standard deviation increases from 0.16 µs
to 0.24µs between no background load and 9Mpps. However, a higher load causes a
sudden increase in both average latency and standard deviation. Rates above 9.3Mpps
show standard deviations of ≈ 0.5 µs. High background traffic causes this software

1Chosen because it achieves the highest rate without requiring exclusive access to the NIC.
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Figure 6.11: Precision of software timestamping with framework support (MoonGen)

timestamping method to become inaccurate while still staying reasonably precise. It
is, however, both imprecise and inaccurate in the area between 9Mpps and 9.3Mpps.
The reason for this increase remains unclear, but is likely related to the hardware rate
control feature being used an buffering on the NIC. Note that the accuracy suffers by
factor of about 200 while the precision is only affected by a factor of 2.

We conducted this experiment with hardware rate control on an Intel 82599 NIC for
the background traffic to achieve the highest possible rate. Using the best rate control
method identified earlier (i.e., CRC) requires loading the NIC with full line at all times
and hence suffers from poorer precision and accuracy even at lower rates as the buffers
are always full.

6.7.4 Lessons learned
The test campaign performed in this section assess the precision of software time-
stamping with and without IO framework support. We use hardware solution as our
ground truth because it moves the timestamping process as close as possible to the
physical layer thus eliminating further sources of error.

We distinguish two measurement scenarios with different requirements for the bench-
marking precision: software devices and hardware devices. The former has lower re-
quirements as the experiments deal with higher latencies (in the range between 10µs
and 100µs). For example, our measurements in Section 6.3 exhibit latencies between
14 µs and 110 µs. Based on this, we derive a precision requirement of 1 µs to benchmark
software devices. This means both software timestamping with framework support and
hardware timestamping are precise enough for this task. Hardware devices, on the other
hand, exhibit latencies in the order of hundreds of nanoseconds and consequently need
a packet generator with a precision lower than 100 ns. Only hardware timestamping can
be used in this case.
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The feasibility of benchmarking software devices also depends on the measured metric.
It is always possible to determine the average latency if the characteristics of the packet
generator are known. Histograms of observed latencies, that can provide further insight
into internals of a system, can only be measured with framework support or hardware
timestamping. Measuring the maximum latency of a system is limited by the worst-
case behavior of the packet generators: it is impossible to know whether an outlier in an
experiment comes from the packet generator or the tested system. Timestamping with
framework support shows outliers of up to 5 times the average value, while timestamping
without framework support has outliers up to 60 times the average value.

Experimenters should calibrate their packet generators before conducting experiments
involving any latency measurements. The reliability of the packet generator can be
checked by running the test on a setup where the tested system is replaced with a
simple cable. Not only precision is important: the accuracy or systematic error is in
the microsecond-range with the tested approaches and can thus contribute a significant
part of the overall latency. Measuring it beforehand allows eliminating this error, i.e.,
the accuracy of a packet generator does not matter in a well-designed experiment with
a calibrated packet generator.

6.8 Conclusion

This chapter is mainly concerned with research questions Q3 (How can modern net-
work devices be benchmarked?) and Q4 (Can software be sufficiently precise to replace
hardware in all scenarios?). The answer is: mostly yes, software can be precise enough
to replace dedicated hardware for benchmarking in 10Gbit/s networks. Only time-
stamping is best left to hardware features, but MoonGen’s driver support for hardware
timestamping on commonly used NICs makes these capabilities available on cheap com-
modity off-the-shelf hardware.

The results for rate control are unexpected. The hardware implementation on the Intel
XL710 NIC behaves very poorly and is unsuitable for packet generators. Intel’s 82599-
based NICs fared better, but still sent out packets in bursts of two which we consider
good enough for practical purposes. MoonGen using the rate control implemented with
the corrupted CRC approach proved to be the most precise solution. Our conclusion
is that you should use MoonGen’s CRC approach (Section 5.7.3) to control packet
rate if the system under test can handle this. We achieve a mean squared error of
1.2 µs with this implementation, significantly better than the 20.6µs of the software
implementation, which in turn is still an improvement over the 59 µs found in other
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software packet generators (Section 6.6.4). The next best option is hardware rate control
on NICs of the 82599 family. Software rate control should be avoided.

Another key result is that the traffic pattern should be chosen carefully. Benchmarking
standards are often focused on CBR traffic, a fixation that arguably stems from the
definition of constant load as CBR in RFC 1242 [24]. Even this standard from 1991
notes that it is an unrealistic traffic pattern. We argue to consider a Poisson distribution
instead of CBR traffic. Poisson traffic is both easier to generate in a performant and
reliable manner and a more realistic test case (Section 6.3.2).

In conclusion, we can now say that MoonGen is a precise and accurate software packet
generator when used with Intel 82599 10Gbit/s NICs.

6.9 Author’s Contributions

Sections 6.1 to 6.8 are based on the following publication [41]:

Paul Emmerich, Sebastian Gallenmüller, Gianni Antichi, Andrew W. Moore, and
Georg Carle. “Mind the Gap — A Comparison of Software Packet Generators”.
In: ACM/IEEE Symposium on Architectures for Networking and Communications
Systems (ANCS 2017). Beijing, China, May 2017

The author implemented the different rate control methods of MoonGen discussed here
and contributed to their analysis. The author contributed to the design and execution
of all measurements and experiments of the rate control methods presented here. All
timestamping code in MoonGen evaluated here was conceived and implemented by the
author. The author contributed to the experiments and their execution.

The following significant changes vs. the paper were made for this thesis:

• Section 6.1 has been rewritten.

• Section 6.3 has been rewritten and features two additional experiments originally
published in [42].

• Table 6.3 has been updated to contain data about all evaluated packet generators.
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Chapter 7

Conclusion

We describe the software stack of a software-based packet processing system, starting at
the driver level (ixy, Chapter 3) through to a real-world application (MoonGen, Chap-
ter 5). At each level we evaluate the performance and trade-offs between flexibility
and performance, yielding unique insights at every level of the stack. Having a com-
pletely custom driver allowed us to evaluate effects of individual features and optimiza-
tions in isolation. Doing the same in ten different languages made for a comprehensive
comparison of language features like garbage collection and their performance impacts
(Chapter 4).

Finally, as a complex, real-world, application MoonGen is a practical example of a fast
and flexible software-based packet processing system. The combination of fast user space
drivers together with a high-level language can provide completely new functionality
that was previously impossible: running user-defined script code for every single packet
that is transmitted without affecting performance (Section 5.5.2).

7.1 Answered research questions

We can now offer answers to our four main research questions posed in Section 1.2.

Q1 What makes software-based packet processing fast?
Being close to the hardware is crucial: Unnecessary layers of abstraction such
garbage collection and JIT compilers may add latency, jitter, or performance
problems and hence must be avoided (Section 4.6 and 4.7). The driver should be
part of the same process as the application, i.e., the driver must be a library that
is embedded in the user space application (Section 3.3). Chapter 3 examines the
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architecture of fast user space network drivers, featuring a full implementation of
a driver that rivals the performance of DPDK (Section 3.5).

We consider important components of user space drivers and discuss how different
settings affect the performance. The single most important identified performance
feature is batch processing. Loading at least 32 packets at the same time helps to
amortize overhead related to accessing the hardware (Section 3.5.3). Moreover, we
look at the necessary trade-offs, identifying a ring buffer size 512 as the sweet spot
between throughput and latency (cf. Section 3.5.7). This is contrary to common
advice for larger batch sizes and ring sizes (e.g., [148, 89, 12]).

Q2 How can high-level languages be used in software-based network devices?
Not all high-level languages are suitable for writing drivers, especially scripting
languages come with serious performance bottlenecks. We implemented drivers in
9 different high-level languages in Chapter 4 to evaluate and compare them.

Our results indicate that Rust is currently the best language to write user space
drivers in, winning performance comparisons for both latency and bandwidth
among the high-level languages. Compared to C we achieve 98% of the throughput
(Section 4.6.2) and without affecting latency at speeds of 10Mpps (Section 4.7.2).
Despite achieving a high performance we guarantee memory safety in 87% of our
Rust driver (Section 4.4.3). This is not entirely unexpected given that Rust was
explicitly designed with writing efficient and correct applications in mind.

All other languages have one primary problem: overhead from memory man-
agement. Relying on a garbage collector yields a bad worst-case latency when an
ongoing garbage collection stops execution temporarily (see graphs in Section 4.7).
The garbage collected languages C# and Go fared exceptionally well for garbage
collected languages, achieving worst-case latencies below 100µs even under load.
Even Apple’s Swift that relies on pure reference counting fares poorly in this com-
parison: the overhead heavily affects the throughput as unnecessary work has to
be done for every packet. Only Rust’s unique ownership-based system avoids all
of these problems.

On the higher layer, our packet generation application MoonGen uses the scripting
language Lua, a garbage collected language. Avoiding problems with garbage
collection is feasible here by clever use of available hardware features where a high
precision is required (Section 5.6). Lua is an ideal choice for a testing application:
it is easy to fully customize the behavior of the packet generator by the user on a
per-packet basis (Section 5.4). Our evaluation shows that we achieve equivalent, or
better, performance than previous less flexible packet generators (Section 5.5.2).
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We conclude that Rust is the best choice for general-purpose software-based packet
processing systems. Other languages can be feasible if the pause times induced by
garbage collection or JIT compilers can be compensated for by hardware features,
as is the case for MoonGen.

Q3 How can modern network devices be benchmarked?
Our focus is on throughput on packets per second, not raw bandwidth in bits
per second as the per-packet processing costs dominates over per-byte costs (Sec-
tion 2.2). We built the packet generator MoonGen for this dissertation – the first
software packet generator that allows running user-defined script code for every
single generated packet without sacrificing performance (Section 5.5.2). This al-
lows supporting a wide range of protocols and applications (Section 5.4).

Despite being a software-based packet processing system, MoonGen achieves a
precision of ±12.8 ns for timestamping by using hardware features of commodity
NICs (Section 5.6).

We conclude that MoonGen is a packet generator suitable for accurate and precise
benchmarks in 10Gbit/s networks. It should be used with an Intel 82599 NIC in
order to use hardware features to achieve the previously stated results. We show
MoonGen is precise enough to characterize hardware switches as devices under
test (Section 5.8).

Q4 Can software be sufficiently precise to replace hardware in all scenarios?
There are scenarios where hardware support is inevitable: Everything that either
requires timestamping or precise control of packet departure times (rate control).
This is a rare use case, many applications simply do not need these capabilities.
And when needed, a hybrid solution such as MoonGen can be constructed to work
around the restrictions.

MoonGen achieves a mean-squared error of 1.2 µs by using a hybrid hardware/-
software rate control implementation, the previous state of the art for software
packet generators was 59 µs (Section 6.6.4). Our hardware-assisted timestamping
achieves a precision of ±12.8 ns and a systematic error of 317 ns (Section 5.6).

We find these values good enough for practical purposes in 10Gbit/s networks.
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7.2 Conclusion

This dissertation heavily relies on the artifacts ixy and MoonGen to argue its main
point: It is feasible and advantageous to write packet processing systems in high-level
languages on top of user space drivers.

The advantage of using high-level languages is improved resilience against certain classes
of bugs such as memory bugs. 61% of security-critical bugs found in Linux could have
been prevented by using a high-level programming language instead of C and all but one
investigated bug (n=40) have been found in drivers (Section 4.3.2). When using Rust
we get this advantage in 87% of the code while only trading off 2% of the throughput
and no additional latency under normal load conditions (Sections 4.6.2 and 4.7.2). We
conclude that software-based packet processing systems should be build in a high-level
language. Language selection depends on requirements, but Rust is a good choice in
general.

MoonGen is a practical example of a fast and flexible software-based packet processing
system. It is fast, flexible, and precise at the same time by using a high-level language
and hardware features to achieve precision. We achieve our goal of handling the full
line rate of 14.88Mpps on a single CPU core (Section 5.5), flexibility is ensured by
executing user-defined script code in the high-level language Lua for every transmitted
packet (Section 5.4), and the achieved precision for timestamping of ±12.8 ns is even
good enough to benchmark hardware devices (Section 5.8).

It has been a personal goal of the author to build something that can be adapted and
re-used by others. Both ixy and MoonGen have been made available as free and open
source software [2, 3]. This has been especially successful with MoonGen which has
become the de-facto standard packet generator in academia (≥ 300 citations) and it has
been used in many high-impact publications by others, e.g., [152, 93, 34, 168].
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Appendix A

MoonGen Example: Basic packet gen-
erator

A MoonGen script generating a configurable number of UDP flows at a given rate.

The script showcases the following MoonGen features:

• Randomized flows
• ARP lookups
• CSV statistics
• The embedded REST webserver to control MoonGen via HTTP/json

1 --- A simple UDP packet generator
2 local mg = require "moongen"
3 local device = require "device"
4 local stats = require "stats"
5 local log = require "log"
6 local memory = require "memory"
7 local arp = require "proto.arp"
8 local server = require "webserver"
9

10 -- set addresses here
11 local DST_MAC = nil -- resolved via ARP on GW_IP or DST_IP, can be overriden with a string here
12 local PKT_LEN = 60
13 local SRC_IP = "10.0.0.10"
14 local DST_IP = "10.1.0.10"
15 local SRC_PORT_BASE = 1234 -- actual port will be SRC_PORT_BASE * random(NUM_FLOWS)
16 local DST_PORT = 1234
17 local NUM_FLOWS = 1000
18 -- used as source IP to resolve GW_IP to DST_MAC
19 -- also respond to ARP queries on this IP
20 local ARP_IP = SRC_IP
21 -- used to resolve DST_MAC



22 local GW_IP = DST_IP
23

24

25 -- the configure function is called on startup with a pre-initialized command line parser
26 function configure(parser)
27 parser:description("Edit the source to modify constants like IPs and ports.")
28 parser:argument("dev", "Devices to use."):args("+"):convert(tonumber)
29 parser:option("-t --threads", "Number of threads per device."):args(1):convert(tonumber):default(1)
30 parser:option("-r --rate", "Transmit rate in Mbit/s per device."):args(1)
31 parser:option("-w --webserver", "Start a REST API on the given port."):convert(tonumber)
32 parser:option("-o --output", "File to output statistics to")
33 parser:option("-s --seconds", "Stop after n seconds")
34 parser:flag("-a --arp", "Use ARP.")
35 parser:flag("--csv", "Output in CSV format")
36 return parser:parse()
37 end
38

39 function master(args,...)
40 -- configure devices and queues
41 local arpQueues = {}
42 for i, dev in ipairs(args.dev) do
43 -- arp needs extra queues
44 local dev = device.config{
45 port = dev,
46 txQueues = args.threads + (args.arp and 1 or 0),
47 rxQueues = args.arp and 2 or 1
48 }
49 args.dev[i] = dev
50 if args.arp then
51 table.insert(arpQueues, {
52 rxQueue = dev:getRxQueue(1), txQueue = dev:getTxQueue(args.threads), ips = ARP_IP
53 })
54 end
55 end
56 device.waitForLinks()
57

58 -- start ARP task and do ARP lookup (if not hardcoded above)
59 if args.arp then
60 arp.startArpTask(arpQueues)
61 if not DST_MAC then
62 log:info("Performing ARP lookup on %s, timeout 3 seconds.", GW_IP)
63 DST_MAC = arp.blockingLookup(GW_IP, 3)
64 if not DST_MAC then
65 log:info("ARP lookup failed, using default destination mac address")
66 DST_MAC = "01:23:45:67:89:ab"
67 end
68 end
69 log:info("Destination mac: %s", DST_MAC)
70 end
71

72 if args.webserver then
73 server.startWebserverTask{
74 port = args.webserver
75 }



76 end
77

78 -- print statistics
79 stats.startStatsTask{devices = args.dev, file = args.output, format = args.csv and "csv" or "plain"}
80

81 -- configure tx rates and start transmit slaves
82 for i, dev in ipairs(args.dev) do
83 for i = 1, args.threads do
84 local queue = dev:getTxQueue(i - 1)
85 if args.rate then
86 queue:setRate(args.rate / args.threads)
87 end
88 mg.startTask("txSlave", queue, DST_MAC)
89 end
90 end
91

92 if args.seconds then
93 mg.setRuntime(tonumber(args.seconds))
94 end
95

96 mg.waitForTasks()
97 end
98

99 function txSlave(queue, dstMac)
100 -- memory pool with default values for all packets, this is our archetype
101 local mempool = memory.createMemPool(function(buf)
102 buf:getUdpPacket():fill{
103 -- fields not explicitly set here are initialized to reasonable defaults
104 ethSrc = queue, -- MAC of the tx device
105 ethDst = dstMac,
106 ip4Src = SRC_IP,
107 ip4Dst = DST_IP,
108 udpSrc = SRC_PORT,
109 udpDst = DST_PORT,
110 pktLength = PKT_LEN
111 }
112 end)
113 -- a bufArray is just a list of buffers from a mempool that is processed as a single batch
114 local bufs = mempool:bufArray()
115 while mg.running() do -- check if Ctrl+c was pressed
116 -- this actually allocates some buffers from the mempool the array is associated with
117 -- this has to be repeated for each send because sending is asynchronous,
118 -- we cannot reuse the old buffers here (async interface)
119 bufs:alloc(PKT_LEN)
120 for i, buf in ipairs(bufs) do
121 -- packet framework allows simple access to fields in complex protocol stacks
122 local pkt = buf:getUdpPacket()
123 pkt.udp:setSrcPort(SRC_PORT_BASE + math.random(0, NUM_FLOWS - 1))
124 end
125 -- UDP checksums are optional, so using just IPv4 checksums would be sufficient here
126 -- UDP checksum offloading is comparatively slow: NICs typically do not support calculating the
127 -- pseudo-header checksum so this is done in SW
128 bufs:offloadUdpChecksums()
129 -- send out all packets and frees old bufs that have been sent



130 queue:send(bufs)
131 end
132 end



Appendix B

MoonGen Example: Quality of Service
Test

A MoonGen script generating two different UDP flows and reporting their respective
latencies. This can be used validate if a device is properly applying quality of service
metrics.

The script showcases the following MoonGen features:

• Multi-threading with multiple device queues
• Hardware rate control
• Hardware timestamping
• Custom statistics

1 --- This script implements a simple QoS test by generating two flows and measuring their latencies.
2 local mg = require "moongen"
3 local memory = require "memory"
4 local device = require "device"
5 local ts = require "timestamping"
6 local filter = require "filter"
7 local stats = require "stats"
8 local hist = require "histogram"
9 local timer = require "timer"

10 local log = require "log"
11

12 local PKT_SIZE = 124 -- without CRC
13 -- hard-coded MAC addresses, see the generic pktgen example for getting this via ARP
14 local ETH_DST = "10:11:12:13:14:15" -- src mac is taken from the NIC
15 local IP_SRC = "192.168.0.1"
16 local NUM_FLOWS = 256 -- src ip will be IP_SRC + random(0, NUM_FLOWS - 1)
17 local IP_DST = "10.0.0.1"
18 local PORT_SRC = 1234
19 local PORT_FG = 42



20 local PORT_BG = 43
21

22 function configure(parser)
23 parser:description("Generates two flows of traffic and compares them." ..
24 " This example requires an ixgbe NIC due to the used hardware features.")
25 parser:argument("txDev", "Device to transmit from."):convert(tonumber)
26 parser:argument("rxDev", "Device to receive from."):convert(tonumber)
27 parser:option("-f --fg-rate", "Foreground traffic rate in Mbit/s."):default(1000)
28 :convert(tonumber):target("fgRate")
29 parser:option("-b --bg-rate", "Background traffic rate in Mbit/s."):default(4000)
30 :convert(tonumber):target("bgRate")
31 end
32

33 function master(args)
34 -- 3 tx queues: traffic, background traffic, and timestamped packets
35 -- 2 rx queues: traffic and timestamped packets
36 local txDev, rxDev
37 -- these two cases could actually be merged as re-configurations of ports are ignored
38 -- the dual-port case could just config the 'first' device with 2/3 queues
39 -- however, this example scripts shows the explicit configuration instead of implicit magic
40 if args.txDev == args.rxDev then
41 -- sending and receiving from the same port
42 txDev = device.config{port = args.txDev, rxQueues = 2, txQueues = 3}
43 rxDev = txDev
44 else
45 -- two different ports, different configuration
46 txDev = device.config{port = args.txDev, rxQueues = 1, txQueues = 3}
47 rxDev = device.config{port = args.rxDev, rxQueues = 2}
48 end
49 -- wait until the links are up
50 device.waitForLinks()
51 log:info("Sending %d MBit/s background traffic to UDP port %d", args.bgRate, PORT_BG)
52 log:info("Sending %d MBit/s foreground traffic to UDP port %d", args.fgRate, PORT_FG)
53 -- setup rate limiters for CBR traffic
54 -- see l2-poisson.lua for an example with different traffic patterns
55 txDev:getTxQueue(0):setRate(args.bgRate)
56 txDev:getTxQueue(1):setRate(args.fgRate)
57 -- background traffic
58 if args.bgRate > 0 then
59 mg.startTask("loadSlave", txDev:getTxQueue(0), PORT_BG)
60 end
61 -- high priority traffic (different UDP port)
62 if args.fgRate > 0 then
63 mg.startTask("loadSlave", txDev:getTxQueue(1), PORT_FG)
64 end
65 -- count the incoming packets
66 mg.startTask("counterSlave", rxDev:getRxQueue(0))
67 -- measure latency from a second queue
68 mg.startSharedTask("timerSlave", txDev:getTxQueue(2), rxDev:getRxQueue(1),
69 PORT_BG, PORT_FG, args.fgRate / (args.fgRate + args.bgRate))
70 -- wait until all tasks are finished
71 mg.waitForTasks()
72 end
73



74 function loadSlave(queue, port)
75 mg.sleepMillis(100) -- wait a few milliseconds to ensure that the rx thread is running
76 local mem = memory.createMemPool(function(buf)
77 buf:getUdpPacket():fill{
78 pktLength = PKT_SIZE, -- this sets all length headers fields in all used protocols
79 ethSrc = queue, -- get the src mac from the device
80 ethDst = ETH_DST,
81 -- ipSrc will be set later as it varies
82 ip4Dst = IP_DST,
83 udpSrc = PORT_SRC,
84 udpDst = port,
85 -- payload will be initialized to 0x00 as new memory pools are initially empty
86 }
87 end)
88 local txCtr = stats:newManualTxCounter("Port " .. port, "plain")
89 local baseIP = parseIPAddress(IP_SRC)
90 -- a buf array is essentially a very thing wrapper around a
91 -- rte_mbuf*[], i.e. an array of pointers to packet buffers
92 local bufs = mem:bufArray()
93 while mg.running() do
94 -- allocate buffers from the mem pool and store them in this array
95 bufs:alloc(PKT_SIZE)
96 for _, buf in ipairs(bufs) do
97 -- modify some fields here
98 local pkt = buf:getUdpPacket()
99 -- select a randomized source IP address

100 -- you can also use a wrapping counter instead of random
101 pkt.ip4.src:set(baseIP + math.random(NUM_FLOWS) - 1)
102 -- you can modify other fields here (e.g. different source ports or destination addresses)
103 end
104 -- send packets
105 bufs:offloadUdpChecksums()
106 txCtr:updateWithSize(queue:send(bufs), PKT_SIZE)
107 end
108 txCtr:finalize()
109 end
110

111 function counterSlave(queue)
112 -- the simplest way to count packets is by receiving them all
113 -- an alternative would be using flow director to filter packets by port and use the queue statistics
114 local bufs = memory.bufArray()
115 local ctrs = {}
116 while mg.running(100) do
117 local rx = queue:recv(bufs)
118 for i = 1, rx do
119 local buf = bufs[i]
120 local pkt = buf:getUdpPacket()
121 local port = pkt.udp:getDstPort()
122 local ctr = ctrs[port]
123 if not ctr then
124 ctr = stats:newPktRxCounter("Port " .. port, "plain")
125 ctrs[port] = ctr
126 end
127 ctr:countPacket(buf)



128 end
129 -- update() on rxPktCounters must be called to print statistics periodically
130 -- this is not done in countPacket() for performance reasons (needs to check timestamps)
131 for k, v in pairs(ctrs) do
132 v:update()
133 end
134 bufs:freeAll()
135 end
136 for k, v in pairs(ctrs) do
137 v:finalize()
138 end
139 end
140

141

142 function timerSlave(txQueue, rxQueue, bgPort, port, ratio)
143 local txDev = txQueue.dev
144 local rxDev = rxQueue.dev
145 local timestamper = ts:newUdpTimestamper(txQueue, rxQueue)
146 local histBg, histFg = hist(), hist()
147 -- wait one second, otherwise we might start timestamping before the load is applied
148 mg.sleepMillis(1000)
149 local baseIP = parseIPAddress(IP_SRC)
150 local rateLimit = timer:new(0.001)
151 while mg.running() do
152 local port = math.random() <= ratio and port or bgPort
153 local lat = timestamper:measureLatency(PKT_SIZE, function(buf)
154 local pkt = buf:getUdpPacket()
155 pkt:fill{
156 -- this sets all length headers fields in all used protocols
157 pktLength = PKT_SIZE,
158 ethSrc = txQueue, -- get the src mac from the device
159 ethDst = ETH_DST,
160 -- ipSrc will be set later as it varies
161 ip4Dst = IP_DST,
162 udpSrc = PORT_SRC,
163 udpDst = port,
164 }
165 pkt.ip4.src:set(baseIP + math.random(NUM_FLOWS) - 1)
166 end)
167 if lat then
168 if port == bgPort then
169 histBg:update(lat)
170 else
171 histFg:update(lat)
172 end
173 end
174 rateLimit:wait()
175 rateLimit:reset()
176 end
177 mg.sleepMillis(100) -- to prevent overlapping stdout
178 histBg:save("hist-background.csv")
179 histFg:save("hist-foreground.csv")
180 histBg:print("Background traffic")



181 histFg:print("Foreground traffic")
182 end
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