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Abstract

Remembering and processing past events has been observed as a recurring motif in many cellular

processes. Such cellular memory is regulated by the interplay of biological reaction networks

and reaction cycles. These so-called transcriptional states are dynamic, and its components

are continuously turned over. Given the degradation of the molecules which make memory, the

question emerges how the memory can surpass the lifetime of its source? To understand biological

mechanisms like these, the field of systems chemistry tries to recreate biologic processes with

synthetic approaches. A system chemist’s reaction cycle is composed of simpler molecular building

blocks than the biopolymers observed in nature. Yet, it exerts similar behaviour. Functional

structures emerge in a reaction cycle when so called fuel molecules are consumed and thereby

temporarily alter the physical properties of the assembly’s building block. As a result, the material

properties are dynamic and are controlled by the various reactions taking place. Understanding

these dynamics requires the examination of the reaction cycle’s kinetics.

Recently, the so called carbodiimide-driven reaction cycle has been introduced. The repeatedly

activation and deactivation of building blocks by carbodiimides was coupled to the self-assembly

of supramolecular structures. By synthesizing different derivatives of the activated building block,

which is a water labile anhydride, the deactivation could be tuned towards fast hydrolysis rates.

Now, it was necessary to quench all the reactions taking place in the reaction cycle to get high

quality analytic data. Otherwise, most anhydride would degrade within the time course of analysis.

In addition to this quenching method a standard routine is proposed in this work how to char-

acterize the dynamic material properties. Amongst the different morphologies which have been

created, the work shows that active building blocks forming crystals could create memory by oc-

cupying bistable states. As required for a bistable system, the crystals exert proper feedback, and

the unstable anhydride already provides a necessary degradation pathway. Memory like cellular

memory could be created in form of two stable states, an on-state with the presence of crystals

and an off-state without. The bistable states could be switched between each other by applying

different triggers. Moreover, patterns could be drawn similar to pixel displays and information has

been processed by creating a Boolean Or-port.



Zusammenfassung

Das Speichern und Verarbeiten vergangener Ereignisse wurde als wiederkehrendes Motiv in vielen

zellulären Prozessen beobachtet. Ein solches zelluläres Gedächtnis wird durch das Zusammenspiel

von biologischen Reaktionsnetzwerken und Reaktionszyklen gesteuert. Diese so genannten

Transkriptionszustände sind dynamisch, und ihre Komponenten werden ständig verstoffwechselt.

Angesichts des Abbaus der Moleküle, die das Gedächtnis bilden, stellt sich die Frage, wie das

Gedächtnis die Lebensdauer seiner Quelle überdauern kann. Um biologische Mechanismen wie

diese zu verstehen, versucht die Systemchemie, biologische Prozesse mit synthetischen Ansätzen

nachzubilden. Der Reaktionszyklus eines Systemchemikers besteht aus einfacheren molekularen

Bausteinen als die in der Natur beobachteten Biopolymere. Dennoch weist er ein ähnliches

Verhalten auf. Funktionelle Strukturen entstehen in einem Reaktionszyklus, wenn so genannte

Treibstoffmoleküle verbraucht werden und dadurch die physikalischen Eigenschaften des Bausteins

der Struktur vorübergehend verändern. Infolgedessen sind die Materialeigenschaften dynamisch

und werden durch die verschiedenen ablaufenden Reaktionen gesteuert. Um diese Dynamik zu

verstehen, muss die Kinetik des Reaktionszyklus untersucht werden.

Vor kurzem wurde über den so genannten Carbodiimid-getriebenen Reaktionszyklus berichtet. Mit

Hilfe dieses Zyklus wurde die wiederholte Aktivierung und Deaktivierung von Bausteinen an den

Selbstaufbau verschiedener Strukturen gekoppelt. Durch die Synthese verschiedener Derivate des

aktivierten Bausteins, eines wasserlabilen Anhydrids, konnte die Deaktivierung hin zu schnellen

Hydrolyseraten entwickelt werden. Um qualitativ hochwertige Daten zu erhalten, mussten nun

alle im Reaktionszyklus stattfindenden Reaktionen gequencht werden. Andernfalls würde sich das

meiste Anhydrid im Laufe der Analyse zersetzen. Zusätzlich zu dieser Quench-Methode wird in

dieser Arbeit eine Standardroutine vorgeschlagen, um die dynamischen Materialeigenschaften zu

charakterisieren. Die Arbeit zeigt, dass diejenigen Bausteine ein Gedächtnis ausbilden können,

die Kristalle formen. Das Gedächtnis wird ausgebildet, indem bistabile Zustände eingenommen

werden. Wie für ein bistabiles System erforderlich, üben die Kristalle eine angemessene Rückkop-

plung aus. Zudem bietet das instabile Anhydrid einen nötigen Abbauweg. Es wird gezeigt, dass ein

Gedächtnis analog zu einem zellulären Gedächtnis in Form von zwei stabilen Zuständen ausgebildet

werden kann. Dies sind ein Ein-Zustand in Anwesenheit von Kristallen und ein Aus-Zustand ohne

Kristalle. Mittels verschiedener Auslöser, kann zwischen den beiden Zuständen geschalten werden.

Außerdem können Muster ähnlich wie bei einem Pixel-Display gezeichnet werden, und es können

Informationen ähnlich eines booleschen Oder-Ports verarbeitet werden.
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1 General introduction - Cellular memory

Cellular memory has been described as the conversion of a transient signal into a sustained

response.1 Usually, its biological asset is a more efficient response when the same signal is faced

again later. As such the immune system builds up a secondary immune response,2,3 skin cells

produce the tanning pigment melanin when exposed to ultraviolet radiation4,5 or muscle fibers

grow upon mechanical stress.6 These capabilities stay encoded within the cell even if its original

response has faded. It has been shown that the memory of a strength training sustains even

after a prolonged time of inactivity and muscle loss, which facilitates retraining.7 When looking

at how long such memory is stored compared to the permanent turnover of cellular material or

the lifespan of individual cells, the question about its molecular mechanisms arises.8 Whereas

genetic information is stored and adapted through generations in the total genome, most cellular

memory is effected by feedback loops9 and epigenetic processes.10,11 The interplay of both result

in distinct transcriptional states which are the core of cellular memory. Under certain condition,

such memory can be inherited through deoxyribonucleic acid (DNA) replication and cell division.

Even though a lasting memory of a biologic response is created, the storage of cell memory is

a dynamic process. Memory can be deleted or fades over time although the exact same set of

DNA-based genetic instructions have been passed to daughter cells.12

Synthetic biologists started to explore the mechanisms behind cellular memory and adapted

those to perform distinct tasks. A powerful tool for biotechnological applications was found

in the transcriptional states of the lactose operon. Originally, it is required for bacteria to

transport and metabolize lactose. Its state can be switched between on and off, regulated by

both positive and negative feedback loops.13 By cloning the lactose operon into an expression

vector, protein expression can be turned on in an inducible manner. The phage lambda system

is another example of individual cells possessing the capacity to remember. A mutual repression

loop navigates the virus through two infectious states.14 When infecting bacteria, its genetic

information gets incorporated into the host’s genome. Residing in that lysogenic state, the

viral material is replicated together with the host genome as long as the host stays healthy.

The host’s response to stress produces signals which shifts the lysogenic stage to the following

stage of viral infection, which is lytic growth. Apart from these examples, transcriptional

states play a pivotal role in cell processes like cell differentiation15 and cell division.16–19 The

primary gene transcription regulation taking place in such processes are epigenetic ones.20 By

activating and silencing certain DNA regions, the total gene pool can be used for different tasks.

The transcriptional state is regulated by methylation-demethylation, acetylation-deacetylation,

and other modifications of histones as well as specific nucleotide regions within the DNA

sequence.21,22 It is thought that such epigenetic patterns are inherited to daughter cells by

feedback loops, involving methyltransferases. Concentrations of such DNA methyltransferases

were also increased in experiments, studying the processes taking place in neurons whilst

learning.23 When introducing chemicals that block the action of DNA methyltransferases, the

formation of memory could be stopped. The role of epigenetics in memory formation and storage

is also linked to the loss of memory with age which is accompanied with a loss of epigenetic control.

Cellular memory is performing a wide variety of tasks as pointed out above. Therefore, its emer-

gence can be considered as pivotal for the existence of animate matter as we currently observe it.

As evolution proceeded from prokaryotes to eukaryotes, also the mechanisms for creating, storing,

and retrieving memory developed. In terms of epigenetics, regulation in prokaryotes is strikingly
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different from that in eukaryotes, mainly higher eukaryotes.11 However, both make use of highly

evolved cellular machinery like enzymes, DNA and ribonucleic acid (RNA). The question remains

what mechanisms of cellular like memory could have existed in a prebiotic world without complex

biopolymers. In other words, how can information be stored and inherited in simple molecules

although the lifetime of those molecules is limited due to constant turnover rates? This question

should be answered in the context of this thesis.

2 Aim of the thesis

The aim of this thesis is to explore mechanisms to store memory in minimal, synthetic reaction

networks.24 I aim to do so by using reaction networks that convert chemical energy and engineer

within these networks feedback loops that allow for bistable behavior. In chapter 3, I will discuss

a selection of chemical reactions that have been developed and can be used for the creation of

bistable behavior. From that chapter it also becomes clear that it remains challenging to obtain

a quantitive analysis of the reactions involved in the reaction cycle. In chapter 4 I will discuss

standard quantitative methods and explain why such standard methods could be obstructive when

exploring dynamic reaction cycles. Therefore, in chapter 5, I developed quenching methods to

stop all the reactions taking place within the reaction cycle. The chapter showcases a way how

to effectively determine the kinetic parameters of carbodiimide-driven reaction cycles. In chapter

6, I highlight how such a reaction cycle can be used to regulate the behavior of supramolecular

materials. In an intermission, I guide the reader through the progress that has been made by

the field in the development of non-linear behavior in chemical reaction cycles. Chapter 7 will

explain the kinetic mechanisms behind bistable states. I will briefly detail how bistable states

become stable and thereby display hysteresis. The chapter ends with a summary of oscillating

systems observed in biology. The subsequent chapter 8 reviews artificial bistable systems which

have been engineered without using evolved biomolecules. After describing the current limitations

of such systems in chapter 9, I will finally discuss my efforts towards the creation of bistability in

chemical reaction cycles. We found an exciting mechanism that has to do with the non-linearity

of crystallization and feedback of crystals on their reaction cycle by which I can create bistability.

I explore the bistable behavior to create volatile memory, i.e., memory of a past event that lasts

longer than the lifetime of the molecules that play a role in the memory. Finally, I close the thesis

with a summary and outlook.

3 Fuel-driven reaction cycles

Many biological processes are regulated by reaction cycles in which a molecule is activated and

deactivated for a function at the expense of a small molecule.24 A prominent example is the

dynamic self-assembly of proteins to form the cytoskeletal network.25–28 In such cycles, inactivated

precursor building blocks are temporarily activated by fuel molecules. The fuel either binds to the

precursor non-covalently or reacts with it forming covalent bonds. These modifications can change

the physical interactions between building blocks leading to their assembly. After activation, a

second reaction pathway exists. This reaction deactivates the activated product which yields

the original precursor and its escape from the assembly. Thus, the molecular assemblies reside

outside the thermodynamic equilibrium and its material properties are controlled by the kinetics

of the reaction cycle. Although this process is wasteful in terms of energy, its benefits lie in high

degrees of adaptivity and spatio-temporal control.29 In the case of the cytoskeleton for example,
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Figure 1: Methylation and ester hydrolysis reaction drive the formation of transient
assemblies. a Carboxylates of precursor molecules get methylated by methylsulfate. The ester hy-
drolysis reaction is driven at alkaline pH. b Schematic overview of the activation, deactivation and
molecular self-assembly taking place simultaneously. c Time-lapse photograph of transient hydro-
gel formation.33 d Fluorescence microscope micrograph of dynamic fiber formation.33 Reprinted
by permission from the American Association for the Advancement of Science, Copyright © 2015.

nucleoside triphosphate30,31 (fuel) binds non-covalently to monomeric proteins (precursor) and

thereby induces a conformational change. Polymeric fibers start to grow such as actin filaments or

microtubules.32 Meanwhile, the fuel molecule hydrolyses to nucleoside diphosphate (waste) which

causes disassembly of the biopolymers.

3.1 A synthetic reaction cycle driven by the hydrolysis of methylating

agents

The goal of systems chemistry is to recreate the emergent behaviors observed in biologic sys-

tems.34–39 These behaviors are often regulated outside of equilibrium by chemical reaction cy-

cles and thus effort has been made to develop synthetic analogs.40–42 Van Esch and co-workers

pioneered the field by introducing a methylation reaction to activate small molecule building

blocks.33,43 In that work, the precursor molecules carried carboxylic acid groups which were well

solubilized at pH values above their pKa (Fig. 1 a, b). Upon addition of methylating agents like

methylsulfate, the precursor is activated by converting its carboxylates into their corresponding

methylesters. Consequently, their negative charges are abolished. Due to the removed repulsive

forces and the unchanged attractive forces of the remainder of the precursor, the molecules self-

assemble into fibrillar networks (Fig. 1 c, d). Given the hydrolytic instability of the methylester,

the building block can hydrolyze back to the precursor (deactivation). After deactivation, the

precursor can cycle through further rounds of activation and deactivation until all fuel is depleted.

Thus, the lifetime of the self-assembled material can be tuned by the amount of fuel added. The

fibrillar network disappears after all fuel has been consumed (Fig. 1 c).

3.2 A reaction cycle driven by the hydrolysis of condensing agents

The charge abolishment strategy to induce molecular self-assembly has also been used by convert-

ing carboxylate groups into anhydrides (Fig. 2 a).44,45 As a fuel, several carbodiimide condensing

agents have been reported to drive the reaction cycle like N,N’-dicyclehexylcarbodiimide (DCC),

N,N’-diisopropylcarbodiimide (DIC) or 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC).45

The latter is preferentially applied due to its high activation yields and its high water solubility.

The activation reaction is most efficient at acidic pH as the carbodiimide is activated by protona-
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Figure 2: The carbodiimide-driven reaction cycle. a Main reactions taking place in the
reaction cycle. b Occurring side reactions which have been observed.

tion of one nitrogen atom. The strong electrophile is attacked by the anionic carboxylate resulting

in a high energy O-acylisourea intermediate. In a subsequent step, a second carboxylate attacks

to form an anhydride. An intramolecular attack results in a ring closure or an intermolecular

reaction occurs when a second precursor molecule attacks. In that second step, urea is released.

The formed anhydride is hydrolytically instable and reacts with water, the solvent, reverting the

product molecule into the precursor. Thus, effectively, the precursor catalyzes the conversion of

the fuel molecule (carbodiimide) to a low energy waste molecule (urea). While catalyzing the

hydration, the precursor is transiently activated into a higher energy anhydride state. As the

reaction cycle also transiently consumes protons, the reaction cycle is performed in buffered media

and thus constant reaction rates are preserved throughout the cycle. 2-Morpholino-ethanesulfonic

acid (MES) is mostly used as its functional groups do not interfere with the reaction cycle’s

reactions. The deactivation rates can be adjusted by functional groups in the proximity of the

anhydride. Structural effects on hydrolysis rates can be explained in terms of steric and electronic

effects of substituents. Electron-attracting substituents assist, and electron-repelling substituents

hinder the degradation rates of e.g., benzoic anhydride derivatives.46–48 Besides the described

reactions, several side reactions have been observed (Fig. 2 b). For example, the fuel molecule

hydrates to the urea waste product by reaction with the water. This reaction is neglectable as

the rate is very low. Besides the formation of the anhydride, two more pathways exist for the

intermediate O-acylisourea. Apart from the anhydride formation, the intermediate can hydrolyze,

commonly at low rates, without forming the product molecule. Furthermore, it can rearrange into

an N-acylurea side product. This reaction is usually observed with bulky precursor molecules as

steric hindrance slows down the intramolecular ring closure. This stable sideproduct prohibits

the precursor from further activation, and thus its formation should be suppressed. Apart from

redesigning the precursor molecule, pyridine can be added which forms more stable intermediates.44

Various kinds of assemblies have been coupled to the carbodiimide-driven reaction cycle (Fig. 3).

The scope is high given the simplicity of the cycle. Readily available precursor molecules like

N-protected aspartic (D) or glutamic (E) acids self-assemble into supramolecular structures upon

activation with carbodiimides. The self-assembly behavior can be further designed by the usage

of short peptide sequences like N-Fmoc-AAD-OH (single letter code for amino acids; A stands for
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Table 1 | Different precursors and the emergent type 
of assembly

Type of assembly Precursor

a Crystals N-Boc-Asp-OH

b Colloids Fmoc-D-OH, Fmoc-E-OH, Fmoc-GD-OH

c Fibers Fmoc-AAD-OH, Fmoc-AVD-OH, Fmoc-
AAE-OH, Fmoc-AVE-OH, Ac-FIID-OH

d Coacervates Ac-FRGRGRGD-OH

e Oil droplets 2-octen-1-ylsuccinic acid, 2-decen-1-
ylsuccinic acid, valeric acid, caproic acid

f Vesicles Fmoc-GGD-OH, Fmoc-GGE-OH

10 µm10 µm

2 µm

10 µm

5 µm10 µm

a b c

d e f

Figure 3: The carbodiimide reaction cycle can be used to drive a large array of
morphologies. Amongst them are (a), crystals55 (b), colloids45,56 (c), hydrogel fibers45,57 (d),
coacervates50 (e), oil droplets52,58 and (f), vesicles.59

alanine), which forms dynamic hydrogel fibers.45 Self-assembly into fibrillar structures is driven

by hydrophobic interactions between the fluorenylmethoxycarbonyl (Fmoc) protecting groups in

combination with the alanine residues. The latter have a high propensity to form beta-sheet

structures, directed by the peptide backbone and sidechain.49 Abolishing negative charges can

also increase electrostatic interactions to negatively charged molecules such as DNA or polystyrene

sulfonate. Thereby, complex coacervate-based droplets can be formed.50 These assemblies are a

great model for the study of membraneless organelles,51 which are also complex coacervate-based

droplets regulated through chemical reactions. Furthermore, the reaction cycle has been used for

the development of chemically fueled emulsions based on oils. These transient emulsions have

the exciting property that they decay through zero-order kinetics. As such, the carbodiimide

driven reaction cycle showed the zero-order release of hydrophobic drugs in the time course of

several hours.52,53 In addition, by tuning deactivation rates transient, self-erasing inks have been

created.54 These labels could be used to e.g., display the expiration date of food.

4 Outlook - Kinetic analysis

To understand and program the kinetics of the self-assembling system, typically concentrations of

intermediates in the reaction cycle are measured over time. By recording the EDC consumption

and anhydride evolution, the rate constants for activation and deactivation can be determined

empirically which are used for kinetic modelling (Fig. 4 a, b). Various spectroscopy-related

techniques can be applied to determine concentrations such as UV-Vis spectroscopy or nuclear

magnetic resonance spectroscopy (NMR).60,61 UV-Vis spectrophotometry can be used when the

precursor-product conversion produces a change in absorbance at a specific wavelength over time.

With a fast data collection speed, this technique visualizes the reaction progress almost in real

time. Combined techniques like high performance liquid chromatography (HPLC) are preferentially

used for analyzing multi component reaction cycles as each component can be separated before

analysis. Additionally, the obtained chromatogram provides valuable information such as the

formation of intermediate species. Those can be identified qualitatively after separation. However,

the data collection frequency is limited by the time it takes to elute the components from the

stationary phase of the HPLC column. To retain the building blocks applied in the carbodiimide-

driven reaction cycle, non-polar stationary phase is used which interacts with the hydrophobic
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a b c

Figure 4: Typical kinetic behavior of a carbodiimide-fueled reaction cycle. The tran-
sient evolution of (a), EDC fuel and (b), anhydride product as measured by HPLC. The markers
represent experimental data and the lines are predicted values by a kinetic model.62 c A summary
of deactivation rates derived from both published and un-published activated precursor building
blocks. The products’ half-lives are plotted by groups of fibers, droplets, and precipitates.

moieties within the building block. In such reversed phase condition, the mobile phase partially

contains water and thus the reaction cycle’s reactions continue during the separation process. For

complex reaction mixtures, the runtime of an HPLC experiment is around ten minutes.45,56,58 The

additional hydrolysis taking place in the time between injection and detection has no dramatic effect

on the data quality of reaction cycles with low deactivation rates. But it becomes a problem when

measuring fast deactivation rates, i.e., molecules with half-lives in the range of minutes (Fig. 4 c).

With such compounds, most anhydride degrades during the separation process on the stationary

phase in an HPLC experiment. An alternative method of measuring concentrations is by NMR

experiments. However, with NMR, the time resolution is mostly determined by the number of

scans required to obtain a good signal to noise ratio. At low concentrations, the data collection

rate would be in the range of minutes as well. Furthermore, one is limited to the experimental

infrastructure of the NMR experimental setup. The NMR tube cannot be exchanged easily by other

reaction containers which might allow the possibility to stir the sample. Furthermore, changing

the reaction conditions like temperature is inconvenient. Taken together, there is a need for a

method to separate the reaction cycle experiment from the kinetic analysis of its component’s

concentrations. Such an approach is typically done by quenching all the reactions taking place

before analyzing, which we will be exploring in the next chapter.
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5 A Method to Quench Carbodiimide-Fueled Self-Assembly

Abstract.

In this work, a method is proposed to precisely determine the rate constants of carbodiimide

driven reaction cycles. To recreate the dynamics observed in life-like systems, faster cycles have

been designed. Dealing with half-lives in the order of few minutes or even seconds, it is beneficial to

quench all the reactions before analyzing with classical methods. Therefore, aliquots of the reaction

mixture were treated with excess of aqueous benzylamine solutions. The benzylamine rapidly reacts

with the anhydride, forming stable amide bonds. Furthermore, mixing the benzylamine solution

with the reaction cycle’s components, pushes the pH to alkaline conditions. It is shown that the

activation reaction is completely suppressed at pH values above pH 9. Thus, benzylamine stops

both the deactivation and activation reaction. When analyzing the quenched reaction mixture,

the formed amide was taken as a measure for the anhydride concentration at the timepoint of

quenching. Analyzing the formed amide bears additional advantages. Only one calibration curve

is needed to measure distinct anhydride reaction cycles, given the characteristic absorbance of the

benzylic ring structure at 254 nm. Furthermore, it improves the detection of compounds with no

significant absorption in the examined spectral range. Whereas the amide concentration did not

change for days, the EDC fuel concentration decayed within 20 hours. It is shown that EDC reacts

with benzylamine forming a guanidine moiety. Therefore, the EDC concentration at the timepoint

of quenching is the sum of unreacted EDC and formed guanidine. In this work the method is

validated by measuring the fast activation and deactivation rate constants of the protected amino

acid N-Boc-aspartic acid. Applying the quench improved data quality, a lot. It is shown that

around 50% of the anhydride hydrolyzed on the column without using the quench. Apart from

N-Boc-aspartic acid, other reaction cycles with various morphologies have been tested. The work

demonstrates the rapid dissolution and conversion of crystals, droplets, colloids, and fibers. Besides

improving the data quality, the proposed method also facilitates data acquisition. Data can now be

obtained more frequently without the limit of the instrumental setup and instrument acquisition

times.

7



This work has been published:

Title: A Method to Quench Carbodiimide-Fueled Self-Assembly

Authors: Fabian Schnitter, Job Boekhoven

First published: 24. July 2020

Journal: ChemSystemsChem 2021, 3, e2000037.

Publisher: WILEY-VCH

DOI: 10.1002/syst.202000037

Reprinted with permission of John Wiley and Sons.

This section states the individual work of each author in the publication below. F. Schnitter

designed and conducted all experiments. J. Boekhoven and F. Schnitter outlined and wrote the

manuscript. The work was performed under the supervision and guidance of J. Boekhoven.

8



1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

A Method to Quench Carbodiimide-Fueled Self-Assembly
Fabian Schnitter[a] and Job Boekhoven*[a, b]

In chemically fueled self-assembly, the activation and deactiva-
tion of molecules for self-assembly is coupled to a reaction
cycle. In biological examples, these reactions are typically fast,
such that the building blocks remain activated for mere
seconds. In contrast, synthetic reaction cycles are slower for
self-assembly, i. e., with half-lives on the order of minutes. In
search of life-like, dynamic behavior in synthetic systems,
several groups explore faster reaction cycles that form transient
labile building blocks with half-lives of tens of seconds. These
cycles show exciting properties, but brought about a new
challenge, i. e., accurately analyzing the fast cycle is impossible
with classical techniques. We thus introduce the notion of
quenching chemical reaction cycles for self-assembly. As a
model, we use the fast carbodiimide-fueled chemical reaction
cycle and demonstrate a method that quenches all reactions
immediately. We show its accuracy and demonstrate the
application for several reaction cycles and a range of dissipative
assemblies. Finally, we offer preliminary design rules to quench
other chemically fueled reaction cycles.

In molecular self-assembly, molecules are designed to interact
with each other via non-covalent interactions.[1] The range of
molecular assemblies that consequently form is enormous,
ranging from anisotropic fibers,[2] tapes,[3] and tubes,[4] to
isotropic assemblies like (block-copolymer)[5] micelles,[6]

vesicles[7] and colloids.[8] The field has slowly evolved from
rather serendipitous findings to well-defined design rules
allowing for a range of applications, so-called supramolecular
materials.[9] Inspired by biology, the field has recently focused
on the assembly of molecules, driven out of equilibrium by
energy-consuming chemical reaction cycles.[10] In these chemi-
cally-fueled assemblies, the assembly and disassembly of
molecules is coupled to a chemical reaction cycle.[11] The
reaction cycle comprises at least two reactions: a building block

activation and deactivation reaction (Figure 1A). A precursor
molecule is converted into a building block for self-assembly at
the expense of a high energy reagent (chemical fuel) in the
activation. In the deactivation, the building block is reverted to
the precursor spontaneously, e.g., by solvolysis or by reaction
with an abundant species in solution. The sum of the reaction
thus means that a precursor is temporarily converted into a
self-assembling building block driven by the conversion of a
molecule of fuel.

The consequence of the fuel-driven self-assembly is that the
assembly and disassembly rates are now, in part, regulated by
the rates in the chemical reaction cycle. For example, the
cytoskeletal microtubules and actin filaments are tightly
regulated by the hydrolysis of GTP and ATP, respectively.[12]

Because of the kinetic control over self-assembly, their corre-
sponding behavior is rich and includes dynamic instabilities,[13]

as well as the treadmilling of actin filaments. It is important to
note that the reaction rates of deactivation in these biological
examples are fast. For example, tubulin-bound GTP has a half-
life of less than a second.[14]

Inspired by the dynamic behavior of biological chemically
fueled assemblies, researchers have developed synthetic coun-
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Figure 1. Chemical reaction cycle that fuels self-assembly. A) A generalized
reaction scheme for chemically fueled self-assembly. B) The formation of a
transient anhydride product from a carboxylate precursor is driven by the
hydrolysis of EDC as carbodiimide fuel. C) Precursors used in this work as
precursors for the chemical reaction cycle.
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terparts. Exciting behaviors of these assemblies have been
described, which include solutions that spontaneously oscillate
between different types of assemblies,[15] molecular fibers that
undergo dynamic instabilities,[16] and molecular assemblies that
can select molecules from a pool of reactants.[17] One of the
challenges in the synthetic approach towards dynamic materials
is the lack of fast chemical reaction cycles. For example, the
early work by van Esch and Eelkema used the carboxylic acid
alkylation and its hydrolysis as a chemical reaction cycle.[18] At a
pH of 10, the product had a half-life of roughly 0.3 hours.[16] To
accelerate the rates of activation and deactivation, our group
and the group of Hartley recently introduced the activation of
carboxylates into transient anhydrides driven by the hydrolysis
of carbodiimide-based condensing agents like 1-ethyl-3-(3-
dimethylaminopropyl) carbodiimide (EDC) (Figure 1B).[19] These
anhydrides are prone to hydrolysis resulting in a half-life
ranging from several minutes to tens of seconds, depending on
the nature of the anhydride. We indeed observed that such
systems had high dynamics with rapid assembly and
disassembly.[20] The carbodiimide fuel has been further explored
by us and others to yield symmetric,[19c,21] and asymmetric
anhydrides,[19a,20,22] activated esters like N-hydroxysuccinimide
esters,[23] and phenol esters.[24] Due to the fast reaction cycle
with tunable kinetics, the carbodiimide driven cycle has
successfully been used for the self-assembly of peptide-based
gels,[19a] catalytic nanofibers,[25] vesicles,[20], coacervates,[26] and
others. However, as the hydrolysis rate of the product increased,
we encountered a new challenge: the techniques we used for
quantification (HPLC and NMR) are not able to accurately
measure concentration because of the rapid deactivation of the
compound of interest. For example, when a labile anhydride
retains on the HPLC column, we observed significant amounts
were hydrolyzed. Similarly, the acquisition times of NMR were
too long to acquire reliable spectra of the compounds related
to the reaction cycle. Other research groups have also
introduced new chemical reaction cycles with fast kinetics. For
example, Hermans recently introduced a redox-chemistry driven
reaction cycle that operates with half-lives of minutes.[27] Like-
wise, Fletcher uses redox coupled (autocatalytic) reaction cycles
that operate on minute timescales. These fast reaction cycles
potentially also suffer from the inaccurate and complicated
kinetic analysis by HPLC or NMR as they are further accelerated
in the future.

In this work, we thus introduce the notion of quenching
chemical reaction cycles to perform kinetic analysis. We
describe a simple method to accurately analyze several
carbodiimide-fueled chemical reaction cycles. We used a
reagent that can almost immediately stop all four reactions
taking place in the reaction cycle. We demonstrate that
quenching chemistry can be applied to several types of
anhydrides and works in the presence or absence of assemblies.
Due to the effectiveness of the chemistry, the quenched
samples can either be stored for up to several weeks or directly
be analyzed. Finally, we establish design rules for quenching
chemistry for chemical reaction cycles. Our method opens the
door to further accelerate chemical reaction cycles and explore

rapid dynamic behavior while retaining a quantitively under-
standing of the reactions involved.

Chemically fueled reaction cycles that can drive self-
assembly comprise at least two reactions: a chemical reaction
that activates building blocks for self-assembly and one that
deactivates them (Figure 1A). In the carbodiimide driven
reaction cycle, the precursor in the cycle carries at least one
carboxylate (Figure 1B). In the first reaction, the precursor’s
carboxylate reacts with a carbodiimide based condensing agent
to form the corresponding O-acyl urea intermediate (Figure S1).
In the second reaction, the O-acyl urea reacts with a second
nucleophile, i. e., an intra- or inter-molecular carboxylate
yielding, respectively, an intra- or inter-molecular anhydride.
Regarding asymmetric precursor molecules like 1 the ring
closure is favored compared to dimer formation because of the
near proximity of the second carboxylic group. In the aqueous
environment, the anhydride product is rapidly hydrolyzed to
the corresponding precursor, which constitutes the deactivation
reaction. Finally, the O-acyl urea can hydrolyze directly to the
precursor without forming the anhydride (Figure S1). In sum-
mary, the overall reaction cycle forms a transient anhydride
driven by the hydrolysis of a carbodiimide condensing agent
into its corresponding urea.

In this study, we use 1-ethyl-3-(3-dimethylaminopropyl)-
carbodiimide (EDC) as a condensing agent because of its high
solubility in water, but other work has shown that this cycle can
also be driven by other carbodiimide derivatives. In the first
part of these studies, we use N-Boc-L-aspartate (1) as a
precursor molecule (Figure 1C). Its rapid deactivation makes it a
great test compound for our quenching chemistry. In order to
accurately determine the rate constant of deactivation for the
reaction cycle in Figure 2A Figure 2A, we synthesized N-Boc-L-
aspartic anhydride (see the synthesis section in the Supporting
Information). The powder was dissolved in acetonitrile and
further diluted in 200 mM aqueous MES buffer at pH 6. After
dilution, the decreasing concentration of anhydride was moni-
tored by HPLC. We were surprised to find that the anhydride
concentration of 20 mM had decreased from 20 to 7.5 mM after
the first 30 seconds in the reaction cycle (Figure 2B). From there
on, the concentration decayed with first-order kinetics. We
could not fit the unconventional decay properly using first-
order hydrolysis kinetics. Thus, we reasoned that the peculiar
kinetics was not due to hydrolysis of the anhydride in the
reaction mixture, but rather due to hydrolysis in the mobile
phase of the HPLC. If additional hydrolysis in the mobile phase
occurred, the concentration anhydride measured would be
drastically lower than at given times in the reaction mixture. To
test this hypothesis, we injected N-Boc-L-aspartic anhydride
dissolved in dry acetonitrile into the HPLC. Even though 20 mM
of the anhydride was injected, only 11 mM anhydride was
detected, pointing to a loss of over 40% of the initially injected
anhydride.

Moreover, when we increased the anhydride retention time,
by changing the HPLC-method, we observed less anhydride
(Figure S2) confirming that the labile anhydride rapidly hydro-
lyzes during the analysis resulting in inaccurate data. Given that
the acquisition times for 1H-NMR are typically in the range of
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several minutes, it is expected that following the hydrolysis of
the anhydride by 1H-NMR would not yield much more accurate
data. We thus set out to introduce a quenching method that
rapidly stops all the reactions in our reaction cycle. We were
seeking a method that (i) reacts with the anhydride rapidly to a
stable product, (ii) stops the activation reaction, and (iii) reacts
with the fuel to stop any side reactions. We used benzylamine
as a reagent in our method because: (i) it rapidly reacts with the
anhydride forming the stable amide. It will also react with the
O-acyl urea forming the same amide. (ii) Due to its basicity, it
will immediately increase the pH of the reaction mixture, thus
inhibiting the pH-sensitive activation. Moreover, (iii) we found
that benzylamine slowly reacts with EDC to the non-reactive
guanidine moiety, stopping any further side reaction. Finally,
the products (guanidine-derivative and N-benzyl amides) will
carry the aromatic benzyl ring, which vastly facilitates HPLC-
detection at 254 nm.

We repeated the above-described experiment (20 mM N-
Boc-L-aspartic anhydride) and removed aliquots from the
reaction mixture at given time points, which we injected in a
quenching solution (400 mM benzylamine in water at pH 12).
After the quench, we determined the concentration of the
stable amide as a measure for the anhydride concentration at
the time benzylamine was added (Figure 2C–D). The opening of
asymmetric anhydrides formed by precursors like 1 yields two
products, which is the benzylamine added either at the side-
chain or the backbone of the amino acid. When determining
the anhydride concentration, it is not necessary to discriminate
between both products and thus the whole signal area

assigned to the corresponding benzyl amide is considered for
calculation. This method yielded much higher quality data that
could be fitted with first-order decay. Another advantage of the
quenching method became apparent. Without the quenching
chemistry, each data point in the time series required the
preparation of a new sample. For example, when the 15 minute
HPLC method was finished with determining the concentration
anhydride in the first data point (minute 1), all anhydride had
hydrolyzed, and a new sample had to be started to measure the
concentration in a second data point. With the quenching
method, each time interval, an aliquot could be injected into
the benzylamine solution. That solution could be stored and
analyzed later. Finally, it is worth mentioning that the reaction
of the anhydride with the benzylamine is fast, and all anhydride
is converted within a minute after addition (Figure S3). Since
full conversion was detected, we conclude that the amide
formation outcompetes the accelerated hydrolysis reaction at
an elevated pH. With this simple quenching method, we
determined the half-life of the anhydride to be two minutes
under these conditions.

Besides quenching the deactivation reaction, all other
reactions in the cycle have to be quenched too. To test the
effects of benzylamine on the activation reaction, we reacted N-
Boc-L-aspartate (1) in aqueous buffer at pH 6 with EDC. After 1
minute, the entire solution was quenched by the addition of
benzylamine. We measured that the quenched sample con-
tained 6 mM of N-Boc-aspartate (1), 3 mM of amide (Figure 3A–
B), and 36 mM of EDC (Figure 3C–D). We were interested in the

Figure 2. Does the anhydride hydrolyze during the HPLC analysis? A) The
hydrolysis reaction of the activated precursor 1. We injected 20 mM N-Boc-L-
aspartic anhydride in water at pH 6. B–C) The concentration anhydride
against time as measured by B) directly injecting the reaction mixture, and
C) injecting a quenched reaction mixture into HPLC. The black line
represents a first-order decay profile as the best fit. D) The quenching
solution converts the anhydride of 1 into a stable N-benzyl amide.

Figure 3. Does the quench stop our activation reaction? A) The activation
reaction converts the dicarboxylate of 1 into its corresponding anhydride by
the consumption of EDC. B) The concentration of dicarboxylate and N-benzyl
amide against time after quenching the activation reaction. C) The reaction
of EDC with benzylamine to form a stable guanidine-derivative. D) The
concentration of EDC, benzylamine, and the guanidine-derivative against
time as measured by HPLC. The markers represent HPLC data, and the lines
are added to guide the eye.
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activity of the remaining EDC in the quenched solution, i. e., is
EDC in the presence of benzylamine able to form new
anhydride and thereby compromise our measurements? To test
the reactivity of the remaining EDC, we followed the concen-
tration of 1, its corresponding N-benzyl amide, and EDC over
the course of 10 hours at room temperature. We were surprised
to find that the EDC was fully consumed within 10 hours, but
no conversion of new anhydride or amide was apparent
(Figure 3A–B). We explain the lack of the conversion of the acid
to the anhydride by a sudden increase in pH upon quenching
the reaction mixture (Figure S4). The O-acyl urea formation is
highly pH-dependent, with the highest reactivity around pH 2–
4, depending on the carboxylic acid (Figure S5). At the pH of
the quenching solutions, the activation reaction was completely
halted. In contrast, we found that EDC reacted with benzyl-
amine to form its guanidine-derivative (Figure 3C–D). The HPLC
data shows that this transformation was completed within
10 hours. Because this reaction did not produce further side
products, the concentration EDC at the time of the quench
could be determined accurately by measuring the remaining
concentration of EDC and the concentration of the guanidine
derivative.

Next, we set out to test the quenching method on the full
chemical reaction cycle using EDC as fuel and 1 as a precursor
(Figure 4A). To analyze the kinetics of the chemical reaction
cycle, we added 100 mM EDC to 20 mM precursor dissolved in
200 mM MES buffer at pH 3.5 and, every minute, quenched an
aliquot of the mixture. The quenched samples were stored
overnight and analyzed by HPLC (Figure 4A–C). One downside
of our method is that it cannot discriminate between the
intermediate O-acyl urea or the anhydride product, i. e., both
will react to form the benzylamide. Nevertheless, due to the fast
conversion of the O-acyl urea to the anhydride, only very low

concentrations of the O-acyl urea are present in the reaction
mixture. For example, our model calculates the concentration
O-acyl urea to 0.63 mM in comparison to 17 mM of anhydride
within the first minute. Thus, less than 5% of the amide formed
stems from the O-acyl urea.

The assay showed that in the reaction mixture, the EDC
concentration dropped rapidly in the first minute, after which it
decayed linearly. As the EDC was being consumed, the
anhydride concentration rapidly increased to 16 mM, while the
precursor concentration dropped to 4 mM. Because a large
fraction of the precursor was converted, the anhydride concen-
tration settled to a pseudo-steady state. The pseudo-steady
state implies that activation and deactivation occur at almost
equal rates. This state was sustained for about 5 minutes, which
is the time until most EDC had reacted. After that, the
concentration anhydride decayed until it had all hydrolyzed.
When we used a simple kinetic model, we could accurately
predict the concentrations of EDC, precursor, and anhydride.
From the kinetic model, we calculated an anhydride half-life (ln
(2)/khydrolysis) of 50 seconds. This value differs from the above
mentioned 2 minutes because of the increased water content. It
is worth mentioning that we found no evidence of self-
assembly when we mixed 20 mM precursor with 100 mM EDC.

We tested if the supramolecular structures formed by the
activated precursor molecules interfere with our quenching
method. Specifically, we were interested to see whether the
benzylamine quench was sufficiently fast to simultaneously
dissolve and amidate the anhydrides in an assembly. In contrast
to the experiment above, we used 100 mM of N-Boc-L-aspartate
(1) precursor with 100 mM of EDC. The higher precursor
concentration allows for the formation of more anhydride than
the experiment above. We found that the solution almost
immediately turned turbid (Figure 4D). The increased turbidity

Figure 4. Analysis of a carbodiimide fueled reaction cycle with N-Boc-L-aspartate (1) as a precursor. A) Schematic overview of the quenching experiment. The
concentration of B) EDC and C) anhydride against time as measured by HPLC. The initial concentration was 100 mM in EDC and 20 mM in 1. The markers
represent HPLC data, and the lines are predicted values from our kinetic model. The error bars depict the standard deviation from the average (n=3).
D) Time-lapse photography of a solution of 100 mM EDC and 100 mM N-Boc-L-aspartate (1). E) Fluorescence microscopy micrographs of the turbid solution.
F) The concentration anhydride against time as measured by injecting quenched aliquots into HPLC. G) The concentration anhydride against time as measured
by directly injecting the reaction mixture into HPLC.
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was present for roughly eight minutes, after which the solutions
turned clear. Fluorescence microscopy of these turbid solutions
revealed the presence of micron-sized rectangular crystals,
which explains the increased turbidity (Figure 4E). We measured
the concentration anhydride and fuel with the method
described above. It is worth noting that the turbid solution
turned transparent immediately upon injecting it in the benzyl-
amine quenching solution, pointing to a rapid dissolution of
the anhydride. We found that all fuel was consumed within two
minutes (Figure S6), after which the anhydride decayed linearly
(Figure 4F). We explain the linear decay with a self-protection
mechanism that we described in earlier work.[22b] In the self-
protection mechanism, the hydrolysis reaction only takes place
on the fraction of anhydride that remains in solution after self-
assembly. Thus, when the concentration anhydride passes its
solubility, the hydrolysis converts from first-order kinetics to
zero-order kinetics. We incorporated the self-protection mecha-
nism into our kinetic model and could accurately predict the
HPLC data. Importantly, the same rate constants were used in
the model as described above, which is a good indication that
the benzylamine quench is effective in samples that contain
assemblies or not.

Finally, we aim to show the generality of our quenching
method, both for different types of activated carboxylate
precursors and different types of assemblies. First, we tested
the precursor pentanoate (2), which forms the non-cyclic
pentanoic anhydride (C5C5) when activated by EDC. Several
research groups, including ours, have used symmetric anhy-
dride formed carbodiimide-fueled chemical reaction cycles to
drive dissipative self-assembly.[19b,21a,23a] Given the slightly differ-
ent reactivities of these anhydrides, we were first interested in
whether our quenching method would yield the N-benzyl
amide. We prepared a solution of 10 mM pentanoic anhydride
in acetonitrile and quenched the mixture with benzylamine.
The approximately 10 mM of amide measured (Figure S7) serves
as strong evidence that the quenching method can also be
adapted to anhydrides containing weaker electrophilic centers.
To test if the method also works on the fueled reaction cycle
with pentanoate (2) as the precursor, we fueled 300 mM of 2 at
pH 6.0 with 10 mM of EDC and tested the evolution of the
anhydride and EDC concentration (Figure 5A, S8). These con-
ditions reflect earlier work we carried out on this precursor.[19c]

Even though the solution forms droplets (Figure 5B–C), we
found that the quenching method yielded reliable data.

Fmoc-protecting groups are frequently used in the design
of self-assembling peptides,[28] and have also been used in the
carbodiimide-driven reaction cycles.[19a,22b] We thus tested our
quenching method on peptide precursors that contained this
group, i. e., N-Fmoc-L-glutamate (3) and N-Fmoc-Ala-Val-gluta-
mate (4). It should be noted that these protecting groups are
labile under basic conditions, which resulted in partial depro-
tection by our quenching chemistry. We showed that the
deprotection can be reduced to an insignificant amount by
using a less concentrated quenching solution, such that the pH
does not exceed 9 (Figure S9, S10).

Nevertheless, the benzylamine remained in a 20-fold excess
relative to the maximum anhydride concentration. In addition

to that we stored the quenched samples at 8 °C. With the
adjusted method, we measured the kinetics of the reaction
cycle when 10 mM N-Fmoc-L-glutamate (3) was fueled with
10 mM EDC at pH 6.0 (Figure 5D, S11). Moreover, 3 self-
assembled into colloids in response to the fuel, further
demonstrating the versatility of our method (Figure 5E–F). To
further demonstrate the generality of our method, we meas-
ured the kinetics of the chemical reaction cycle with N-Fmoc-
Ala-Val-glutamate (4) as a precursor at pH 6.0. Upon EDC fueled
activation, the peptide precursor can self-assemble into fibers,
which subsequently yields a hydrogel (Figure 5H–I).[19a] We were
particularly interested if the increased viscosity of the material
interfered with our quenching method. We used a wide-bore
pipette to remove samples and analyzed those by HPLC after
applying our quenching method (Figure 5G, S12). The kinetic
data showed close correspondence to the predictions by our
kinetic model.

Why should one use the benzylamine quenching method?
The strongest argument in favor of the benzylamine quench is
that it vastly improves the data quality. This argument is
particularly valid for labile anhydrides that hydrolyze during the
analysis. Even for somewhat more stable anhydrides (e.g., C5C5,

Figure 5. Analysis of different self-assembling reaction networks by our
quenching method. A–C) Dissipative self-assembly of 300 mM pentanoate
(2) fueled with 10 mM EDC. A) The concentration anhydride against time as
measured by HPLC. The markers represent HPLC data, the lines are predicted
values from our kinetic model. The error bars depict the standard deviation
from the average (n=3). B) Photograph of a turbid solution. C) Fluorescence
microscopy micrograph of the turbid solution. D–F) Dissipative self-assembly
of 10 mM N-Fmoc-L-glutamate (3) fueled with 10 mM EDC. D) The concen-
tration anhydride against time as measured by HPLC. E) Photograph of a
turbid solution. F) Fluorescence microscopy of the turbid solution. G–
I) Dissipative self-assembly of 10 mM N-Fmoc-Ala-Val-glutamate (4) fueled
with 50 mM EDC. H) Photograph of a self-sustaining hydrogel.
I) Fluorescence microscopy of the hydrogel.
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t1/2=12 minutes), we found improvement in data quality when
applying the quenching method (Figure S13). Furthermore, a
strong argument for the quenching method is that it vastly
facilitates data acquisition. Without the quench, the rate of data
acquisition was determined by the length of the analysis
method. Specifically, we can inject one sample in the HPLC
every ~20 minutes. Thus, our data acquisition is limited to
~0.05 datapointsmin� 1. For 1H-NMR that is somewhat faster,
providing one acquisition every ~2 minutes
(0.5 datapointsmin� 1). Due to the quenching method, the
limiting factor of data acquisition frequency is the pipetting
frequency. For example, with our pipetting robot, the highest
data acquisition frequency is now 6 datapointsmin� 1 (Fig-
ure S16). That means that samples can be collected in real-time
and analyzed overnight, which significantly accelerates data
throughput. Finally, an argument in favor of the benzylamine
quenching method is that it further facilitates the detection of
the anhydride product by converting an anhydride into the N-
benzyl amide. The benzyl ring vastly facilitates the detection of
the product by HPLC because of its absorbance at 254 nm.

The arguments in favor of using quenching chemistry above
apply to other chemically fueled reaction cycles, too.[21a,24,29] To
aid the broader community of scientists exploring the field of
chemically fueled self-assembly, we set out some preliminary
design rules for such quenching chemistry.

Firstly, quenching chemistry should be identified that
immediately stops both the activation and deactivation reac-
tion. If the activation is partly deactivated, the concentration
product is overestimated. Likewise, the product is underesti-
mated in case of an insufficient quench of the deactivation. To
test whether the deactivation quench is quantitative and
sufficiently fast, the pure product should be synthesized and
added to the quenching solution (See the experiment in
Figure S3, S7). In the case of instantaneous quenching, the
product concentration matches the amount added. Similarly, to
test if the activation reaction is completely quenched, a solution
of the precursor and fuel should be quenched and analyzed
immediately after, and several hours after addition of the
quench. If the product concentrations are similar, the activation
is completely stopped (See the experiment in Figure 3B).

Secondly, the quenching chemistry of the activation and
deactivation should be orthogonal to each other. Finding such
chemistry can be challenging. We thus describe our thought
process when designing the benzylamine quench. The deactiva-
tion is a pseudo-first-order reaction (hydrolysis). That means
that, realistically, there is only one reagent that can be
quenched, i. e., the anhydride. That severely limits the possible
chemistry, and we therefore first designed chemistry for
quenching the deactivation, i. e., reaction with benzylamine. The
activation is a second-order reaction between fuel and
precursor. That offers two possibilities to quench the reaction,
i. e., we decrease the reactivity of the precursor or the fuel. We
thus tested possible chemistries while keeping in mind the
orthogonality to the benzylamine quench of the deactivation.
We chose to decrease the reactivity of the fuel by increasing
the pH, which is orthogonal.

Finally, to quench reactions, there are several possible
chemical strategies. One can add a reactive species that yields a
stable product (benzylamine in the case of the anhydride) or
one can change the environmental conditions to quench
reactions (change the pH or temperature).

We introduced a method to quench a carbodiimide-driven
reaction cycle. This reaction cycle is frequently used by us and
others to drive the dissipative self-assembly of molecules or
nanoparticles. We found that the quenching method can
successfully stop all reactions in the cycle. Moreover, we
described that the quench works both for reaction cycles that
yield assemblies or not. Finally, we showed that the quench can
be applied to a diverse set of anhydrides. We trust that the
method will be further used to more accurately, more
conveniently, and more reliably analyze carbodiimide-driven
chemical reaction cycles. Moreover, we believe that our work
also lays the groundwork for the development of quenching
methods for other reaction cycles that are used to fuel
dissipative assemblies. In future work, we aim to further
facilitate the quench using fluorogenic amines. In such an assay,
the concentration anhydride can be read-out using plate reader
fluorescent assays. Finally, we foresee that the described
quenching method will help with the further acceleration of the
reaction cycles and the search for new dynamic behavior of
chemically fueled assemblies.
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Materials 

N-Boc-L-aspartic acid and N-Fmoc-L-glutamic acid were purchased from Alfa-Aesar.

Pentanoic acid, 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC), N,N’-

dicyclohexylcarbodiimide (DCC), 2-(N-morpholino)ethanesulfonic acid hydrate (MES), Nile

red, benzylamine and solvents were purchased from Sigma-Aldrich. The peptide N-Fmoc-Ala-

Val-glutamic acid was synthesized using solid-phase synthesis via a published procedure.[1]

All components were used without further purification unless otherwise indicated. Water was

obtained from a Millipore water purifier system.

Synthesis 

Preparation of tert-butyl (2,5-dioxotetrahydrofuran-3-yl)carbamate.[2] 

N-Boc-L-aspartic acid (2.0 g, 8.6 mmol, 1.0 equiv) was dissolved in 30 mL ethyl acetate. To

this solution was added N,N’-dicyclohexylcarbodiimide (1.9 g, 9.4 mmol, 1.1 equiv) dissolved

in 20 mL ethyl acetate. The reaction was stirred at 0 °C for 1 hour followed by 2 hours at room

temperature. The precipitated urea side product was filtered off. From the filtrate, the solvent

was removed by evaporation in vacuo. The crude product was recrystallized from acetone-

hexane yielding 1.2 g (67%) of white crystals.

1H NMR (300 MHz, DMSO-d6): δ / ppm 7.75 (d, J = 7.7 Hz, 1H), 4.70 – 4.40 (m, 1H), 3.22 

(dd, J = 18.4, 10.0 Hz, 1H), 2.84 (dd, J = 18.4, 6.3 Hz, 1H), 1.38 (s, 9H). 
13C NMR (101 MHz, DMSO-d6): δ / ppm = 172.4, 170.0, 155.2, 79.6, 50.2, 34.9, 28.0. 

IR (Platinum-ATR, neat): 𝜈𝜈� / cm-1 = 3352, 1689, 1516, 1409, 1367, 1288, 1249, 1167, 931, 

646.
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Preparation of (Z)-1-benzyl-2-(3-(dimethylamino)propyl)-3-ethylguanidine. 

HN

N N
H

N
 

1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (1.8 g, 9.2 mmol, 1.0 equiv) was dissolved in 

25 mL water and benzylamine (1.0 g, 9.2 mmol, 1.0 equiv) was added directly to the solution. 

The reaction mixture was stirred over night at room temperature. The solvent was removed by 

lyophilization and the crude product was redissolved in acetonitrile/water (2%/98%). 

Purification was performed on a Thermofischer Dionex Ultimate 3000 equipped with a Hypersil 

Gold 250x21.2 mm column. A linear gradient of acetonitrile (MeCN, 2% to 98%) and water with 

0.1% TFA was applied for elution. From the combined fractions, the solvent was removed by 

evaporation in vacuo and lyophilization. It was obtained 0.70 g (29%) of the product as a 

viscous liquid. 

1H NMR (300 MHz, D2O): δ / ppm 7.60 – 7.17 (m, 5H), 4.47 (s, 2H), 3.29 (m, J = 8.1, 7.6 Hz, 

4H), 2.73 (s, 8H), 1.86 (dq, J = 11.3, 5.8, 5.2 Hz, 2H), 1.18 (t, J = 7.2 Hz, 3H). 

13C NMR (101 MHz, D2O): δ / ppm 154.2, 136.4, 129.0, 128.0, 126.7, 54.7, 44.0, 42.7, 37.9, 

36.4, 23.3, 13.4. 

MS-ESI: m/z [M+H]+ calc. for C15H26N4: 263.22, found: 263.17. 

IR (Platinum-ATR, neat): 𝜈𝜈� / cm-1 = 3171, 2960, 2657, 1612, 1480, 1249, 1152, 965, 704, 626. 
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Methods 

Sample preparation. Stock solutions of the precursor were prepared by dissolving the 

carboxylic acids in 200 mM MES buffer and adjusting the pH. Stock solutions of EDC were 

prepared by weighing in the EDC and the water. A typical concentration for the EDC stock 

solution was 2M. The stock solutions were prepared freshly before usage. Reaction networks 

were started by addition of the high concentration EDC to the precursor solution. The samples 

of crystal forming precursor 1 were stirred at 600 rpm. 

Analysis of the reaction kinetics by HPLC. The kinetics of the chemical reaction cycles were 

monitored over time by means of analytical HPLC (HPLC, Thermofisher Dionex Ultimate 3000, 

Hypersil Gold 250x4.8 mm). A 750 µL sample was prepared (see general sample preparation) 

and placed into a screw cap HPLC vial. At predetermined time points, 50 µL of the sample was 

removed and added to a 400 mM benzylamine stock solution in water (200 mM benzylamine 

in acetonitrile for the Fmoc protected precursors). The diluted samples were injected into HPLC 

and all compounds involved in the reaction cycle were separated using a linear gradient of 

acetonitrile (MeCN, 2% to 98%) and water with 0.1% TFA. The quantification of the N-benzyl 

amides and guanidine was performed by calibrating benzylamine at λ = 254 nm. EDC was 

separately calibrated at λ = 220 nm. Measurements were performed at 25 °C for N-Boc-L-

aspartate (1) and pentanoate (2) precursors, at 8 °C for the Fmoc protected precursors 3 and 4. 

Kinetic model. A kinetic model was used to predict the evolution of the anhydride 

concentration over time. The model is described in detail in our previous work.[1, 3] The rate 

constants we used in this work are given in Table S3. The Matlab-code we used is available 

here: https://github.com/BoekhovenLab/Quenching-Chemistry 

Confocal Fluorescence Microscopy. Confocal fluorescence microscopy was performed on 

a Leica TCS SP8 confocal microscope using a x 63 water immersion objective. Samples were 

prepared as described above, but with 25 µM Nile red as dye. Twenty microliters of the sample 

were deposited on the glass slide and covered with a 12 mm diameter coverslip. Samples were 

excited with 543 nm laser and imaged at 580–700 nm. 

ESI-MS. To align the N-benzyl amides and the guanidine correctly to the HPLC chromatogram, 

the compounds were collected after detection and their mass was determined. ESI-MS 

experiments were conducted on an LCQ Fleet Ion Trap Mass Spectrometer (Thermo 

Scientific). Interpretation of all recorded MS data was performed using the Thermo Xcalibur 

Qual Browser 2.2 SP1.48 software. 

NMR. NMR spectra were recorded on a Bruker AV300 or a Bruker AV-NEO 400 instrument. 

Chemical shifts are reported as δ-values in ppm relative to the deuterated solvent peak: 

(CD3)2SO (δH: 2.05; δC: 39.50) or D2O (δH: 4.79). For the denotation of the observed signal 
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multiplicities, the following abbreviations were used: s (singlet), d (doublet), dd (doublet of 

doublets), t (triplet), dq (doublet of quartets), m (multiplet). 

Time-lapse photography. In a 2 mL HPLC-vial, 500 - 750 µL of a precursor solution fueled 

with EDC were imaged with a high-definition camera. Time-lapse software was programmed 

to image the sample in a 1-minute interval. 

Fourier-Transform Infrared Spectroscopy (FTIR). FTIR spectra were recorded on a Bruker 

Vertex 70 FTIR using a Platinum ATR from Bruker. The main transmission peaks are reported 

from 4000 cm-1 to 400 cm-1. 
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Supplementary Figures 

 

 

 

 

 

 

Figure S1. Reactions involved in the chemical reaction cycle. 

Figure S1. Reactions involved in the chemical reaction cycle. Reaction 0 represents the 

direct hydrolysis of EDC carbodiimide. Reaction 1 corresponds to the formation of O-acyl 

urea by reaction with EDC. Reaction 2 corresponds to the formation of the anhydride. 

Reaction 3 shows the direct hydrolysis of the O-acyl urea. Reaction 4 shows the hydrolysis 

of the anhydride. 
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Figure S2. On-column hydrolysis of anhydride during separation. 

Figure S2. The concentration anhydride as a function of its retention time on a reversed-

phase HPLC column. 20 mM of N-Boc-L-aspartic anhydride dissolved in acetonitrile was 

injected. Retention times were prolonged by decreasing the acetonitrile:water gradient. 

Figure S3. Yield and conversion time of (1)-N-benzyl amide formation. 

Figure S3. The concentration (1)-N-benzyl amide as a function of time after adding the 

quenching solution. To a 100 mM of N-Boc-L-aspartic anhydride solution in acetonitrile, a 

400 mM stock solution of benzylamine in water was added resulting in a final concentration 

of 20 mM N-Boc-L-aspartic anhydride. The sample was injected into HPLC right after 

dilution. 
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Figure S4. The effect of injected benzylamine on the pH of the reaction mixture. 

Figure S4. The pH as a function of time. To a 20 mM solution of N-Boc-L-aspartate (1) in 

0.2 M MES buffer at pH 6, 100 mM of EDC was added. After one minute, 400 mM of 

benzylamine was added to quench the cycle. 

Figure S5. The pH-dependence of the EDC activation reaction. 

Figure S5. The anhydride concentration as a function of pH. 20 mM of N-Boc-L-

aspartate (1) stock solutions in 0.2 M MES at different pH were prepared. To these stock 

solutions, 100 mM of EDC was added. After one minute, the cycle was quenched by 

addition of 400 mM of benzylamine. The anhydride yield was determined by means of the 

N-benzyl amide detected by HPLC. The markers represent HPLC data, the line represents 

a guide for the eye. The error bars show the standard deviation from the average (n = 3). 
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Figure S6. EDC consumption by N-Boc-L-aspartate (1). 

Figure S6. The concentration EDC as a function of time. To a 100 mM solution of N-Boc-

L-aspartate (1) in 0.2 M MES pH 3.5, 100 mM of EDC was added. Every minute, aliquots 

were taken and injected into a 400 mM benzylamine solution. The concentration EDC was 

measured by means of EDC remained in solution and concentration of formed guanidine-

derivative. The markers represent HPLC data, the line represents predicted values from 

our kinetic model. The error bars show the standard deviation from the average (n = 3). 

Figure S7. Yield and conversion time of (2)-N-benzyl amide formation. 

Figure S7. The concentration (2)-N-benzyl amide as a function of time after adding the 

quenching solution. To a 50 mM of pentanoic anhydride solution in acetonitrile, a 400 mM 

stock solution of benzylamine in water was added resulting in an end concentration of 

10 mM regarding pentanoic anhydride. The sample was injected into HPLC right after 

dilution. 
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Figure S8. EDC consumption by pentanoate (2). 

Figure S8. The concentration EDC as a function of time. To a 300 mM solution of 

pentanoate (2) in 0.2 M MES pH 6, 10 mM of EDC was added. Aliquots were taken and 

injected into a 400 mM benzylamine solution. The concentration EDC was measured by 

means of EDC remained in solution and concentration of formed guanidine. The markers 

represent HPLC data, the line represents predicted values from our kinetic model. The 

error bars show the standard deviation from the average (n = 3). 

Figure S9. The Fmoc deprotection kinetics of N-Fmoc-L-glutamate (3) at elevated pH. 

Figure S9. The concentration of precursor 3 as a function of time. To a 10 mM solution of 

N-Fmoc-glutamate (3) in 0.2 M MES pH 6, a 200 mM solution of benzylamine in acetonitrile 

was added (1:1). The samples were stored at 8 °C and the amount of deprotection was 

estimated by monitoring the concentration of 3 by HPLC. 
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Figure S11. EDC consumption by N-Fmoc-L-glutamate (3). 

Figure S11. The concentration EDC as a function of time. To a 10 mM solution of N-Fmoc-

L-glutamate (3) in 0.2 M MES pH 6, 10 mM of EDC was added. Every 12 minutes, aliquots 

were taken and injected into a 200 mM benzylamine solution. The concentration EDC was 

measured by means of EDC remained in solution and concentration of formed guanidine. 

The markers represent HPLC data, the line represents predicted values from our kinetic 

model. The error bars show the standard deviation from the average (n = 3). 

Figure S10. The Fmoc deprotection kinetics of N-Fmoc-Ala-Val-glutamate (4) at 
elevated pH. 

Figure S10. The concentration of precursor 4 as a function of time. To a 10 mM solution of 

N-Fmoc-Ala-Val-glutamate (4) in 0.2 M MES pH 6, a 200 mM solution of benzylamine in 

acetonitrile was added (1:1). The samples were stored at 8 °C and the amount of 

deprotection was estimated by monitoring the concentration of 4 by HPLC. 
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Figure S12. EDC consumption by N-Fmoc-Ala-Val-glutamate (4). 

Figure S12. The concentration EDC as a function of time. To a 10 mM solution of N-Fmoc-

Ala-Val-glutamate (4) in 0.2 M MES pH 6, 50 mM of EDC was added. The reaction cycle 

was quenched by the addition of 200 mM benzylamine. The concentration EDC was 

measured by means of EDC remained in solution and concentration of formed guanidine. 

The markers represent HPLC data, the line represents predicted values from our kinetic 

model. The error bars show the standard deviation from the average (n = 3). 

Figure S13. Comparing the quenching method with data obtained from direct HPLC 
injections. 

Figure S13. The concentration A) EDC and B) anhydride against time when fueling 

300 mM pentanoate (2) with 10 mM EDC. The black markers represent concentrations 

determined by the quenching method, whereas the red markers represent data obtained 

by direct injections into HPLC. 
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Figure S14. Comparing the quenching method with data obtained from direct HPLC 
injections. 

Figure S14. The concentration A) EDC and B) anhydride against time when fueling 10 mM 

N-Fmoc-L-glutamate (3) with 10 mM EDC. The black markers represent concentrations 

determined by the quenching method, whereas the red markers represent data obtained 

by direct injections into HPLC. 

Figure S15. Comparing the quenching method with data obtained from direct HPLC 
injections. 

Figure S15. The concentration A) EDC and B) anhydride against time when fueling 10 mM 

N-Fmoc-Ala-Val-glutamate (4) with 50 mM EDC. The black markers represent 

concentrations determined by the quenching method, whereas the red markers represent 

data obtained by direct injections into HPLC. 
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Figure S16. Frequency of the data acquisition. 

Figure S16. The concentration anhydride as a function of time. To a 100 mM solution of N-

Boc-L-aspartate (1) in 0.2 M MES pH 3.5, 100 mM of EDC was added. Every 10 seconds, 

aliquots were taken and injected into a 400 mM benzylamine solution. The concentration 

anhydride was determined by means of measured benzyl amide. 

Figure S17. Representative HPLC traces of the quenched reaction cycle. 

Figure S17. HPLC traces of 100 mM N-Boc-L-aspartate (1) fueled with 100 mM EDC. 

The traces reflect the sample quenched at 3 min and stored at room temperature for 

24 h. The EDC consumption and anhydride evolution were monitored by means of 

guanidine and amide respectively at 254 nm. 
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Figure S18. HPLC traces of 300 mM pentanoate (2) fueled with 100 mM EDC. The traces 

reflect the sample quenched at 5 min and stored at room temperature for 24 h. The EDC 

consumption and anhydride evolution were monitored by means of guanidine and amide 

respectively at 254 nm. 

Figure S18. Representative HPLC traces of the quenched reaction cycle. 

Figure S19. Representative HPLC traces of the quenched reaction cycle. 

Figure S19. HPLC traces of 10 mM N-Fmoc-L-glutamate (3) fueled with 10 mM EDC. 

The traces reflect the sample quenched at 10 min and injected directly. The EDC 

consumption was monitored at 220 nm. The anhydride evolution was monitored by 

means of amide at 254 nm. 
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Supplementary Tables 

 

Supplementary Table 1. Characterization of the main components applied in the 
reaction cycle by HPLC. 

Name Injection volume HPLC retention time HPLC calibration value 

EDC 1 µL 5.2 min 5.09 mAU.mM-1 (220 nm) 

Benzylamine 10 µL 6.3 min 1.62 mAU.mM-1 (254 nm) 

1 10 µL 8.3 min 1.16 mAU.mM-1 (220 nm) 

2 10 µL 9.2 min N/A 

3 1 µL 11.8 min 12.77 mAU.mM-1 (254 nm) 

4 1 µL 12.0 min 12.77 mAU.mM-1 (254 nm) 

 

 

Figure S20. HPLC traces of 10 mM N-Fmoc-Ala-Val-glutamate (4) fueled with 50 mM 

EDC. The traces reflect the sample quenched at 1 min and injected directly. The EDC 

consumption was monitored at 220 nm. The anhydride was monitored by means of amide 

at 254 nm. 

Figure S20. Representative HPLC traces of the quenched reaction cycle. 
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Supplementary Table 2. Characterization of the main components formed in the 
reaction cycle by HPLC and ESI-MS. The calibration value of the guanidine-derivative was 
determined being 1.51 mAU.mM-1 (10 µL injection, 254 nm). 

Name HPLC ret. time Mass calculated Mass found 

Guanidine-derivative 7.3 min 263.22 g.mol-1 [M+H]+  263.17 g.mol-1 

(1)-Anhydride 10.0 min N/A N/A 

(1)-N-benzyl amide 10.4 min 323.15 g.mol-1 [M+H]+ 322.73 g.mol-1 

(2)-N-benzyl amide 10.9 min 192.14 g.mol-1 [M+H]+ 192.2 g.mol-1 

(3)-N-benzyl amide 13.2 min 459.19 g.mol-1 [M+H]+ 459.1 g.mol-1 

(4)-N-benzyl amide 13.2 min 629.30 g.mol-1 [M+H]+ 629.2 g.mol-1 

 

 

Supplementary Table 3. k-values for all the reactions described in our kinetic model. 
The rate constant for k0 was set to 0.135x10-4 sec-1. 

 k1 
/ M-1.sec-1 

k2 

/ sec-1 

k3 / sec-1 k4 / sec-1 Half-life of 
anhydride 
(calculated 
by: ln(2)/k4) 

Solubility CAC 

 2nd order 1st order 1st order 1st order    

1 6.0x10-1 0.60*k1 0.0070*k1 1.4x10-2 0.83 min 12 mM 30 mM 

2 6.0x10-3 10*k1 5.0*k1 1.0x10-3 12 min 1.0 mM 1.0 mM 

3 5.0x10-2 3.0*k1 1.5*k1 2.6x10-3 4.4 min 0.5 mM 0.5 mM 

4 2.5x10-1 5.0*k1 2.0*k1 7.0x10-3 1.7 min N/A N/A 
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NMR-Spectra 

NMR-Spectra of tert-butyl (2,5-dioxotetrahydrofuran-3-yl)carbamate 
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NMR-Spectra of (Z)-1-benzyl-2-(3-(dimethylamino)propyl)-3-ethylguanidine 
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6 Synthesis and characterization of molecular assemblies

driven by carbodiimide-based fuels

Abstract.

In biology, supramolecular structures are maintained by a constant influx of energy. Compared

to thermodynamically stable structures, dynamic structures possess unique properties such as

tunable lifetimes, adaptivity or the ability to self-heal. To equip artificial materials with such

properties, synthetic reaction cycles have been developed which drive the self-assembly of precursor

molecules. So far, the carbodiimide-driven reaction cycle has been used by several groups to create

various dynamic structures.44,45,63–65 Amongst them are hydrogel fibers, colloids, oil-droplets

or coacervates. The aim of this work was to establish a protocol to synthesize and characterize

carbodiimide-based reaction cycles. It shows how to synthesize peptide-based precursor molecules

such as the short peptide N-Fmoc-AAD-OH both manually and automatically. Furthermore, it

explains how to analyze the kinetic response of the precursors to a carbodiimide-based chemical

fuel by HPLC and kinetic models. The response of the reaction cycle to various amounts of fuel is

described by characterizing the macro- and microscopic properties of the assemblies. The protocol

aims to make it easier for research groups to get started working with the reaction cycle. Thus,

each individual step in the process is listed. The scope of information is higher compared to the

information generally provided in the methods section of research articles. As such, the work

contains a section to trouble shoot common complications. Furthermore, a general protocol helps

to validate, interpret, and compare the data within the community.
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Synthesis and characterization of chemically
fueled supramolecular materials driven by
carbodiimide-based fuels
Fabian Schnitter1, Alexander M. Bergmann1, Benjamin Winkeljann 2, Jennifer Rodon Fores1,
Oliver Lieleg2 and Job Boekhoven 1,3✉

Many supramolecular materials in biological systems are driven to a nonequilibrium state by the irreversible consumption
of high-energy molecules such as ATP or GTP. As a result, they exhibit unique dynamic properties such as a tunable
lifetime, adaptivity or the ability to self-heal. In contrast, synthetic counterparts that exist in or close to equilibrium are
controlled by thermodynamic parameters and therefore lack these dynamic properties. To mimic biological materials more
closely, synthetic self-assembling systems have been developed that are driven out of equilibrium by chemical reactions.
This protocol describes the synthesis and characterization of such an assembly, which is driven by carbodiimide fuels.
Depending on the amount of chemical fuel added to the material, its lifetime can be tuned. In the first step, the protocol
details the synthesis and purification of the peptide-based precursors for the fuel-driven assemblies by solid-phase
peptide synthesis. Then, we explain how to analyze the kinetic response of the precursors to a carbodiimide-based
chemical fuel by HPLC and kinetic models. Finally, we detail how to study the emerging assembly’s macro- and
microscopic properties by time-lapse photography, UV-visible spectroscopy, shear rheology, confocal laser scanning
microscopy and electron microscopy. The procedure is described using the example of a colloid-forming precursor Fmoc-
E-OH and a fiber-forming precursor Fmoc-AAD-OH to emphasize the differences in characterization depending on the
type of assembly. The characterization of a precursor’s transient assembly can be done within 5 d. The synthesis and
purification of a peptide precursor requires 2 d of work.

Introduction

Supramolecular materials consist of molecular building blocks assembled into larger architectures by
noncovalent interactions1,2. In the past decades, the field has emerged and evolved into a discipline
with design rules and a plethora of prominent examples3, such as liquid crystals4–6, supramolecular
polymers7–9, or vehicles that can deliver pharmaceuticals10,11.

Supramolecular materials are also present in biological systems; skin and bone are both examples of
materials constructed using molecular self-assembly12–15. A property of most natural supramolecular
materials is that their building blocks are continuously recycled, which allows them to adapt to changing
conditions or to repair themselves16. These properties are seldom seen in synthetic materials.

Synthetic supramolecular materials almost always exist in or close to equilibrium17. In contrast,
living materials exist far out of equilibrium18,19. To sustain biological materials out of equilibrium,
these materials are continually dissipating energy, which is harvested from chemical reaction cycles
that irreversibly consume high-energy molecules such as GTP or ATP20–22. Owing to their constantly
active nature, these materials are endowed with a higher degree of dynamics than synthetic
(static) materials.

Inspired by this dynamic, energy-consuming form of self-assembly of molecules, the field of
supramolecular materials has more recently focused on developing synthetic counterparts of biolo-
gical supramolecular materials: so-called chemically fueled supramolecular materials23–31. In such
supramolecular materials, the self-assembly of molecules is regulated by a chemical reaction cycle
(Fig. 1a,b). The chemical reaction cycle irreversibly consumes a high-energy reagent, called a chemical
fuel, and thereby dissipates energy. Thus, in these systems, the formation of assemblies away from

1Department of Chemistry, Technical University of Munich, Garching, Germany. 2Department of Mechanical Engineering and Munich School of
Bioengineering, Technical University of Munich, Garching, Germany. 3Institute for Advanced Study, Technical University of Munich, Garching,
Germany. ✉e-mail: job.boekhoven@tum.de
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equilibrium is driven by a kinetic asymmetry in the energy consumption pathway32,33. Examples are
ubiquitous in biology (e.g., the GTP-fueled formation of microtubules), but only a few reactions have
been tried synthetically. One approach is the use of biological fuel sources in chemical reaction cycles
such as the phosphorylation and dephosphorylation with ATP or GTP28,34. These systems are
conceptually close to biology, but the requirement of specialized enzymes limits the versatility of these
systems compared with more artificial approaches. Simpler synthetic systems allow a more in-depth
study of individual mechanisms in otherwise complex biological systems. Artificial approaches of
fuel-driven assemblies include methylation35, thiol–thioester exchange36 or redox chemistry as the
activation reaction37,38. Many of these systems require just one functional group and are more
versatile compared with enzymatic reactions.

We recently introduced a carbodiimide-fueled reaction cycle that leads to dynamic assemblies39,40.
In several studies, we showed how the chemical reaction cycle could drive the formation of different
types of assemblies depending on the type of precursor used (Table 1). We showed the formation of
fibers39,41 colloids42, aggregates of nanoparticles43,44, oil droplets45,46 and coacervate-based droplets47.
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Fig. 1 | In chemically fueled self-assembly, molecules are activated and deactivated for assembly by a chemical
reaction cycle. a, An energy-driven chemical reaction activates a precursor molecule for self-assembly. A
spontaneous deactivation reaction reverts the activated product to the precursor state. b, The result is a transient
product that, in its finite lifetime, can take part in a dynamic assembly. c, In the chemical reaction cycle, a
dicarboxylate precursor molecule is converted into an asymmetric anhydride product. The hydration of EDC fuels the
activation reaction and generates the waste byproduct EDU (1-ethyl-3-(3-dimethylaminopropyl)urea). The
hydrolysis reaction reverts the formed anhydride to the original precursor. d, The molecular structures of precursors
that are used in this work. e,f, The resulting supramolecular structures are schematically shown as colloids (e) and
hydrogel fibers (f).

Table 1 | Different precursors and the corresponding types of assembly when fueled with EDC

Type of assembly Precursor

Colloids Fmoc-D-OH39, Fmoc-E-OH42, Fmoc-GD-OH46

Fibers Fmoc-AAD-OH39, Fmoc-AVD-OH39, Fmoc-AAE-OH39, Fmoc-AVE-OH39,
Ac-FIID-OH41

Aggregates of nanoparticles 5-hexenoic acid coated SiNCs43, 3-mercaptopropionic acid coated AuNPs44

Coacervate-based droplets Ac-FRGRGRGD-OH47

Oil droplets 2-octen-1-ylsuccinic acid46, 2-decen-1-ylsuccinic acid46, valeric acid45,
caproic acid45
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Due to the emerging material properties, a wide variety of different applications can be envisioned.
For example, coacervate-based droplets serve as a model for membranelles organelles and proto-
cells47. The out-of-equilibrium formation of oil droplets from a set of primitive carboxylic acids
exhibits self-selective behavior45. Temporal control over aggregation of silicon nanocrystals shows
potential as a platform for controlled uptake of nanoparticles into cells43. Fuel-driven fiber formation
can serve as a model to study cytoskeleton structures such as microtubulin and actin filaments48.
Moreover, other research groups are also starting to use this chemical reaction cycle49,50.

Overview of the protocol
In this protocol, we use a chemical reaction cycle that transiently activates dicarboxylate precursors by
converting them into their corresponding cyclic anhydrides at the expense of a carbodiimide-based
condensing agent (Fig. 1c). In the activation reaction, the precursor reacts irreversibly with the 1-
ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC or fuel) to yield its corresponding anhydride. In
the deactivation reaction, the anhydride product reacts with water to yield the original precursor.
Consequently, the precursor is activated into its temporary, anhydride state. The anhydride state is
uncharged, whereas the precursor carries two anionic carboxylate groups. We use the loss of charges
to induce self-assembly of the precursors (Fig. 1d). For example, if the precursor carries a relatively
large hydrophobic group (e.g., Fmoc-E-OH (1)), it is soluble in its precursor state but assembles into
colloids in the product state (vide infra)39. We found that, when we add amino acids with a high
propensity to form β-sheets in the precursor design, it is more likely to form anisotropic assemblies in
its activated state. For example, in this protocol, we will show that Fmoc-AAD-OH (2) will form
fibers when fueled with EDC.

We start the protocol by describing the synthesis and purification of the precursors. Precursor 1 is
commercially available and used without further purification. Precursor 2 was synthesized using
solid-phase peptide synthesis, purified by preparative HPLC, and finally freeze-dried to yield a fluffy,
white powder on a 100 mg scale. Both precursors are dissolved in 2-morpholinoethanesulfonic acid
(MES)-buffered water. The pH of the resulting solution is adjusted to 6.0.

In the next section of the procedure, we describe how to study the kinetics of the reaction cycle for
the two precursors in the EDC-driven chemical reaction cycle. The cycle is initiated by adding the
chemical fuel EDC to the precursor solutions. At predetermined intervals, we quench a sample of the
experiment by adding benzylamine. Benzylamine freezes the reaction cycle in its current state by
converting the reactive anhydride into the respective stable amide. Moreover, the addition of the
quenching solution stops the activation reaction owing to an increase of the pH to 10. At this pH,
EDC does not react with the carboxylic acids, and therefore, no more anhydride is formed. The
quenched samples are studied by reversed-phase analytical HPLC. Using a nonpolar hydrocarbon
stationary phase allows separation of the reaction cycle’s components and determining the con-
centration of precursor, product and fuel (Fig. 2a,b).

We then explain how to use a kinetic model, written in MATLAB, to predict both the con-
centration of the components in the mixture and the reaction rates. This model is especially powerful
for predicting for how long the anhydride product is present when adding different amounts of EDC.
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and EDC (inset). The markers represent triplicate HPLC data, and the lines are predicted values from our
kinetic model.
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In later experiments, the anhydride lifetime can be correlated to the material’s lifetime. For example,
we show that increasing the amount of fuel results in a longer presence of the anhydrides, which
corresponds to a prolonged presence of the material properties.

The next stage of the procedure involves studying the dynamic material properties of the emerging
dissipative supramolecular materials. We describe how to set up a webcam to record time-lapsed
photographs of the fueled reaction cycle (Figs. 3a and 4a and Supplementary Video 1 and 2). This is a
cheap way to get rapid, qualitative information about the evolution of material properties such as
turbidity or the ability to form self-standing hydrogels. To better quantify the turbidity and the time
course of its evolution, we use UV-visible (UV-VIS) spectroscopy and measure the optical density at
600 nm in a plate reader over time (Fig. 3b). If the reaction generates a hydrogel, we follow the time
course using shear rheology (Fig. 4b). The quantitative information of the material properties’
evolution can be correlated to the previously described kinetic model. We do so by determining a
threshold concentration of the anhydride product. Above this threshold, the property of the materials
(turbidity or the formation of an elastically dominated hydrogel) can be expected. We find that, for
precursor 1, the model can accurately predict the lifetime of the turbid solution, which we describe in
the next section of the protocol (Fig. 3c). The correlation between the lifetime of the gels formed by 2
is also calculated (Fig. 4c).

In the final section of the procedure, we describe how to characterize the structure of the tem-
porary assemblies by confocal microscopy using the hydrophobic dye Nile red (Figs. 3d,e and 4d,e)
and by cryogenic transmission electron microscopy (cryo-TEM) (Figs. 3f and 4f).

Experimental design
In the following sections, we describe the peptide synthesis, the kinetic analysis of the reaction cycles
and the observation of the emerging macro-, micro- and nanoscopic properties (Fig. 5).

Synthesis of precursors
Precursor 1 was commercially available and used without further purification. Precursor 2 was
synthesized via solid-phase peptide synthesis (Fig. 6). Different methods for peptide synthesis have
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been described in previous protocols. These methods range from a general procedure to the synthesis
of more complex sequences51,52, and approaches for simultaneous synthesis of different peptide
sequences53. In general, any Fmoc-based solid-phase peptide synthesis method is suitable for the
synthesis of the peptide sequences listed in Table 1. A requirement is a free C-terminal carboxylic acid
after cleavage from the resin. We thus used Wang resin, which was purchased preloaded with the first
amino acid. The peptide was further reacted from the C to the N terminus by repeated deprotection
and coupling steps. The resulting peptide is cleaved from the resin, the identified product peak is
purified by preparative HPLC and the final product is characterized by analytical HPLC, electrospray
ionization mass spectrometry (ESI-MS) and NMR. The synthesis can either be performed using a
microwave-assisted automated peptide synthesizer or performed manually using a peptide synthesis
vessel. The advantage of automated synthesis is that it takes only ~1 h to complete. However, the type
of peptide synthesizer used limits the reaction scale (0.5 mmol, which is the equivalent of 122 mg
Fmoc-AAD-OH (2) after purification). In contrast, the manual synthesis of 2 takes 5 h, but bigger
scales can be obtained. Both techniques yield roughly equal amounts of the peptide product at a scale
of 0.5 mmol. We recommend manual peptide synthesis if a peptide synthesizer is not available or
when scales >0.5 mmol are synthesized.

Nile red assay
In carbodiimide driven self-assembly, the precursor’s carboxylate groups react to form an anhydride
group, which means that this section of the molecule becomes more hydrophobic. This transition
often affects only a small domain of the overall precursor; therefore, the precursor itself needs to be
quite hydrophobic for the modification to induce self-assembly. Thus, it is possible that the precursor
might assemble without the addition of fuel, especially when the precursor is present at high con-
centrations. A fast method to test whether the precursor is unimolecularly dissolved is a Nile red
assay. Nile red is a solvatochromic dye. Its solubility and quantum yield are low in polar solvents such
as water, but are substantially higher in nonpolar environments. Additionally, the absorption and
emission wavelength is blue-shifted in nonpolar environments54,55. When structures like micelles are
present in an aqueous solution, Nile red accumulates in the hydrophobic microenvironment,
resulting in a high fluorescence intensity that is blue-shifted. Both the enhancement and shift in
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fluorescence are used to identify the critical aggregation concentration. We measure the fluorescence
intensity at 635 nm at an excitation wavelength of 550 nm for various concentrations of 1 and 2. An
increase in the fluorescence intensity indicates the presence of assemblies or aggregates in absence of
the chemical fuel. As a final test to exclude preassembly, we record cryo-TEM micrographs of the
applied reaction cycle’s precursor stock solutions (Extended Data Fig. 1).
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Fig. 5 | Overview of the experimental design. The precursor is designed by balancing attractive and repulsive
interactions. While the charge repulsion of the inactivated precursor suppresses self-assembly, self-assembly occurs
upon transformation into an anhydride. The peptide precursor is synthesized by applying manual or automated solid-
phase peptide synthesis and purified by reversed-phase HPLC. Analytical HPLC measures the concentrations of fuel
and product upon fuel addition. By fitting the experimental data to a computational model, the reaction cycle’s rate
constants are determined. Finally, the assemblies’ lifetimes as well as their morphologies are analyzed on the macro-,
micro- and nanoscopic scale.
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Analysis of kinetics by HPLC
The kinetics of the fuel-driven chemical reaction cycle for both precursors 1 and 2 are analyzed with
analytical HPLC (Fig. 7). In these experiments, we measure the concentration of the carbodiimide-
based fuel (EDC) and the anhydride product. The chemical reaction cycle is initiated by the addition
of fuel to the precursor solution. At 7 min intervals, aliquots of the reaction mixture are added to a
previously prepared benzylamine solution. The benzylamine solution quenches all reactions in the
reaction cycle and converts the anhydride product into its corresponding amide56. The quenched
samples are stored and analyzed after the reaction cycle is completed by injection into the HPLC. The
signals in the chromatograms corresponding to the benzylamide and EDC are integrated. A cali-
bration curve is measured for both components to determine their corresponding concentrations in
the experiment.
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from the resin and simultaneous removal of the protection groups.
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Using a kinetic model in MATLAB
We use the data from the kinetic experiments to fit rate constants for a kinetic model. This kinetic
model describes five chemical reactions to predict the concentration of the reactants involved at every
second in the experiment (r0,… r4). The first reaction is the direct hydration of EDC (r0). The second
is the reaction of EDC with the precursor to yield O-acylisourea (r1). The third reaction is the
conversion of the O-acylisourea to the anhydride product (r2). The other fate of the O-acylisourea is
that it hydrolyzes to the precursor (r3). Finally, the anhydride product hydrolyzes in the deactivation
reaction (r4). The rate constants of these reactions will be estimated by fitting the concentration
profiles measured by HPLC. For example, k0 can be estimated by fitting the EDC decay in the absence
of precursor. Similarly, by fitting the EDC depletion curve in the presence of precursor, the rate
constant for the reaction of the precursor with EDC (k1) can be estimated.

Time-lapse photography
The materials we describe change their turbidity and viscoelastic properties during the reaction cycle;
i.e., they transit from a solution to gel state and vice versa (Fig. 8). Changes in turbidity can be
observed with the naked eye and can be monitored using a simple webcam setup without the need for
laborious and time-consuming experiments. For example, for precursor 1, a fuel-induced, temporary
increase in turbidity was observed (Fig. 3a, Fig. 12). The time for which the increased turbidity is
present gives an estimation about the lifetime of the assemblies and can be further investigated by
UV-VIS analysis. Similarly, precursor 2 shows a temporary increase in turbidity in response to fuel.
An inverted tube test is used as an indication for a temporary transition from a solution to a gel state
(Fig. 4a). However, this transition needs to be further characterized by rheology measurements as the
inverted tube test can give false-positive results57.

UV-VIS analysis to measure the evolution of the turbidity
For more accurate kinetic information, the evolution of the turbidity as a function of time can be
recorded with a UV-VIS instrument or plate reader. We measure the absorbance at 600 nm as a
measure for turbidity as the evolving particles scatter light. This experiment can be done using a plate
reader or using cuvettes; the plate reader experiment allows multiple experiments to be performed
simultaneously. For example, we can measure the evolution of five different initial concentrations of
fuel in triplicate in a single experiment. We use these acquired data to determine the lifetime of the
assemblies of precursor 1 in response to varying amounts of fuel. Comparison of the measured
lifetimes with anhydride concentrations at these time points provides mechanistic information about
the dissipative system such as solubility or kinetic trapping.

Rheology measurements
The viscoelastic properties of a gel can be determined in a quantitative manner using macrorheology.
The material response σ* to an induced oscillating deformation γ* is mapped to describe such
viscoelastic materials. The corresponding modulus G*(ω) is a complex parameter and can be

Background

a b

LampLamp

Sample holder

Webcam

Stir plate

Stative

Fig. 8 | Time-lapse photography setup. a,b, The experimental setup of a webcam experiment (a) and the webcam
view 5 min into the reaction cycle of Fmoc-E-OH (1) with 6, 8, 10 and 12 mM EDC from left to right (small
differences in the turbidity for highly turbid solutions cannot be observed with this technique) (b).
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separated into a real and an imaginary part. The real part G'(ω) describes the elastic response of a
material, whereas the imaginary part G″(ω) describes its viscous properties:

G0ðωÞ ¼ σ0
γ0
cos δð Þ

G00ðωÞ ¼ σ0
γ0
sin δð Þ

Here, σ0 and γ0 denote the amplitude of the shear stress and the shear strain, respectively. The
phase shift between the deformation of the material and its stress response is denoted with δ,
dependent on the angular frequency ω of the stimulation. Dominance of the storage modulus
(G' > G'') indicates the formation of a gel, whereas a dominance in the loss modulus (G'' > G')
indicates a liquid-like behavior of the material.

In addition to time-lapse imaging and turbidity measurements, which together can provide a time-
resolved visualization of the gelling process, macrorheology can offer a quantitative assessment of the
gel formation process, not only over time but also determining absolute mechanical values.

Analysis by confocal laser scanning fluorescence microscopy
Confocal laser scanning fluorescence microscopy is used to examine the dissipative supramolecular
materials’ evolution on the microscopic scale. As the self-assembling building blocks are not fluor-
escently labeled, a fluorescent dye incorporated into the assemblies is used. We use the hydrophobic
dye Nile red as it is sufficiently hydrophobic to incorporate into our assemblies. Moreover, due to its
solvatochromic shift and increased quantum yields between hydrophilic and hydrophobic environ-
ments, it is possible to selectively observe the assembled product resulting in a high signal-to-noise
ratio in the micrographs58. The sample is placed in a grease chamber on a glass microscope slide. The
grease chamber offers an efficient method to prevent evaporation and flow of the sample throughout
the experiments. In our experiments, confocal microscopy shows the formation of colloids for Fmoc-
E-OH (1) (Fig. 3d,e) and the formation of entangled fibers for Fmoc-AAD-OH (2) (Fig. 4d,e).

Analysis by cryo-TEM
In our laboratoy, we use cryo-TEM to study the assemblies on the nanometer scale, e.g., to determine
the diameter of fibers. We prefer cryo-TEM to conventional TEM, because the cryofixation process
prevents ice crystal formation and, therefore, preserves all structures in their native aqueous state.
Immediate cryogenic freezing at specific times during the reaction cycle further ensures temporal
integrity of the assemblies. For precursor 1 with fuel, colloids with a mean diameter of 300–400 nm
were found (Fig. 3f), whereas precursor 2 showed the presence of long and entangled fibers with a
uniform diameter of ~6 nm in response to fuel (Fig. 4f).

Limitations
This protocol is written for carboxylate precursor molecules, forming assemblies that include colloids
and hydrogel-fiber networks. In our experience with chemically fueled assemblies, we found that the
emerging materials’ dynamic properties are highly dependent on the amino acid sequence of the
precursor. For example, this protocol describes the formation of transient hydrogels formed by Fmoc-
AAD-OH (2). We found that changing the amino acid sequence to Fmoc-AVD-OH resulted in
solutions that would convert into a hydrogel upon fuel application. However, these hydrogels would
remain kinetically trapped and would not revert to their initial solutions state39.

We have also found that the reaction cycle is highly pH-dependent. The EDC activation reaction is
most active at acidic pH59, but the closer the pH is to the pKa of the carboxylic acids, the higher is the
degree of protonation. Upon protonation of the carboxylic acids, self-assembly of the precursor can
be induced without the need of anhydride formation. In contrast, increasing the pH from 6.0 to 7.0
would be sufficient to decrease the yield of anhydride sufficiently that no hydrogel is formed for
Fmoc-AAD-OH (2)39.

Finally, the design of our experimental protocol aims at anhydride-based assemblies. Minor parts
such as the quenching method or the kinetic model are tailored to this specific system. The major
part, however, focuses on the study of the dynamic material’s properties. These techniques are
independent of a specific chemical functionality. As a result, e.g., the described webcam setup can be
applied to other reported forms of out-of-equilibrium systems to screen initial conditions. In general,
the protocol instructions can be adapted to dynamic materials that possess the required physical
properties of the applied technique. Limitations like the ability to scatter light or the incorporation of
a hydrophobic dye are mentioned in the procedures part of this protocol.
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Materials

Reagents
! CAUTION Chemical reagents are potentially harmful. Apply the appropriate safety procedures. Wear
gloves, a laboratory coat and safety glasses. Take care to appropriately dispose of all chemicals used.
● MES hydrate, 99.5% (Sigma-Aldrich, cat. no. M8250)
● NaOH (Sigma-Aldrich, cat. no. S5881-1KG) ! CAUTION Sodium hydroxide is highly corrosive and can
cause severe skin and eye damage. Wear the appropriate protective equipment when handling this reagent.

● HCl (Sigma-Aldrich, cat. no. 320331-500ML) ! CAUTION Hydrogen chloride is highly corrosive and
can cause severe skin and eye damage. Inhalation might lead to respiratory damage. Wear the
appropriate protective equipment, and use a fume hood when handling this reagent.

● Fmoc-E-OH (Alfa Aesar, cat. no. H62936)
● EDC (Sigma-Aldrich, cat. no. 03450-5G) ! CAUTION N-(3-dimethylaminopropyl)-N′-ethylcarbodii-
mide hydrochloride has acute oral (category 4) and skin (category 3) toxicity and can cause severe skin
and eye damage. Wear the appropriate protective equipment, and use a fume hood when handling
this reagent.

● Benzylamine (Sigma-Aldrich, cat. no. 77869-25ML) ! CAUTION Benzylamine has acute oral
(category 4) and skin (category 4) toxicity and can cause severe skin damage. Wear the appropriate
protective equipment, and use a fume hood when handling this reagent.

● Acetonitrile, HPLC grade (Sigma-Aldrich, cat. no. 34851-2.5L) ! CAUTION Acetonitrile is highly
flammable, has respiratory (category 4), skin (category 4) and oral (category 4) toxicity and can cause
severe eye irritation. Wear the appropriate protective equipment, and use a fume hood when handling
this reagent.

● Dimethylformamide (DMF), for peptide synthesis (Sigma-Aldrich, cat. no. 1003972500)
! CAUTION DMF is flammable and has reproductive (category 1), respiratory (category 4) and skin
(category 4) toxicity. Wear the appropriate protective equipment, and use a fume hood when handling
this reagent.

● Diisopropylcarbodiimide (DIC; Sigma-Aldrich, cat. no. D125407-25G) ! CAUTION DIC has acute
respiratory (category 2) toxicity and can cause severe eye damage. Wear the appropriate protective
equipment, and use a fume hood when handling this reagent.

● Piperidine (Sigma-Aldrich, cat. no. 104094-100ML) ! CAUTION Piperidine has acute oral (category 4),
skin (category 3) and respiratory (category 3) toxicity and can cause severe skin and eye damage. Wear
the appropriate protective equipment, and use a fume hood when handling this reagent.

● Oxyma Pure (Sigma-Aldrich, cat. no. 8510860100)
● Fmoc-L-Ala-OH (Sigma-Aldrich, cat. no. 531480-100G)
● Fmoc-L-Asp(OtBu)-Wang resin, loading 0.6–1.0 mmol/g, 100–200 mesh (Iris Biotech, cat. no.
WAA11305.0005)

● 4-Dimethylaminopyridine, ReagentPlus (Sigma-Aldrich, cat. no. 107700-25G) ! CAUTION
4-Dimethylaminopyridine has acute oral (category 2) and skin (category 3) toxicity and can cause
skin and eye damage. Wear the appropriate protective equipment, and use a fume hood when handling
this reagent.

● Dichloromethane (DCM), HPLC grade (Sigma-Aldrich, cat. no. 34856-1L) ! CAUTION DCM can
cause skin and eye damage and is suspected to be carcinogenic. Wear the appropriate protective
equipment, and use a fume hood when handling this reagent.

● Triisopropylsilane (TIPS; Sigma-Aldrich, cat. no. 233781-50G) ! CAUTION TIPS is flammable.
● Diethyl ether, anhydrous (Sigma-Aldrich, cat. no. 346136-1L) ! CAUTION Diethyl ether has acute oral
(category 4) toxicity and is highly flammable. Wear the appropriate protective equipment, and use a
fume hood when handling this reagent.

● Trifluoroacetic acid (TFA, Sigma-Aldrich, cat. no. T6508-500ML) ! CAUTION TFA has respiratory
(category 4) toxicity. It is highly corrosive (category 1) and can cause severe skin and eye damage. It is
hazardous to aquatic environments, with long-lasting effects. Wear the appropriate protective
equipment, and use a fume hood when handling this reagent.

● Dry ice ! CAUTION Dry ice is a deep-cold solid and can cause cold burns. Wear cryogenic gloves, and
work in a ventilated room. Wear the appropriate protective equipment, and use a fume hood when
handling this reagent.

● Liquid nitrogen ! CAUTION Liquid nitrogen is a deep-cold liquid and can cause cold burns. Wear
cryogenic gloves, and work in a ventilated room. Wear the appropriate protective equipment, and work
in a fume hood.
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● Liquid ethane ! CAUTION Liquid ethane is a deep-cold liquid and can cause cold burns. Wear
cryogenic gloves, and work in a ventilated room. Ethane is highly flammable. Wear appropriate
protective equipment, and work in a fume hood.

● Potassium cyanide (KCN), BioUltra (Sigma-Aldrich, cat. no. 60178-25G) ! CAUTION KCN has acute
oral (category 2), skin (category 1) and respiratory (category 2) toxicity. It is hazardous to aquatic
environments, with long-lasting effects. Wear appropriate protective equipment, and work in a fume
hood. Do not dispose in acidic aqueous waste to prevent the formation of volatile hydrogen cyanide.

● Pyridine, anhydrous (Sigma-Aldrich, cat. no. 270970-100ML) ! CAUTION Pyridine has acute oral
(category 4), skin (category 4) and respiratory (category 4) toxicity. It is flammable and can cause eye
damage. Wear appropriate protective equipment, and work in a fume hood.

● Ninhydrin, ACS grade (Sigma-Aldrich, cat. no. 151173-25G) ! CAUTION Ninhydrine has acute oral
(category 4) toxicity and can cause skin and eye irritations. Wear appropriate protective equipment,
and work in a fume hood.

● N-butanol (Sigma-Aldrich, cat. no. B7906-500ML) ! CAUTION N-butanol is flammable. It has acute
oral toxicity (category 4) and can cause skin and severe eye damage. Wear appropriate protective
equipment, and work in a fume hood.

● Phenol (Sigma-Aldrich, cat. no. P1037-100G) ! CAUTION Phenol has acute oral (category 3), skin
(category 3) and respiratory (category 3) toxicity. It can cause severe skin and eye damage. It shows
germ cell mutagenicity, and it is hazardous to aquatic environments, with long-lasting effects. Wear
appropriate protective equipment, and work in a fume hood.

Equipment
General equipment
● High-resolution balance (with a minimum resolution of 0.1 mg, VWR, cat. no. 611-2265)
● Glass bottles (250 ml, Schott, cat. no. 21 801 365)
● Magnetic stir bar and magnetic stirrer (VWR, cat. no. 444-0614)
● Volumetric flasks (250 ml, 50 ml, 5 ml, 2 ml, 1 ml, VWR)
● Conical centrifuge tube (50 ml, 15 ml, Carl Roth, cat. no. N462.1)
● Microcentrifuge tube (1.7 ml, Carl Roth, cat. no. 4182.1)
● Funnel (VWR, cat. no. 221-0175)
● Single-channel pipettes (1 ml to 0.5 µl) and corresponding tips and wide bore tips (Eppendorf Research
plus, cat. no. 3120000046)

● Glass HPLC vials (1.7 ml, Carl Roth, cat. no. XC64.1)
● Countdown timer (VWR, cat. no. 609-0226)
● Round-bottom flask (100 ml, VWR, cat. no. 201-1326)
● Glass sample vials with snap caps (5 ml, VWR, cat. no. MANA70271)
● Vortex mixer (IKA Vortex 2 8000, VWR, IKAA25000258)
● Liquid nitrogen dewar (VWR, cat. no. 478-4411)
● High-precision tweezers for microscopy (VWR, cat. no. 232-0143)

Peptide synthesis
● 50 ml peptide synthesis vessel for solid-phase peptide synthesis with a medium frit porosity
(FengTecEx, cat. no. P120050M)

● Freezer (−30 °C)
● Flask shaker. For this study, we used the Stuart SF1 Flask Shaker (Sigma-Aldrich, cat. no. Z675245-1EA)
● Pressured nitrogen or air

Automated peptide synthesis
● For the automated synthesis, a microwave-assisted automated peptide synthesizer with a reaction
vessel suitable for 20 ml batches is needed. For this study, we used a CEM Liberty Blue automated
peptide synthesizer equipped with a Discovery Bio microwave module

Peptide purification
● Rotary evaporator. We used the Hei-VAP Core (VWR, 531-1111)
● Preparative HPLC setup capable of detecting and separating peptides. For this study, we used an
Ultimate 3000 (Dionex/Thermo Fisher Scientific, cat. no. IQLAAAGABHFAPBMBFB) HPLC system
with a Hypersil Gold, reversed-phase C18 column (particle size: 5 µm, length: 250 mm, ID: 20 mm;
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Thermo Fisher Scientific, cat. no. 25005-259270A) and an automated fraction collector (Thermo Fisher
Scientific, cat. no. VF-F11-A-01)

● ESI-MS setup to detect peptides with an m/z value of 500. For this study, we used an LCQ
Fleet Ion Trap Mass Spectrometer (Thermo Fisher Scientific) with an electrospray ionization source

● NMR setup to measure 1H-NMR at 400 MHz. For this study, we used a Bruker AVNeo 400. Chemical
shifts are reported as δ-values in ppm relative to the deuterated solvent peak: (CD3)2SO (δH: 2.05).
MestReNova is used to analyze the spectra

● Lyophilizer to dry the peptides. The lyophilizer should hold 50 ml conical centrifuge tubes. In this
study, we used a Christ Freeze Dryer Alpha 2-4 LDplus (VWR, cat. no. 535-3157)

Nile red assay
● Fluorescence spectrometer. We used a Jasco (Jasco FP-8300) spectrofluorometer with external
temperature control (Jasco MCB-100)

● Quartz cuvette (10 mm path length, Hellma, cat. no. HL100-10-40)

Kinetic measurements
● An analytical HPLC setup is used for separation and detection of the various compounds in the
reaction cycle. The setup also determines the purity of the synthesized peptides. For this study, we used
a Vanquish Duo (Thermo Fisher Scientific, cat. no. VF-S02-A-02) HPLC system with a Hypersil Gold,
reversed-phase C18 column (particle size: 3 µm, length: 100 mm, ID: 2.1 mm, Thermo Fisher Scientific,
cat. no. 25003-102130)

Webcam-based experiments
● Webcam with manual focus connected to a computer. For this study, we used a full HD 1080p 12.0
megapixel webcam. To record the time-lapse series, we used the software Webcam Time-lapse from
TNL Enterprises

● Magnetic stirrer and lifting ramp (VWR, cat. no. 444-0614)
● Retort stand with a clamp to hold the camera
● USB-powered LED lights
● Carton box to adjust light conditions
● Double-sided sticky tape
● Paper/cardboard

UV-VIS measurements
● Quartz cuvette (1 mm path length, Hellma, cat. no. HL100-1-40)
● UV-VIS spectrophotometer to perform turbidity measurements. For this study, we used Multiskan Go
Microplate Spectrophotometer (Thermo Fisher Scientific)

Rheology based experiments
● Research-grade macrorheometer with torque resolution in the sub-micro-Newton range, an
appropriate detection limit of the angular deflection and a temperature control unit. Here we used
an MCR302 (Anton Paar, Graz, Austria). P-PTD200/Air (Anton Paar, Graz, Austria) and PP25 (Anton
Paar, Graz, Austria) were used as bottom plate and measuring head, respectively

● Plate/plate measuring setup with a minimum diameter of the measuring head of 25 mm
● Humidity trap

Confocal microscopy
● Confocal microscope capable of exciting and detecting Nile red stained samples. For this study, we
used a Leica TCS SP8 Lightning Confocal Microscope equipped with a 552 nm continuous wave laser
(solid-state laser 20 mW), an HC PL APO CS2 63× water immersion objective, and a hybrid
detector (HyD).

● High-vacuum silicon grease (Carl Roth, cat. no. 0855.1)
● 5 ml disposable syringe (Carl Roth, cat. no. 0057.1)
● Glass microscope coverslips (thickness 1, 24 × 60 mm, Carl Roth, cat. no. H878.2)
● Glass microscope coverslips (thickness 1, ∅ 12 mm, Carl Roth, cat. no. P231.1)
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Cryo-TEM microscopy
● Transmission electron microscope suitable for cryogenic samples. For this study, we used a Tecnai
spirit, FEI/Thermo Fisher Scientific

● C-Flat 2/2 Cryo-EM Grid–Copper (400 grid mesh, 20 nm carbon thickness, ScienceServices,
cat. no. ECFT-224C-50)

● Cryo-TEM grid box
● Paraffin film (VWR, cat. no. 291-0057)
● Microscope slide (thickness 1 mm, 76 × 26 mm, Carl Roth, cat. no. H869.1)
● EMS Glow discharger K100X
● A controlled environment vitrification system to prepare cryogenic samples for TEM. In this study, we
used an FEI Vitrobot Mark IV (Thermo Fisher Scientific)

● Cryo-transfer-specimen holder (Gatan)

Software
● The processing of the recorded data from both confocal and cryo-TEM microscopy was done using
ImageJ in combination with the Fiji distribution

Reagent setup
Preparation of reagents and stock solutions
For the preparation of the stock solutions, deionized water was used. We obtained the water from a
Millipore Milli-Q laboratory water system.

200 mM MES pH 6.0
For the preparation of 250 ml MES buffer at 200 mM, dissolve 9.76 g MES hydrate in ~200 ml of
water in a glass bottle equipped with a stir bar. After dissolution, transfer the bottle to a calibrated pH
meter, and adjust the pH to 6.0 by titration with NaOH and HCl stock solutions. Pour the buffer
solution into a 250 ml volumetric flask, and fill it up to the water calibration line. The pH should not
have been changed by dilution, but it is worth a second control with the pH meter. The resulting
buffer can be stored for weeks, but the pH should be checked occasionally. When a color change is
observed, the buffer should be renewed. c CRITICAL Take care of the temperature dependency of the
pH, and use the temperature sensor while adjusting.

10 mM precursor stock solution of Fmoc-E-OH (1) for HPLC calibration
For the HPLC calibration of precursor 1, we prepare a 1 ml solution in 200 mM MES with 10 mM of
precursor 1. Therefore, 3.7 mg of 1 is weighed in a 1 ml volumetric flask, and 200 mM MES pH 6.0 is
added to the calibration line. There is no need to adjust the pH. c CRITICAL Use buffered water
instead of pure water to increase the solubility of 1.

10 mM precursor stock solutions of Fmoc-E-OH (1) and Fmoc-AAD-OH (2) for kinetic analyses
The preparation of 5 ml stock solutions is sufficient to conduct the experiments described below.
Weigh in 18.5 mg of precursor 1 in a 15 ml conical centrifuge tube. Similarly, 24.9 mg of 2 is weighed
in a 15 ml conical centrifuge tube. Dissolve the solid in slightly less than 5 ml 200 mM MES pH 6.0.
Then, transfer the solutions to a pH meter, and adjust the pH to 6.0 by titration with NaOH and HCl
stock solutions. After pouring the solution into a 5 ml volumetric flask, add 200 mMMES pH 6 buffer
solution up to the calibration line. The precursor stock solutions can be stored in conical centrifuge
tubes for weeks in a refrigerator. c CRITICAL The peptide synthesis typically yields low amounts of
product. When doing kinetic experiments, the results can change for varying synthesis batches due to
differing impurities. Therefore, better repeat the synthesis and combine the batches for the precursor
stock solution preparation.

2.0 M EDC stock solution
We prepare 100 µL of a 2.0 M EDC stock solution by weighing in 38.3 mg of EDC in a 1.7 ml
microcentrifuge tube. The solid is dissolved by adding 61.4 mg of water to yield a final volume of
100 µL. The water is added to the microcentrifuge tube and should be equal to the mass of 100 µL
water, which is 99.7 mg. c CRITICAL EDC reacts with water, albeit slowly. The EDC solutions should
be prepared fresh right before the experiment.
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22 mM benzylamine stock solution in acetonitrile/H2O (6%/94%)
A 22 mM benzylamine stock is prepared by weighing in 117.9 mg in a 50 ml volumetric flask.
Dissolve the benzylamine by adding 3 ml acetonitrile. Finally, add water to a final volume of 50 ml.
The stock solution can be stored in conical centrifuge tubes in the refrigerator for ~1 week.

c CRITICAL Benzylamine reacts with air carbon dioxide, forming carbamic acid (white crusts around
the bottleneck).

2.5 mM Nile red stock solution
A 2.5 mM Nile red stock solution is prepared by weighing in 7.96 mg of Nile red and subsequent
dissolution in 10 ml of methanol. The stock solution can be stored for several weeks in a refrigerator
when adequately sealed with parafilm.

Procedure

Synthesis of precursor Fmoc-AAD-OH (2)
1 The following describes the 0.5 mmol scale synthesis of 2 using (A) an automated peptide

synthesizer or (B) manually using a peptide synthesis vessel. The yield and purity are equivalent.
(A) Automated solid-phase peptide synthesis

(i) Preparation of amino acid solutions (steps i–iii; Timing 1 h) In separate 50 ml centrifugal
tubes, weigh in Fmoc-Ala-OH, Oxyma, DIC and piperidine. Afterwards, add DMF to
dissolve the reagents. Find the required amounts for a 0.5 mmol batch of Fmoc-AAD-OH
(1) in the table below.

c CRITICAL STEP For calculation, a dead volume in the peptide synthesizer tubing of 4 ml
has been considered. When too little reagent solution is used, it may cause an error during
the automated peptide synthesis.
! CAUTION DIC is flammable and highly toxic. Wear gloves and protective gear, and use a
fume hood while working with DIC.
! CAUTION DMF is flammable and has suspected reproductive toxicity. Wear gloves and
protective gear and use a fume hood while working DMF.
! CAUTION Piperidine has acute oral, skin and respiratory toxicity and can cause skin and
eye damage. Wear appropriate protective equipment, and use a fume hood.

Compound Concentration Total volume Amount

Fmoc-Ala-OH 0.20 M 44 ml 2.7 g

Oxyma 1.0 M 15 ml 2.1 g

DIC 0.50 M 20 ml 1.6 ml

Piperidine 20 vol% 60 ml 12 ml

(ii) For the solid support, weigh Fmoc-Asp(OtBu)-Wang resin (773 mg, 0.68 mmol/g, 1 eq.) in
a 15 ml centrifugal tube to yield a total loading of 0.5 mmol.

c CRITICAL STEP Make sure to use resins with a mesh size recommended for the used
peptide synthesizer. Using the wrong mesh size can damage the machine.

(iii) Add 10 ml of DMF to the resin, vortex it and allow it to swell for 10 min.

j PAUSE POINT The prepared stock solutions can be stored for up to 1 week at room
temperature (RT, 25 °C).

(iv) Automated peptide coupling (iv–vi, Timing 1 h) Mount the prepared stock solutions on
the Liberty Blue peptide synthesizer at their respective positions, and add the resin to the
reaction vessel.

(v) Empty the waste container, fill up the DMF solvent container and open the supply line for
the peptide synthesizer’s inert gas.

(vi) Switch on the peptide synthesizer, and start the synthesis protocol for Fmoc-AAD-OH (2).
The coupling protocol we are using includes double deprotection and double coupling for
each addition of amino acid. We list the procedures for deprotection, coupling and washing
performed by the peptide synthesizer in the table below.
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Step Procedure Action

1 Deprotection (1) Add 10 ml piperidine (20% in DMF)
(2) Run microwave at 205 W for 30 s (max temp. of 80 °C)
(3) Run microwave at 50 W for 65 s (max temp. of 90 °C)
(4) Drain reaction vessel

2 Wash (1) Add 5 ml solvent
(2) Drain reaction vessel

3 Deprotection

4 Wash (3×)

5 Coupling (1) Add 10 ml of the amino acid
(2) Add 4 ml DIC
(3) Add 2 ml Oxyma
(4) Run microwave at 220 W for 35 s (max temp. of 85 °C)
(5) Run microwave at 50 W for 120 s (max temp. of 90 °C)
(6) Drain reaction vessel

6 Wash

7 Coupling

8 Wash (2×)

? TROUBLESHOOTING
(vii) Workup (vii–viii, Timing 30 min) After finishing all the steps, add 5 ml DMF to the

reaction vessel. Carefully shake the reaction vessel to suspend the resin, and pour the DMF
together with the resin in a peptide vessel. Repeat this step two times.

(viii) Filter off the DMF, and wash the resin three times with DCM. Use pressured air to speed
up the filtration and to dry the resin.
! CAUTION DCM is flammable and suspected to be carcinogenic. Wear gloves and
protective gear, and use a fume hood while working with DCM.

j PAUSE POINT The resin can be stored for up to 1 month in the freezer at −20 °C.
(B) Manual solid-phase peptide synthesis

c CRITICAL The peptide synthesis (from step v) is explained for Fmoc-AAD-OH (2) but can
be performed in a similar way for other sequences.
(i) Preparation of stock solutions for the Kaiser test (steps i–iii, Timing 30 min) Dissolve

16.5 mg KCN in 25 ml water. Dilute 1 ml of this aqueous KCN solution with 49 ml of pyridine.
! CAUTION KCN is highly toxic. Wear gloves and protective gear, and use a fume hood while
working with KCN. Highly toxic hydrogen cyanide forms when acidifying the solution.
! CAUTION Pyridine is flammable and toxic. Wear gloves and protective gear, and use a
fume hood while working with pyridine.

(ii) Dissolve 1 g of ninhydrin in 20 ml of n-butanol.
! CAUTION Ninhydrin is toxic and can cause skin and eye irritations. Wear appropriate
protective equipment, and use a fume hood.

(iii) Dissolve 40 g of phenol in 20 ml of n-butanol.
! CAUTION Phenol is toxic and can cause severe skin and eye damage. It shows germ cell
mutagenicity, and it is hazardous to aquatic environments, with long-lasting effects. Wear
appropriate protective equipment, and use a fume hood.

j PAUSE POINT The stock solutions for the Kaiser test can be stored for up to 1 month at RT.
(iv) Stock solutions for the peptide coupling reactions (step iv, Timing 30 min) Weigh in

Fmoc-Ala-OH, Oxyma, DIC and piperidine in a 50 ml conical centrifuge tube each, and
dissolve them in DMF by the help of vortexing. Find the corresponding amounts for the
synthesis of 0.5 mmol Fmoc-AAD-OH (2) in the table below.

Compound Concentration Total volume Amount

Fmoc-Ala-OH 0.20 M 33 ml 2.1 g

Oxyma 1.0 M 10 ml 2.1 g

DIC 0.50 M 15 ml 1.6 ml

Piperidine 20 vol% 50 ml 12 ml
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(v) Peptide coupling reactions (steps v–xvii, Timing 5 h) Add Fmoc-Asp(OtBu)-Wang resin
(773 mg, 0.68 mmol/g loading, 1 eq.) with a total loading of 0.5 mmol into a 50 ml peptide
vessel, and swell the resin in 20 ml DMF for 20 min. Use the shaker to accelerate the swelling.

(vi) Remove the solution by filtration through the frit with the assistance of a nitrogen gas flow.
(vii) To remove the Fmoc protection group, add 10 ml of 20 vol% piperidine to the resin and

shake it for 15 min.

c CRITICAL STEP Do not let it react for more than 20 min to avoid epimerization of the
last amino acid.

(viii) Remove the solution by filtration through the frit with the assistance of a nitrogen gas flow.
(ix) Wash the resin with 5 ml DMF three times.
(x) To perform the Kaiser test as a reaction control, transfer a small number of resin beads

(less than 20 beads is sufficient) into a 5 ml glass sample vial.
(xi) Add one drop of the KCN, ninhydrin and phenol solutions (prepared in steps i–iii).
(xii) Carefully heat the tube to 100 °C for a few seconds with a heat gun. A blue coloration of the

beads and the solution indicates a successful deprotection.
? TROUBLESHOOTING

(xiii) For the coupling of the next amino acid, add 10 ml of the 0.2 M Fmoc-Ala-OH solution
(5 eq.), 2 ml of the 1.0 M Oxyma solution (5 eq.) and 4 ml of the 0.5 M DIC solution (5 eq.)
to a 50 ml conical centrifuge tube, and mix the solutions. Add the solution to the resin in
the peptide vessel, and agitate it for 1 h at RT.

(xiv) Remove the solution by filtration through the frit with the assistance of a nitrogen gas flow.
(xv) Wash the resin with 5 ml DMF three times.
(xvi) Confirm the successful coupling with the Kaiser test (steps x–xii). The absence of a blue

coloration of the beads and solution indicates a complete coupling.
? TROUBLESHOOTING

(xvii) Repeat steps vii–xvi for the deprotection and the coupling of the second Fmoc-Ala-OH
amino acid.

j PAUSE POINT The resin can be stored for up to 1 month in the freezer at −20 °C.

Microcleavage as reaction control ● Timing 2 h

c CRITICAL We perform microcleavage after completing the synthesis to check the quality of the product.
However, it can also be performed at any step during the synthesis to test if unexpected errors occurred.
2 Take a small amount of the resin (one spatula tip), and transfer it into a peptide vessel. Add 0.95 ml

of TFA, 0.025 ml of TIPS and 0.025 ml of water.
! CAUTION TFA is toxic and highly corrosive. Wear gloves and protective gear, and use a fume
hood while working with TFA.

3 Agitate the peptide vessel for 1 h at RT.
4 Collect the deprotection solution in a 25 ml round-bottom flask by filtering it through the frit with

a nitrogen gas flow assistance. Wash the resin once with DCM.
5 Remove the DCM under reduced pressure (850 mbar at 40 °C). Remove the TFA by coevaporation

with 5 ml of diethyl ether under reduced pressure. Start to remove diethyl ether at 850 mbar and
40 °C until no more condensate is observed. Reduce the pressure slowly to 40 mbar, and wait for
15 min. Repeat the coevaporation procedure (roughly three times) until almost no liquid is left.

6 Add 1 ml of a water:acetonitrile 60:40 vol/vol mixture, and dissolve the residue.
7 Filter the residue with a syringe filter, and dispense the filtrate in an HPLC vial.
8 Analyze the presence and purity of the peptide by HPLC and ESI-MS. Perform an analytical HPLC

run, and detect the compounds at 254 nm. At this wavelength, the Fmoc group dominates the
absorption of the peptide. The number of signals and their proportion offer a first estimation about
the product purity (Fig. 9). ESI-MS analysis qualitatively confirms the successful synthesis. An
analytical dataset is listed in Step 21.
? TROUBLESHOOTING

Peptide deprotection and cleavage from the resin ● Timing 3 h
9 To deprotect and cleave the peptide off the resin, we use a solution of TFA. Add 9.5 ml of TFA,

0.25 ml of TIPS and 0.25 ml of water to a 15 ml conical centrifuge tube and shake the solution.
10 Add the cleavage solution to the resin in the peptide vessel, and close the vessel with the

corresponding cap. Shake the peptide vessel for 1 h.
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11 Collect the deprotection solution in a 100 ml round-bottom flask by filtering it through the peptide
vessel’s frit with the assistance of a nitrogen gas flow. Wash the resin three times with DCM, and
combine it with the deprotection solution.

12 Remove DCM and TFA as described in Step 5.

c CRITICAL STEP Use a dry ice cooling trap to prevent damage of the vacuum pump due to
corrosion by TFA.

c CRITICAL STEP Do not store the peptide in concentrated TFA to prevent decomposition.

Preparative HPLC purification ● Timing 6 h

c CRITICAL The preferred method to purify the peptide is by reversed-phase HPLC with C18 as a
stationary phase. We detect the compounds formed by absorption at 220 and 254 nm. The absorption at
254 nm is characteristic for the Fmoc-protected peptides and makes it easy to distinguish them from
other side products. Detection at 220 nm gives an overview of further reaction products. Fractions are
collected depending on the absorption at 254 nm with a start and end threshold of 15 mAU. As eluent,
we used a mixture of water with 0.1 vol.% TFA and acetonitrile with 0.1 vol.% TFA. The eluents are
degassed in a sonication bath for 30 min prior to use. A linear gradient of 40% acetonitrile to 98%
acetonitrile over 10 min was applied at a flow rate of 20 ml/min, resulting in the successful separation of
all reaction products (Fig. 9a,b). If the separation is not sufficient, the gradient can be prolonged to 20 or
30 min. The high acetonitrile content was maintained for 2 min to elute all compounds completely, and
afterwards the starting condition was reset within 1 min. A final equilibration of 2 min resulted in a total
runtime of 15 min per injection.
13 Dissolve the residual solution in 20 ml of a water:acetonitrile 60:40 vol/vol solution. Filter the

solution with a polytetrafluoroethylene syringe filter (pore size 0.45 μm).

c CRITICAL STEP Different filters may be used, but make sure the filter material is resistant to
acetonitrile.

14 Perform the first purification by using only 0.5 ml of the reaction solution. Check whether the
separation is sufficient to collect individual peaks and whether the detector is not saturated.

c CRITICAL STEP A saturation of the detector can indicate a saturation of the stationary column
phase, resulting in lower separation efficiency.

15 Analyze the peaks with the highest intensity at 254 nm by ESI-MS to verify the product peak.
16 For the subsequent runs, the amount of injected peptide solution can be gradually increased to

reduce the total number of injections required. However, ensure that the peaks for the product do
not start to overlap. Typically, 2–3 ml are injected, but the injection volume depends on the product
concentration and the number of impurities. To reduce the collected fractions of unwanted side
products with a low absorption at 254 nm, the threshold for peak collection at 254 nm can be
increased. If the absorbance of side products is similarly high as the product peak, the collection can
be done depending on the retention time instead of the absorbance.

17 According to the absorbance, combine all fractions that contain exclusively the product peak in a
round-bottom flask. Additionally, combine in a separate round-bottom flask all fractions that
partially contain the product peak. These fractions can be combined with the main product after
analysis if they are of equal purity.
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Fig. 9 | HPLC chromatograms of precursor Fmoc-AAD-OH (2) after purification detected at 254 nm and the
applied pump gradient. a, The preparative HPLC chromatogram shows a synthesis approach yielding several side
products, most likely caused by an old piperidine stock solution. b, A preparative HPLC chromatogram of a
successful synthesis with only one observed product peak with high intensity. c, Analytical HPLC chromatogram to
estimate the product purity. The peptide’s purity is given by the proportion of the product integral compared with the
combined integrals of all signals detected (product and impurities). The purity is determined to be 98% in the
example shown.
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18 Remove the acetonitrile of the combined solutions under reduced pressure.
19 Transfer the remaining water solutions to 50 ml conical centrifuge tubes, and freeze them in liquid

nitrogen.
! CAUTION Skin contact with liquid nitrogen leads to cold burn. Wear cryo gloves, safety glasses
and a laboratory coat.
? TROUBLESHOOTING

20 Lyophilize the samples (2–3 d).
21 Perform analytical HPLC, ESI-MS (positive mode) and 1H NMR analysis. Check that the product

has the following analytical data before continuing with the procedure.
1H-NMR (400 MHz, DMSO-d6): δ/ppm 8.10 (d, J = 8.0 Hz, 1H), 7.99 (d, J = 7.6 Hz, 1H), 7.90

(d, J = 7.6 Hz, 2H), 7.73 (t, J = 7.2 Hz, 2H), 7.52 (d, J = 7.7 Hz, 1H), 7.42 (t, J = 7.4 Hz, 2H), 7.34
(t, J = 7.4 Hz, 2H), 4.57–4.48 (m, 1H), 4.27 (td, J = 17.8, 6.9 Hz, 4H), 4.06 (d, J = 7.1 Hz, 1H),
2.72–2.55 (m, 2H), 1.28–1.17 (m, 6H).

ESI-MS: Fmoc-AAD-OH m/z calc.: 498.18 [M + H]+, 520.17 [M + Na]+, 536.14 [M + K]+,
found: 487.93 [M + H]+, 520.27 [M + Na]+, 536.07 [M + K]+.

Analytical HPLC: gradient of acetonitrile:water (vol:vol) from 5:95 to 98:2 within 6 min and
detection at 220 and 254 nm. Fmoc-AAD-OH (2) retention time 6.0 min.

22 The purity of the synthesized peptide can be estimated by integrating the signals in an analytical
HPLC chromatogram (Fig. 9c). We typically obtain precursor 2 with a yield of 50% (122 mg) and a
purity of 98% as a solid white powder.

Nile red assay

c CRITICAL For most precursors in dynamic self-assembly, there will be a concentration at which
supramolecular structures will form directly from the precursor state. The critical aggregation
concentration, which is determined by a Nile red assay60, marks the upper limit at which concentration
the precursor should be applied in the later-described fueling experiments ● Timing 2 h
23 Prepare 15 mM stock solutions of Fmoc-E-OH (1) and/or Fmoc-AAD-OH (2) by weighing in 11.1

mg and 14.9 mg of 1 and 2, respectively. Transfer the compounds to a 2 ml volumetric flask, and
dissolve them with 0.2 M MES pH 6.0.

c CRITICAL STEP There is no need to adjust the pH since the fluorescence is unaffected by pH
between 4.5 and 8.554.

24 Set up a dilution row (from 15 mM to 2.5 mM) by mixing the stock solution with 0.2 M MES pH
6.0 inside microcentrifuge tubes. A final volume of 200 µl works well.

25 Prepare the 2.5 mM Nile red solution as described in ‘Reagent setup’.
26 Add 0.4 µl of the Nile red solution to each centrifuge tube, and incubate the probe for 30 min

in dark.

c CRITICAL STEP The dye should be added at low concentrations (<10 µM); higher concentrations
may result in aggregation or self-quenching effects.

27 Transfer the solution to a quartz cuvette, and measure the fluorescence intensities at 635 nm when
exciting the probes at 550 nm.

28 Plot the measured intensities against the applied precursor concentrations (Fig. 10a,b).

Kinetic analysis by HPLC

c CRITICAL For the kinetic analysis, we require calibration values for the applied precursor molecules
and the chemical fuel. Both precursors Fmoc-E-OH (1) and Fmoc-AAD-OH (2) bear the large Fmoc-
protecting group with a characteristic absorption at 254 nm. Since no other functional groups contribute
substantially to the absorption, we use the calibration of 1 as a measure for 2 and the corresponding
benzyl amides. The chemical fuel EDC is calibrated at 220 nm ● Timing Steps 29–34, 2 h; Step 35, 15 h
automated HPLC measurement time

Setup and calibration
29 Create an HPLC method by defining the flowrate, pump gradient and detection wavelength. In our

study, we used relatively short columns with a length of 100 mm. Thus, we applied a relatively low
flow rate of 0.4 ml/min. We used the eluent 0.1% TFA in acetonitrile mixed with 0.1% TFA in
water. The starting mixture was 2% acetonitrile, whose content increases up to 98% within 14 min.
The high acetonitrile content was maintained for 3 min to elute all compounds completely, and
afterwards the starting condition was reset within 1 min. Finally, the column was equilibrated for
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6 min at the original 2% acetonitrile in water. The detection was set to 220 nm and 254 nm at a data
collection rate of 2.0 Hz.

c CRITICAL STEP TFA was added to the acetonitrile and water to improve the resolution as partial
deprotonation of carboxylic groups is prevented at low pH.

30 Prepare in triplicate 1 ml stock solutions of 1 in 0.2 M MES pH 6 as described above. Create a
dilution series starting from 10 mM and diluting down at 2 mM (10 mM, 8 mM, 6 mM … 0 mM).
Typically, we prepare sample volumes of 100 µl in total. The resulting samples are further diluted
1:10 by the addition of 900 µl buffer.

c CRITICAL STEP The 1:10 dilution allows for higher injection volumes and removes the need for
HPLC vial inserts, improving data quality.

31 Prepare 2.0 M EDC stock solutions in triplicate, as described above.
? TROUBLESHOOTING

32 Dilute the 2.0 M EDC stock to a final concentration of 100 mM by adding 285 µl water to 15 µl of
2.0 M EDC.

33 Set up a dilution row in triplicate as described in Step 30, starting from 100 mM and pipetting
20 mM intervals.

c CRITICAL STEP Prepare the EDC dilution row last, and use water instead of buffer to minimize
hydrolysis.

34 Transfer the HPLC vials into the autosampler chamber.
35 Create an injection sequence at the HPLC. Apply the method created in Step 29. Consider that EDC

reacts slowly with water and should thus be analyzed first. We used an injection volume of 1 µl.
However, the injection volume can be increased depending on the sensitivity of the HPLC detector.
Start the sequence.

c CRITICAL STEP The retention of the EDC is low on C18 columns. Start the gradient with a low
percentage of acetonitrile (2%) to separate the EDC signal from the injection peak. If separation
fails, the usage of longer columns increases the retention time.

c CRITICAL STEP When changing the solvent composition at the HPLC for the first injection,
make sure to equilibrate the column with the new composition for around ten column volumes.
At the applied settings, an equilibration time of 6 min is required.
? TROUBLESHOOTING

36 Integrate the peaks in each chromatogram for the peaks of EDC and 1. Import the data in a data
processing software. The mean area in mAU × min is plotted together with the standard deviation
against the concentration injected (Fig. 11a,b). Then, the calibration value is calculated by the slope
of the linear regression.
? TROUBLESHOOTING
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Fig. 10 | Nile red fluorescence intensity at 635 nm against concentration of the precursor. The intensity of the
solvatochromic dye serves as an indication for self-assembly. a, No increase in fluorescence intensity of Nile Red is
observed for concentrations <15 mM concerning precursor 1 and 2. b, An example of a positive result of the Nile red
assay. A sharp increase of the fluorescence intensity >10 mM of the more hydrophobic precursor Fmoc-AVE-OH
indicates the formation of assemblies without EDC.
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Kinetic analysis of the reaction cycle

c CRITICAL After the calibration values have been obtained, a kinetic analysis of the reaction
cycle is started. The evolution of the reaction cycle’s components is monitored for 120 min
● Timing Steps 37–44, 6 h; Step 45, 12 h automated HPLC measurement time
37 Prepare the benzylamine, EDC and corresponding precursor solution as described in ‘Reagent setup’.

? TROUBLESHOOTING
38 For each datapoint in the time series, pipette 450 µl of the benzylamine solution in an HPLC vial.

c CRITICAL STEP Close each vial after pipetting to prevent evaporation of the solvent.
39 Prepare three HPLC vials for the actual reaction cycle by adding 995 µl of the Fmoc-E-OH (1) stock

solution to each vial. For Fmoc-AAD-OH (2), 950 µl of the stock solution should be added.
40 Start the reaction cycle by adding 5 µl of the 2.0 M EDC stock solution to the first vial containing

1 (50 µl of the 2.0 M EDC to precursor 2), and start the timer. Fuel the remaining two vials with a
delay of 20 s.

c CRITICAL STEP Be aware of adequate mixing of the EDC and precursor solution by pipetting the
solution up and down.

c CRITICAL STEP The dilution factor of the precursor solution should not exceed 5% when EDC is
added; otherwise, the precursor concentration differs too much from the applied concentration.

41 Quench the reaction cycle at the planned time points. Start with the first vial activated by removing
50 µl of the reaction mixture, and add it to a vial with the quenching solution prepared in Step 38.
Mix the solution by pipetting it up and down, which aids the dissolution of the assemblies.
Quench the remaining two samples of the triplicate datapoint, which were started with a
delay of 20 s and 40 s.

c CRITICAL STEP To accurately determine the anhydride concentration by means of the formed
amide, the transformation should be complete and should outcompete the hydrolysis reaction. As a
test, dissolve a definite amount of synthesized anhydride in acetonitrile and dilute with the
quenching solution. Inject the sample into the HPLC right after dilution. The measured amide
should equal the anhydride weighed in, and no acid signal should appear in the chromatogram.
? TROUBLESHOOTING
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Fig. 11 | Calibration curves. a,b, The curves shown are of EDC (a) and precursor Fmoc-E-OH (1) (b) as measured at
254 nm. The markers represent HPLC data of injecting several concentrations in triplicate. The dotted line shows the
linear regression of the experimental data and provides the calibration value given by the line equation.
c,d, The chromatograms show the quenched reaction cycle of Fmoc-E-OH (1) (c) and Fmoc-AAD-OH (2) (d).
The upper boxes show the retention profiles as detected at 220 nm, whereas the boxes below show the profiles
recorded at 254 nm.
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42 Store the quenched samples at 4–8 °C.

c CRITICAL STEP Do not store the samples longer than 12 h; at longer time periods, the Fmoc
deprotection reaction will start to affect the reliability of the measurements (Extended Data Fig. 2a,b)56.

43 Repeat Steps 41 and 42 for the remaining samples at the planned time intervals until the
cycle is finished.
? TROUBLESHOOTING

44 Program the HPLC injection sequence as described in Step 29. Set the injection volume to 1 µl.
Additionally, set the autosampler temperature to 8 °C to reduce side reactions.

45 Transfer the samples to the HPLC autosampler, and start the analysis sequence programmed in the
step before. This step takes 7 h; this timing is mainly dependent on the components’ retention time
on the HPLC column.

46 The obtained chromatograms show four peaks corresponding to the EDC, the benzylamine, the
precursor 1 or 2, and their corresponding benzylamide (Fig. 11c,d). Over time, the EDC peak
decreases, the precursor peak initially decreases but then returns to its original level, and the
benzylamide follows the opposite trend.

c CRITICAL STEP To align the signals correctly, compare the retention times with the previously
performed calibration experiments. In addition to that, the signals should be collected after
detection and analyzed by ESI-MS.
? TROUBLESHOOTING

47 Calculate the area under the EDC and amide signals (at 220 nm and 254 nm, respectively)
by integration.

48 Convert the values of the area into concentration by applying the corresponding calibration factors.

c CRITICAL STEP Determine the concentration of anhydride during the reaction cycle by
calculating the concentration of the corresponding amide.

c CRITICAL STEP The dilution factor when adding the quenching solution must be considered to
obtain the concentrations during the reaction cycle. Regarding the described 1:10 dilution, a
multiplication by a factor of 10 is required.

49 Plot the EDC and anhydride concentration against the time the reaction cycle was quenched (Fig. 2).

Using a kinetic model in MATLAB

c CRITICAL We use a kinetic model written in MATLAB to predict the concentrations in the reaction cycle
throughout our experiments. A download link for the model is provided in the supplementary information.
The rate constants are determined by fitting the experimental concentration curves of EDC and anhydride
obtained from HPLC measurements. The relevant reactions are the hydration of EDC (k0), the second-order
activation reaction (k1), the transformation into a cyclic anhydride (k2), the hydrolysis of the O-acylisourea
intermediate (k3) and, finally, the hydrolysis of the anhydride (k4) ● Timing 2 h
50 Create a new folder, and rename it ‘Model’.
51 Create a folder within ‘Model’, and name it ‘Data’.
52 Open a basic text editor, and create and save the experimental datasets obtained by HPLC as

comma-separated text files (.dat). For each kinetic experiment, three files should be created, i.e.,
time.dat, anhydride.dat and edc.dat. Each of these files should contain the data in a row with the
datapoints separated by commas. The units of the data should be in min for time and mM for
concentration. It is important that each file contains the same number of data points. Exemplary
files can be downloaded from GitHub.

53 Download our MATLAB script ‘kinetic_model.m’ from the supporting, and save it in the
‘Model’ folder.

54 The main script ‘kinetic_model’ contains variables (lines 6–17) that are varied depending on the
reaction conditions and the different precursors used. Set the time variable ‘t’ to the time frame of
the experiment in minutes.

55 Set the variable ‘Acid’ and ‘Fuel’ to the precursor and fuel concentration in mM used in the
experiment.

56 Assign the reaction rate constant ‘k0’ to the value 0.0000135 for reactions in 0.2 M MES
buffer pH 6.039.

57 Set the ‘feedback’ variable to 1 or 0, depending on whether self-protection of the assemblies is
expected or not. We showed that anhydrides that form colloids, such as Fmoc-E-OH (1), protect
the anhydride from hydrolysis by water42. Only the fraction anhydride in solution hydrolyzes. The
fraction that remains in solution is defined as the variable ‘solubility’ and has to be set as well.
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For the anhydride of Fmoc-E (1) in 200 mM MES, that value is 0.4 mM. In the calculations, the
model switches from pseudo first-order hydrolyses of the anhydride to zero-order hydrolysis when
the concentration anhydride reaches a value above the solubility. The feedback variable is set to 0
for hydrogel-forming precursors such as Fmoc-AAD-OH (2).

58 Start the fitting process by finding the best fit for the decay of the EDC concentration. This
concentration is only affected by the direct hydration (k0) and the reaction with precursor (k1). The
direct hydration was entered in the Step 56. The decay curve can thus be fitted by varying k1. For
our dataset, k1 for precursor 1 was set at 0.037 and for precursor 2 at 0.11.

59 Fit the evolution of the anhydride by varying the rate constants k2, k3 and k4. k2 is the first-order
conversion of the O-acylurea to the anhydride. Because we cannot detect the O-acylisourea, we
know that k2 has to be higher than k1. Therefore, we describe k2 as a factor of k1 (in the case of
Fmoc-E (1) and Fmoc-AAD (2) 4 × k1). Similarly, we set the second-order k3 as a factor of k1 (in
the case of Fmoc-E (1), 0.01 × k1 and Fmoc-AAD (2) 2 × k1). k4 is the anhydride hydrolysis and is
set to 0.0048 for Fmoc-E (1) and 0.009 for Fmoc-AAD (2).

Time-lapse photography ● Timing Steps 60–65, 30 min; Steps 66–70, 1.5 h measurement
time
60 Put an elevated flat surface like a magnetic stirrer or a lifting platform on the laboratory bench as a

sample holder. Ensure that the surface is level.

c CRITICAL STEP Set the webcam up in an air-conditioned room with a constant temperature to
avoid nonreproducible results due to, e.g., temperature changes during day and night.

61 Behind the sample holder, install a black sheet of paper glued to a flat piece of cardboard.

c CRITICAL STEP Other colors are possible, but a black background gives the best contrast for the
turbid solutions.

62 Stick a strip of double-sided sticky tape to the flat and leveled sample holder, ~1 cm in front of the
background (Fig. 8b). The sticky tape will prevent the samples from falling or moving during the
time lapse. Alternatively, use a stand to place the samples.

63 Install the retort stand in front of the sample holder. Use a clamp to hold the webcam in place.
Adjust the webcam to get a focused image with centered samples. Alternatively, use a tripod
for the webcam.

64 Prepare the samples.
● For Fmoc-E-OH (1), use four 1.7 ml HPLC vials, and pipette 1 ml of the 10 mM stock solution of
1 into it.

● For Fmoc-AAD-OH (2), take a 1.7 ml HPLC vial, and pipette 400 µl of the 10 mM Fmoc-
AAD-OH (2) stock solution into it.

c CRITICAL STEP Do not use smaller vials for hydrogel-forming precursors like 2. The increased
wall-surface area to volume may lead to false-positive results in the inverted tube test because of
increasing capillary forces.

65 Position the samples, and adjust the lighting, background and webcam by checking the quality of
the shots.

66 Start the imaging with the time-lapse software, and save the images with a time stamp.
We recommend a time interval of 1 min between image acquisitions.

c CRITICAL STEP After 5 min, check the focus of the webcam and readjust it if necessary.
The focus can drift as the camera is warming up during image acquisition.

67 Start the reaction cycle by the addition of EDC.
(A) For Fmoc-E-OH (1), add EDC to the samples according to the table below. Mix the samples by

pipetting the solution up and down five times. Close the vials.

[EDC] 6.0 mM 8.0 mM 10 mM 12 mM

2 M EDC stock 3.0 µl 4.0 µl 5.0 µl 6.0 µl

(B) For Fmoc-AAD-OH (2), add 20 µl of a 2.0 M EDC stock solution to the sample to get a final
concentration of 100 mM EDC. Mix the sample by pipetting the solution up and down five
times. Close the vials. After 5 min, invert the vial on its cap for the inverted tube test.

68 Place a large cardboard box over the entire setup to avoid changes in the illumination conditions,
e.g., due to sunset or reflections.
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69 After the reaction cycle is completed, determine the assemblies’ lifetime for each fuel concentration
according to the time the turbidity is depleted.

70 Present the data as photographs, indicating the amounts of fuel added and the timepoints when
taking the image (Figs. 3a, 4a and 12).

UV-VIS measurement

c CRITICAL In UV-VIS spectroscopy, it is important that the absorption values are not much higher
than one absorbance unit. At high concentrations, the response of the instrument is nonlinear, because
insufficient light reaches the detector. Given Lambert–Beer’s law, the extinction can be tuned by the path
length of the light penetrating the sample. For precursor Fmoc-E-OH (1), a 1 mm quartz cuvette gave
good results ● Timing Steps 71–73, 1 h; Steps 74–75, 2 h measurement time
71 A kinetic loop is programmed by the plate reader software, recording the absorbance of light

at 600 nm at predetermined times. We estimate the length of the experiment by webcam
experiments done beforehand. In the described experiment, we measured the absorbance every 30 s
for 100 min.

72 A baseline is recorded, which is subtracted from the later fueled samples. Load the cuvette with
300 µl of the Fmoc-E-OH (1) stock solution, and monitor the baseline for ~10 min.

73 Then, prepare a 1.7 ml microcentrifuge tube with 300 µl of the Fmoc-E-OH (1) stock solution,
and start the reaction cycle by adding 1.5 µl of the 2.0 M EDC stock solution. After mixing
thoroughly, transfer the reaction mixture into the quartz cuvette and load the plate

(EDC)

6 mM 8 mM 10 mM 12 mM

T
im

e

0 min

2 min

5 min

34 min

47 min

57 min

64 min

Fig. 12 | Time-lapse series of photographs shows the activation of 10 mM Fmoc-E-OH (1) with several amounts of
EDC. An increase in fuel concentration results in a longer persistence of the assemblies. We show the photographs
directly after the addition of fuel (0 min) and 2 min and 5 min after fuel addition. From there on, we show the
timepoints after a sample has reached transparency (34, 47, 57 and 64 min).
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reader’s chamber. Start the measurement, and continue recording until the absorption reached its
starting value.

c CRITICAL STEP The choice of the sample container can influence the data quality (Extended
Data Fig. 3a,b).

74 Repeat Step 73 for various EDC concentrations by changing the volume of the EDC stock
solution added.

75 Subtract the calculated mean baseline value from the obtained absorbance values. Then, plot the
absorbance over time (Fig. 3b).
? TROUBLESHOOTING

Correlation with the kinetic model

c CRITICAL For a better understanding of the self-assembly process, we correlated the turbidity to the
anhydride concentrations obtained by the kinetic model.
76 We used a threshold value of 0.01 absorbance units to define when assemblies were present or not.

We determined when the solution passed through this threshold to determine when the assemblies
had dissolved and plotted these timepoints against the amount EDC added (Fig. 3c).

77 Using the kinetic model, we calculated the concentrations of anhydride product when the
assemblies had dissolved. This concentration was considered the solubility and was determined for
several amounts of EDC added.

78 Determine the time point when the anhydride concentration passes below its solubility using the
kinetic model for various EDC concentrations. The results are added to the graph drawn in
Step 76 (Fig. 3c).

Rheological characterization

c CRITICAL We conduct rheological measurements to determine the time-dependent viscoelastic
properties of the precursor 2 in response to EDC. A research-grade shear rheometer was used, applying
a plate/plate measuring setup ● Timing Steps 79–84, 30 min; Step 85, 1 h measurement time
79 Make sure the device is heated up, i.e., switch the rheometer ‘ON’ at least 30 min before conducting

the experiments.
80 Mount the bottom plate, and insert the measuring head into the device. Install a humidity trap, and

switch on the temperature control (here, T = 25 °C) to allow for equilibration.
81 Initialize the setup by performing the following preset calibration protocols in the correct order,

and check for success by running a blank.
(1) Set zero gap (determines the distance between the bottom plate and measuring head
(2) Motor adjustment (ensures the angular deflection is determined correctly)
(3) Determine inertia of the measuring head

82 Prepare a measuring protocol for oscillatory shear measurements. Set the measuring gap to d =
300 µm. The oscillating frequency should be fixed to a value of 1 Hz and the shear deformation to γ
= 1% as, at those values, linear material response can be expected

c CRITICAL Always measure with the same gap size to allow for comparison.
? TROUBLESHOOTING

83 Start the measurement by lowering the measuring head to an appropriate loading position. As the
measurements will record a dynamic material, data recording should start immediately after sample
addition to not lose information in the beginning. Consequently, the ideal loading position should
be as low as possible while still allowing to load the sample into the measuring gap. We here found
30 mm to be suitable for this purpose.

84 Quickly mix the 10 mM precursor stock solution of 2 with the 2.0 M EDC fuel in a 20:1 (vol:vol)
ratio by using a pipette and transferring 150 µl of the mixture into the measuring gap. Immediately
afterward, lower the head to the measuring position, close the humidity trap to avoid evaporation,
and start the measurement.

c CRITICAL STEP As the initial gel formation happens very quickly, the transfer to the measuring
system should be as fast as possible. Otherwise, mechanical shear during the pipetting process and
when lowering the measuring head to the measuring position might already damage the
supramolecular structure, thus falsifying the obtained results. First, it is recommended to fill the
highly concentrated EDC solution into a microcentrifuge tube, then add the precursor solution that
automatically mixes both components and, finally, pipette the mixture without further
homogenization into the measuring gap.
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85 Record data for a time span of 60 min at a data acquisition frequency of 1 Hz.
86 Plot the viscoelastic moduli against time (Fig. 4b).

Compare rheology lifetime with anhydride concentrations

c CRITICAL We compare the lifetimes derived from the rheology experiment to the anhydride
concentrations obtained from the kinetic experiment.
87 Determine the timepoint of the storage modulus falling below the loss modulus, indicating a gel-to-

sol transition. Regarding the activation of 2 with 100 mM fuel, this transition occurs at 42 min.
88 With the kinetic model, calculate the anhydride concentration at 42 min when fueled with 100 mM

EDC. When falling below this anhydride concentration (0.45 mM), the end of the lifetime is expected.
89 Redo the calculation for several fuel concentrations, and note the anhydride concentration’s

timepoints falling below 0.45 mM.
90 Plot the lifetime against the applied fuel concentration of the experimental values together with the

calculated ones (Fig. 4c).

Analysis by confocal laser scanning fluorescence microscopy
Sample preparation ● Timing 10 min
91 Take a 2 ml syringe, and fill it with vacuum grease by removing the plunger.
92 Cut the upper 4 mm of a 200 µl pipette tip, and mount it on the syringe.
93 Take a rectangular glass microscope cover slide, and draw a greased circle with a diameter of 5 mm

onto it (Fig. 13a).
94 Take 200 µl of the 10 mM peptide stock solution of Fmoc-E-OH (1) or Fmoc-AAD-OH (2), and

pipette them into a 1.7 ml centrifuge tube each.
95 Add 0.2 µl of a 2 mM Nile red stock to the samples, resulting in a concentration of 2 µM in

the sample.
96 Start the reaction cycle.

(A) Fmoc-E-OH (1)
(i) Add 1 µl of a 2.0 M EDC stock to the precursor solution, resulting in 10 mM concentration,

and mix with a 200 µl pipette five times.
(ii) Pipette 20 µl of the reaction solution into the grease chamber (Fig. 13b).

(B) Fmoc-AAD-OH (2)
(i) Pipette 1 µl of a 2.0 M EDC stock into the grease chamber (Fig. 13b).
(ii) Add 20 µl of the precursor solution of 2 on top of the EDC, and mix it with the pipette

five times.

c CRITICAL STEP For hydrogel-forming precursors like Fmoc-AAD-OH (2), transferring
the activated reaction mixture from a microcentrifuge tube to the microscope glass slide
causes shear stress upon the built fiber network. The fiber network’s damage can be
avoided by adding the respective amount of EDC onto the glass slide first and then adding
the peptide solution (Fig. 13e,f).

97 Seal the grease chamber with a small cover slide (Fig. 13c).
98 Gently press down the cover slide with a tweezer to remove air bubbles (Fig. 13d).

c CRITICAL STEP Prevent applying too much pressure. Otherwise, the sample will break through
the grease and spill on the glass slide.

Imaging of the samples ● Timing 10 min
99 Excite the samples with a 552 nm laser or similar, and image them at 580–700 nm. Use a 63×

objective and a HyD to image the samples.
100 Set the imaging parameters depending on the mobility of the samples. The following examples can

be used as guidelines:
(A) Since the fibers formed by 2 in response to EDC are quite static, a slow scan speed and line

averaging results in a good resolution. Use a scan speed of 10–100×, a line average of 4–16 and
a pinhole size of 1 AU. For the image size in pixels, consider the ideal Nyquist sampling
frequency according to the microscope setup used.

c CRITICAL STEP Do not image the assemblies that are close to the glass surfaces. Possible
interactions with the surface lead to results that are not representative.

(B) The colloids formed by 1 in response to EDC move rapidly because of Brownian motion, and
therefore, a quicker scan speed and lower line averages result in better-resolved images. Use a
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scan speed of 100–600×, no line averaging and a pinhole size of 1 AU. For the image size in
pixel, consider the ideal Nyquist sampling frequency according to the microscope setup used.

c CRITICAL STEP Do not image the assemblies that are close to the glass surfaces. Possible
interactions with the surface lead to results that are not representative.

101 Save the images in LIF format, and analyze them with Fiji-ImageJ.
102 Present the micrographs’ relevant parts together with scale bars (Figs. 3d,e and 4d,e).

Analysis by cryo-TEM
Sample preparation ● Timing 2 h
103 Prepare two 50 µl samples, each of 10 mM Fmoc-E-OH (1) and Fmoc-AAD-OH (2) in a 1.7 ml

centrifuge tube.
104 Set the Vitrobot temperature to 23 °C and the relative humidity to 100%. Set the automated blotting

procedure to 30 s waiting time, 2.5 s blot time and −1 blot force.
105 Wrap paraffin film around a microscope slide, and put two Cu grids (2 µm hole size, 2 µm spacing,

400 mesh) for each sample and one additional as a backup on the paraffin film with the carbon side
facing upwards. The paraffin film holds the grids in place during plasma cleaning and makes it
easier to remove the microscope slide’s grids.

106 Position the microscope slide in a plasma cleaner, and plasma treat the grids for 1.5 min at a 50 mA
voltage and a pressure of 3 × 10−2 mBar. This step will hydrophilize the grids.

107 Cool the ethane pot with liquid nitrogen, and slowly fill in the gaseous ethane until the ethane pot is
filled up with liquid ethane.

c CRITICAL STEP Use a low ethane flow to prevent it from spilling and freezing in the liquid
nitrogen. Frozen ethane might impact the quality of the blotted grids during the transfer into the
grid box.
! CAUTION Skin contact with liquid ethane leads to cold burn. Wear a face shield, a laboratory coat
and gloves.

108 Insert the grid box in the liquid nitrogen of the ethane pot.

a b

c d

50 µm 50 µm

e f

Fig. 13 | Preparation of a microscope glass slide with a grease chamber for microscope imaging. a, Preparation of a
grease ring on a microscope slide by using a grease-filled syringe. b, Pipetting the sample into the grease ring. c,d,
Closing the grease chamber with a cover slide. e, The micrographs show the effect of sample deposition. Confocal
microscope micrographs of 10 mM Fmoc-AAD-OH (2) fueled with 100 mM EDC. We added EDC to a separate vial
together with the precursor. Directly afterwards, the mixture was pipetted on the microscope slide. Shear forces of
the pipetting after activation destroy the fibers. As a result, the fibers agglomerate and are not homogeneously
distributed over the glass slide. f, The EDC was put on the microscope slide first, and the precursor is added on top of
the EDC. This sample preparation prevents the rupture of peptide fibers and results in a homogeneous fiber network.
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109 Start the reaction cycle by adding EDC to the precursor solution. At predetermined time points,
take away the sample and process it in the Vitrobot. Blot at least two grids for each sample.
(A) Fmoc-AAD-OH (2)

(i) To a sample of 50 µl of 10 mM Fmoc-AAD-OH (2), add 2.5 µl of 1.0 M EDC to get a
concentration of 50 mM of EDC.

c CRITICAL STEP The EDC concentration and waiting time are essential to obtain
acceptable cryo-TEM images. These parameters determine how many assemblies will be
present. If the assemblies’ density is too high, the thickness of the sampled ice will increase,
which hampers imaging. If the concentration of assemblies is too low, no assemblies might
be present during imaging.

(ii) Take a grid with the Vitrobot tweezers, attach them to the Vitrobot and bring the ethane
pot into the lifted plunge freezing position.
? TROUBLESHOOTING

(iii) After 2 min, shake the sample thoroughly, thereby breaking the gel, and pipette 5 µl of the
reaction solution on the grid’s hydrophilized carbon side.
? TROUBLESHOOTING

(B) Fmoc-E-OH (1)
(i) Add 1 µl of 0.5 M EDC to a 50 µl 10 mM Fmoc-E-OH (1) sample to yield a concentration

of 10 mM of EDC.
(ii) Take a grid with the Vitrobot tweezers, attach them to the Vitrobot and bring the ethane

pot into the lifted plunge freezing position.
? TROUBLESHOOTING

(iii) After 1 min, shake the sample gently and take 5 µl of the reaction solution and pipette it on
the grid’s hydrophilized carbon side.
? TROUBLESHOOTING

110 Blot the grid by starting the automated blotting procedure on the Vitrobot.
111 Transfer the copper grid in a grid holder, and store the holder in liquid nitrogen.

j PAUSE POINT Samples can be stored in liquid nitrogen for up to 1 week.

Imaging of the samples ● Timing 30 min
112 Transfer the grid into a cryo-transfer-specimen holder precooled with liquid nitrogen to maintain

the specimen temperature at −170 °C or below during the imaging process.
113 Insert the holder into the TEM.
114 Search for holes with assemblies and a proper ice thickness. A good hole can be recognized by a

good contrast and visible borders.
115 Acquire bright-field images in low-dose mode at a magnification of 21,000×, and vary the exposure

time between 1 and 2 s depending on the intensity.

c CRITICAL STEP Image at least three different holes in three different squares distributed over the
grid to ensure that the images are representative for the sample.
? TROUBLESHOOTING

116 Save images in MRC format, and analyze them with Fiji-ImageJ.
117 Present the micrographs with scale bars (Figs. 3f and 4f).

Troubleshooting

Troubleshooting advice can be found in Table 2.

Table 2 | Troubleshooting table

Step Problem Possible reason Solution

1A(vi) Peptide synthesizer has
stopped the synthesis
because of an error

Full waste container; pressure drop
due to leakage

Empty the waste container; check the reagent bottles and the
reaction vessel for any leakage of gas or liquid; drain the
reaction vessel, and wash the resin with 5 ml DMF; swell the
resin for 10 min in DMF if the synthesis was stopped for
>30 min; restart the synthesis from the step when it stopped

1B(xii) No coloration Unsuccessful deprotection Repeat Step 1B(vii–xii)

Table continued
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Timing

Step 1A, automated solid-phase peptide synthesis: 2.5 h
Step 1B, manual solid-phase peptide synthesis: 6 h
Steps 2–8, microcleavage as reaction control: 2 h
Steps 9–12, peptide deprotection and cleavage from the resin: 3 h
Steps 13–22, preparative HPLC purification: 6 h

Table 2 (continued)

Step Problem Possible reason Solution

1B(xvi) Blue coloration Incomplete coupling Repeat Step 1B(xiii–xvi)

8 Peptide mass not found in
mass spectrum; HPLC
chromatogram shows many
signals

Required peptide was not
synthesized or at low purity; often
encountered with old stock solutions
of piperidine

Prepare a fresh piperidine stock solution

19 Low rate of lyophilization Huge sample volume (low surface-
to-volume ratio)

Split up the total volume into several smaller ones

31 How to check
resulting volume

Volumetric flask is not available The end volume can be tested by aspiration of the solution with
pipettes: after aspiration, test the volume by turning the
volume-adjusting knob

35 Saturation of the
absorption signal

Too much probe was injected Dilute the samples; decrease the injection volume; change to
higher wavelengths

36 Calibration value has changed
over time

The intensity of the light source and
the sensitivity of the detector
decrease over time

Repeat Steps 30–36, and determine new calibration values

37 Precursors do not dissolve Solubility of Fmoc-protected
precursors is low in aqueous buffer

Sonicate the samples; adjusting the pH to basic conditions
increases the solubility of acid precursors

41 Assemblies do not dissolve The acetonitrile content is not
sufficient to dissolve the assemblies
instantly

Increasing the acetonitrile content in the quenching solution
increases the solubility of the assemblies when the quenching
solution is added; the drawback is the decrease in EDC
retention time when analyzing the samples by HPLC

Homogeneous pipetting fails Hydrogel precursors like 2 form
stiff fibers

Vortex the HPLC vial for 5 s; use wide bore pipette tips

43 Insufficient pipetting time The proposed method saves time as
triplicate data are obtained within
the time of one reaction cycle, but a
routine in fast pipetting is required

Increase the time intervals between the triplicate samples; start
only one reaction cycle

46 The EDC signal is not
resolved from the
injection peak

The EDC retention on C18 columns
is low; the retention is further
decreased when the injected probe
contains acetonitrile; the added
acetonitrile causes big injection
signals

Start the pump gradient with low acetonitrile content (2%);
prepare the quenching solution with a resulting acetonitrile
concentration <5% in the quenched samples; lower the flow
rate; use longer columns

The signal areas have
changed

The HPLC method created in Step 29
has been changed

Apply the same methods regarding the calibration and the
kinetic measurement; changes in, e.g., the flow rate can affect
the signal area61

75 Saturation of the UV-
VIS signal

High probe concentration Try cuvettes with different path lengths

82 Nonlinear material response Deformation of γ = 1% already
too high

Perform a torque-controlled measurement: the torque should
be selected as small as possible (M = 0.5–1 mNm). The
drawback is a slightly lower signal-to-noise ratio

109A/B
(ii)

Not enough time to attach the
tweezers between starting
the reaction cycle and the
sampling time point

Attach the tweezers and lift the ethane pot before starting the
reaction cycle. This still needs to be done quite quickly; the
longer the ethane pot remains in the lifted position, the more
likely it is that the ethane freezes, which might reduce the
quality of the blotted grid

109A/B
(iii)

Liquid ethane freezes during
the waiting time

The ethane pot is too long in the
lifted waiting position, or the ethane
pot is filled with too much liquid
nitrogen

Reduce the amount of liquid nitrogen in the ethane pot to
prevent spillage into the liquid ethane while it is in the lifted
waiting position; try to minimize the time the ethane pot is in
the lifted waiting position

115 Not possible to properly focus
on the sample, because the
ice on the grid is too thick

Often apparent for hydrogel-forming
precursors like 2 at high anhydride
concentrations

Reduce the concentration of assemblies formed in the sample
by reducing the EDC concentration; freeze the samples at an
earlier time point in the cycle
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Steps 23–28, Nile red assay: 2 h
Steps 29–36, calibration: 17 h
Steps 37–49, kinetic analysis by HPLC: 18 h
Steps 50–59, using a kinetic model in MATLAB: 2 h
Steps 60–70, time-lapse photography: 2 h
Steps 71–78, UV-VIS measurement: 3 h
Steps 79–90, rheological characterization: 1.5 h
Steps 91–102, analysis by confocal laser scanning fluorescence microscopy: 20 min
Steps 103–117, analysis by cryo-TEM: 2.5 h

Anticipated results

We have referred to analytical data and figures at the ‘Procedure’ steps where it is required in order to
know whether to proceed to the next step.

The synthesis of 2 can be monitored by cleaving and analyzing small fractions from the solid
support (Steps 2–8). Figure 9 compares results from two experiments that yielded different amounts
of side products. An increased appearance of side products can be referred to the quality of the
piperidine stock solution, which should be exchanged occasionally. Additionally, the composition of
the crude product provides information on the subsequent purification steps regarding the pump
gradient or injection volumes (see Steps 14–17).

The Nile red assay (Fig. 10) is used to determine the concentrations at which the precursors can be
applied in the later fueling experiments. The concentration of the reaction cycles’ products can be
determined by HPLC using calibration curves prepared as described in Steps 29–36 (Fig. 11a,b). The
concentration ranges will depend on which precursors are applied and which HPLC setup is used. A
typical HPLC chromatogram that can be expected applying this protocol is shown in Fig. 11c,d. To
correctly align the reaction cycle’s components, all signals must be resolved. Therefore, often an
adaption of the pump gradient described in Step 29 is helpful.

The webcam experiment provides valuable information about what further experiments can be con-
ducted. Whereas transient turbid solutions indicate the presence of dynamic assemblies, a differentiation
between, e.g., colloids and hydrogels can be made by inverting the vials (Step 67B). Samples with a
transient turbidity should be further analyzed by UV-VIS measurements. For hydrogel-forming pre-
cursors, rheology is a suitable follow-up technique. In UV-VIS experiments, the physical properties of the
assemblies dictate the choice of the sample container (Extended Data Fig. 3a,b). Before the screening of
several EDC concentrations (Step 74), several containers should be tested. Figure 13e,f shows how
incorrect sample preparation effects the assemblies’ structures during confocal laser scanning fluorescence
microscopy. Depending on the nature of the precursor, the guidelines provided in either Step 96A or 96B
should be considered as a correct way of sample preparation.

Reporting Summary
Further information on research design is available in the Nature Research Reporting Summary
linked to this article.

Data availability
The authors declare that all the data supporting the findings of this study are available within the
article, the source data files and the Supplementary Information files. Source data are provided with
this paper.

Software availability
The MATLAB code used in this protocol together with an exemplary dataset is provided at https://
github.com/BoekhovenLab/Nature_protocols. Source data are provided with this paper.
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Extended Data Fig. 1 | Cryo-TEM microscope micrograph. The control micrograph of a 10 mM precursor 2 stock solution excludes preassembly of the
inactivated precursor in the absence of EDC fuel.

NATURE PROTOCOLS PROTOCOL

NATURE PROTOCOLS |www.nature.com/nprot

71



Extended Data Fig. 2 | EDC hydrolysis and Fmoc deprotection kinetics. a,b, The addition of the quenching solution freezes the reaction cycle of
Fmoc-E-OH (1) (a) and Fmoc-AAD-OH (2) (b). In the timescale of the HPLC analysis, the degradation of EDC and Fmoc deprotection does not falsify
the concentration determination.
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Extended Data Fig. 3 | The absorbance of light as a measure for turbidity. a, Usage of different sample containers affects the measurement quality as
sedimentation in a 96-well plate wrongly extends the system’s lifetime. b, Regarding colloids formed by 1, a cuvette is a better choice as
sample container.
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7 Multiple steady states: Bistability

The experiments I have discussed in the previous chapters were performed in “batch mode”. A

finite amount (batch) of fuel was added to the precursor solution which drives the reaction cycle

for a finite amount of time. As fuel has been consumed, the activation reaction’s rate drops to zero

and the deactivation reaction converts the remaining product into the precursor. By continuously

adding fuel, a steady state arises in which activation equals deactivation and thus with constant

product concentrations. It should be noted that this remains a non-equilibrium situation, i.e., a

steady state should not be confused with an equilibrium. The population of activated product

is stable, but constantly being maintained by the activation and deactivation. Only, upon the

constant dissipation of energy, can that situation be sustained. The creation of cellular memory as

described in the introduction of this thesis requires the existence of multiple stable steady states

under one energy influx. If at least two stable states exist in a reaction cycle, for example an

off-state and an on-state, the system is bistable and thus could exhibit memory. The question is

now, how can one energy influx result in two stable states?

7.1 Transcriptional feedback circuits
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Figure 5: Transcriptional feedback loops. Schematic representation of how a sustained
response is attained from transient signals.66 a A double negative feedback loop can be switched
between the two stable states, expressing either A or B. b A positive feedback loop in which gene
expression of both A and B are either switched on or off. Adapted by permission from Elsevier,
Copyright © 2002.

Bistability in a biological context was first shown by the coexistence of multiple stable steady

states in a genetic regulatory network.67 It was proposed that a distinct state can be preserved

by feedback circuits as exhibited by, for example, double-negative feedback (Fig. 5 a). Suppose

that there are two gene products, A and B, each of which inhibits the other’s transcription. Such

a system could have a stable state with A on and B off, or an alternative stable state with A off

and B on. Once either state has been established, it could persist indefinitely, until some trigger

forces the system to the other state. As an example, such a double-negative feedback mechanism

controls the different virulent states of the already mentioned lambda phage.68–70 Sustained gene

expression could also be achieved through positive feedback (Fig. 5 b). In such case, the system

would toggle between a state with both A and B off and a state with both A and B on.71–73 Yet, the

presence of some sort of feedback, positive feedback, double-negative feedback, or autocatalysis,

is not sufficient to create a satisfactory bistable signaling circuit. Regarding the two states of

the positive feedback circle, which is an off and an on-state, the off-state would become unstable
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by small fluctuations of trigger 1 or if A has any initial activity. As a result, the system would

continually shift towards the on-state and thus being monostable.

7.2 Making the off-state stable

A A*

Fe
ed

b
ac
k

[A*]

A A*

Fe
ed

b
ac
k

[A*]

R
at
e

[A*]/[Atot]

Forward
reaction

Back
reaction

Stable
off-state

Stable
on-state

R
at
e

[A*]/[Atot]

Stable
off-state

Stable
on-state

Back
reaction

a b

Stimulus Stimulus

Figure 6: Schematic representation of how the concepts of ultrasensitivity and back
reaction saturation conserve a stable off-state.74 a Ultrasensitivity requires a sigmoid like
feedback strength. For simplicity it is assumed that the influence of feedback is strong, and the
basal reaction rate is zero. Therefore, the rate of forward reaction increases with an initial delay.
After reaching a maximum, the rate decreases because of lowered substrate concentrations. The
rate of the backward reaction rises with the amount of formed product A*. b Regarding the concept
of back reaction saturation, a linear feedback strength is assumed, resulting in forward reaction
rates in the form of an inverted parabola. The back reaction increases linearly and saturates at
high product concentrations. Adapted by permission from AIP Publishing, Copyright © 2001.

The subsequent approach to describe the kinetics of bistable states is mainly derived from the work

of J. E. Ferrell, et al.74 There are two easy ways to modify the system to make both the on- and

off-state stable. The first possibility would be a non-linear feedback response. Assuming a reaction

network in which product A* is formed from A, catalyzed by a stimulus, and A* degrades to initial

A via a second reaction pathway (Fig. 6 a). An exemplary reaction cycle could be the reversible

phosphorylation catalyzed by kinases and phosphatases.75–77 The reaction rate of the back reaction

should follow classical Michaelis-Menten kinetics, that means low rates at the beginning and a

linear increase towards high rates at high A* concentrations. The formation reaction should be

autocatalytic, which means that product A* accelerates its own formation. To avoid transitions

from off to on by small fluctuations, the strength of the feedback should increase with A* in a

non-linear way. Feedback strength dependency in form of a sigmoid curve could be achieved by

a mechanism called cooperativity.78–81 In cooperative enzymes, reaction kinetics are sped up by

increasing substrate affinity when an increased amount of substrate is bound to the enzyme. In the

case of hemoglobin, a cooperative enzyme, the binding site’s affinity towards oxygen is increased

when one of the four binding sites is already occupied.82 There are further mechanisms which

invoke such feedback behavior which do not rely on cooperativity. As such, the product A* could

both activate its forming enzyme and inhibit an inhibitor of the same enzyme.83 Therefore, the

more general term ultrasensitivity has been introduced.84 Taken together, ultrasensitive responses

generate rates which proceed slowly at the beginning and increase exponentially until saturation

is reached. Combining the rates of forward and back reaction in so called rate balance plots, three

steady state intersections become apparent. Two of those sections are stable as small perturbations

in any direction would be pushed back towards equilibrium. Thereby, the off-state gets stable until

a threshold at the middle intersection point is reached. That point is unstable as any perturbation

would drive the system towards the stable states. A second mechanism to filter out noise would be

saturating the back reaction as more and more A* is produced (Fig. 6 b). The rate balance plot
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demonstrates such a scenario, in which the back reaction rate rises more steeply than the feedback

but then levels off due to saturation. The linear feedback instead keeps rising and intersects the

back reaction creating the unstable state. Again, three steady states can be found, two stable ones

and one unstable in between.85

7.3 Switching between states and the hysteresis effect

So far, switching between the stable states could be achieved by perturbations beyond threshold

concentrations. Another handle which has been neglected is the initial activity of the enzyme

catalyzing the formation of A*. The initial rate of the forward reaction can be varied by adding

an input stimulus. Incrementally increasing that feedback-independent stimulus lifts the forward

reaction curve upwards until only one intersection with the back reaction curve remains (Fig. 7

a). Now, the off-state and the threshold no longer exist. The only possible steady state is the

on-state which the system will turn to. The point where the system switches between three and

one steady states is called bifurcation point.86 When lowering the stimulus again, the off-state

will reappear, but there will not be any driving force for the system to leave the current on-state.

Thus, the resulting stimulus-response curve when increasing the stimulus differs from the curve

decreasing the stimulus. The steady state in which the system resides depends on the history of

the sample which is described by so called hysteresis curves (Fig. 7 b).87 Irreversible switching

as it is described is crucial for biochemical memory such as cell differentiation or the irreversible

entry into the several stages of cell division.88,89 To switch the system off again, a super-threshold

perturbation would be needed or alternatively the feedback could be broken by auto-inactivating

loops. Thereby a non-permanent response can be attained.
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Figure 7: Schematic representation of switching between states without perturbation.
a The forward reaction’s rate curve shifts by changing the initial stimulus. At a high stimulus,
only one intersection with the back reaction exists. b The resulting intersections from a plotted
against the feedback strength. A bistable regime exists for forward reaction curves intersecting the
back reaction three times. At a high initial stimulus, only one stable on-state can be found.

7.4 Oscillations

In an oscillation system, a reaction network switches between states in a defined rhythm. Os-

cillations can be realized by coupling bistable switches to relatively slow, time-delayed negative

feedback loops.90 Given the many feedback processes taking place in regulating cell processes,

oscillations are tightly associated with life. Originally, rhythmicity was linked to the temporal

recurring of a property. Timescales range from seconds over days to years.67,91 The fastest peri-

ods are observed in electrically excitable cells such as neurons, or cardiac and other muscle cells.

For example, the flight muscles of insect wings can oscillate as fast as 1000 beats per second.92

The mechanism involves positive feedback loops in voltage-dependent membranes. To make the
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on-state transitory, an auto-inactivating mechanism is encoded which breaks the feedback and re-

sets the system to its initial off-state. The circadian rhythm by comparison has a periodicity of

one day and regulates the wake-sleep cycle.93,94 It allows organisms to adapt to day night cycles

and downregulates cellular processes when resources are scarce. Period cycles of years have been

observed in the recurrence of infections like influenza or animal reproduction.91 Compared to the

time resolution of functionality, oscillations can also occur spatially. Inhomogeneities driven by

reaction diffusion mechanisms can create complex patterns as observed in the skin of animals.95

8 Synthetic feedback mechanisms

In line with “What I cannot create, I do not understand” as stated by Richard Feynman,96 effort

has been made to create synthetic counterparts of feedback processes. Interesting systems have

been built making use of autocatalytic enzymes such as trypsin90,97 or using gene regulatory

networks.98,99 In the following, selected examples are reviewed which showed bistable behavior

without the help of evolved cellular machinery.

8.1 Autocatalysis by up-concentration

a b

Figure 8: Self-replicating micelles in- and out-of-equilibrium. a The concentration of
formed caprylate over time. The autocatalytic reaction shows a typical sigmoid curve shape.100 b
The concentration of the reactant ethyl caprylate as a function of the applied residence time τ . A
bistable regime exists in which the ethyl caprylate concentration depends on past ethyl caprylate
concentrations.101 Reprinted by permission of Springer Nature and American Chemical Society,
Copyright © 1992 and 1997.

One of the first self-generating model system was reported by Luisi and coworkers.100 In their

studies, the precursor molecule ethylcaprylate was gently stirred in an aqueous NaOH solution.

Being immiscible, slow ethylcaprylate hydrolysis to the amphiphile caprylate takes place at the

water-oil interface. The product caprylate concentration remained at low levels until a critical con-

centration is reached at around 100 mM (Fig. 8 a). At that threshold concentration, the emergence

of micelles was observed which solubilized the ethylcaprylate and as a result the supernatant phase

disappeared. By titration the authors quantified the precursor concentration inside the micelles.

On average, each micelle incorporated five ethylcaprylate molecules. That physical up concen-

tration increased the reaction rate and an exponential increase in caprylate concentrations was

observed. As such, the product exerted positive feedback upon its own formation. After a while,

the hydrolysis reaction reaches equilibrium, which is expressed by a single phase at high caprylate

concentrations. By continuously adding and removing material, systems can be prevented from

reaching equilibrium conditions. In other words, equilibrium systems can be adopted to far from
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equilibrium conditions. Micheau and co-workers pushed the above-described self-replicating mi-

celles out of equilibrium.101 They continuously fed a reactor with ethylcaprylate and NaOH and

simultaneously removed parts of the reaction mixture. By variation of the flowrates, the time re-

actants stay inside the reaction chamber can be controlled. That time is expressed by the so-called

residence time τ . At low residence times, a two-phase system with high ethylcaprylate educt con-

centrations was observed (Fig. 8 b). When the reactants stayed in the chamber for longer times by

decreasing flow rates, a single phase appeared. The autocatalytic reaction takes over and leads to

micelle formation, solubilizing ethyl caprylate and speeding up the reaction rate. Interestingly, for

intermediate residence times, either situation may be attained. Both, a single phase or two phases

were obtained depending on the initial conditions in the reactor. Another possibility to drive such

an autocatalytic reaction away from equilibrium was explored by Fletcher and co-workers.102 In

addition to the autocatalytic micelle formation, a second catabolic reaction was introduced which

degraded the micellar building block. By regenerating one part of the building block, the authors

showed persistent steady states as long as chemical fuel was present.

8.2 Autocatalysis by a reaction network
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Figure 9: Bistability and hysteresis in an autocatalytic reaction network.103 a The
reaction network can be split up in three main processes. In the generation reaction, an ethanethiol
trigger molecule is formed from a hydrolysis reaction. Destruction of the autocatalytic reaction
network takes place by removing free thiols by maleimide. The amplification step yields two CSH
molecules from one molecule CSH. b The concentration of formed thiols over time when stepwise
increasing and decreasing space velocities. c The concentration of free thiols as a function of the
applied space velocity. In a bistable regime, the free thiol concentration depends on the history of
the sample. Adapted with permission from Springer Nature, Copyright © 2016.

The autocatalytic system described in the following relies on a reaction network that displays

bistability in the concentrations of organic thiols and amides.103 Starting components of the

network are L-alanine ethyl thioester (AlaSEt) and cystamine (CSSC) (Fig. 9 a). The former

slowly hydrolyses and thereby generates ethanethiol. Ethanethiol then reacts with CSSC, yielding

the thiol CSH which is amplified by the following steps. In the first step thiolate-thioester exchange

takes place of CSH with L-alanine ethyl thioester, releasing an ethanethiol molecule. The formed

thioester rearranges intramolecularly, generating a free thiol group. Both thiols then react in a

second step with CSSC, yielding two molecules of CSH. Because one molecule CSH generates two
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molecules of CSH, the thiol formation proceeds autocatalytically. Fist, the reactions were tested

in a batch reactor. The autocatalytic network was proven by monitoring the concentrations of the

network’s compounds over time by NMR. Both, the concentration profiles of the amide and thiol

compounds showed sigmoid shaped curves. Those curves are typical for autocatalytic reactions,

which start slowly at the beginning but speed up as more product is formed. The second design

element is the introduction of a reaction, which delays the start of the autocatalytic network. In

this destruction reaction, maleimide rapidly removes free thiols. This reaction is extremely fast

compared to all other rates and thereby postpones the autocatalytic network reaction until it has

been completely consumed. The authors tested the system in a continuously stirred tank reactor

and controlled the residence time of the compounds inside the reaction chamber by variating the

flow rates. Low flowrates result in high residence times or low space velocities. Space velocity

is defined as the amount of material replaced in a given time interval. The reactor was fed with

AlaSEt, CSSC and the deactivator maleimide. A hysteresis curve emerged when first ramping up

to high flow rates and then returning to low flow rates (Fig. 9 b, c). At low space velocities, a

high thiol concentration was measured indicating the predominance of the autocatalytic reaction

network. At high space velocities, which means high flow rates, low thiol concentrations were

measured. The high influx of the deactivator maleimide prevented autocatalysis from taking place.

In a bistable regime, two possible states were found. In that regime, the thiol concentration was

dependent on whether the system started from low or high thiol concentrations.

8.3 Templation and negative feedback

E-N-R-R

R-R-RR-R

R

S

N

E Replication
cycle

a b c

Figure 10: Bistability in product distribution driven by templation and negative feed-
back.104 a The chemical reaction cycle. Peptide R is formed from precursors E and N by thiol-
thioester exchange reactions. b Bistable states are observed in the resting concentrations of peptide
R. c Schematic outline of switching between high and low stable states. Adapted with permission
from John Wiley and Sons, Copyright © 2015.

The dynamic system described in this section relies on the reversible formation of a thioester

peptide (Fig. 10 a).104,105 The thioester peptide (R) forms from a shorter thioester (E) and a

thiol-terminated peptide (N). Upon that thiol-thioester exchange reaction, a small thiol molecule

(S) is released. Peptide R self-assembles into trimeric coiled-coil structures and serves as a template

for the ligation of E and N. Furthermore, the folded structure increases its stability against the

attack of thiols (S), thereby slowing down decomposition rates. Bistability is expressed in two stable

resting states (Fig. 10 b). Depending on initial peptide R concentrations, two distinct steady state

concentration distributions are obtained. The distributions are calculated from the equilibrium

constant of the reversible reaction network. Starting from equal total material concentrations (E

+ R = 40 µM), the system rests in a high steady state when starting with high R concentrations

(Kapp = 890). A low steady state (Kapp = 180) is reached starting from low R concentrations.
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Additionally, the authors outlined the possibility of switching the system between the two states

by external energy supply (Fig. 10 c). Experiments have shown that equilibration at higher

temperatures (37 °C) leads to lower steady states in product distribution. Thereby a high-to-low

steady state switch could be created. A reaction mixture with initial high R concentration was

reacted for 40 h at 37 °C. Afterwards, the system was re-equilibrated at room temperature. In

comparison to the previous experiments, the system now ended up in a low steady state although

starting with high R concentrations. The low-to-high switch was chemically achieved. Precursor

molecules E and N were reacted at low starting concentrations of R in the absence of the small

thiol molecule S. As a result, high steady state concentration distributions were reached, even after

equilibrating the resulting mixture with excess of S.

8.4 Oscillations from a perylene diimide reaction network
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Figure 11: The chemical reaction cycle of periodically reducing and oxidizing perylene
diimide.106 a In the oxidized form, the building blocks nucleate and grow larger structures. A
reduction reaction reverts the original building block and induces disassembly. b The molecular
structures of the stepwise reduction and oxidation of perylene diimide. c The oscillations of PDI
assembly and disassembly resulted in periodic changes in scattering and absorption intensity. d
Time-lapse photographs show the periodic color change of the reaction solution. Adapted with
permission from Springer Nature, Copyright © 2018.
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Many oscillating systems have been published by linking self-assembly to known oscillators like the

Belousov-Zhabotinsky catalyst or pushing autocatalytic reactions out of equilibrium by continu-

ously stirred tank reactors. In contrast, the species described in this work is capable to self-assemble

and also provides non-linearities regarding activation and deactivation.106 As such, oscillations

arise from the reversible oxidation and reduction of perylene diimide (PDI, Fig. 11 a, b). The

reduced form of perylene diimide (PDI2−) is mostly monomeric, given the repulsion of negatively

charged molecules. Oxidation by air oxygen stepwise removes the negative charges, yielding neu-

tral PDI. The uncharged PDI then undergoes supramolecular polymerization, forming colloidal

assemblies. Those assemblies exert positive feedback via a nucleation-elongation-fragmentation

mechanism. The positive feedback was proven by showing sigmoidal increase in product formation

when conducting seeding experiments or applying different stirring rates. The latter experiment

showed fastest growth rates at highest stirring rates. The PDI could be reduced back to PDI2−

by addition of Na2S2O4. A time delay was observed in that reduction reaction. This delay could

be attributed to negative feedback exerted by the assembled structures. In a two-step process, the

PDI2− concentration raises exponentially as Na2S2O4 reacts with the outer shell of the assemblies.

Afterwards a slower, sigmoidal increase was measured as surface erosion of the colloids takes place.

The resulting oscillations could be tracked by both turbidity measurements and by following the

red channel of a CCD-camera (Figure 11 c). Starting from assembled PDI, which appears as a

pink colored solution, the intensity of scattered light decreases when reduction and disassembly

takes place. The pink color transfers to a violet one (Fig. 11 d). Upon oxidation and self-assembly,

light scattering increases and the pink color is reverted. Addition of the reductant Na2S2O4 in

semi-batch mode resulted in damped oscillations over the time course of around 250 minutes.

8.5 Synthetic memory through the Belousov-Zhabotinsky reaction

a b c

d

Figure 12: Memory storage through the BZ-reaction.107 a 3D printing an array of reaction
chambers. b Each chamber can be referred to a pixel in a pixel display and thereby patterns could
be drawn. c The time evolution of a global oscillating pattern as chambers communicate with each
other. d Schematic representation of encoding and decoding a global oscillation pattern. Adapted
with permission from Springer Nature, Copyright © 2020.

The excitability and bistability of oscillations can be used to set up chemical computers. Cronin

and co-workers designed an automated platform in which the Belousov-Zhabotinsky (BZ) reaction

performed different processing tasks, such as volatile memory and pattern recognition.107 The

BZ reaction consisted of sulfuric acid, malonic acid, potassium bromate and the indicator ferroin.

Oscillations stem from ferroin being reversibly oxidized and reduced. When stirring, oscillations

can be excited and a frequent color change from red (reduced form) to blue (oxidized form) is

observed. These oscillations get chaotic and fade out when stirring is stopped. As a result, the
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color of the reaction mixture remains red. By constructing a grid of stirred chambers, the authors

created programmable, volatile memory (Fig. 12 a). Each chamber could be addressed by stirring

or not stirring and the platform behaved like a display screen (Fig. 12 b). By fully opening the

connections between the chambers, oscillations propagate and form a globally oscillating pattern

(Fig. 12 c). The authors trained a neural network to link such a global oscillation pattern to the

given inputs and could thereby decode the visible patterns in 90% accuracy (Fig. 12 d).

9 Outlook - Synthetic feedback mechanisms

To encode bistable behavior in supramolecular assemblies which lack feedback mechanisms, the

self-assembling species can be coupled to chemical oscillators.108–115 A drawback of this design

strategy is that these oscillators contain many reactants which are often incompatible with ad-

ditional species like the self-assembling building blocks. The Belousov-Zhabotinsky reaction e.g.,

involves at least five reactants and the reactions taking place are very complex. Its reaction cas-

cade is thought to involve around 18 different steps.116,117 In comparison, feedback effects from

the supramolecular structures are predominantly of positive nature like physical up-concentration.

These, often autocatalytic reactions, end up at thermodynamic equilibrium. Therefore, further

tools are needed to decrease product concentrations such as continuous removal of the reaction

mixture or additional destruction reactions. Although negative feedback mechanisms would al-

ready provide non-linear reaction kinetics plus a destruction pathway, only few examples have

been reported yet. Nevertheless, such a reduced and simplified mechanism to create non-linearities

would provide a concept of how information could have been stored and processed in a prebiotic

world. Furthermore, negative feedback mechanisms could in principle remove the obstacles of

flow reactors, which are often fundamental to bistable behavior. Bistable functionality could now

be transferred from the macroscopic reaction chamber to the much smaller single supramolecular

structure level.
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10 Memory, switches, and an OR-port through bistability

in chemically fueled crystals

Abstract.

Chemical memory can be stored by at least two distinct states expressed in bistable systems.

Storage and switching between the states are crucial to regulate dynamic, life-like processes. The

underlying principle of bistability, which is the creation of some sort of feedback, has mainly been

demonstrated by positive feedback mechanisms. Reported negative feedback mechanisms are rare.

In this work, volatile memory is created by the self-assembly of crystals. The self-assembly is

regulated by a carbodiimide driven reaction cycle and the formed crystals exert negative feedback

upon the reaction kinetics. By drastically slowing down the deactivation reaction, the crystalline

state is maintained. This negative feedback, together with a phase diagram of the crystallization

process, is the basis for bistability in this work. The memory is stored in binary on- and off-states,

which are equivalent to crystals being present or not. It is demonstrated that the two states can

be stored indefinitely long in a flow reactor. At certain setup parameters, both monostable and

bistable states could be obtained. Within a bistable window, either a stable on- or a stable off-

state emerged, depending on the history of the sample. Varying temperatures or flowrates changed

the bistable window’s shape of the hysteresis curve. Interestingly, bistability was also observed in

semi-batch mode, a condition at zero outflow rate, which would even make flow reactors obsolete.

Various triggers have been used to toggle the bistable state. By applying threshold perturbations,

the system could be reversibly switched on and off. The switching was used to repeatedly turn on

and off several reactors, which were arranged in a 3x3 array. Thereby, patterns could be drawn

and stored like in pixel displays. Finally, the ability to process information was demonstrated

by creating a Boolean OR-port. The outflow of two reactors served as input of a third output

reactor. Similar to the interplay of reaction networks separated by space as observed in biology, a

downstream state could be affected by the states of two upstream states.

85



This work has been published:

Title: Memory, switches, and an OR-port through bistability in

chemically fueled crystals

Authors: Fabian Schnitter, Benedikt Rieß, Christian Jandl, Job

Boekhoven

First published: 20. May 2022

Journal: Nat Commun

Publisher: Nature Publishing Group

DOI: https://doi.org/10.1038/s41467-022-30424-2

Reprinted with permission of Nature Publishing Group.

This section states the individual work of each author in the publication below. F. Schnitter

designed and conducted all experiments. B. Rieß assembled the turbidity device and wrote the

associated script. C. Jandl conducted the single crystal x-ray diffraction experiment and evaluated

the crystal structural data. J. Boekhoven and F. Schnitter outlined and wrote the manuscript.

The work was performed under the supervision and guidance of J. Boekhoven.

86



ARTICLE

Memory, switches, and an OR-port through
bistability in chemically fueled crystals
Fabian Schnitter1, Benedikt Rieß1, Christian Jandl2 & Job Boekhoven 1,3✉

The ability to store information in chemical reaction networks is essential for the complex

behavior we associate with life. In biology, cellular memory is regulated through transcrip-

tional states that are bistable, i.e., a state that can either be on or off and can be flipped from

one to another through a transient signal. Such memory circuits have been realized syn-

thetically through the rewiring of genetic systems in vivo or through the rational design of

reaction networks based on DNA and highly evolved enzymes in vitro. Completely bottom-up

analogs based on small molecules are rare and hard to design and thus represent a challenge

for systems chemistry. In this work, we show that bistability can be designed from a simple

non-equilibrium reaction cycle that is coupled to crystallization. The crystals exert the

necessary feedback on the reaction cycle required for the bistability resulting in an on-state

with assemblies and an off-state without. Each state represents volatile memory that can be

stored in continuously stirred tank reactors indefinitely even though molecules are turned

over on a minute-timescale. We showcase the system’s abilities by creating a matrix display

that can store images and by creating an OR-gate by coupling several switches together.
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An outstanding goal for the field of systems chemistry is the
ability to record information of events that occurred in
the past in chemical reaction networks, i.e., networks that

can store memory1–5. In biology, such volatile memory is stored
in transcriptional states that are bistable, i.e., a gene is either
expressed or not and can be switched from one to another
through a transient signal6,7. Because most molecules in the cell
are constantly degraded and resynthesized (i.e., turned over), this
form of memory is dynamic, i.e., the molecules involved are
continuously sustained in a steady state6. Synthetic counterparts
of cellular memory have been realized through the rewiring of
genetic systems in vivo or through the rational design of reaction
networks based on DNA and highly evolved enzymes in vitro8–13.
These networks rely on autocatalytic chemical reaction systems,
i.e., reactions in which the product accelerates its own production.
These autocatalytic reactions in biological systems rely on highly
evolved enzymes. Non-enzymatic reaction networks that display
bistability also exist but rely on autocatalytic reactions, which are
rare and hard to design14–24. Thus, designing more generalizable
methods of creating bistability would be a milestone towards
autonomous, evolving systems that can store memory of past
events.

Here, we show such a minimal design of memory based on
bistability in a chemical reaction cycle without autocatalysis. The
chemically fueled reaction cycle activates and deactivates mole-
cules for self-assembly giving rise to chemically fueled crystals.
Through a previously observed mechanism25,26, these crystals
exert feedback on their reaction cycle which affects steady state
levels. The result is that two possible, stable states can emerge in a
continuously fueled reactor, i.e., one with and one without crys-
tals. Even though in such a reactor, all components are turned
over on a minute-timescale, each state is indefinitely stable.
Moreover, the states can be rapidly switched by transient signals.
We combined nine reactors to create a nine-pixel display.
Moreover, we connected reactors to use them as switches in an
OR-gate. Miniaturization and multiple reaction cycles should give
rise to evolvable, complex behavior in future work.

Results
The design of the bistability is based on a combination of two
mechanisms, i.e., chemically fueled crystals that exert feedback on
their reaction cycle (Fig. 1a, b) and a phase diagram of those
crystals that contains a metastable zone, i.e., a zone where crystals
can be present or not, depending on the history of the sample
(Fig. 1c)27. The chemically fueled crystals are formed by a reac-
tion cycle that has been explored by our group and others28–33.

N-Boc-protected aspartic acid (precursor 1) is activated by
reacting with fuel (1-ethyl-3-(3-dimethylaminopropyl) carbodii-
mide, EDC) to form its corresponding anhydride (product,
Fig. 1a, Supplementary Fig. 1). The anhydride product is transient
with a half-life of roughly 35 seconds at 24 °C before it sponta-
neously hydrolyzes to the precursor (Supplementary Fig. 2a, b),
i.e., the deactivation reaction. When fuel and precursor are sup-
plied continuously, a steady state emerges in which the product is
activated and deactivated at equal rates (vide infra).

We first determined that phase diagram of the crystallization
by using a solution of 100 mM precursor in 200 mM MES buffer
at pH 3.5. We added fuel to initiate product formation, and we
found that the anhydride product can nucleate to form crystals
(crystal structure data is listed in the Supplementary Information)
above a supersaturation concentration of 16 mM at 24 °C, i.e.,
Ssat= 16.0 mM (Fig. 1c). Vice versa, the crystals dissolve when
the concentration product falls below a 7.9 mM (Sout= 7.9 mM).
The concentration range between the Sout and Ssat is referred to
as the metastable zone in the Ostwald-Miers diagram for a solute/
solvent system34. A solution with a concentration of product in
this metastable zone can contain crystals or not depending on
whether the concentration of the sample was at some point in the
recent history above Ssat. For example, when 20 mM of EDC is
added to 100 mM precursor, a maximum of 12 mM product
emerges at the expense of fuel and then decays as fuel is running
low (Supplementary Fig. 3). Thus, the system does not reach the
Ssat and no crystals are observed. Instead, when 60 mM EDC is
added, 44 mM product is activated, and crystals are present.
When the concentration falls below Sout because the system runs
low on fuel, the crystals dissolve (Supplementary Fig. 3). A
solution that can be sustained within the metastable window, for
example, by continuously fueling, could either have crystals or
not. However, neither state would be stable indefinitely, as minor
fluctuations could result in crystal growth or dissolution.

Thus, a second important feature of the bistability we found is
that crystals exert feedback on their reaction cycle. The anhydride
in the crystals is protected from hydrolysis because no water can
reach the anhydride within the crystal (Fig. 1b). Only the anhy-
dride that remains in the solution can be hydrolyzed, which is
equal to the anhydride’s solubility (Sout). Therefore, the presence
of crystals severely slows down the overall deactivation rate,
resulting in the accumulation of product, and it raises the product
concentration outside of the metastable window. The product’s
self-protection mechanism is effectively a feedback mechanism.
Excitingly, the feedback relies on a phase separation mechanism
and is, due to its rudimentary nature, frequently observed in

Fig. 1 Mechanisms for bistability in chemically fueled crystals. Two possible states can emerge in one experiment either an (a), off-state without crystals
or (b), an on-state with crystals. The crystals protect the anhydride from deactivation which serves as the feedback mechanism. c The phase diagram of
crystallization of the product. In the metastable window, a solution with or without crystals can exist. Solubility and supersaturation concentrations at
various temperatures were experimentally determined (see Supplementary Methods section and Supplementary Fig. 18).
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chemically fueled assemblies35–37. The metastable zone in the
phase diagram combined with the feedback of the crystals are the
core mechanism of the bistability in this work. A state without
crystals in the metastable zone can be stable. If crystallization is
induced, it switches on a feedback mechanism which raises the
product concentration outside of the metastable window which is
also stable.

We used microsyringe pumps that continuously supplied a
1.5 ml solution in a vial with 0.3 ml.min−1 of a 125 mM EDC
solution and 0.3 ml.min−1 of a 150 mM precursor solution. In
other words, the reactor was supplied with 25 mM EDC.min−1

and 30 mM precursor.min−1. To stop the reactor from over-
flowing a pump extracted 0.6 ml.min−1, thus creating a steady
state (i.e., a continuously stirred tank reactor, Fig. 2a, Supple-
mentary Fig. 4). In the setup, every minute, 40% of the reactor
volume was replaced, i.e., the space velocity is 0.4 min−1. The
sample was placed in a device that constantly monitored its
turbidity (Supplementary Fig. 5)38. At intervals, the concentration
of reactants was measured by HPLC (high-pressure liquid chro-
matography). The solution remained clear for over an hour
(Fig. 2b, d) and HPLC confirmed that the system evolved towards
a steady state of 13.0 mM product, i.e., in the metastable zone
without crystals (Fig. 2f). If we performed the same experiment
but spiked the reactor with 80mM of EDC just before starting the
pumps, the solution became turbid due to the presence of the
crystals and evolved to a stable steady state at 29.4 mM, i.e., far
above Ssat (Fig. 2c, e, g). We determined all rate constants in the
chemical reaction cycle (Supplementary Table 1) and combined
them in a previously reported kinetic model26,29,39. The model
takes into account the self-protection mechanism and the meta-
stable window resulting in an accurate prediction of the evolution
of the concentration in our experiments (Fig. 2f, g).

The kinetic model was used to predict the steady state anhy-
dride concentration for a range of fuel fluxes to create a so-called
hysteresis curve (Fig. 3a). In this curve, the fuel flux is first
increased from 0 to 50 mM.min−1 and then decreased from 50 to
0 mM.min−1 and the corresponding steady state concentrations
are calculated. The influx of precursor and the space velocity were
kept constant at 30 mM.min−1 and 0.4 min−1, respectively. From
the curve, three regimes emerge. At low energy fluxes, one steady
state concentration without crystals is observed independent of
whether the system came from a high or low fuel flux. Similarly,
at high fuel fluxes, one steady state is found but now with crystals.
In between, two possible steady states are found, i.e., a high steady
state concentration with crystals, and a low one without.

Experimentally, we validated several points on the hysteresis
curve by HPLC (Fig. 3a, Supplementary Fig. 6). To do so, we
changed the concentration of the fuel in the solution that feeds
the reactor, thus, effectively, changing the influx of fuel with a
constant space velocity. After 10 min, the steady state con-
centration was determined every 2 min. From five datapoints, the
mean and deviation in the steady state concentration was calcu-
lated. Finally, the turbidity of these samples was also measured to
confirm the presence or absence of crystals (Supplementary
Fig. 7). We performed similar experiments at various tempera-
tures to qualitatively understand the temperature dependence of
the bistable behavior (Fig. 3b, Supplementary Fig. 8–13). We also
determined the temperature dependence of the rate constants,
Sout, and Ssat (Supplementary Fig. 2, Supplementary Table 1, and
Supplementary Fig. 18, respectively), giving us quantitative
understanding and allowing us to expand our kinetic model for
several temperatures (Fig. 3c). From these curves, it became clear
that the bistable window increases with temperature. The reason
for the increase was a faster increase of the Ssat with temperature
compared to Sout. Effectively, at higher temperatures the meta-
stable zone was larger. Furthermore, deactivation rates are higher
at higher temperatures which lowers steady state concentrations.
As a result, a higher range of fuel fluxes can be applied with the
steady state concentrations within the metastable zone. We found
that increasing the space velocity, and thus decreasing the time
the reactants remained in the reactor, widened the bistable win-
dow as well but required higher energy fluxes for its onset
(Fig. 3d, Supplementary Fig. 14–17). In our setup, the loss of
product is governed by hydrolysis and by outflow from the
reactor. Especially at high space velocities, the outflow of the
reactor is dominating. Thus, the effect of the self-protection
diminishes, and the steady state concentrations approach each
other until no more bistability was observed in the system. Simply
put; at high space velocities, the crystals spend too little time in
the reactor to store the memory required to sustain the on state.
We found that when we decreased the space velocity to 0.0 min−1

in our model, i.e., there is only fuel flowing into the reactor, but
there is no outflow of precursor, product, or waste, we also
observed bistability. These observations are significant because
they imply that the bistable signature is inherent to the chemical
reaction cycle and not a result of the outflow of product and
crystals by pumps. Thus, miniaturization of the system is possible
because pumps carrying in precursor and removing the product
are not required. For example, the system could be miniaturized
by using liposomes that are constantly supplied with fuel through

Fig. 2 Chemically fueled assemblies that exert feedback result in bistability. a A schematic representation of our experimental setup to keep the product
in a steady state concentration. Precursor and fuel are added continuously to a stirred reaction chamber and all the reaction cycle’s components are
removed by an outflux. b, d and f The off-state was created when a 1.5 ml reactor was supplied with 25mM.min−1 EDC and 30mM.min−1 precursor with a
space velocity of 0.4 min−1. We confirmed the absence of crystals by (b), turbidity and (d), a photograph and we measured the steady state concentration
by (f), HPLC. c, e and g The same experiment as above, but now an 80mM EDC spike was added in the beginning. The markers in the concentration plot
correspond to HPLC data, whereas the red line shows a prediction by our kinetic model. The blue and orange lines are the Sout and Ssat, respectively.
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nanopores40. Finally, the kinetic model confirmed the two phy-
sicochemical mechanisms that were critical for the bistability to
function, i.e., the metastable window for crystallization, and the
crystal’s self-protection mechanism. We calculated the hysteresis
curve when Sout was equal to the Ssat (metastable window=
0.0 mM) and compared it to a hysteresis curve with the measured
metastable window of 7.5 mM (Fig. 3e). In the curve without a
metastable window, the steady state concentration rises with
increased EDC flux until the solubility limit is reached. Then, the
further increase in EDC flux results in a sudden increase in steady
state concentration because crystals are formed that protect the
anhydride from hydrolysis, but no hysteresis is found. The
importance of the metastable window could be verified experi-
mentally using chemically fueled droplets, which also protect
their anhydride through phase separation26. However, unlike the
crystals, they do not have a measurable metastable window, i.e.,
their Ssat equals Sout at 3.5 mM for 2-hexen-1-yl-succinic acid
(precursor 2)41. Our kinetic model verified that no hysteresis was
found for the droplet-based system, which was experimentally
confirmed (Supplementary Figs. 19 and 21). Next, we tested the
importance of the self-protection mechanism for the bistability,
i.e., we switched off the mechanism in the kinetic model such that
the deactivation could occur on both the anhydride in solution
and on the anhydride in the crystals with equal rate constants.
Without feedback, no bistable zone was found (Fig. 3f).

With the fundamental understanding of the bistability, we
tested the response of another precursor (N-Boc-protected glu-
tamic acid, precursor 3) to various fuel fluxes. This precursor is
similar in structure but differs in its reaction rates (Supplemen-
tary Fig. 2d and Supplementary Table 1). Given its high solubility,
2 M of NaCl was added to reduce the amount of fuel needed to
overcome the supersaturation concentration and initiate crystal

formation. A similar hysteresis curve was found compared to
precursor 1 (Supplementary Figs. 20 and 21).

Next, we tested the bistable system to serve as volatile memory,
i.e., its ability to convert a transient input to a sustained response.
First, we sought transient inputs. An off-state was created at 21 °C
by feeding a solution 20 mM EDC.min−1 and 30 mM pre-
cursor.min−1 at a space velocity of 0.4 min−1. We used a batch of
EDC as input and, with 20 mM EDC or more, the surge in EDC
induced crystal formation and switched the system to the on state
(Supplementary Fig. 22a). We monitored by turbidity the time it
took to switch on the system (Fig. 4a). Unsurprisingly, the more
fuel is added the faster the system is switched on. Noteworthy, the
steady state level in EDC restored within 2 min while the anhy-
dride steady state level sustained (Supplementary Fig. 22b). We
tested several other transient inputs and found the addition of
product itself was the most efficient (Fig. 4a, Supplementary
Fig. 22c). As little as 0.1 mM of product 1 was required to switch
on the system with a half-life time of roughly seven minutes. The
addition of high concentration of salts could also serve as input,
likely because it transiently decreased SSat of the system, i.e., it
effectively salted out the product (Supplementary Fig. 22d–f).
That was further confirmed by the fact that the half-life time
followed Hofmeister’s series of salting out proteins42. Similarly,
we sought inputs that could transiently perturb the steady state
such that it remained in an off state. We tested several primary
amines as input because they react with the product to form their
more soluble amide (Fig. 4b and Supplementary Fig. 23). All
amines we tested were able to switch off the bistable state, albeit
with varying effectiveness. Benzylamine, being the most of them
all, allowed us to turn the system off within few seconds. To
demonstrate the reversibility of the system, we toggled between
on and off several times using 40 mM EDC and 300 mM

Fig. 3 The bistable window can be tuned by a range of parameters. a The steady state concentration determined by the kinetic model (line) and HPLC
(markers) at different fuel fluxes yields a hysteresis curve. The precursor influx was kept at 30mM.min−1 and the space velocity was 0.4 min−1. The
markers represent the measured mean steady state concentration and their standard deviation (n= 5). b The bistability window at various temperatures as
determined by turbidity measurements. The conditions are the same as for a except for the temperature. The stars mark the energy flux at which two
stable steady states were found. c The effect of temperature on the hysteresis curve as determined by the kinetic model. The conditions are the same as for
b. The intersection of the high- and low energy branch is drawn in b as blue and orange line. d The effect of the space velocity on the bistability window as
calculated by the kinetic model at 24 °C. The conditions are the same as for a. (*) For a space velocity of 0.0min−1, 60mM precursor starting
concentration was used. e The influence of the metastable zone and (f), negative feedback on the bistability behavior.

ARTICLE NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-022-30424-2

4 NATURE COMMUNICATIONS |         (2022) 13:2816 | https://doi.org/10.1038/s41467-022-30424-2 | www.nature.com/naturecommunications

90



benzylamine as inputs (Fig. 4c–e and Supplementary Movie 1).
Excited about the system’s visible ability to store memory, we
extended the concept to a matrix display. We developed a matrix
of 3 by 3 continuously stirred tank reactors (Fig. 4f, g and Sup-
plementary Fig. 24). Each was continuously fueled with the same
conditions as described above. Switching on the pumps gave clear
solutions in all pixels. Next, individual reactors were spiked with
fuel to print characters (Fig. 4h). Indeed, crystals appeared and
sustained which made the pixel switched from off (black) to on
(white) resulting in the letter T. Next, we converted the letter T
into the U by switching off pixels by addition of benzylamine and
switching on others by spiking with fuel. Each reactor could be
addressed individually allowing us to print and erase 9-pixel-
based patterns or digits (Supplementary Movie 2).

Finally, we explored the idea of connecting switches to create a
logic gate43,44. In such devices, the output of the gate is dependent
on the state of multiple inputs. We opted here for a simple logic
gate, i.e., the OR-port (Fig. 5a, b). It must be noted that the OR-
port is the most straightforward gate using our design. The design
of communicating reactors can, in principle, be further expanded
to an AND-port but not to other logic gates in which a positive
input should lead to a negative output (like a NOT or NOR-port).
In our OR-port, the state of a readout reactor which we call
output, is dependent on the state of multiple input reactors. The
relation between input and output can be read in a truth table
(Fig. 5c). For example, in an OR-port, the output is positive if one
input or both inputs are positive. The output is negative only
when both inputs are negative. We 3D-printed a design that
contains three reactors that can individually be supplied with fuel
and precursor (Fig. 5d). The outer two reactors are the input
reactors and act as switches, i.e., various triggers (e.g., salt, EDC,
or amines) can switch them on or off. The middle reactor is our

readout reactor and can compute based on the state of the input
reactors. We connected the input reactors to the output reactor
through a small hole in the walls (Fig. 5e). Moreover, each of the
input reactors had a lower outflow (0.4 ml.min−1) compared to
inflow (0.6 ml.min−1). Vice versa, the middle output reactor had a
lower inflow (0.2 ml.min−1) compared to outflow (0.6ml.min−1).
Consequently, 0.2 ml.min−1 of the liquid from each input reactor
was forced through the output reactor (Supplementary Fig. 25).
Taken together, the input reactors were regular bistable switches
and served as input for the output reactor. Using time-lapse pho-
tography and image analysis software, we monitored the outflow of
each reactor to quantify the response of different input combina-
tions. When we switched on the system, input A and input B were
both off, and the middle output reactor remained clear, too (Fig. 5f,
Supplementary Movie 3). Upon switching input A on by adding
40mM EDC, the output switched from off to on, which was
confirmed by a rise in the calculated mean grey value. Input B was
not affected by this conversion and stayed off. After 10min, reactor
A was switched off by the addition of 300mM benzylamine. The
output also switched off, albeit somewhat slower (Supplementary
Fig. 25). Next, we activated input B by the addition of 3M NaCl.
Again, the change in the input signal B, switched on the output. By
assigning a digital 1 to states above a mean grey value threshold of
30 arbitrary units and a digital 0 to states below, we met the con-
ditions required for a logic OR-port45. These final experiments
demonstrate that it is possible to create an OR-port using our
crystal-based bistable reaction network.

Discussion
We showed that bistability can emerge from a fuel-driven reac-
tion cycle that forms crystals. The simplicity means we can now

Fig. 4 Toggling between on and off can create pixel displays. The half-life of switching from (a), off to on and (b), on to off when different triggers are
added to the reactor vial. The experimental conditions are 30mM precursor.min−1 and 20mM EDC.min−1 flux at 21 °C and a space velocity of 0.4 min-1.
c The system is switched between states several times using EDC (red drop) and benzylamine (blue drop) as triggers. d The system’s turbidity over time as
measured by scattered light. e Time-lapse photographs of the bistable system. f A 3D printed 3 × 3 array in which each reactor can be switched individually
and (g), the top view picturing a pixel display. h By switching particular reactors, TUM is printed.
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produce memory in systems chemistry without the need for
autocatalytic networks or enzymes. The bistable state can be
toggled from on and off by small-molecule inputs allowing us to
engineer a pixel-based device which can be printed and erased.
Like in biological signaling cascades, we coupled reactors such
that multiple inputs are used to compute an output. We seek to
miniaturize the behavior, for example, in microfluidic droplets or
vesicles. We envision coupling each state to a physical response of
the compartment by making use of the crystallization. For
example, the crystallization could induce deformation or even
self-division of the compartment, such that, when several con-
ditions are met, the compartment can make the decision, through
Boolean logic, to self-divide.

Methods
Materials. 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC), NaCl, NaBr,
NaI, benzylamine, 33 wt% methylamine in absolute ethanol, 66.0–72.0% ethyla-
mine in H2O, 3-(Dimethylamino)-1-propylamine, latex beads (polystyrene, 0.1 µm
mean particle size), 4-morpholineethanesulfonic acid (MES) buffer were all pur-
chased from Sigma–Aldrich. The precursor N-Boc-L-aspartic acid 1 and N-Boc-L-
glutamic acid 3 were purchased from Alfa Aesar and TCI, respectively. All che-
micals were used without any further purification. The precursor 2-hexen-1-yl-
succinic acid 2 was synthesized by treating the corresponding anhydride with two
(mass)-equivalents of MQ water, stirred overnight at room temperature, and then
lyophilized41. The product was stored at −20 °C until further use. The anhydride of
N-Boc-L-aspartic acid was synthesized according to a previously published pro-
cedure, treating the diacid with the carbodiimide coupling agent DCC and
recrystallization from an acetone/hexane mixture30. HPLC grade acetonitrile was
purchased from VWR. Milli-Q water was used provided from a Millipore water
purifier system.

General sample preparation. We prepared stock solutions of the precursors by
dissolving them in 0.2 M MES buffer, after which we adjusted the pH to 3.5 and 6.0
for precursor 1, 3 (additional 2 M NaCl) and 2, respectively. Stock solutions of
EDC and benzylamine were prepared freshly by dissolution in MQ water.

Batch-fueled experiments. A 100 mM stock solution of precursor 1 or 3 was put
in a 1.5 ml HPLC vial equipped with a micro-stir bar. To this solution, various
amounts of EDC were added from a 2M stock solution. The dilution of the
precursor solution was kept below 5%. The temperature was adjusted by the Mini
Inkubator from Labnet International. The reaction cycle’s concentrations were
monitored over time by HPLC as described below. These experiments were per-
formed at various temperatures. From these concentrations, we determined the rate
constants of deactivation. The remaining rate constants of the reaction cycle were
fitted with the kinetic model (vide infra).

HPLC to determine the concentration in the reaction cycle. We applied ana-
lytical HPLC (HPLC, Dionex/Thermo Fisher Scientific Ultimate 3000, Hypersil
Gold, reversed phase C18 column, particle size: 5 µm, length: 250 mm, ID: 20 mm).
At several timepoints 30 µl aliquots of the reaction mixture were taken and
quenched by 30 µL of a 200 mM benzylamine in water solution46. Samples (2 µl
injections) were eluted by a linear gradient of acetonitrile in water (Supplementary
Fig. 26). Calculation of concentrations was done applying standard curves46.

Turbidity measurements. The evolutions of the turbidity during the reaction cycle
are measured with a home-made setup38. The Arduino controlled setup measured
transmittance by the detection of scattered laser light. A detailed description of the
setup is given in the Supporting Information.

Kinetic model. Calculation of the reaction cycle’s concentrations in batch fueled
and continuously fueled experiments was done by a kinetic model described in
previous work29,39,46. Briefly, a set of five differential equations determines the
reaction rates of the direct hydration of EDC to yield EDU (r0), the reaction of
precursor with EDC to yield O-acylisourea (r1), the hydrolysis of the O-acylisourea
to yield precursor and EDU (r3), the conversion of the O-acylisourea to yield
anhydride and EDU (r2), and the hydrolysis of anhydride to yield the precursor
(r4). From these rates, the concentration of EDC, precursor, O-acylisourea, EDU,
and anhydride is calculated every second. All reactions are drawn out in Supple-
mentary Fig. 1. To implement the self-protection mechanism, we added to the
kinetic model a statement that determines whether crystals are present or not.
Crystals are present if the concentration exceeded the supersaturation concentra-
tion (Ssat). The crystals dissolve when the concentration falls below the solubility
(Sout). When crystals are absent, the rate of hydrolysis is equal to the rate constant *
[anhydride] (1st order). When crystals are present, the rate of hydrolysis if equal to
the rate constant * Sout (0th order), because the crystals protect all anhydride
except for the anhydride that remains in solution (Sout). Thus, the model switches
from first order to zero order deactivation rates and vice versa, when crystals start
to form and dissolve, respectively. The models are provided at: https://github.com/
fabianschnitter/Bistability-in-a-chemical-reaction-network.git.

Steady state experiments. We used a continuously stirred tank reactor to create
steady state concentrations. In brief, two syringe pumps continuously supplied an
HPLC vial with fuel and precursor. A third pump withdrew liquid from the reactor
to prevent overflowing. The contents of the vial were stirred by a micro-stirrer. A
detailed explanation of the experimental method is given in the Supporting
Information.

Determining the temperature dependence of Sout and Ssat. The phase diagram
was drawn by determining Sout and Ssat in steady state experiments. Regarding Sout
the system was spiked, and an EDC flux was chosen unable to sustain the on state.
The anhydride concentration at the timepoint of crystal dissolution determined by
scattered light was chosen as Sout. The supersaturation concentration Ssat was
estimated by steadily increasing the EDC flux until sustained crystal formation was

Fig. 5 An OR-gate through the combination of bistable switches. a A schematic representation of a switch. The outflow of the reactor is envisioned as the
input for a logic gate. b A schematic representation of a logic gate. Two switches affect the state of a readout reactor. c The truth table of an OR-port. d The
3D printed setup of three connected reaction chambers. e Top view section analysis of the printed setup. Part of the input reactors flow into the output
reactor. f The measured grey value over time detected from the outflux tubing of the three reaction chambers. The experimental conditions are 30mM
precursor.min−1 and 20mM EDC.min−1 at 21 °C and a space velocity of 0.4 min−1.
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detected. A detailed explanation of the setup is given in the Supporting
Information.

Toggling the switch experiments. The switch was turned to on from a steady
state concentration inside the metastable zone by addition of several triggers. The
reactor was switched off by addition of primary amines. A detailed description of
the experimental method is given in the Supporting Information.

Pixel display experiment. The 3 × 3 pixel display reactor was 3D printed. Each of
the nine reactors was filled with 0.6 ml of 100 mM precursor 1. Then, the flowrate
in was set to 0.12 ml.min−1 (150 mM acid stock, 100 mM EDC stock) and the
flowrate out to 0.24 ml.min−1. Activation of the pixels was done by the addition of
12 µl of a 2 M EDC stock, whereas deactivation was done by replacing 36 µl of the
reaction solution with 36 µl 5M benzylamine solution. A detailed description of the
experimental method is given in the Supporting Information.

OR-port experiment. A 1 × 3 array was 3D printed. The flow from the input to the
output reactor takes place via a 2 mm diameter hole. The reactor’s turbidity is
monitored by time lapsed photographs of the outflow tubings in 10 s intervals.
Each reactor was filled with 1.5 ml water. Then, each reactor received an influx of
20 mM.min−1 EDC and 30 mM.min-1 precursor. A detailed description of the
experimental method is given in the Supporting Information.

Data availability
The authors declare that all the data supporting the findings of this study are available
within the article, the source data files and the Supplementary Information files. Source
data are provided with this paper.

Code availability
The Matlab code used to calculate the reaction cycles’ concentrations and the script
controlling the turbidity device are provided through repositories at github and zenodo.
The respective links and references are provided with this paper.
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Supplementary methods 

 

Turbidity measurements. 

The evolution of the turbidity during the reaction cycle is measured with an Arduino controlled 

setup (Supplementary Figure 5). The setup measures the scattering of 660 nm laser light under 

a 90° angle. The main advantage of such a setup compared to a commercial setup is the 

possibility to continuously stir the sample and connect it to inflow and outflow tubing. The 

scattering rate is measured at 10-second intervals. By using a smaller stirring plate, the setup 

can be put into an incubation chamber to control the temperature during the reaction cycle. 

The Arduino script is provided at: https://github.com/fabianschnitter/Script-turbidity-device.git. 

Steady state experiments. 

We used a continuously stirred tank reactor to create steady state concentrations. The reactor 

setup was made up of a 1.5 ml HPLC vial equipped with a micro stir bar put on a stir plate 

(600 rpm). The reactor was continuously supplied by a 0.3 ml.min-1 inflow from a 150 mM 

precursor 1 or 3 stock solution (0.12 ml.min-1 from a 37.5 mM precursor 2 stock solution). The 

inflow rate of EDC was equal to the inflow rate of precursor, but the stock concentration varied 

to apply different molar fluxes. The outflow rate was 0.6 ml.min-1 (0.24 ml.min-1 for precursor 2). 

Aladdin AL-1000 syringe pumps from WPI were used equipped with 20 ml Braun Injekt 

syringes (ID = 20.10 mm). We used silicone tubing (OD = 1.8 mm, ID = 1.0 mm) and Braun 

Sterican needles (ID = 0.8 x 120 mm) for injection. For the outflow, a tygon tubing 

(OD = 3.2 mm, ID = 1.6 mm) was directly placed through a pre sliced septum of the HPLC vial 

in the reactor. A tubing diameter of 1.6 mm appeared to be best to homogeneously remove 

the solution with the crystals. At lower diameters, the tubing tended to clog, whereas larger 

diameters reduce the velocity which is necessary to remove the crystals. We tested the quality 

of constantly removing the crystal state anhydride by measuring the sum of concentration acid 

and anhydride inside the reaction vessel over time to exclude up concentration of the precursor 

(Supplementary Figure 4). For longer experiments larger 50 ml Braun Omnifix syringes 

(ID = 27.90 mm) were used. To measure the turbidity of the sample, the HPLC vial was placed 

in the home-made turbidity device. The temperature was controlled by placing the entire setup 

in an incubator. Measuring the reaction mixture's temperature was done by the In-outdoor 

Traceable thermometer purchased from VWR. The reaction vessel was supplied by the syringe 

pumps placed outside the incubator at controlled 21 °C ambient temperature. We prevented 

the reaction mixture to cool down by placing roughly 20 cm of tubing inside the incubator to 

allow the influx solution to approach the set incubator's temperature (Supplementary Figure 4). 

As a starting reaction mixture, 100 mM precursor 1, 10 mM precursor 2, or 150 mM precursor 

3 was used. Thereby, addition of the 80 mM EDC spike (50 mM regarding 2) before pumping 
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resulted in initial crystal or droplet formation. To measure the reaction cycle's concentrations, 

30 µl aliquots were taken over time and quenched with a 200 mM benzylamine solution 

(1:1 dilution). 

Determining the temperature dependence of Sout and Ssat. 

The Sout and Ssat for several temperatures was determined in steady state experiments 

(Supplementary Fig. 18 and Fig. 1c). The Sout was determined by spiking the system 

beforehand applying a 10 mM.min-1 EDC and 30 mM.min-1 precursor 1 flux. This EDC flux did 

not sustain the crystalline on state which was shown by a decrease in scattering. We assumed 

a complete dissolution of the crystals at the timepoint reaching 0.15 scattering units. The 

anhydride concentration calculated by the kinetic model at this timepoint was taken as the Sout. 

The supersaturation concentration Ssat could not be measured directly as common methods 

like cooling down a solution of a known concentration is not possible. During the reaction cycle, 

anhydride is constantly produced and consumed and a change in temperature affects the 

steady state concentration. Furthermore, the induction time must be considered when directly 

measuring Ssat, which is the time between reaching a supersaturated solution and the onset of 

detectable nucleation1. Instead, we approached the supersaturation concentration by 

increasing the EDC flux and measuring the scattering of the system in steady state. For 

instance, at 21 °C, an EDC flux between 20 and 25 mM.min-1 evoked a crystal steady state 

detected by an increase in scattering. The corresponding anhydride steady state concentration 

was calculated by the kinetic model and taken as Ssat in the phase diagram. 

Toggling the switch experiments. 

The reactor was loaded with 1.5 ml water. The syringes were operated for 5 min to establish 

steady state concentrations (21 °C, 150 mM acid 1 stock, 100 mM EDC stock, inflow 

0.3 ml.min-1, respectively). For the activation, different amounts of EDC were added from a 2 M 

stock solution (30.0 µl, 22.5 µl, 15.0 µl, 7.50 µl), whereas the crystalline anhydride of 1 and the 

salts (NaCl: 438 mg, 263 mg, 88.0 mg; NaBr: 464 mg; NaI: 675 mg) were added as solids. As 

the crystalline anhydride was added in small amounts (1.6 mg, 1.1 mg, 0.54 mg, 0.11 mg), the 

reactor’s volume was increased to 5 ml (150 mM acid stock, 100 mM EDC stock, inflow 

1.0 ml.min-1, respectively). Polystyrene (1.5 mg) was added as a control to ensure that the 

change in volume did not induce crystallization.  

For the deactivation, 1.5 ml of 100 mM precursor 1 solution was initially activated with 40 mM 

EDC. After stabilizing the reactor for 5 min by pumping (21 °C, 150 mM acid 1 stock, 100 mM 

EDC stock, inflow 0.3 ml.min-1, respectively), deactivation was done by adding various 

amounts of high concentrated stock solutions (5 M benzylamine: 90 µl, 60 µl, 45 µl; 33 wt% 

methylamine: 100 µl, 75 µl, 50 µl; 70 wt% ethylamine: 69 µl, 61 µl, 52 µl; 5 M 3-(dimethylamino)-
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1-propylamine: 120 µl, 105 µl, 90 µl) to the reaction vial. The dilution was kept well below 10%. 

When switching the system several times, a fraction of the reaction solution was replaced by 

the deactivation stock to prevent volume expansion. 

Pixel-display experiment. 

The 3x3 pixel display reactor was 3D printed using the Form 2 from Formlabs applying a black 

photopolymer resin. After the print, the 3x3 pixel display was treated 20 min with isopropanol 

and cured for 5 min at 55 °C. Each of the nine reactors was filled 0.6 ml of 100 mM precursor 1. 

Then, the flowrate in was set to 0.12 ml.min-1 (150 mM acid stock, 100 mM EDC stock) and 

the flowrate out to 0.24 ml.min-1. To control 27 syringes simultaneously, two Aladdin AL-1600 

and five Aladdin AL-1000 were used with 3D printed extensions to hold three syringes instead 

of one (Supplementary Fig. 24). The 3x3 pixel display was placed on a stir plate. Activation of 

the pixels was done by the addition of 12 µl of a 2 M EDC stock, whereas deactivation was 

done by replacing 36 µl of the reaction solution with 36 µl 5 M benzylamine solution. 

Timelapsed photographs in 10 seconds intervals were recorded by a Logitech BRIO webcam. 

Processing the photographs was done by imageJ extended by a fiji distribution. The 3D model 

3x3 pixel display as well as the extension of the pumps can be found at: 

https://www.thingiverse.com/thing:4960191 and https://www.thingiverse.com/thing:4971601. 

OR-port experiment. 

A 1x3 reactor array was 3D printed as described above. Luer lock connectors were designed 

to easily connect the reactors with the inflow tubing. The outflow tubing is connected via a hole 

at the back of the reactors. At the bottom, cuvette micro stirrers from 2MAG are placed right 

beyond the reaction reactors. The flow from the input to the output reactor takes place via a 

2 mm diameter hole. The reactor's turbidity is monitored by time lapsed photographs of the 

outflow tubings in 10 seconds intervals. Each reactor was filled with 1.5 ml water. Then, each 

reactor received an influx of 20 mM.min-1 EDC and 30 mM.min-1 precursor 1. Specifically, the 

input reactors received 0.3 ml.min-1 of a 150 mM acid 1 stock and 0.3 ml.min-1 of a 100 mM 

EDC stock. From the input reactors, 0.4 ml.min-1 was withdrawn, and 0.2 ml.min-1 flowed into 

the output reactor. The output reactor received 0.1 ml.min-1 of a 450 mM precursor 1 stock and 

0.1 ml.min-1 of a 300 mM EDC stock. A more detailed overview is given in Supplementary 

Figure 25. Moreover, the output reactor also received 0.2 ml.min-1 from each input reactor. 

Activation of the input reactors was done by the addition of 30 µL from a 2 M EDC stock or 

263 mg NaCl. Deactivation was done by replacing 90 µl of the reaction solution with 90 µL 5 M 

benzylamine solution. The 3D model can be found at: 

https://www.thingiverse.com/thing:4971613. 
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Supplementary Figures 

 

Supplementary Figure 1: The reactions involved in the chemical reaction cycle. a All 

reactions shown are simultaneously taking place at various rates. The direct hydration of the 

EDC fuel (k0) was examined in previous work2. The start of the reaction cycle is the addition of 

one EDC molecule to the diacid precursor, forming a high energy intermediate (k1). On 

releasing the waste product EDU, the intermediate further reacts to the active anhydride 

product (k2). Furthermore, the intermediate decomposes in a side reaction at low rates to the 

precursor by direct hydrolysis (k3). The deactivation reaction comprises the degeneration of 

the precursor driven by the anhydride hydrolysis (k4). b Further diacids used as precursors. 
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Supplementary Figure 2: Batch fueled experiments to extract deactivation rate 
constants. a The first order decay profile of anhydride product 1 hydrolysis over time at various 

temperatures. A 100 mM precursor solution was fueled with 20 mM EDC. The profiles at 21 °C 

and 33 °C are taken as exemplary curves for all temperatures measured. b The deactivation 

rate constants of 1 determined for different temperatures. c The effect of temperature on k4 of 

1 as calculated by the Arrhenius correlation. d The first order decay profile of 100 mM of 

precursor 3 when fueling with different amounts of EDC. 

 

 

Supplementary Figure 3: The reaction cycle's response at 24 °C when adding different 
amounts of EDC fuel to 100 mM precursor 14. a When adding 20 mM of EDC, the anhydride 

yield is below Ssat (orange line), whereas when increasing the EDC amount to 60 mM the 

anhydride concentration exceeds Ssat. b The measured scattering shows the presence of 

crystals when 60 mM fuel is added, whereas no increase in scattering was measured for 

20 mM EDC addition. 
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Supplementary Figure 4: Experimental setup of steady state experiments. a Photograph 

of the experimental setup. b Monitoring the temperature stability of the steady state 

experiments. c, d The sum of the concentration precursor 1 and the corresponding product 

over time. The concentration should be roughly constant and ensures that the crystals are not 

clogging the tubing or accumulate in the reactor. In the data in c, no spike was added. In 

contrast, an 80 mM EDC spike was added at d. The markers represent HPLC data, and the 

line represents the concentration predicted by the kinetic model. 
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Supplementary Figure 5: The setup used to measure the reaction cycle's turbidity. a The 

device is placed on a stirring plate to homogeneously mix the crystals formed by the anhydride. 

b An HPLC vial was used as sample container, which is placed inside a 3D printed vessel 

holder. c The scattered light is measured under a 90° angle. The laser and detector are 

controlled by an Arduino microcontroller. The electronic components are covered by a 3D 

printed case, small enough to put into an incubator on top of a small stir plate. 

 

Supplementary Figure 6: The steady state concentration of the anhydride product of 1 

at 24 °C and a space velocity of 0.4 min-1. The markers indicate concentrations measured 

by HPLC and the solid line represents modelled data. a When fueling at least with 35 mM.min-1 

EDC, the steady state concentration surpasses the metastable zone (marked orange) and 

crystal formation starts resulting in much higher steady state levels. b When adding an 80 mM 

EDC spike before starting the constant influx of EDC and precursor, crystal formation already 

starts at lower fuel influxes, i.e., at 20 mM.min-1 EDC. 
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Supplementary Figure 7: The scattering of reaction cycle 1 as a measure for turbidity at 
24 °C and a space velocity of 0.4 min-1. a When applying at least a 35 mM.min-1 EDC flux, 

crystallization starts to occur which is shown by an increase in the scattering at 10 min. b The 

addition of an 80 mM EDC spike before starting the influx of EDC and precursor results in initial 

crystal formation. Low EDC fluxes are not sufficient to sustain the crystals. At least a 

20 mM.min-1 EDC flux was required, resulting in a steady state in sustained turbidty reached 

at around 10 min. The continuous turbidity indicates the persistent presence of crystals. c, d 

The curves from b measured for longer times. 
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Supplementary Figure 8: The steady state concentration of the anhydride product of 1 

at 21 °C and a space velocity of 0.4 min-1. a The hysteresis curve was calculated with the 

kinetic model by incrementally increasing and decreasing the EDC fuel flux. Several points 

were experimentally validated by calculating the mean and standard deviation of five steady 

state datapoints measured by HPLC. The bistable window is marked in orange. b The steady 

state concentrations at different fuel fluxes. The markers indicate concentrations measured by 

HPLC and the solid line represents modelled data when no EDC and c, an 80 mM EDC spike 

was added before starting the constant influx of EDC and precursor. The orange zone 

represents the metastable zone. 

 

 

Supplementary Figure 9: The scattering of reaction cycle 1 as a measure for turbidity at 
21 °C and a space velocity of 0.4 min-1. a No EDC and b, an 80 mM EDC spike was added 

before starting the pumps. 
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Supplementary Figure 10: The steady state concentration of the anhydride product of 1 

at 28 °C and a space velocity of 0.4 min-1. a The hysteresis curve was calculated with the 

kinetic model by incrementally increasing and decreasing the EDC fuel flux. Several points 

were experimentally validated by calculating the mean and standard deviation of five steady 

state datapoints measured by HPLC. The bistable window is marked in orange. b The steady 

state concentrations at different fuel fluxes. The markers indicate concentrations measured by 

HPLC and the solid line represents modelled data when no EDC and c an 80 mM EDC spike 

was added before starting the constant influx of EDC and precursor. The orange zone 

represents the metastable zone. 

 

Supplementary Figure 11: The scattering of reaction cycle 1 as a measure for turbidity 
at 28 °C and a space velocity of 0.4 min-1. a No EDC and b an 80 mM EDC spike was added 

before starting the pumps. 
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Supplementary Fig. 12: The steady state concentration of the anhydride product of 1 at 
33 °C and a space velocity of 0.4 min-1. a, The hysteresis curve was calculated with the 

kinetic model by incrementally increasing and decreasing the EDC fuel flux. Several points 

were experimentally validated by calculating the mean and standard deviation of five steady 

state datapoints measured by HPLC. The bistable window is marked in orange. b, The steady 

state concentrations at different fuel fluxes. The markers indicate concentrations measured by 

HPLC and the solid line represents modelled data when no EDC and c, an 80 mM EDC spike 

was added before starting the constant influx of EDC and precursor. The orange zone 

represents the metastable zone. 

 

Supplementary Figure 13: The scattering of reaction cycle 1 as a measure for turbidity 
at 33 °C and a space velocity of 0.4 min-1. a No EDC and b, an 80 mM EDC spike was added 

before starting the pumps. 
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Supplementary Figure 14: The scattering of reaction cycle 1 as a measure for turbidity 
at 24 °C and a space velocity of 0.0 min-1. A 2 ml reaction vial containing 60 mM precursor 

1 was influxed with different amounts of EDC. The flowrate was set to 15 µl.min-1. a No EDC 

and b, an 80 mM EDC spike was added before starting the pumps. 

 

 

Supplementary Figure 15: The scattering of reaction cycle 1 as a measure for turbidity 
at 24 °C and a space velocity of 0.2 min-1. The flowrate in was set to 0.15 ml.min-1 and the 

flowrate out of the reactor was set to 0.30 ml.min-1. a No EDC and b, an 80 mM EDC spike 

was added before starting the pumps. 
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Supplementary Figure 16: The scattering of reaction cycle 1 as a measure for turbidity 
at 24 °C and a space velocity of 0.6 min-1. The flowrate in was set to 0.45 ml.min-1 and the 

flowrate out of the reactor was set to 0.90 ml.min-1. a No EDC and b, an 80 mM EDC spike 

was added before starting the pumps. 

 

 

Supplementary Figure 17: The bistability window at 24 °C at various space velocities as 
determined by turbidity measurements. The stars mark the energy flux at which two stable 

steady-states were found. The blue and orange line are intersections of the low and high 

steady state concentrations determined by the kinetic model (Fig. 3d). 
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Supplementary Figure 18: Determining the temperature dependence of Sout and Ssat. The 

method is exemplary shown at 21 °C for all temperatures in the phase diagram (Fig. 1 c). a 

The scattering over time when a 10 mM.min-1 EDC flux was applied to the reaction vessel after 

adding an 80 mM EDC spike at 21 °C. The blue line represents the anhydride evolution over 

time calculated by the kinetic model and yields Sout. b The steady state scattering measured 

when different EDC fluxes are applied at 21 °C. The orange line represents the appearing 

steady state concentration in anhydride calculated by the model and yields Ssat. 

 

Supplementary Figure 19: The steady state concentration of the anhydride product of 2 
at 25 °C, pH 6.0 and a space velocity of 0.32 min-1. The markers indicate concentrations 

measured by HPLC and the solid line represents modelled data. Whilst the precursor influx 

was kept constant at 6 mM.min-1, several EDC fluxes were applied when a, no EDC and b, a 

50 mM EDC spike was added at the beginning. 
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Supplementary Figure 20: The steady state concentration of the anhydride product of 3 
at 24 °C, pH 3.5 and a space velocity of 0.4 min-1. The markers indicate concentrations 

measured by HPLC and the solid line represents modelled data. The precursor was influxed 

continuously at a rate of 30 mM.min-1. Increasing the EDC flux increases the steady state 

concentration and a, crystals start to form at an EDC flux of at least 35 mM.min-1. b When 

adding an 80 mM EDC spike before starting the pumps, an EDC flux of 20 mM.min-1 is sufficient 

to form sustained crystals and results in higher anhydride steady state concentrations. 

 

 
Supplementary Figure 21: Hysteresis curves of further precursors. The markers 

represent the measured mean steady state concentration of a, precursor 2 and b, precursor 3 

and their standard deviation (n=5). The line is calculated by the kinetic model. 
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Supplementary Figure 22: Toggling the switch experiment – Activation: Various triggers 

were applied to switch the system on at 5 min when influxing 20 mM.min-1 EDC and 

30 mM.min-1 precursor 1 at 21 °C. a The scattering over time taken as a measure for turbidity 

when adding various EDC fuel concentrations. b The steady state concentrations of EDC and 

anhydride over time as measured by HPLC and confirmed by the kinetic model. The transient 

addition of 40 mM EDC switches a steady state concentration inside the metastable zone to a 

higher steady state concentration with sustained crystal formation. c The scattering over time 

when seeding with crystalline anhydride. As negative control, polystyrene beads were added 

to test the effect of additional nucleation sites. d The effect of adding high concentration 

crystalline NaCl, e, NaBr and f, NaI. 
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Supplementary Figure 23: Toggling the switch experiment - Deactivation. The system 

was influxed with 20 mM.min-1 EDC and 30 mM.min-1 precursor 1. Spiking with 40 mM EDC 

before starting the pumps led to a sustained on state. At 5 min a, benzylamine, b, methylamine, 

c, ethylamine and d, a propylamine derivative was added as an off trigger. The decrease in 

scattering was measured over time to estimate the effectivness of deactivation. 

 

 

Supplementary Figure 24: The experimental setup of writing pixel-based patterns. a The 

3D printed extension allows to control three syringes with one syringe pump. b To influx and 

outflux one reactor, three syringes are needed giving a total number of 27 syringes for a 9-digit 

pixel display. c, The 3x3 array was placed on a stir plate and timelapse photographs were 

taken by a webcam. 
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Supplementary Figure 25: A 3D printed setup to combine three switches to an OR-port. 
a The reactors A and B correspond to the input reactor and the middle reactor C serves as a 

readout. Each reactor is individually fueled with precursor 1 and EDC under a constant outflux. 

b A connection between the reactors allows an influx from the outer reactors into the middle 

reactor. c The influx of reactor A to C is tested by adding 300 mM of benzylamine to reactor A 

and monitoring the concentration over time by HPLC (marker). The line is predicted by the 

Matlab model. 

 

 
Supplementary Figure 26: The HPLC chromatograms of the quenched reaction cycle. 
Retention times and pump gradient of cycle 1, 3 and 2 as recorded at a, 220 nm and b, 254 nm. 
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Supplementary Tables 

 

 
precursor 1 precursor 23 precursor 3 

 
21 °C 24 °C 28 °C 33 °C 25 °C 24 °C 

k1 (M-1s-1) 0.500 

1.14*k1 1.20*k1 1.60*k1 

0.200 0.450 

k2 (s-1) 0.600*k1 1.00*k1 0.150*k1 

k3 (s-1) 0.0500*k1 0.250*k1 0.0100*k1 

k4 (s-1) (0.00130*Temperature) – 0.0113 0.00350 0.00740 

 

Supplementary Table 1: The rate constants used in the kinetic model. The deactivation 

rate constant k4 of precursor 1 and 2 was extracted from batch experiments (SI 2). The rate 

constant for the activation (k1) at 25 °C of precursor 1 was experimentally determined in 

previous work by monitoring the EDC decay profile with HPLC4. Its temperature dependence 

was estimated by fitting the previously mentioned batch experiments. The rate constants for 

k2 and k3 are not experimentally accessible. Their values were determined by fitting the 

experimental data and listed as a multiple of k1. 

 

X-ray Crystallographic Details 

Single crystals were grown by dissolving synthesized and purified4 anhydride of precursor 1 in 

minimum amount of acetone. Thereafter, the solution was filtered through a PTFE syringe filter. 

Crystals were obtained by diffusion of pentane into the acetone solution. 

Data were collected on a single crystal x-ray diffractometer equipped with a CMOS detector 

(Bruker Photon-100), a TXS rotating anode with MoKα radiation (λ = 0.71073 Å) and a Helios 

optic using the APEX3 software package5. The measurements were performed on single 

crystals coated with perfluorinated ether. The crystals were fixed on top of a kapton micro 

sampler and frozen under a stream of cold nitrogen. A matrix scan was used to determine the 

initial lattice parameters. Reflections were corrected for Lorentz and polarisation effects, scan 

speed, and background using SAINT6. Absorption correction, including odd and even ordered 

spherical harmonics was performed using SADABS6. Space group assignment was based 

upon systematic absences, E statistics, and successful refinement of the structure. The 

structures were solved using SHELXT with the aid of successive difference Fourier maps, and 

were refined against all data using SHELXL in conjunction with SHELXLE7,8,9. Hydrogen atoms 
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(except on heteroatoms) were calculated in ideal positions as follows: Methyl hydrogen atoms 

were refined as part of rigid rotating groups, with a C–H distance of 0.98 Å and Uiso(H) = 

1.5·Ueq(C). Non-methyl H atoms were placed in calculated positions and refined using a riding 

model with methylene, aromatic, and other C–H distances of 0.99 Å, 0.95 Å, and 1.00 Å, 

respectively, and Uiso(H) = 1.2·Ueq(C). Non-hydrogen atoms were refined with anisotropic 

displacement parameters. Full-matrix least-squares refinements were carried out by 

minimizing Σw(Fo2 Fc2)2 with the SHELXL weighting scheme.3 Neutral atom scattering 

factors for all atoms and anomalous dispersion corrections for the non-hydrogen atoms were 

taken from International Tables for Crystallography10. Images of the crystal structure were 

generated with PLATON11. Deposition Number 2127541 contains the supplementary 

crystallographic data for this paper. These data are provided free of charge by the joint 

Cambridge Crystallographic Data Centre and Fachinformationszentrum Karlsruhe Access 

Structures service www.ccdc.cam.ac.uk/structures. 

Anhydride product 1 (CCDC 2127541) 

 

Diffractometer operator C. Jandl  
scanspeed 1-5 s per frame  
dx 50 mm  
2311 frames measured in 8 data sets  
phi-scans with delta_phi = 0.5  
omega-scans with delta_omega = 0.5  
shutterless mode 
 

Crystal data 

C9H13NO5 

 

Mr = 215.20 Dx = 1.384 Mg m−3 

Orthorhombic, P212121 Melting point: ? K 

Hall symbol: P 2ac 2ab Mo Kα radiation, λ = 0.71073 Å 
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a = 5.1839 (6) Å Cell parameters from 9496 reflections 

b = 17.5000 (19) Å θ = 2.5–26.4° 

c = 22.773 (3) Å µ = 0.11 mm−1 

V = 2065.9 (4) Å3 T = 100 K 

Z = 8 Fragment, colourless 

F(000) = 912 0.33 × 0.16 × 0.08 mm 
Data collection 

Bruker Photon CMOS  
diffractometer 4252 independent reflections 

Radiation source: TXS rotating anode 4104 reflections with I > 2σ(I) 

Helios optic monochromator Rint = 0.032 

Detector resolution: 16 pixels mm-1 θmax = 26.4°, θmin = 2.1° 

phi– and ω–rotation scans h = −6 6 

Absorption correction: multi-scan  
SADABS 2016/2, Bruker k = −21 21 

Tmin = 0.705, Tmax = 0.745 l = −28 28 

55658 measured reflections  

 

Refinement 

Refinement on F2 Hydrogen site location: mixed 

Least-squares matrix: full H atoms treated by a mixture of 
independent and constrained refinement 

R[F2 > 2σ(F2)] = 0.026 W = 1/[Σ2(FO2) + (0.0342P)2 + 0.4152P] 
WHERE P = (FO2 + 2FC2)/3 

wR(F2) = 0.065 (Δ/σ)max < 0.001 

S = 1.11 Δρmax = 0.18 e Å−3 

4252 reflections Δρmin = −0.21 e Å−3 

285 parameters Extinction correction: none 

0 restraints Extinction coefficient: - 

0 constraints Absolute structure: Flack, Parsons8 

Primary atom site location: iterative Absolute structure parameter: −0.14 (15) 

Secondary atom site location: difference 
Fourier map 
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11 Summary and outlook

This thesis contributes a tangible method how to store memory inside volatile molecules. Similar

to nature which cellular memory is regulated by reaction networks, I used a reaction cycle in which

molecules are constantly turned over. In the carbodiimide-driven reaction cycle, precursor building

blocks are activated by the conversion into transient anhydrides. The continuous activation and

deactivation by the expense of fuel is coupled to the self-assembly into functional macroscopic

structures. I explained the benefits of such dynamic structures and the obstacles when analyzing

its kinetic parameters. The thesis showcases a method how to overcome this problem. I introduced

a chemistry which stops all reactions taking place in the carbodiimide driven reaction cycle.

Given its simplicity and convenience it is now applied in several research projects within different

research groups.50,65,118–120 The quenching chemistry opens the door to automatize the kinetic

analysis. In future, several conditions could be screened in high throughput approaches. So far,

the individual components are analyzed by HPLC. By modification of the quenching molecule into

a so-called turn on probe, which spectroscopic properties change upon binding, the analysis could

be further simplified and speeded up. Now, the reaction cycle’s concentrations could be read out

by simple microplate reader experiments.

Thereafter, I presented a protocol how to design and explore dynamic materials based upon the

carbodiimide driven reaction cycle. I showed materials which supramolecular structures were

encoded in the precursor design and which properties were switched on for a distinct time. A

detailed workflow is presented to clarify each step in the experimental process. Thus, the protocol

could help others to quickly get started working with carbodiimide-driven reaction cycles.

Finally, the thesis explains how molecular memory can be created from different stable steady

states. I described the theory of bistable states and how they can be established from balancing

the rates between forward and backward reaction. I showed that bistability can arise from simple

organic building blocks in a continuously stirred tank reactor. I found that two features were pre-

liminary for the system. The precursor used forms dynamic crystals which exert negative feedback

upon its deactivation. That provides an amplification mechanism which keeps anhydride concen-

trations at a high level. Furthermore, the phase diagram of crystallization contains a so-called

metastable zone in which both phases can be present regarding the history of the sample. I showed

the existence of monostable states at low and high anhydride concentrations as well as bistable

states which could be switched in between. In future such mechanisms could be considered for the

design of synthetic cells. Recently, interesting strategies are being developed in creating bound-

ary structures for compartmentalization. The described bistable system could be implemented into

those confined structures to store information of past events inside other supramolecular structures

than crystals.
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12 Further Publications

Besides the three publications reprinted in sections 5, 6 and 10 I contributed to two more

publications of the group from Prof. Job Boekhoven. The following section is a full list of the

achievements during my PhD.
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