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Abstract 

Bioprocesses pose challenges for process monitoring and quality control that are not 
present in typical chemical processes. For the monitoring of key quantities such as 
biomass, product, and substrate concentration, direct measurement methods only 
exist in very few cases. Further, analyte concentrations are typically very low. Against 
the background of often not completely defined bioprocess media, these low 
concentrations are difficult to measure online with sufficient accuracy due to potential 
cross-sensitivities. Soft sensors provide a remedy to this situation. "Software sensors" 
use existing process data (e.g., readings of different sensors) as inputs to a predictive 
model in order to indirectly determine a target quantity (e.g., biomass concentration). 
With regard to the data-information-knowledge hierarchy, the soft sensor model is in 
most cases used to compress process data into information (target quantity). This type 
of model is referred to as data-driven model. Two problems stand out here: First, 
process knowledge is neglected in this scenario. Second, the model inputs are 
assumed to be true so that faulty input data may corrupt the derived information. 
This thesis aims to develop approaches beyond this core function of soft sensors 
(compression of data to information). For this purpose, three methodical building 
blocks are presented, which can be used modularly in the development of soft sensors. 
The first methodical building block comprises an approach for deriving process 
knowledge from the analysis of a soft sensor. The second building block serves to 
implement process knowledge in a hybrid model for a bioprocess with multiple process 
phases. The third building block provides validation of uncertain model inputs (e.g., 
due to sensor faults). This in turn allows to validate the prediction of a soft sensor. 
Swarm intelligence is used here to make the fault detection algorithm work more 
efficiently. 
The soft sensors presented in this thesis are developed based on a standard 
biotechnological process: the cultivation of the methylotrophic yeast Pichia pastoris. 
This bioprocess is well established, but still offers potential for optimization in the areas 
of monitoring, control, and automation. Further, this process shows time-variant and 
non-linear behavior. This must be taken into account when developing soft sensors. 
The presented approaches represent important building blocks to fill the gaps between 
uncertain process data and knowledge in the development of soft sensors. Each of 
them contributes to the process analytical technology toolbox and should promote the 
acceptance of soft sensors for quality control in the biotechnology industry. 



 
 

 

Zusammenfassung 

Bei Bioprozessen treten spezifische Herausforderungen an die Prozessüberwachung 
und Qualitätskontrolle auf, die bei typischen chemischen Prozessen nicht vorliegen. 
Für die Überwachung von Schlüsselgrößen wie Biomasse-, Produkt- und Substrat-
konzentration gibt es nur in wenigen Fällen direkte Messmethoden. Zudem sind die 
Analytkonzentrationen häufig sehr niedrig. Vor dem Hintergrund der oft nicht 
vollständig definierten Bioprozessmedien sind diese niedrigen Konzentrationen 
aufgrund von möglichen Querempfindlichkeiten nur schwer online mit ausreichender 
Genauigkeit zu messen. Softsensoren schaffen hier Abhilfe. “Software-Sensoren” 
nutzen vorhandene Prozessdaten (z. B. Messwerte verschiedener Sensoren) als 
Eingangsgrößen für ein Vorhersagemodell, um damit eine Zielgröße (z. B. Biomasse-
konzentration) indirekt zu bestimmen. Bezogen auf die Daten-Information-Wissen-
Hierarchie wird das Softsensor-Modell in den meisten Fällen verwendet, um 
Prozessdaten zu Information (Zielgröße) zu komprimieren. Diese Art von Modell wird 
als datengetriebenes Modell bezeichnet. Dabei fallen zwei Probleme auf: Erstens 
bleibt in diesem Szenario vorhandenes Prozesswissen ungenutzt. Zweitens werden 
die Modelleingänge als wahr angenommen, sodass fehlerhafte Eingangsdaten die 
abgeleitete Information verfälschen können. 
Ziel dieser Arbeit ist es, Ansätze zu entwickeln, die über diese zentrale Funktion von 
Softsensoren (Kompression von Daten zu Information) hinausgehen. Hierfür werden 
drei methodische Bausteine vorgestellt, die bei der Entwicklung von Softsensoren 
modular eingesetzt werden können. Der erste methodische Baustein beschreibt einen 
Ansatz zur Ableitung von Prozesswissen aus der Analyse eines Softsensors. Der 
zweite Baustein dient der Implementierung von Prozesswissen in ein hybrides Modell 
für einen Bioprozess mit mehreren Prozessphasen. Der dritte Baustein erlaubt die 
Validierung unsicherer Modelleingänge (z. B. durch Sensorfehler). Dies ermöglicht es 
wiederum, die Vorhersage eines Softsensors zu validieren. Hierbei wird 
Schwarmintelligenz genutzt, um den Algorithmus zur Fehlererkennung effizienter zu 
gestalten. 
Die in dieser Arbeit vorgestellten Softsensoren werden auf Basis eines biotechno-
logischen Standardprozesses entwickelt: der Kultivierung der methylotrophen Hefe 
Pichia pastoris. Dieser Bioprozess ist gut etabliert, bietet aber ausreichend 
Optimierungspotenzial in den Bereichen der Überwachung, Regelung und 
Automatisierung. Weiter zeigt dieser Bioprozess zeitvariantes und nichtlineares 
Verhalten. Dies muss bei der Entwicklung von Softsensoren berücksichtigt werden. 
Die vorgestellten Ansätze stellen wichtige Bausteine dar, um die Lücken zwischen 
unsicheren Prozessdaten und Wissen bei der Entwicklung von Softsensoren zu 
schließen. Jeder von ihnen trägt zum Werkzeugkasten der Process Analytical 

Technology bei und ist geeignet, die Akzeptanz von Softsensoren für die 
Qualitätskontrolle in der biotechnologischen Industrie zu fördern. 
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1 Introduction 

Quality by design (QbD) principles and process analytical technology (PAT) tools form 
the framework for a sustainable, risk-minimized, and automated manufacturing 
process for biological products. 
The term QbD describes the building in of quality into the product by a thorough 
understanding of the relationships between the clinical properties of the product, the 
critical quality attributes (CQAs), the process, and the variability in raw materials 
(Rathore, 2009; Rathore and Winkle, 2009). By understanding these relationships, a 
(multidimensional) design space can be defined in which critical process parameters 
(CPPs) have been demonstrated to assure quality (Streefland et al., 2013). QbD can 
be seen as an “umbrella encompassing […] concepts including creation of a 
manufacturing knowledge base, risk-management principles, process design spaces, 
and PAT” (Read et al., 2010). PAT tools can in this context be used for online 
monitoring and control of CPPs and CQAs so that the process performance and 
product quality, respectively, can be assessed during manufacturing. The US Food 
and Drug Administration (FDA) distinguishes four main PAT tools in their 2004 PAT 
initiative (FDA, 2004): (1) multivariate tools for design, data acquisition, and analysis; 
(2) process analyzers; (3) process control tools; (4) continuous improvement and 
knowledge management tools. These tools form a system that allows control of 
measurable processes toward a desired endpoint and enables improvement of final 
product quality by reducing variability. The basic idea is to determine the variability of 
the process inputs (e.g., media components) and of the process itself in a timely 
manner; this allows a dynamic response to this variability, e.g., via closed-loop control. 
The term analytical in PAT includes “chemical, physical, microbiological, mathematical, 
and risk analysis conducted in an integrated manner” (FDA, 2004). 
Within this framework, soft sensors are becoming increasingly important as PAT tool. 
A soft sensor is based on a mathematical model that allows determining a target 
process quantity indirectly. This is especially important when the direct measurement 
via process analyzers is not economically or technically feasible. For monitoring CQAs 
such as biomass or product concentration, soft sensors are in some cases the only 
solution to determine the target value online at all. 

In the following sections, it is first shown how soft sensors integrate into the data-
information-knowledge hierarchy of bioprocess monitoring. Furthermore, it is shown 
how soft sensors, as a PAT tool, allow to make the non-measurable measurable—
even with uncertain input data. In addition, it is shown how soft sensors can help to 
build up a manufacturing knowledge base according to the QbD principles and how to 
use this knowledge for quality control of biotechnological processes. Finally, the 
characteristics of the cultivation of Pichia pastoris (now reclassified as Komagataella 

phaffii), which is chosen as use case in this thesis, are described.
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1.1 The data-information-knowledge hierarchy in bioprocess monitoring 

Within bioprocess monitoring, process data are initially generated by process 
analyzers and laboratory analyses. These data are products of observations (Rowley, 
2007), and thus primarily raw signals without meaning. Once the data are processed 
in a way to be useful, they are referred to as information (Ackoff, 1989). Here, a 
condensation process of a wealth of data to little information takes place, which in the 
optimal case leads to a reduction of 
meaningless noise. The following two real-
world scenarios illustrate this condensation 
process from unorganized and meaningless 
data to compact information: First, substrate 
concentration (e.g., glucose) in a bioprocess 
is often determined using chromatograms 
and other raw data such as bioreactor 
volume, sample volume, and dilution factors; 
second, the specific growth rate is typically 
determined using raw data such as cell 
mass, sample volume, and time. In such 
cases, the substrate concentration and the 
specific growth rate represent the meaningful 
information that can be used for monitoring, 
control, and fault diagnosis; whereas raw 
process data alone are of no particular use 
unless contextualized. This example shows 
that although data and information may have 
the same structure (value and unit), they 
differ in their function and their degree of 
condensation (Ackoff, 1989; Davenport and 
Prusak, 1998). 
Information can further be used to generate 
knowledge. Knowledge is obtained by 
interconnecting meaningful information in 
the right way. Sticking to the above example, 
the relationship between the limiting 

substrate concentration �  and the specific 

growth rate � can be revealed via a suitable 
experimental design. In the form of the 

Monod equation, � = ���� � �	
 + ��⁄ , with 

the Monod constant 	
  and the maximum 

specific growth rate ����  (Monod, 1949), 
this knowledge is quantifiable as well as 
transferable. These two properties are 
essential for knowledge management. 

 

Figure 1: Pyramidal representation of the 
data-information-knowledge hierarchy. 
Initially, data are just a set of signals 
without meaning (shown as empty dots). 

When transforming data into information, 
the data get a meaning (colored dots). 

Finally, knowledge is obtained by inter-
connecting meaningful information in the 
right way (connected colored dots). 

Illustration of the DIK context using 
connected colored dots originally by
Hugh MacLeod (gapingvoid.com/
semiotic-management-systems). 
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From this example, it can be seen that a large amount of data (raw data matrices of 

experiments) is condensed to a smaller amount of relevant information (� and �). The 

knowledge about the relationships between �  and �  resulting from several 

experiments can again be condensed to only one equation with two constants (	
 and 

����). This condensation process that takes place when a wealth of data ultimately 
results in the literal tip of the iceberg—knowledge—is often illustrated with the help of 
the pyramidal data-information-knowledge (DIK) hierarchy (Figure 1). This 
representation is widely used in the literature on knowledge management and in some 
cases includes even higher levels, such as understanding, wisdom, or insight (Rowley, 
2007; Jennex, 2017). However, entities higher than knowledge are not within the scope 
of this thesis. 

The purpose of this short excursus on the DIK hierarchy was to show how bioprocess 
data condenses into usable information and ultimately into knowledge. How do soft 
sensors fit into the DIK hierarchy? The short answer first: The core function of soft 
sensors is the derivation of information from process data (Mandenius and 
Gustavsson, 2015). This information can be, for example, the prediction of a target 

value (e.g., � or �) or the occurrence of a process deviation or sensor fault (Kadlec et 
al., 2009). However, existing knowledge is rarely left unused. Especially in the field of 
bioprocesses, existing knowledge in the form of mechanistic relationships has ever 
since the emergence of modern biotechnology assisted in the development of soft 
sensors (see exemplarily Yousefi-Darani et al. (2020) for Kalman filters). Thus, in order 
to answer the question of how soft sensors fit into the DIK hierarchy in more depth, a 
distinction must first be made between data-driven, mechanistic, and hybrid soft 
sensors. 

1.2 Soft sensors: development and utilization 

With regard to the DIK hierarchy, this section focuses primarily on the role of the tip 
(knowledge) as well as the composition and quality of the base of the pyramid (data). 
First, the role of process knowledge in the context of soft sensors is explored. Here it 
is shown how process knowledge can be implemented in soft sensors and, on the 
other hand, how process knowledge can be generated via soft sensors. Second, the 
challenge of uncertain input data to the soft sensor is overviewed and discussed. 
According to the "garbage in, garbage out" principle, the more erroneous the inputs, 
the less accurate the developed soft sensor and its predictions become.  

1.2.1 The role of process knowledge 

Dependent on the degree of process knowledge that is implemented, the soft sensor 
model can be classified as data-driven, mechanistic, or hybrid. Data-driven 
approaches use modeling methods from the spectrum of data science, such as 
variants of multiple linear regression (MLR; Jenzsch et al. (2006)), principal component 
regression (PCR; Zhu et al. (2018)), partial least squares regression (PLSR; Sokolov 
et al. (2015); Zheng and Song (2018)), support vector regression (SVR; Meng et al. 

(2019)), and artificial neural networks (ANN; Paquet‐Durand et al. (2017)). Mechanistic 
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approaches make use of the available process knowledge in the form of first principle 
models, such as mass or energy balances (Sagmeister et al., 2013; Ohadi et al., 2015; 
Tahir et al., 2019). For example, Ohadi et al. (2015) made use of mass balances in the 
form of stoichiometric relationships between substrate uptake, growth, and product 
formation rates to predict the key process variables of a mammalian cell culture 
process (viable and dead cells, recombinant protein, glucose, and ammonia 
concentrations). In fed-batch processes, mass balances play a particularly important 
role because the mass of the system varies during the process (Sagmeister et al., 
2013). In general, it can be assumed that purely data-driven approaches demand a 
larger amount of training data than purely mechanistic approaches (Stosch et al., 
2014). Hybrid approaches combine both data-driven and mechanistic model parts. For 
example, a mechanistic model can use the output of a data-driven model as input if 
certain model terms are missing (no online measurements available) or cannot be 
predicted mechanistically with sufficient accuracy (Stosch et al., 2014; Solle et al., 
2017). In addition, mechanistic model parts can be combined with other process data 
(e.g., fluorescence spectra) via (extended) Kalman filtering for a more accurate 
prediction compared to a purely mechanistic model (Ohadi et al., 2015). 
As mentioned at the very beginning, knowledge management is an important element 
of QbD and PAT. Most of the knowledge about the product and process is accumulated 
through targeted experimentation during product and process development (Herwig et 
al., 2015). Using the mechanistic and hybrid approaches described above, this 
knowledge can be implemented during soft sensor development to make soft sensors 
more accurate and robust. However, little attention has been paid so far to the 
generation of process knowledge by means of soft sensor development. 

The statistical methods used within soft sensor development can reveal complex 
relationships in data and assist in extracting information, which finally can improve 
process understanding (Matero et al., 2013). For example, variable selection and 
correlation analysis can as parts of chemometric methods serve for improving process 
understanding. Variable selection is typically used iteratively during soft sensor 
development to select the input variables that bear information for predicting the target 
variable. This preselection serves to reduce (multi)collinearity within the input data, 
which in turn can improve the accuracy of model coefficient estimates (Ma et al., 2009). 
Furthermore, computational costs as well as overfitting can be reduced by variable 
selection (Hawkins, 2004; Kaneko and Funatsu, 2012). An overview of variable 
selection methods for soft sensors is provided in Wang et al. (2015) and Souza et al. 
(2016). In most cases, the underlying concept of these methods is a correlation 
analysis between input data and target variable (Sokolov et al., 2017; Bidar et al., 
2018). 
How can these statistical methods concretely help improve process understanding and 
contribute to the knowledge base? The number of potential model inputs can often 
range into the hundreds or thousands (Souza and Araujo, 2011), especially when 
spectroscopic data are used (Ranzan et al., 2014; Tahir et al., 2019). In these cases, 
the statistical methods can draw the attention of the process expert to informative 
variables or interrelations that either confirm a priori knowledge or were previously 
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undiscovered. Moreover, the degrees of correlation become quantifiable during the 
variable selection process. Finally, the resulting soft sensor model can represent the 
mathematical relationship between process variables and the target quantity. This 
digitalized knowledge—in the form of model coefficients and structure—cannot only be 
used for monitoring and control purposes but is also part of the manufacturing 
knowledge base. 

In summary, knowledge has two possible roles in the context of soft sensors: first, it 
can be generated during soft sensor development as a quasi by-product in addition to 
the actual prediction model (main outcome of soft sensor development); second, 
existing knowledge can be implemented into the soft sensor to enable accurate and 
robust prediction in the first place or to improve it. 

1.2.2 Uncertain input data 

The input data of soft sensors consist of available process measurements, which can 
be generated via laboratory analyses, sensors, and actuators. The measurements are 
distinguished, on the one hand, according to their temporal availability (information-
theoretical distinction) and, on the other hand, according to their measuring location in 

relation to the bioreactor system or product (technological distinction). 
According to their temporal availability, these measurements are categorized into 
offline (time-delayed availability) and online (without or with only a short time delay; 
“capable of just-in-time monitoring” (Luttmann et al., 2012)). While offline data are 
essential for soft sensor calibration, it is only in individual cases (Wu and Luo, 2010; 
Shardt et al., 2015) used as input to the soft sensor during the prediction step. In the 
vast majority of cases, only the data available online are used as inputs in the 
prediction step. 
According to their measuring location in relation to the bioreactor system or product, 
the measurements are usually categorized into in-line (sample not removed from the 
process stream; invasive or noninvasive), on-line (sample analyzed in bypass), or at-

line (sample removed, isolated from, and analyzed in close proximity to the process 
stream) (FDA, 2004). In this thesis, the notation with hyphen (e.g., off-line) is used for 
the description of the measuring location, whereas the notation without hyphen (e.g., 
offline) is used for the description of the temporal availability. 
The typical online data for bioprocesses include readings for stirrer, gas flow, flow rates 
(pH correction agent(s), substrate(s)), temperature, pressure, pH, and pO2 (Harms et 
al., 2002). More advanced measurement concepts, whose data can be used as input 
for soft sensors, include off-gas CO2 and O2, turbidity (transmission, transflexion, 
reflexion), impedance, flow cytometry, high performance liquid chromatography, 
spectroscopy (ultraviolet–visible, near- or mid-infrared, 2D fluorescence, Raman), 
ultrasound, in-situ microscope, and biosensors (Luttmann et al., 2012; Biechele et al., 
2015; Simon et al., 2015). In many application areas, off-gas analysis and turbidity 
measurement are already considered standard.  



Soft sensors for Pichia pastoris bioprocesses Introduction

 

12 

Uncertainty in online measurement can result from the process level, the 
instrumentation level (sensors and actuators), and the communication level. At the 
process level, changes in media components (batch variability), external environment 
(weather or seasons), the production organism (intended or unintended genetic or 
physiologic changes), or process fouling can lead to uncertain input data. At the 
instrumentation level, incorrect calibration, abrasion of mechanical components, or 
unknown cross-sensitivities can lead to faults. At the communication level, loose 
contacts or malfunctions in the software for data acquisition can occur. 
These measurement uncertainties of sensors and actuators, when used as input to 
soft sensors, lead to uncertain predictions. When developing and applying soft 
sensors, it is therefore necessary to evaluate the raw input data with respect to outliers 
(Adikaram et al., 2015). An univariate method for the identification of deviant data 
points is the moving window implementation of the Hampel identifier (Davies and 

Gather, 1993), which uses the median ��  and median absolute deviation from the 

median, ���. All data points outside the moving frame of [�� − � ���, �� + � ���] are 

classified as outliers. � is a multiplier for tuning the sensitivity of the Hampel identifier. 
Multivariate methods for outlier detection are mainly based on distance metrics such 
as Euclidean, Mahalanobis, or Canberra distance in the principal component space 
(Shyu et al., 2006). Principal component analysis (PCA) occupies a dominant position 
among the methods of raw data evaluation because it cannot only be used for 
multivariate outlier detection (Shyu et al., 2006; Thomassen et al., 2010), but also for 
correlation analysis (Sokolov et al., 2015), and grouping of datasets (Gunther et al., 
2009; Sokolov et al., 2017). 
The aforementioned methods represent the basic tools in the detection of outliers in 
the input data to soft sensors. However, additional challenges arise for bioprocesses 
with variable process lengths and, in some cases, multiple process phases (e.g., batch 
and fed-batch phase). The cultivation of P. pastoris is a suitable bioprocess to 
investigate these challenges, as will be shown in the following. 

1.3 Monitoring and control of Pichia pastoris bioprocesses 

1.3.1 Process strategies 

P. pastoris is a widely used host for recombinant protein expression in academia and 
industry. Both inducible and constitutive promoters can be used for protein expression 
in this host system (Yang and Zhang, 2018). The most commonly used inducible 
promoter is pAOX1 (alcohol oxidase 1), whose expression is strongly induced by 
methanol and repressed by other carbon sources such as glucose and glycerol (Liang 
et al., 2012). 
Methanol-induced P. pastoris-bioprocesses are typically separated into two main 
phases. In the first phase, the biomass generation phase, cells grow relatively fast up 
to the desired biomass concentration. This phase can be carried out in batch or fed-
batch mode. Glycerol or another carbon source that represses expression is used as 
substrate. In the second phase, the product formation phase, methanol is used as 
inducer for protein expression. This phase is typically carried out as fed-batch with 
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methanol fed to the bioreactor system. The division of the bioprocess into these two 
phases makes it possible to separate biomass generation and product formation as far 
as possible, thus optimally directing the energy and anabolism of cells to the 
corresponding objective of the respective phase (highest biomass and product yield, 
respectively). Optionally, a transition phase between these two main phases can be 
inserted. This transition phase can be carried out either without any carbon source 
(goal: guaranteeing the complete derepression of the AOX promoter), with a feed of a 
carbon source other than methanol (goal: higher biomass concentration before 
induction), or with a mixed feed of methanol and another carbon source (goal: 
smoother adaption of cells to methanol) (Yang and Zhang, 2018; Liu et al., 2019). 
In the product formation phase, the methanol concentration is of crucial importance to 
a reproducibly high product yield. Too high methanol concentrations are toxic and thus 
lead to lower cell viability. Cell lysis causes the release of intracellular proteases into 
the fermentation medium, thus causing increased proteolytic degradation of secreted 
target proteins (Yamashita et al., 2009). Wu et al. (2011) showed that high methanol 
concentrations (3.5 g L–1) lead to increased degradation of the extracellular target 
protein (Rhizopus chinenisis prolipase) compared to no degradation at lower methanol 
concentrations (0.5–1.0 g L–1). On the other hand, depending on the expressed target 
protein, a minimum methanol concentration is required to induce the AOX promoter. 
For these reasons, methanol concentration is in the fed-batch phase often controlled 
to a certain setpoint (Pla et al., 2006; Wu et al., 2011). However, as shown by Pla et 
al. (2006), the stability of the methanol controller can be disturbed by an increasing 
biomass concentration during the fed-batch phase. 

Which process variables are typically monitored in P. pastoris bioprocesses? First of 
all, the product titer or activity (for enzymes) must be determined. Next, the parameters 
that have the greatest impact on protein production must be monitored. These include 
pH, temperature, and dissolved oxygen (Harms et al., 2008). For pAOX1-induced host 
systems, methanol concentration should also be determined. Biomass concentration 
is critical at several stages of the process (e.g., for adjusting inoculation volume and 
feed rates). Due to the importance of biomass concentration in P. pastoris 
bioprocesses, a separate section is devoted to biomass monitoring in the following. 

1.3.2 Monitoring of a key variable of Pichia pastoris bioprocesses: biomass 

concentration 

Biomass concentration represents the most important process variable in P. pastoris 
bioprocesses, along with product-related quality attributes such as product titer (Harms 
et al., 2008). The biomass concentration at the end of the batch phase has a direct 
effect on the expression level of recombinant protein (Wu et al., 2011). Biomass 
concentration also indicates process progress and is required as a starting point for 
almost all further mechanistic model calculations (Surribas et al., 2006b). The 
measurement of this key variable is therefore of utmost importance for process 
monitoring. 
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Biomass concentration is typically measured offline as either volumetric cell count 
(Broger et al., 2011), wet cell weight (Pla et al., 2006), or dry cell weight (Wu et al., 
2011). Surrogate measurements such as optical density are also applied offline to 
determine biomass concentration (Harms et al., 2008). Offline measurements, as 
described above, are neither suitable for just-in-time monitoring nor as input to closed-
loop control systems. 
For the online determination of biomass concentration, many process analyzers based 
on different measurement principles have been developed. These measurement 
principles include turbidity, impedance, fluorescence, Raman, imaging, and ultrasound 
(Krause et al., 2011). Many authors have addressed the advantages and 
disadvantages of these measurement principles for bioprocesses in the past (Harms 
et al., 2002; Kiviharju et al., 2008; Simon et al., 2015; Grigs et al., 2021). The raw data 
of these process analyzers can be used together with other process data for the online 
determination of biomass concentration. However, from a technological point of view, 
problems can arise with these sensors, especially in industrial environments. The study 
by Kiviharju et al. (2008) deserves special mention here, as they compared not only 
various in-line sensors (turbidity and dielectric, infrared, and fluorescence 
spectroscopy) but also soft sensors regarding their performance and limitations for 
bioprocess monitoring. They conclude that the influence of the cultivation medium 
(presence of solid particles, fluorescence characteristics, etc.) and aeration (gas 
bubbles) on the accuracy and robustness of in-line sensors is considerably greater 
than for soft sensors. Further, soft sensors are often the most economical alternative, 
set the case that the process is repeated frequently, and a minimum of process 
knowledge is available. However, it must also be noted that a soft sensor can, of 
course, only be as cost-effective as the hardware sensors that are used as input 
variables. Additional studies compared possible model inputs and different modeling 
approaches for bioprocesses. Grigs et al. (2021) investigated which input data 
provides the best biomass predictions for two recombinant P. pastoris strains under 
different process conditions. Evaluated by the relative prediction error, turbidity (8 %) 
and consumption of pH correction agent (base, 8 %) were slightly superior to the 
variables oxygen uptake (10 %), permittivity (11 %), and carbon dioxide emission 
(13 %) as model inputs. 
Studies comparing different modeling approaches have been performed for organisms 
other than P. pastoris. However, the transferability of the results to P. pastoris must be 
at least critically questioned, since the results of soft sensor development may depend 
on the process strategy or organism used. Jenzsch et al. (2006) compared various 
modeling approaches for the prediction of biomass concentration for Escherichia coli 

processes. In every case, the inputs consisted of carbon dioxide emission rate, oxygen 
uptake rate, and base consumption. With regard to the prediction error, feed forward 
ANN and polynomial regression with cumulative inputs outperformed other modeling 
techniques such as auto-associative ANN, Luedeking–Piret-based model, PCA model, 
and MLR with cumulative inputs. However, the authors point out that the choice of 
modeling method is often also a choice between accuracy and robustness. For 
example, the process knowledge implemented in the Luedeking–Piret-based model 
increased the robustness to faults as compared to the ANN-based models. Another 
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comparison of modeling approaches was made by Hocalar et al. (2011) for 
Saccharomyces cerevisiae fermentations with different operating conditions. The 
different approaches for biomass prediction were based on a kinetic model of overflow 
metabolism, a metabolic black-box model, an observer, differential evolution, and an 
ANN. The predictions based on the metabolic black-box model and differential 
evolution generally resulted in lower prediction errors than the other three approaches. 
However, the study by Hocalar et al. (2011) shows that the prediction errors are nearly 
as strongly influenced by the operating conditions as by the modeling approach. 

For monitoring P. pastoris bioprocesses, the following can be concluded: Soft sensors 
offer a cost-effective alternative to hardware sensors. The implementation of existing 
process knowledge can increase the accuracy and robustness of a soft sensor and, if 
necessary, compensate for the lack of a large process database for model training. 
The choice of the modeling approach is thus not only dependent on the size of the 
process database but also on existing process knowledge. 

1.4 Motivation and thesis outline 

In the previous sections, the DIK hierarchy in bioprocess monitoring was described, 
the role of process knowledge and uncertain input data in the development of soft 
sensors were discussed, and the P. pastoris bioprocess was characterized. Based on 
this, the initial situation and motivation of this thesis can be summarized as follows: 

 The cultivation of P. pastoris is suitable as a use case for soft sensor 
development: On the one hand, this cultivation system is commonly used in 
biotechnological production and is well described; on the other hand, it shows 
enough optimization potential regarding the monitoring of one of its key 
variables: biomass concentration. 

 The core function of soft sensors with regard to the DIK hierarchy is the 
derivation of information (e.g., prediction of target value) from process data. 
Within mechanistic or hybrid modeling, existing process knowledge can 
additionally be implemented into the soft sensor to assist the data-to-information 
compression. However, especially for multiphase P. pastoris bioprocesses, 
there is a need for research in hybrid model-based soft sensors. 

 Although useful knowledge can be drawn from the analysis of a soft sensor, the 
generation of process knowledge by means of soft sensor development has so 

far received comparatively little attention. Process knowledge can be derived 
during the development of soft sensors as a quasi by-product in addition to the 
actual prediction model (main outcome of soft sensor development). 

 If the input to a soft sensor is faulty, there is a high probability that the output is 
faulty as well. Therefore, when dealing with uncertain process data, methods 
must be found to validate model inputs prior to their use in soft sensors. 
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The objectives of this thesis are, on the one hand, to generate process knowledge 
during soft sensor development; on the other hand, to develop robust soft sensors 
through the integration of existing process knowledge and validation of model inputs. 
The main objective is thus formulated as follows: 

In order to achieve this objective, solution approaches for the following research 

questions are to be found: 
 

What are the remaining key challenges in the development of soft sensors 
for bioprocesses? 

 

How can a soft sensor model be utilized to generate process knowledge? 
 

How can process knowledge be implemented to develop a soft sensor 
model? 

 

How can uncertain model inputs be validated prior to their use in a soft 
sensor? 

 

The embedding of these research questions into the context of the DIK hierarchy is 
illustrated in the graphical abstract of this thesis (Figure 2). The following chapters 
are based on this structure. To answer the first research question, a critical review is 
conducted. The remaining research questions are addressed in the form of research 
articles. 

 Figure 2: Graphical abstract of 
this thesis. The core function of 

soft sensors in the DIK hierarchy 
is the derivation of information 
(e.g., prediction of target value) 
from process data. The solution 
approaches to research 

questions          to          help   to 
fill the gaps between uncertain 
process data and knowledge 
within soft sensor development. 

The provision of novel concepts to fill the gaps between uncertain process data 
and knowledge within soft sensor development 
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2 Methods 

2.1 Strain and culture conditions 

The P. pastoris cultivation was chosen as use case in this work. The inocula were 

prepared in shake flasks containing the mineral medium FM22 (Stratton et al., 1998) 
supplemented with 2 mL trace element stock solution (PTM4) per L culture volume. 
The main culture medium was also FM22 supplemented with 2 mL PTM4 per L culture 
volume. Glycerol was used as carbon source in the batch phase. In cases where a fed-
batch phase was additionally performed (Brunner et al., 2020), methanol 
supplemented with 12 mL PTM4 per L methanol was fed to the bioreactor. 

For the small-scale cultivations, the P. pastoris wildtype strain DSMZ 70382 was used. 
Here, the main culture took place in the microplate reader SynergyTM H4 (BioTek 
Instruments, Inc., Winooski, VT, USA) with agitated black 96-well plates (200 µL 
working volume; Greiner Bio-One International GmbH, Kremsmuenster, Germany). 
Breathe-Easy® sealing membranes (Sigma-Aldrich Corporation, St. Louis, MO, USA) 
enabled gas exchange between the environment and the culture. Temperature was 
controlled to 30 °C. Further details can be found in the corresponding publication 
(Brunner et al., 2016). 

For the bioreactor cultivations, a recombinant P. pastoris strain based on wildtype 
strain DSMZ 70382 was used. Here, the main culture took place in the bioreactor 
system Biostat® Cplus (15 L working volume, 42 L total volume; Sartorius AG, 
Goettingen, Germany). Temperature, pH, pressure, and dissolved oxygen were 
controlled to 30 °C, 5, 500 mbar, and 40 %, respectively. Further details can be found 
in the corresponding publications (Brunner et al., 2019; Brunner et al., 2020). 

2.2 Laboratory analyses 

Dry cell weight was determined in triplicate by centrifugation of either 200 µL (Brunner 
et al., 2016) or 2 mL (Brunner et al., 2020) cell suspension in previously weighed 
centrifuge tubes. Subsequently, the supernatant was discarded, and the cell pellet was 
dried to a constant weight at 80–90 °C. Bioreactor samples were taken using the 
BaychroMAT® autosampler (Bayer AG, Leverkusen, Germany) with a minimum 
sampling interval of 2 h. Further details can be found in the corresponding publications 
(Brunner et al., 2016; Brunner et al., 2020).
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2.3 Sensors and actuators 

The sensor and actuator data for the bioreactor cultivations consisted of sensor 
readings for temperature, pH, pressure, dissolved oxygen, O2 and CO2 in the off-gas 
(BlueInOne Cell sensor; BlueSens gas sensors GmbH, Herten, Germany), methanol 
(Alcosens; Heinrich Frings GmbH & Co. KG, Rheinbach, Germany), and turbidity 
(InPro 8100; Mettler-Toledo GmbH, Giessen, Germany) as well as actuator values for 
stirrer speed, air flow, and feed pump speed (base and methanol). The corresponding 
publications describe which data were used for modeling in each case (Brunner et al., 
2019; Brunner et al., 2020). 

2.4 Data management 

Primary process control (temperature, pH, pressure, DO) and signal recording for the 
bioreactor cultivations were realized via the integrated digital control unit (DCU) of the 
bioreactor system Biostat® Cplus (Sartorius AG). The laboratory (offline) and process 
(online) data were stored in a central database with a recording interval of 30 s for the 
online data using the data management system SIMATIC SIPAT (Siemens AG, 
Munich, Germany). An OPC DA (open platform communications data access) server 
(Sartorius AG) was used as the real-time communication interface between the DCU, 
the data management system (SIMATIC SIPAT), and the online modeling software 
(SIMULINK, version R2019b; The MathWorks, Inc.).  

2.5 Algorithm development 

Offline data preprocessing, data analysis, and algorithm development were performed 
in MATLAB (versions 2016a-2019b; The MathWorks, Inc., Natick, MA, USA). 
SIMULINK (The MathWorks, Inc.) was used for the development and for running the 
soft sensor for biomass and the fuzzy controller for methanol that was used in Brunner 
et al. (2020). Further details on the algorithm development can be found in the 
corresponding publications (Brunner et al., 2016; Brunner et al., 2019; Brunner et al., 
2020). 
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3 Summary of results 

In this chapter, the results are summarized and the contributions to the thesis 
publications are listed. These summaries are followed by copies of the thesis 
publications. All copies are used with permission of the corresponding journals and 
authors. 

Part 1: What are the remaining key challenges in the development of soft 

sensors for bioprocesses? 

Title: Challenges in the development of soft sensors for bioprocesses: a critical review 

Summary: A review study is conducted to identify the key challenges in the 
development of soft sensors for bioprocesses. The challenges are assigned to either 
the data, information, or knowledge domain. The key challenges being considered in 
this study are (1) variable process lengths, (2) multiple process phases, and (3) sensor 
faults. These challenges often occur synchronously, so that solution approaches are 
becoming increasingly complex. The corresponding solution approaches originate for 
their most part from areas other than biotechnology. Therefore, in addition to the 
practicability, the general applicability to bioprocesses is critically discussed. The main 
conclusions of this review are, first, that the level of implementable process knowledge 
is decisive for the choice of methods for handling variable process lengths and multiple 
process phases. Second, soft sensor predictions are in the presence of uncertain input 
data (potential sensor faults) only reliable if the input data are validated prior to their 
use in the soft sensor model. Since there is still a research gap regarding the validation 
of the input data to soft sensors for bioprocesses, sensor faults remain one of the key 
challenges in the development of soft sensors in this application area. 
Contributions: The doctoral candidate created the structure of the review article, 
reviewed the literature, and drafted the manuscript. The co-authors critically reviewed 
and edited the manuscript. All authors have made a substantial, direct, and intellectual 
contribution to the work and approved it for publication. 
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Part 2: How can a soft sensor model be utilized to generate process knowledge? 

Title: Biomass estimation in Pichia pastoris cultures by combined single-wavelength 
fluorescence measurements 

Summary: The first soft sensor family shown here uses four single-wavelength 
fluorescence measurements as model inputs to predict the optical density of a P. 

pastoris culture (surrogate measurement for biomass concentration). The used 
wavelength pairs correspond to excitation-emission maxima for the biogenic 
fluorophores tryptophan, NAD(P)H (nicotinamide adenine dinucleotide (phosphate)), 
and riboflavin. The modeling techniques of MLR, PCR, and PLSR showed comparable 
prediction accuracy. The PLSR model was further analyzed via variable importance in 
the projection (VIP) scores to rate the information content of the used wavelength pairs. 
This analysis resulted in the highest weighting of the wavelength pair corresponding to 
tryptophan. The main conclusion of this study is that useful knowledge can be drawn 
from the analysis of a soft sensor. It was confirmed that tryptophan is more coupled to 
cell growth than NAD(P)H and riboflavin. This knowledge could be used for the 
development of a low-cost alternative to 2D fluorescence spectroscopy for biomass 
monitoring. 
Contributions: The doctoral candidate reviewed the literature, designed the study, 
created, analyzed, and interpreted the data, developed the algorithms, and drafted the 
manuscript. The co-authors critically reviewed and edited the manuscript. All authors 
have made a substantial, direct, and intellectual contribution to the work and approved 
it for publication. 

Part 3: How can process knowledge be implemented to develop a soft sensor 

model? 

Title: Biomass soft sensor for a Pichia pastoris fed‐batch process based on phase 

detection and hybrid modeling 

Summary: A second soft sensor for the biomass prediction was developed to 
automatically adapt to the process phases (batch, transition, and fed-batch phase) of 
a P. pastoris bioprocess. The model parameters dynamically adapt according to the 
current process phase using a multilevel phase detection algorithm. A hybrid approach 
combining mechanistic (carbon balance) and data-driven modeling (MLR) is used for 
finally predicting biomass concentration. The main conclusion of this study is that the 
challenge of multiple process phases in the presence of time-variant behavior can be 
tackled without exponentiation of model complexity if the soft sensor algorithm works 
on two distinct but interconnected levels: the phase detection and the prediction step. 
Contributions: The doctoral candidate reviewed the literature, designed the study, 
created, analyzed, and interpreted the data, developed the algorithms, and drafted the 
manuscript. The co-authors supported in the interpretation of the modeling results and 
critically reviewed and edited the manuscript. All authors have made a substantial, 
direct, and intellectual contribution to the work and approved it for publication.
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Part 4: How can uncertain model inputs be validated prior to their use in a soft 

sensor? 

Title: Online sensor validation in sensor networks for bioprocess monitoring using 
swarm intelligence 

Summary: The third research study reports on the validation of readings from a 
turbidity sensor used to monitor a P. pastoris-batch process. Soft sensors for biomass 
concentration that are based on turbidity measurements would lose their predictive 
performance in the case of sensor faults. To detect sensor faults and thus to validate 
the turbidity sensor, process-time-dependent predictions of the turbidity sensor reading 
were established. Sensor faults are indicated by the deviation of these predictions from 
original sensor readings. Swarm intelligence is in this context used to determine the 
best prediction models according to model fit and overfitting (regularization approach). 
The main conclusion of this study is that even in a bioprocess with time-variant and 
non-linear behavior as well as variable process length, one of the remaining key 
challenges—sensor faults—can be tackled. 
Contributions: The doctoral candidate reviewed the literature, designed the study, 
created, analyzed, and interpreted the data, developed parts of the algorithms, and 
drafted the manuscript. The co-authors developed parts of the algorithms and critically 
reviewed and edited the manuscript. All authors have made a substantial, direct, and 
intellectual contribution to the work and approved it for publication.
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3.1 Challenges in the development of soft sensors for bioprocesses: a 

critical review 
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3.2 Biomass estimation in Pichia pastoris cultures by combined single-

wavelength fluorescence measurements 
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3.3 Biomass soft sensor for a Pichia pastoris fed‐batch process based on 

phase detection and hybrid modeling 
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3.4 Online sensor validation in sensor networks for bioprocess monitoring 

using swarm intelligence 
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4 Discussion 

The core function of soft sensors is to derive utilizable information (output) from 
process data (input). Soft sensors based purely on data-driven prediction models 
provide exactly this core function. Soft sensors based on mechanistic or hybrid 
prediction models additionally use process knowledge to assist in the compression of 
process data to information. The process data are products of observations made in 
the real process environment and thus subject to uncertainties such as sensor faults. 
However, faulty inputs to a soft sensor will so far most likely lead to faulty outputs. 
Within the scope of this thesis, the key challenges in the development of soft sensors 
for bioprocesses were first identified (first thesis publication, section 3.1, Brunner et al. 
(2021)). The challenges of variable process lengths, multiple process phases, and 
sensor faults were discussed along with corresponding solution approaches. In 
conclusion, the availability of process knowledge plays a crucial role in selecting the 
appropriate approaches for handling variable process lengths and multiple process 
phases. Moreover, there is still a research gap regarding the validation of the input 
data to soft sensors for the application area of bioprocesses. Another identified key 
challenge in this context is the tolerance of soft sensors to sensor faults. Fault-tolerant 
soft sensors are addressed at the end of this discussion. 
With this in mind, the following three research questions were investigated for the use 
case of a P. pastoris bioprocess: How can a soft sensor model be utilized to generate 

process knowledge? How can process knowledge be implemented to develop a soft 
sensor model? How can uncertain model inputs be validated prior to their use in a soft 
sensor? The solution approaches to these questions form building blocks with which 
the gaps between uncertain process data and knowledge can be filled. 

The first building block provided here comprises an approach to derive 
process knowledge as a quasi by-product of soft sensor development (second 

thesis publication, section 3.2, Brunner et al. (2016)). For this purpose, the model 
inputs of a biomass soft sensor based on a PLSR model were analyzed with respect 
to their weighting. The model inputs comprised four single-wavelength fluorescence 
measurements corresponding to the biogenic fluorophores tryptophan (ex/em 
290/350 nm), NAD(P)H (ex/em 350/450 nm), and riboflavin (ex/em 370/530 and 
450/530 nm, respectively). The selection of these wavelength pairs was based on the 
study by Surribas et al. (2006a) on monitoring a P. pastoris bioprocess using 2D 

fluorescence spectroscopy. The weighting in the present study was quantified by 
means of VIP scores, which can give an indication of the importance of the variables 
in the model (Wold et al., 2001; Chong and Jun, 2005). Evaluation of VIP scores shows 
that tryptophan has, of all fluorophores investigated, the highest weighting in the PLSR 
model. In addition, the importance of the four aforementioned input variables was 
evaluated in an MLR-based soft sensor for biomass using the backward elimination 
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method based on correlation coefficients (Pires et al., 2008). Here, the results also 
indicate tryptophan as the most relevant input variable. The importance of tryptophan 
for biomass prediction in P. pastoris bioprocesses is consistent with the above 
mentioned study of Surribas et al. (2006a). These authors used complete 2D 
fluorescence spectra (ex/em 270–550/310–590 nm), whereas only four wavelength 
pairs were used in the present study. One goal of the present study was to show that 
biomass concentration can also be predicted using only these four wavelength pairs 
instead of the whole 2D fluorescence spectrum. 
Regarding the use of MLR as modeling method in this study, the following should be 
noted: Only four variables were used as inputs to the biomass soft sensor. This small 
number of inputs argues for the use of MLR. However, overfitting is likely when using 
MLR, especially when (multi)collinearity is present in the data. The MLR soft sensor is 
therefore relatively sensitive to outliers and noise in the input data, which can lead to 
drawbacks in online applications. Thus, for online applications, the soft sensors based 
on PLSR or PCR would be more suitable, as these methods can better handle 
(multi)collinearity. 
The broader goal of the present study was to quantify the knowledge of the 
relationships between the selected fluorophores and biomass concentration. It was 
shown that VIP scores and backward elimination are suitable methods to reveal and 
quantify this knowledge during the development process of soft sensors. In the present 
study, a modest number of input variables (four) were ranked according to their 
importance in the prediction model. In cases where it is necessary to determine the 
relevant input variables from a larger number of input variables, swarm intelligence 
methods such as the ant colony optimization algorithm can be used to accelerate the 
selection process (Ranzan et al., 2014). 
The knowledge generated in this way can be used to select relevant wavelength pairs 
for biomass monitoring in low-cost alternatives to 2D fluorescence spectroscopy. In 
these fluorometers (e.g., spectromex® ATFM200, Aquasant Messtechnik AG, 
Bubendorf, Switzerland), the number of LEDs (light emitting diodes) or excitation 
wavelengths, respectively, is technically and thus also economically limited. 
Furthermore, the relevant wavelength pairs for biomass prediction may vary between 
different cultivation strategies and organisms (Faassen and Hitzmann, 2015). The 
quantified knowledge, i.e., the rating on the importance of excitation wavelengths for 
biomass prediction, can help here in selecting the relevant LEDs. This in turn leads to 
more efficient process monitoring, as only what is really important is actually 
measured. 
In summary, the first building block contributes to the generation of knowledge by data-
driven tools. It further contributes to the challenge of variable selection, which is an 
important step of soft sensor development. Both together allow to reduce overfitting in 
model training and to develop more robust soft sensors. In addition, the knowledge 
obtained in this way is available in quantified form. Together with existing expert 
knowledge, it can become part of the manufacturing knowledge base required within 
the QbD framework. 
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The second building block serves to implement process knowledge in a 
hybrid model for a bioprocess with multiple process phases (third thesis 

publication, section 3.3, Brunner et al. (2020)). Process knowledge was implemented 
here at two levels of the soft sensor: first, in the phase detection algorithm; second, in 
the hybrid prediction model for biomass concentration. The transitions between the 
phases were determined automatically and the corresponding set of model coefficients 
was selected for the prediction model. The biomass soft sensor thus adapts to the 
individual process phases. 
The P. pastoris bioprocess studied consisted of three process phases with different 
substrate and thus different metabolism: batch phase on glycerol (biomass 
generation), transition phase without substrate, and fed-batch phase on methanol 
(product formation). The main task of the phase detection algorithm was to detect the 
end of the batch phase, i.e., the complete consumption of glycerol. The end of the 
transition phase, i.e., the beginning of the fed-batch phase, was predefined in the 
automation system and therefore did not have to be detected first. 
Two of the three triggers for detecting the complete consumption of glycerol were 

based on the trajectory of the off-gas CO2 concentration (absolute value ���� and first 

derivative ����� ��⁄ ). However, since sensor faults or minor process deviations can 
have a serious effect on the correct functioning of this trigger—especially in the case 

of ����� ��⁄ —a knowledge-based safeguard measure was implemented in the phase 

detection algorithm. For this purpose, the amount of base consumed �����  was 
implemented upstream of the two triggers mentioned. This trigger is based on 
knowledge of the stoichiometric relationship between the constant starting 

concentration of glycerol (�  = 40 g L–1) and the maximum amount of �����  when 
glycerol is fully consumed. While it was not possible to determine a precise value for 

the final amount of base consumed (����� = 540 ± 117 mL) due to the buffering effect 

of the medium, no extreme outliers were expected for �����  based on process 
experience. Implementing this knowledge makes the phase detection algorithm more 
robust to faults of the CO2 off-gas sensor. Alternatives to this hybrid of knowledge-
based and trajectory-based phase detection would be, for example, purely trajectory-
based or correlation-based methods of phase detection and division (Brunner et al., 
2021). Of the purely trajectory-based methods, for example, online variants of dynamic 
time warping (DTW), such as extrapolative time warping (Srinivasan and Qian, 2005, 
2007) or relaxed-greedy time warping (González-Martínez et al., 2011) might be 
suitable in this case. The aforementioned methods not only allow the phases to be 
detected and separated, but also compensate for variable process lengths. The same 
is true for correlation-based methods as presented by Lu et al. (2004). In this study, 
the correlation structure was represented by loading matrices of moving-window PCA 

or PLS submodels; the process phases were then determined via !-means clustering. 
Future research needs to investigate whether these methods can achieve similar 
robustness of phase detection as the described approach. 
Depending on the current process phase, different prediction models were trained 
(offline) and used to predict biomass concentration (online). Process knowledge was 
implemented into the soft sensor models via a carbon balance. In this carbon balance, 
the system boundary was the bioreactor system: carbon left the bioreactor only in the 
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form of CO2. In the fed-batch phase, the only carbon influx was in the form of methanol. 
The carbon in the bioreactor was either in the form of substrate (glycerol or methanol) 
or bound in the form of cell mass, extracellular protein (negligible), and acids (e.g., 
H2CO3). The latter could not be measured online. Since the information about the 
proportion of carbon bound in acids was missing (and not constant throughout the 
cultivation), the biomass concentration could not be directly inferred from the carbon 
balance. However, information about the formation of acids was available at least 

indirectly via �����, since the added base serves to correct the pH. Mechanistically 

linking the carbon balance to �����  was impracticable due to the aforementioned 
buffering effect of the medium. Therefore, the model output of the carbon balance was 

linked to the indirect information about the acid formation rate (�����) via MLR. The 
present hybrid model thus shows a serial structure of mechanistic (carbon balance) 
and data-driven (MLR) parts (Stosch et al., 2014; Solle et al., 2017). 
In summary, the second building block contributes to the implementation of process 
knowledge in an adaptive soft sensor. Process knowledge here not only enables 
biomass prediction via a serial hybrid model, but also makes the phase detection 
algorithm more robust. In addition, it was confirmed that bioprocess data that are often 
standard, such as off-gas CO2 and base consumption (Jenzsch et al., 2006; Grigs et 
al., 2021), have a value for biomass monitoring that should not be underestimated 
compared to more expensive spectrometer data. As with the first building block, the 
aim was again to develop a robust soft sensor with as little input data as possible. 

The third building block aims to detect sensor faults in bioprocesses with 
variable process lengths (fourth thesis publication, section 3.4, Brunner et al. 

(2019)). As mentioned, the validation of soft sensor inputs is a key challenge, as there 
are comparatively few approaches in literature, but the problem is ubiquitous. In 
bioprocesses, the validation of inputs, i.e., the detection of sensor faults, is further 
impeded because bioprocesses often vary in length and show time-variant behavior. 
In these cases, constant or purely time-dependent thresholds for sensor fault detection 
(Armaou and Demetriou, 2008) can lead to false-positive fault detections (false alarms) 
or concealment of faults. This means that variable process lengths add complexity to 
the problem of fault detection. In the presented study, the threshold as well as the 
whole fault detection algorithm were therefore designed to be dynamic, i.e., dependent 
on the current process section. The turbidity readings obtained during the batch phase 
of P. pastoris bioprocesses were used for the proof-of-concept. 

In addition to physical redundancy, there are generally three different approaches for 
the detection of sensor faults, all of which are based on information redundancy in the 
sensor network (Brunner et al., 2021): symptom signal methods, methods based on 
variable contribution in a MSPC model, and pattern recognition methods. In the here 
used symptom signal method, residuals (symptom signals) are formed between the 
original sensor reading and a prediction of the sensor reading. To increase resistance 
to outliers in the predictors and make fault detection more robust, distributions of 
original and predicted sensor readings were compared instead of single values. The 
distributions of the original readings were obtained using a moving-window approach. 
The distributions of the predictions were determined via the binary particle swarm 
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optimization (BPSO) algorithm. This algorithm selected the 25 best prediction models 
out of a pool of various PLSR-models for each process section (maximum number of 
possible model combinations: 1.51 × 1023) according to a cost function that was to be 
minimized. The cost function included the prediction error, the number of model inputs, 
and the number of latent variables of the PLSR models. This regularization approach 
penalized complex models—and thus the tendency to overfitting. The Kullback–Leibler 
divergence (Kullback and Leibler, 1951) between the distributions of the original and 
the predicted sensor readings indicated a sensor fault and was used to classify the 
sensor reading as reliable or faulty. The threshold for this classification was computed 
based on the changing confidence interval of the 25 predictions. A less accurate 
prediction resulted in a wider confidence interval and thus an increased threshold for 
fault detection. This dynamic design of the threshold allows false alarms to be 
prevented. 
As indicated, the distributions of the predictions for the turbidity sensor were 
determined for each process section. The current process sections, and thus the 
correct model pool for the BPSO search, were determined online using a separate 
maturity index model. This approach was taken to cope with the variable process 
lengths and the time-variant behavior of the batch process. Alternatives to compensate 
for variable process lengths via the here used indicator variable (maturity index) are 
DTW and curve registration techniques (Brunner et al., 2021). These alternatives offer 
advantages over indicator variable in case of multiphase processes, since the 
information about landmarks is utilized during data synchronization (Bigot, 2006; 

González‐Martínez et al., 2014). However, in the investigated batch process without 
prominent landmarks (peaks, etc.), these advantages would not have come into effect. 
Although the presented algorithm contains some strongly data-driven parts (e.g., 
automatic model selection via BPSO), it must be noted that a process expert still has 
to ensure that there are no significant sensor faults in all training datasets. In contrast, 
there are approaches where only one fault-free dataset is required to develop fault 
detection algorithms. It was shown by Guo and Nurre (1991) for a space shuttle engine 
that an ANN can be trained to detect sensor faults by using one process dataset to 
which artificial random Gaussian noise was applied. This pattern recognition method 
for detecting sensor faults can in principle also be applied to bioprocesses (data not 
shown), but further research is needed here. 
In summary, the third building block contributes to the reliability of, and thus confidence 
in, soft sensors for bioprocesses. Studies on the related topics of validation of soft 
sensor inputs and detection of sensor faults in bioprocesses are rare. Even fewer 
studies exist on the additional challenges of variable process lengths or time-variant 
process behavior (Huang et al., 2002; Krause et al., 2015). This study thus contributes 
to filling this gap in the field of soft sensor development. Moreover, it can be used as a 
starting point for another research objective: fault tolerance of soft sensors. 



Soft sensors for Pichia pastoris bioprocesses Discussion

 

79 

The three building blocks serve the main objective stated in the thesis 
outline (section 1.4): the provision of novel concepts to fill the gaps between 
uncertain process data and knowledge within soft sensor development. 

The broader view on these novel concepts allows for the following main conclusions. 
In the field of soft sensor development, there is no “Swiss Army knife” method that 
combines all the desired functions. The development of soft sensors tends to be more 
like the selection of suitable building blocks from a construction set. A wealth of 
different methods exists for each step of the soft sensor development workflow—some 
of which have been evaluated for bioprocesses, some of which have not. The first 
thesis publication (section 3.1, Brunner et al. (2021)) discusses the extent to which 
methods that address the challenges of variable process length, multiple process 
phases, and sensor faults can be applied to bioprocesses. From both this review and 
the third (section 3.3, Brunner et al. (2020)) and fourth (section 3.4, Brunner et al. 
(2019)) thesis publications, the following can be concluded: The availability of process 
knowledge influences the choice of the preprocessing and modeling method; the 
choice of the preprocessing and modeling method in turn influences the robustness 
and accuracy of the soft sensor. Against this background, it seems all the more 
important to have methods for generating process knowledge as a quasi by-product of 
soft sensor development (first thesis publication, section 3.2, Brunner et al. (2016)). 
The second main conclusion relates to the base of the DIK pyramid presented at the 
beginning of this thesis. The data used for process monitoring and as input to soft 
sensors are subject to uncertainties. Ignoring these uncertainties causes the accuracy 
of soft sensors to decrease if the inputs are erroneous ("garbage in, garbage out" 
principle). Besides ignoring, there are two possible strategies to deal with uncertainties 
in the input data. 
The first strategy is to detect the faults in the input data in order to generate an alarm 
in the process control or data management system. For this strategy, the building block 
described above was provided (fourth thesis publication, section 3.4, Brunner et al. 
(2019)). This alarm information or quality rating (e.g., reliable/faulty), respectively, can 
be attached to the sensor reading as metadata during signal transmission (e.g., via 
OPC UA, open platform communications unified architecture). In case an examination 
of these quality tags of the input data is implemented in the soft sensor algorithm, the 
output of the soft sensor can be provided with another quality tag. This can assist in 
deciding whether the soft sensor output is to be used as input to an inferential controller 
or for real time release (Mandenius and Gustavsson, 2015). 

The second strategy to deal with uncertainties in soft sensor input data is fault 
tolerance. A brief outlook on this so far almost unresearched area of soft sensor 
development is given in the following. 
Fault-tolerant soft sensors compensate for faults, as opposed to just detecting them. 
Thus, soft sensors as PAT tool would remain operational in case of faulty inputs. In the 
first thesis publication (section 3.1, Brunner et al. (2021)), two different approaches are 
described on how fault tolerance can be realized for soft sensors. In the first variant, 
sensor faults are first detected and then compensated for by reconstructing the faulty 
sensor reading (Huang et al., 2002). The soft sensor model remains unchanged, since 
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the fault is already corrected at the input layer. To implement this variant, the approach 
presented in the fourth thesis publication (section 3.4, Brunner et al. (2019)) would 
have to be supplemented by an algorithmic solution that manages the reconstruction 
of the faulty reading. In the second variant, the fault is compensated by the soft sensor 
model itself. Here, the faulty input layer remains unchanged, but the model adapts in 
a way that compensates for the fault. In Krause et al. (2015), fault tolerance was 
integrated into a soft sensor model via a regularization approach: model inputs that 
deviated significantly from the historical data were penalized during model building. 
The contribution of faulty inputs was drastically reduced; the resulting soft sensor 
prediction can thus be considered fault tolerant. 
Both approaches to fault tolerance of soft sensors have advantages and 
disadvantages. With the first variant (fault tolerance module at the inputs), the fault-
compensated process data can be used for any monitoring or control purposes, not 
just as an input to a soft sensor. With the second variant (fault tolerance integrated in 
the model), this positive side effect does not exist. However, it is assumed that the 
regularization of faulty model inputs is algorithmically less complex to implement than 
taking the detour via fault-compensated inputs. To provide a sound comparison of 
these two variants, much more studies are needed on fault-tolerant soft sensors—
especially in the field of bioprocesses with the aforementioned challenges. Although 
this thesis provides one building block for achieving the goal of fault-tolerant soft 
sensors, there is still a considerable need for research in this area. 

In summary, soft sensors offer many possibilities to link the domains of uncertain 
process data, information, and knowledge. By extending the core function of deriving 
information from data, soft sensors can be designed to be more reliable (validated 
model inputs and knowledge-based predictions) and even assist in knowledge 
generation. Soft sensors thus not only serve the goals of PAT in numerous ways 
(Mandenius and Gustavsson, 2015), but also assist in building up and utilizing the 
manufacturing knowledge base required in QbD environments.
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