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Abstract

This book is the product of a one-semester course called Seminar Machine In-
telligence which was held in the winter term 21/22 at the Technical University
Munich. The purpose of the course was to study the intersection between Ma-
chine Intelligence and 6G telecommunication technology and outline possible
future trends in this domain.

Nowadays, not only researchers are enthusiastic about the topic of machine
intelligence but also a widespread public. More and more longstanding prob-
lems in manifold areas such as natural language and computer vision become
tractable, it is evident that machine intelligence as technology will play a crucial
role in society, industry, and the environment in the foreseeable future. As we
shall expect major changes, we asked ourselves the question: ”To what extent
do a higher data availability, larger data throughput, and an increased diversity
of connected devices affect the future of machine intelligence?”

The students participating in the seminar tried to discuss exactly this ques-
tion in the winter term 21/22. The students examined the status quo of machine
learning methods in the context of 6G and give insights into fields such as feder-
ated learning and generalization as well as their applications and the impact on
the industry. Current trends are analyzed and projected into the future, which
targets the question of how machine intelligence will be affected by the future
of 6G.
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Foreword

by Klaus Diepold

Dear Reader,

welcome to the Proceedings of the Seminar on Machine Intelligence Winter
21/22 edition.

These days the academic community spends significant amount of energy dis-
cussing innovations in teaching and learning. In particular, the advent of digital
tools causes a frenzy about the introduction of digital innovations in teaching.
Such digital innovations include video based teaching materials aka MOOCs
(massive open online courses), various concepts for ’inverted classrooms’, the
use of tablets, clickers, online voting and feedback and other computer-based
tools as well as using all sorts of digital media and much more.

I am all for experimenting with new formats of teaching, and a reasonable
use of digital tools can be helpful and even inspiring at times. Any new way of
teaching, be it digitally supported or based on less technically demanding meth-
ods and tools shall be evaluated if they actually help students to earn a better
education. This last question taken by itself is already a challenge, because we
lack reliable methods to measure the success of education and hence we have
a hard time to distinguish between good and better. Looking at examination
results is certainly not enough, just as much as student evaluations are seldom
more than an assessment of the students’ well-being. These methods are prone
to all sorts of secondary effects rendering the results close to useless.

One measure of success that I regard as rather reliable and instructive is
to what extend I succeed in activating the students in a class. By activation
I mean that students are actually going out on their own acquiring facts and
knowledge, digesting and actively discussing the material they found among
themselves, without me telling them exactly what they are supposed to be
doing. This way they create new knowledge and experiences. And that I would
declare a successful education.

The book you hold in hands is the result of one of my educational exper-
iments. The students were set up to collect, acquire, digest and produce new
knowledge for themselves. I dearly hope that this seminar also serves for the
students as a preparation for choosing a topic for their final project before con-
cluding their Master’s degree at TUM. The knowledge students gain this way
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may not be new to the world or to the scientific community, but it is new to
the students and it is active in their minds by virtue of the process they went
through. Besides the new knowledge they pick up, they also gain experience
in the process of collecting and digesting information, being critical and con-
structive as well as experiencing the power of communication and intellectual
exchange with their peers and hence turning information into knowledge.

One aspect that I find instructive to measure the success of this course
format is the amount of effort and time students invest in the course voluntarily,
without me, the instructor, urging or requiring them to work harder. They just
do it, because they feel inspired and because they are curious. Funny enough,
this extra engagement on the students side earned me an exhorting message
from my Dean of Study, who felt that our students were overly burdened by
the course. This exhortation was the result of the students’ course evaluation,
where students indicated that they’ve worked many more hours than accounted
for the by the assigned credits. However, the students also acknowledged that
they loved the course in spite of the long hours. To me, this is a strong indicator
that we did something right. I am exuberantly happy about the outcome of
the course, which is exactly this book and I am proud of the students who
proved very convincingly that they are maturing academically and that they can
create interesting research-related output way beyond reproducing the content
of lecture notes.

In spite of this somewhat personally felt success, I still had to promise to
the Dean of Study that next year we will return to a format with reduced work
load. I am not sure if the students can keep up to this promise if I succeed
to fire them up to a similar amount, possible with one of my next educational
experiments.

Munich, March 2022
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Chapter 1

Introduction

by
Sven Gronauer,

Mohamed Ali Tnani,
Micheal Zwick,

and Klaus Diepold

In this introduction chapter, we provide background information about the
genesis of this book, why it exists, how it was conceived and how it was finally
produced. This account shall also serve to communicate the didactical concept
underlying the process that eventually produced the book.

The content of this book represents a snapshot of current thinking about
the application of machine intelligence in the domain of telecommunication. As
the level of the fifth generation (5G) of telecommunication is steadily advancing,
research already focuses on the next level of telecommunication technology: 6G.
A plethora of new use cases can be expected due to new technical milestones such
as 1 Tb/s peak data rate, 1 ms end-to-end latency and up to 20 years of battery
life. The instantaneous availability of data creates a natural playground for
artificial intelligence and applications thereof. The role of machine intelligence
in the context of 6G and its future perspective is investigated by students who
are just about to enter the world of science.

This book is the result of the one-semester Seminar Machine Intelligence.
The seminar is a course in the curriculum of the Master of Science in Electrical
and Computer Engineering, which is offered by the Faculty of Electrical and
Computer Engineering of the Technical University of Munich (TUM). The sem-
inar consists mainly of weekly meetings for 2 hours to discuss and work on the
subject. The work is organized as group discussions and team work. Students
have to read, write, review and present their findings on a weekly basis. To
this end, new digital e-learning tools and methods were employed along with
discussion styles such as world-cafe or speed-dating discussions and other styles
of organized communication. Students do presentations as Pecha Kuchas, a spe-
cific presentation format that consists of 20 slides, each shown for 20 seconds.
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That makes every presentation to last just 6 minutes and 40 seconds. This
format facilitate for highly focused and condensed presentation sessions, while
also creating a spontaneous and fun atmosphere. It is tough to be boring under
such conditions, and if a presenter is boring, it is quickly over. Throughout
the seminar participating students should learn fundamental aspects of scien-
tific research along with honing their skills in oral and written communication
in a scientific or technical field. The intention for the students in the course
is to develop ideas and paths for future research in the field leading towards
insights and methods necessary to design and implement intelligent machines
in the broader sense of the word.

The seminar in total was structured in three major stages, which we elabo-
rate a bit here.

1st Stage: Individual Reading, Writing, Reviewing, Discussing Dur-
ing the first stage the seminar started out with all students jointly reading a set
of fundamental papers or book to set the stage and provide for a shared basis and
reference for future discussions. Between subsequent meetings students agreed
on a set of chapters to read until the next meeting. Students were also asked
to reflect on their reading by writing short essays along some high-level guiding
questions. Each of the students’ essay had the size of 5000 characters (incl.
spaces). The students uploaded their essays before the next meeting using the
e-learning platform Moodle. Furthermore, students were randomly assigned es-
says of their fellow students to read and review. During this stage, the students
discussed the content of the book during the weekly meetings, using various
forms of discussion, such as world cafe, speed dating discussions, fishbowl dis-
cussions, cocktail party discussion. This form of reading, writing, reviewing
and discussing generated a shared domain of knowledge to facilitate the later
stages in the process. It also conveyed fundamental information about the field
of study on intelligent systems as well as some facts on telecommunications and
its sixth generation. This first stage took about 4 weeks.

2nd Stage: Team - Researching, Presenting, Discussing The second
stage started with a workshop where the students tried to identify major fields
of science and technology, which were considered essential to push the topic of
machine intelligent and its connection to telecommunications into the future.
By the end of the workshop, the student agreed on a list containing the dom-
inating fields and domains. Subsequently, students could assign themselves to
one of these items on the list to further study the field in more detail. During
the next five weeks, the teams of students researched their chosen field compil-
ing information about the state of the art and the major trends. During the
weekly contact hours one student per team delivered a Pecha Kucha presen-
tation, highlighting the group’s findings during the past week for all others to
understand and participate. The presentations were followed by discussions on
open points. The one purpose of the presentations is to disseminate the essence
of the information collected over the past week to the fellow students. Another
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objective is to sharpen the sense of the presenters to think about their target
audience and to tailor the amount and the level of detail of the presentations
to match the expectation of their target audience.

3rd Stage: Projecting - Writing - Reviewing The book is written by
students mainly for students. It does not claim to contain and communicate
ultimate truths, but rather tries to project current facts and trends into future
directions of research based on a intense investigation of trends and possibilities.
The book may prove to be a helpful tool to orient students interested in the
study and the development of intelligent systems, AI, machine learning and
so on as a basis to narrow down on a topic for their Master thesis projects
or even beyond. Not least of it, the book may also display interesting ideas
and anticipations, which may be helpful even for more seasoned researchers to
communicate with young people and transmit the excitement for science and
research on intelligent systems using a language and level that students can
digest and appreciate.

We hope, you the reader, will find inspiration in the chapters and the ma-
terial to further lead the discussion about practical uses of machine intelligence
to tackle serious societal challenges. If you have any remarks on this book, our
process or the course itself, we would love to hear from you.
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Chapter 2

6G and Machine Learning
for Industry

Djajapermana, Mikhael
Haberhauer, Valentin
Ploch, Noah
Ruano Martinez, Roberto
Tizaoui, Tejennour
Zhao, Ziqing
Zhou, Xiaoming

Abstract

6G and Machine Learning (ML) are two important pillars supporting the devel-
opment of many technology trends in the industry. The exponentially growing
number of devices will require 6G networks for more efficient and reliable data
exchanges. In addition, intelligent data processing, supported by machine learn-
ing, will provide new insights for improved industry practices. The industry of
the future will be shaped by the integration of multiple technology trends. This
report focuses on four industry trends that are expected to emerge or be en-
hanced by the combined use of 6G and ML: Edge Computing, Collaborative
Robots, Digital Twins, and Augmented and Virtual Reality. We start the anal-
ysis with the key facts about each trend and then proceed to analyse each trend
in terms of its key drivers, challenges and overall impact on the industry. Fi-
nally, we compare these four trends and assess their relationship to each other.
For this purpose, we use a driver matrix with the features’ uncertainty and po-
tential impact. Based on its maturity and its role in enabling and extending
existing technologies, we concluded that Edge Computing will have the greatest
impact and the least uncertainty in terms of its applicability in the industry.
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2.1 Introduction

The advances of 6G and Machine Learning (ML) are a major force propelling
the industry forward. 6G network is expected to deliver ultra-low latency, high
reliability, and high energy efficiency to serve the exponentially growing number
of devices. The exponential data growth, when combined with machine learning
processing capabilities, provides new insights for improved industry practices
and enables the deployment of various new technologies. The development of
the future industry will be shaped by the integration and combination of several
technology trends.

The future industry will be equipped with a high number of sensors that
collect data and provide crucial information. Edge Computing is the enabling
infrastructure for the Industrial Internet of Things (IIoT) consisting of sensor-
equipped smart devices.

Furthermore, modern production requires the execution of complex multi-
stage physical tasks. Collaborative robots (Cobots) are designed to operate
collaboratively with humans while adapting to changing environments. This
collaboration will increase productivity and efficiency.

Another key concept for the future industry is digital transformation, which
is achieved through the integration of existing manufacturing systems with vir-
tual simulation. Digital Twin monitors the real-time status of an object to
transform the physical object in its digitized form. The Digital Twin can be
used to track performance within the industry, simulate scenarios, and predict
failures.

Finally, innovative interfaces are necessary to allow effective human-machine
interaction. Virtual Reality (VR) and Augmented Reality (AR) provides users
with an intuitive way of machine interaction through gesture control and tactile
feedback.

2.2 Trends

In this section, each of the four trends named in Section 2.1 is presented in more
detail and corresponding key drivers, challenges and the resulting impact are
analyzed.

2.2.1 Edge Computing

In the near future, one can clearly foresee that industrial production will be
awash in an ocean of data. As it becomes increasingly intelligent, there is an
urgent need to collect and process large amounts of data from sensors and IoT
devices in real-time. Traditional methods such as centralized data centres have
shown their limitations in network latency, cost of network bandwidth and data
storage, security, and compliance issues [1]. Hence, computing in the cloud
no longer fits the extremely tremendously growing data traffic. This leads to
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Figure 2.1: An Edge Computing architecture, which consist of three levels:
device level, edge level and central level. Three architectual deployment models
for 6G networks include cloud computing, Edge Computing and multi access
Edge Computing.

the emergence of edge infrastructure which can pre-process and interpret data
on-device rather than sending data to the cloud.

According to Karim Arabi’s definition [2], Edge Computing can be broadly
seen as all computing outside the cloud, which happens frequently at the edge
of the network, and more specifically in applications where real-time process-
ing of data is required. In other words, Edge Computing moves some of the
storage and computing resources out of the central data centre and closer to
the data source itself. Only the results of the Edge Computing work, such
as real-time business insights, equipment maintenance predictions, or other ac-
tionable answers, are sent back to the main data centre for review and other
human-computer interaction [3].

Edge Computing is also one of the key driving forces of enabling the 6G
network, as the traditional cloud computing architecture can hardly meet the
ultra-low latency as the 6G network would commit. The inherited longer dis-
tance from the end-users makes cloud computing have a higher delay, and Edge
Computing can overcome this by bringing computing and storage capabilities
closer to the end-users [4]. It can be predicted that the evolution of telecom in-
frastructures towards 6G will consider highly distributed Artificial Intelligence
(AI), moving the intelligence from the central cloud to Edge Computing re-
sources [5].

Facts

• The total amount of data created, captured, copied, and consumed glob-
ally is reaching 79 Zettabytes (ZB) in 2021 [6], while the data centre IP
traffic is only 20.6 ZB [7]. By the year 2025, the global data sphere will
reach 175 ZB, with over 90ZB of data created in IoT devices [6].
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• There will be more than 6 billion consumers, or 75% of the world’s pop-
ulation, interacting with data every day by 2025. Each connected person
will have at least one data interaction every 18 seconds [6].

• More than 150 billion devices will be connected across the globe by 2025,
most of which will be creating data in real-time. In 3 years over 6 billion
devices will be connected to the Edge Computing solution [6].

• By the year 2028, cumulative capital expenditures of up to 800 billion
USD will be spent on new and replacement IT server equipment and Edge
Computing facilities [7].

• The potential economic impact of IoT in the factories set could be from
3.9 trillion to 11.1 trillion USD per year in 2025 [8].

Key Drivers

• Average prices for IoT sensors decrease from 0.70 USD in 2014 to 0.38
USD in 2020 [9], which makes it cheap enough to support broad industrial
applications.

• Over the last two decades, microprocessors’ computational power has im-
proved, doubling every three years [9]. The emergence of more powerful
edge devices allows for better-distributing computing, processing and stor-
age tasks, enabling the usage of a large amount of sensor data.

• 6G provides new protocols such as end-to-end application protocol to make
use of edge infrastructure [10].

• 6G utilizes much broader frequency bands, including sub-terahertz and
terahertz (THz) bands as well as visible light communication (VLC) [11],
which help IoT systems to maintain with ultra-high data rate and extraor-
dinarily low latency.

• The space-air-terrestrial-sea integrated (SATSI) network architecture and
the ultra-massive MIMO communication in 6G will provide sufficient net-
work capabilities, enabling flexible and efficient connection of trillion-level
edge devices in multiple domains [11].

• Network and cloud service providers are facing an unprecedented challenge
to meet the demand of end-users during the COVID-19 pandemic [12].

• Investment in Edge Computing is still in its preliminary stages. ‘Edge
Computing’ CPC (cost per click) levels are around 70% lower than for
‘Cloud Computing’ – at 3.94 USD versus 12.98 USD [13].
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Challenges

• Edge Computing lack standard protocols. IoT systems may have unique
programming platforms and frameworks [14], which add difficulty for in-
teroperability between different systems.

• With limited storage, computation, and communication resources in the
wireless edge networks, deploying an edge AI system causes a significant
scalability issue in terms of latency, energy, and accuracy [15].

• When integrating smart networks into a 6G base station, the robustness
of the Edge Computing servers are not yet ensured [16]. The integration
between edge devices could affect the availability of the mobile network.

• Integration of Edge Computing and other communication systems raises
many challenges about the security and privacy of users and organizations.
Its emergence increases the security threats of cyber-attack due to the
weak computation power, attack unawareness and heterogeneous OS and
protocols [17].

Impact

Edge Computing architecture could have great benefits in many industries.
These benefits do not solely come to a few network and computing-based indus-
tries, but to the vast majority of industries that utilize cloud infrastructures,
such as logistics, agriculture, healthcare, manufacturing, oil and gas, retail, and
services. For manufacturing, Edge Computing can be used for smart sensing,
machine vision, or predictive maintenance [18]; for transportation, it enables
the automated vehicles to process the visuals on-device, without data offload-
ing [19]; for retail, it can help predict the interest of customers and enhance the
user experience [20].

However, it does not mean that cloud computing is coming to an end, as
cloud computing complements Edge Computing in many ways. Combining on-
premises Edge Computing infrastructure with private clouds or public clouds
may be a “best-of-both-worlds” solution to reap the benefits and advantages of
both [21].

2.2.2 Collaborative Robots (Cobots)

6G wireless network technology will have a great impact on how industries use
robots. Having a high bandwidth, highly reliable wireless connection will allow
a shift from pre-programmed fenced-off robots that perform only a single task
to flexible and safe to be around collaborative robots (cobots).

In the past robots revolutionized manufacturing by freeing humans from re-
dundant and dangerous tasks. The concept of cobots however focuses on inter-
acting intelligently with both humans and their environment. Cobots will share
the same workspace with human operators without the need for any protective
devices. Human workers are great at adjusting to changing situations whereas
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Figure 2.2: Illustration of the difference between traditional robot automation
(top half) and cobots (bottom half).

robots are perfect for executing redundant tasks. Combining both entities’ ad-
vantages of both of them allows the fulfilment of requirements of upcoming
Industry 5.0 where flexibility and efficiency are key performance indicators.

The concept of cobots is further strengthened by taking advantage of Ma-
chine Learning and Edge Computing. While Machine Learning allows for pre-
dicting movements of humans and general object recognition, Edge Computing
reduces communication overhead and lowers computing latency. This allows
for faster reaction times and therefore increases safety without taking a perfor-
mance hit. Both aspects can also be used to interact with other robots and
cobots and split tasks up to multiple cobots which can increase efficiency [22].

Facts

• The market size for cobots grew by more than 10 times from 2016 to 2021
to an estimated total of 1.2 billion USD and is expected to surpass the
10 billion USD mark by 2027 [23, 24]. Another research group predicts
a smaller but still impressive annual growth rate of more than 12% from
2020 to 2030 [25].

• Cobots are beneficial for many different applications in a wide variety
of fields. These fields include automotive manufacturing, general order
picking and packaging [26, 27] but also reach from logistics in hospitals to
a helper during surgical procedures [28].
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• Generally cobots are way smaller than traditional robots and are light
enough to be moved by a single human operator [29]. Combined with
reduced operating complexity and no need for a safety barrier cobots allow
for a rapid change in the production environment [30].

• Robots are very efficient for repetitive actions and reliable outcomes but
not every task is (financially) viable for automation [29]. In these cases
close interaction between cobots and humans to solve complex and quickly
changing tasks is beneficial.

• Although the concept of cobots has been around for many years, dating
back to the last century, industries only accept them at a slow rate. Fur-
ther development in safety and efficient task splitting between robots have
been identified as a necessity [31].

Key Drivers

• Advances of AI will allow the robots to interact intelligently with their
environment and learn from it and human colleagues, [30]. In addition, we
are preparing for the introduction of the next generation communication
network (6G). 6G promises lower latency and high reliability. These two
technological foundations could enable cobots to learn online. They will
also help to increase the accuracy and efficiency of the system [32].

• The use of cobots can improve productivity and flexibility. In addition,
cobots do not require safety devices or gates, which leads to savings in the
cost of safety equipment [33, 27].

• Future production lines will have to focus on highly customizable products
to keep up with Industry 5.0. Traditional robots are not flexible enough
to aid in the production of customizable products [27]. Cobots on the
other hand can be easily reprogrammed and adjusted to the new product
design.

• Robots are great in fulfilling repetitive tasks and cobots therefore can
reduce the strain on human workers by offloading certain tasks. Further-
more, the health of workers can be protected by using cobots for handling
dangerous operations [33, 34]. This makes cobots a great tool to improve
ergonomics for many human workers and thereby fulfil the principles of
Industry 5.0.

• Cobots can be programmed and reconfigured by workers with minimal
training which enables quick changes in the production environment [35].
This maintains high efficiency while offering more flexibility than conven-
tional robots.
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Challenges

• The need for extreme performance [36]. Cobots need to be able to pro-
cess large amounts of data and make decisions in (close to) real-time to
sustain new applications. At present, however, there is not yet sufficient
computing and communication performance and storage capacity to meet
these requirements [32].

• Cobots have to be safe enough to directly interact with humans [32].
Therefore, cobots have to include safety measures that include slower
movements and limitations in available power and force [33, 37, 29], which
yet can put them at a disadvantage to traditional robots. A way to guar-
antee safety without restraining the abilities of the cobot is still an ongoing
research.

• Human workers have not fully accepted cobots yet. Futhermore, Cobots
not only have to be safe but human operators also have to perceive them
as being safe. Humans have to accept the interactions with the cobots
and realize that they won’t be replaced by them [38].

• Cobots should be able to adjust their behaviours according to different
workers’ behaviours, such that ergonomics can be improved and possible
accidents can be reduced [39]. A process still needs to be put in place to
enable cobots to recognise different work styles and identify workers.

Impact

Cobots are designed to work in close proximity to humans [32]. The use of
cobots will have an impact on many areas. First and foremost it will impact the
manufacturing landscape by enhancing the flexibility of production lines and
improving product quality and customizability of products [40]. In addition,
cobots have an overall lower initial cost and a faster return on investment [27]
which makes cobots a viable solution even for small and mid-scale businesses.
Instead of developing complex machines and processes that consume even more
resources, cobots will help use existing capabilities intelligently, as cobots can
communicate with every entity on the production floor [22].

On the other hand, it will have an impact on both society and the environ-
ment. By building an interactive environment for humans and robots, complex
tasks can be completed more sustainably. Furthermore the ease of use of cobots
reduces the need for specially trained robot operators therefore enabling every
production worker to take advantage of automation which can reduce strain on
the humans. On a societal level, cobots will further enhance the automation
of processes in the industry, which will free workers from redundant manual
tasks and reduce labour costs [27]. We also expect that sensory safety measures
in cobots will be used in traditional robots and thereby reducing the required
footprint for safety fences.
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2.2.3 Digital Twins

Nowadays, the pace at which the industry needs to deliver new, reliable and so-
phisticated products and the level of flexibility in design required by customers
is increasing. However, there is still one major setback that many companies
have to deal with which is the long production and product design time due
to unexpected problems that can come once the hardware and the physical de-
vices are tested. Therefore, digitalization technologies promising more efficient,
less error-prone and more flexible production are of high interest for industrial
companies. The Digital Twin (DT) represents one of these technologies and
explores the opportunity of Digital-Product Definition (DPD) and Digital Man-
ufacturing. Although its meaning has not been completely unified, a compelling
definition is the one proposed by Cunbo et al., who define it as an integrated
multi-physics, multi-scale, super-realistic, dynamic probability simulation model
that can be used to simulate, diagnose, predict, and control the realization pro-
cess of physical entities of products in real environments [41].

The DT concept first appeared in 2003 as part of a Life Cycle Management
course [42], and now it is being explored to be used in the automotive, aircraft
and spacecraft industry, but also healthcare, energy (smart cities) and in gen-
eral in the manufacturing industry, shortening the production time to deliver
a product and accelerating innovation. Some of the DT enabling technologies
include cloud computing, IoT and IIoT (Industrial Internet of Things), Edge
Computing, 5G technologies and Artificial Intelligence (AI) [43, 44].

The big role these technologies play in the realization of a DT can be ap-
preciated in Figure 2.3, which shows the working principle of an exemplary DT
with the bi-directional data flow. This means, the DT receives real-time data
from the physical objects connected to it, but can also influence the physical
workflow, depending on the tasks it was designed for. The DT is embedded in
a cloud to guarantee quick remote access, e.g. through an online human user
interface, and sufficient computing power for running models, e.g., for predictive
maintenance. The middle layer captures the local infrastructure needed to run
a DT, which consists of an IoT framework capable of collecting data and (if
needed) sending commands to the physical objects.

Facts

• The interest of the industry for DT technology lies in the increase in com-
petitiveness, productivity and efficiency by improved production planning
and control, maintenance and layout planning [45].

• The market for DT technology in the US is currently at 3.1 billion USD
with a prospective growth of up to 48.2 billion USD in 2026 [46].

• Most applications of DT technology are found in manufacturing, but there
is an increasing interest from healthcare and for smart cities [47].

• Automotive and transport industries held the largest market share in the
DT market in 2019 [46].
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Figure 2.3: Working principle of a Digital Twin. The edge devices and IoT
framework collect data from physical objects and pass them to the DT envi-
ronment, which is embedded in the cloud. Depending on the twin’s purpose,
different actions can be performed, e.g., control sequences are passed to the
physical objects after data analysis.

• Currently, research regarding the DT is still in its beginnings and the
concept and types of twins are about to be standardized [45].

• Some of the main efforts in healthcare include creating Digital Twins of
human organs or the human as a whole, e.g., to increase the efficacy of
treatments [48, 43].

Key Drivers

• IIoT and IoT are key enablers of DT technology [43]. The number of
applications of IoT and IIoT is growing incredibly fast, with more than
50 billion devices connected to the IIoT by 2025 [49].

• AI and ML have been successfully used to analyze large amounts of data
yielding patterns and results hidden in data. DTs profit from this tech-
nology to cope with the physical system data and provide useful insights,
e.g., by predictive maintenance [43].

• Large multinational software and automation companies have started de-
veloping integrated solutions to implement DT technology in their prod-
ucts, such as ”Mindsphere” by Siemens [43, 50], offering access to Digital
Twins to their great amount of customers.

• High connectivity with real-time communication and low latency is key
for a DT to work. 5G is the first standard to offer the speed and latency
needed for DT implementations [44] and 6G with higher data rates, higher
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connectivity, higher reliability and lower latency [51] will push the use of
DTs further forward.

• The COVID-19 pandemic has become a strong driver of industry digital-
ization and thus use of DT technology [46].

Challenges

• The expectations lying on DTs and its enabling technologies such as data
analytics and AI can quickly create frustration if promised results and cost
savings are not directly appreciable [43].

• The required IT infrastructure, physical modelling and software develop-
ment to produce an accurate replica of the physical system and achieve
synchronization between digital and physical manufacturing is a big chal-
lenge and multidisciplinary effort. Therefore, the costs to implement it
are elevated [52, 42].

• In the medical sector, DTs will still need a long legal process and a world-
wide effort to effectively develop more efficient twins [48].

• Since DTs will be used more and more in safety-critical applications, the
need to ensure secure archival and retrieval of data through advanced
cryptography methods is crucial. There is already research proposing
blockchain as a tool to provide maximum security, traceability and trans-
parency [53].

• DT orchestration will be part of the main challenges when several virtual
models need to work together to simulate a physical environment (e.g the
systems inside a car). This will require a high effort at selecting the right
frameworks, tooling and modelling [54].

Impact

Digital Twins are at the heart of the digital transformation of industry. They
represent the ultimate, bi-directional connection of a physical object or process
and a simulation of it, thus opening doors to data-driven production control,
predictive maintenance and efficient product redesign [50], among others. These
advantages lead to increased efficiency and productivity and a much shorter
product design process for the companies using them, resulting in a quickly
growing interest of the industry for this technology.

On the other hand, the accessibility to Digital Twins will also become better
due to the consolidation and spread of its key enabling technologies, which
most importantly are cloud computing, artificial intelligence/machine learning
and IoT/IIoT. Furthermore, Digital Twins will pave the way to the industrial
application of augmented and virtual reality due to its very own purpose of
making physical objects virtually accessible, for instance, an ice cream machine
as demonstrated by Karadeniz et al [55]. In addition, the COVID-19 pandemic



18 CHAPTER 2. 6G AND MACHINE LEARNING FOR INDUSTRY

Figure 2.4: Illustration of Augmented Reality and Virtual Reality. In Aug-
mented Reality, virtual objects are overlaid in a real world environment. Virtual
Reality immerse the users in a fully digital environments.

has made many companies aware of the advantage of remote availability of
digital-twin-enhanced industry [46].

Digital Twins will be a key component of the digital transformation of indus-
try in the area of process automation and virtualization. Taking into account
the current pandemic situation, the demand will be even increased due to the
added value of remote accessibility [49].

2.2.4 Augmented Reality and Virtual Reality

The term augmented reality (AR) refers to a physical environment whose el-
ements are enhanced and supported by virtual input. On the other hand, a
virtual reality (VR) is a simulated virtual environment that simulates a physi-
cal environment [56].

After attracting huge attention in the gaming industry (e.g. Pokémon Go),
AR and VR are rapidly extending into other industries. A perfect illustration
of this is the healthcare sector, where AR/VR usage has been experiencing the
most change since the COVID-19 pandemic [57]. The increasing use of AR and
VR are thanks to the emergence of wearable gadgets such as the Oculus Rift
and Microsoft HoloLens.

In the industry, AR and VR can be utilized as a visualization tool to reduce
miscommunication and improve spatial perception during design processes [58].
Because of its immersion capabilities, virtual environments can also be used for
work training, minimizing risk when working in dangerous areas [59].

Facts

• Successful applications of AR and VR can be found in many industries,
such as retail [60], education [61], healthcare [62] and production and
maintenance [63].

• Worldwide spending on AR/VR is forecast to rise from $12.0 billion in
2020 to $72.8 billion in 2024. The five-year compound annual growth rate
(CAGR) for AR/VR spending will be 54.0% [64].



2.2. TRENDS 19

• The global AR/VR market in the healthcare industry is expected to grow
and reach $10.82 billion by 2025, representing a compound annual growth
rate of 36.1% [65].

• Big Tech companies invest in AR and VR: Google with ARCore, Microsoft
with Hololens, Meta with Oculus, and Apple with Akonia Holographics.

Key Drivers

• Improved computer vision algorithms to deliver more reliable and immer-
sive experiences.

• Advanced sensing technologies to provide a responsive and intuitive inter-
face through gestures, emotions and gazes [66].

• 6G will provide higher speed and volume of the broadband network, which
enables more complex AR applications [67].

• AR systems require a powerful CPU and considerable amount of RAM
to process camera images. With the rise of smart-phones technology, a
lighter and more sophisticated AR system can be developed [68].

• New holographic technologies and smart contact lenses are being devel-
oped, resulting in better integration of AR into industry workflows [69].

Challenges

• Lack of feasibility studies examining the actual cost of implementation
versus an increase in profit [56].

• The industry is still in the early stages for content [57]. Developers should
produce more interactive and immersive content.

• User experience is the top barrier to greater adoption of AR and VR [57].
For example, some people might experience motion sickness when using
VR [70].

• High-quality VR graphics needs large computational power which is chal-
lenging in mobile devices [71].

• Some applications require devices to be durable, but this has not been a
focus of AR/VR research thus far.

Impact

VR and AR have the potential to enhance current safety training programs and
workers’ hazard recognition abilities [59]. They also provide easier access to
information for the on-site employees, resulting in increased productivity. As a
visualization tool, VR can provide better spatial perception than conventional
2D screens, which helps to decrease the number of errors in the design process
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Figure 2.5: Driver matrix. EC stands for Edge Computing, DT for Digital
Twin, CB for Cobots, and AR/VR for Augmented and Virtual Reality.

[58]. AR can enhance shopping experiences by providing visually appealing
information and assisting potential buyers in better understanding what is being
offered [72]. Furthermore, VR has been found to be effective in obtaining user
feedback, which serves to increase end-user satisfaction and design [73].

2.3 Conclusion

Within the topic of 6G and ML for industry, the four trends presented cover
a wide range of applications that are already being implemented or will be
realized in the upcoming years in the industry. However, the question of how
these trends relate and compare to each other is also of high interest. The driver
matrix shown in Figure 5.5 depicts our assessment of that question by arranging
the trends in terms of uncertainty and impact.

The analysis of Edge Computing revealed the maturity of this trend and the
high impact it is having, as it is a necessary step towards a digital industry.
This positions it in the top left corner. The small uncertainty we see regarding
the future of this trend arises from some of the challenges identified, such as
the need for standardization, but they are more a matter of time to us than a
threat to the trend itself.

With slightly less impact and some more uncertainty, the digital twin follows
Edge Computing as a technology strongly dependent on the latter. DT tech-
nology requires an industrial environment with high digital integration, such
as implemented hardware for data collection and device control, thus resulting
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in higher uncertainty. On the other hand, DT technology is key to the dig-
ital transformation of industry by definition and will therefore be a strongly
impacting trend.

We assess cobots to have a similar impact as DT technology, but with a
higher uncertainty due to safety and performance issues. Reaching the same
performance as current industrial robots, but also fulfilling safety requirements
applying to collaborative work with humans is a big challenge this trend faces.
Nevertheless, once this challenge is overcome, applications, such as flexible man-
ufacturing, are very promising.

Augmented and virtual reality have the least advantageous rating when com-
pared to the other trends. This is due to the dependence of this technology on
all other trends in differing ways and depending on the application, such as
serving as an interface to a cobot, as the visualization tool of a digital twin or
as an enhanced human-machine interface for an Edge Computing network. We
assess this dependence to significantly condition the uncertainty of this trend
and also its impact in the industry, since it is not mandatory for a digitalized
industry but offers significant advantages once implemented, such as visually
appealing training for future machine supervisors.

Looking at the big picture, these four trends will shape the digitalization of
industry and play a major role in the next years. The current and projected
market size of these trends and the promising answers they offer to pressing
industry problems are strong indicators of their importance and the impact
they will have.
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Abstract

Since the world is becoming more connected, Internet users are subconsciously
feeding the network with a tremendous amount of data. Meanwhile, many re-
searchers and institutions are concerned and calling for more protection of sen-
sitive data circulating in the network. For instance, the traditional centralized
approach for training Artificial Intelligence (AI) models faces major challenges
related to efficiency and security. On one side modern communication industry
is looking for way to process and distribute sensitive data across the network,
on the other hand maintaining a high level of security and data streaming is
also essential to achieve our goal. Lately, a new Machine Learning (ML) dis-
tributed approach is considered to be a promising solution to empower and
integrate safely AI in 6G, which is Federated Learning (FL). FL is a distributed
AI approach that provides data, solution functions, and training models in het-
erogeneous and large-scale networks. In this report, we start with some facts
about effective communication in federated learning. Then, we give four trends
as a vision of how FL will impact the future network with respect to sensitive
data. We review some methods for ensuring fairness and addressing sources of
bias. Next, we use the healthcare system as a source of sensitive data and see
how it is represented in data-driven models. Finally, we see how the costs of
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security and privacy attacks on FL and centralized learning differ.

3.1 Introduction

Since internet and connected devices became more affordable and accessible, the
usage of smartphones and the number of systems integrated with sensors has
grown exponentially. As a result, a tremendous amount of data is daily gener-
ated. This phenomenon represents a big opportunity to solve many problems
and cases. However, it is challenging to manipulate this large datasets in terms
of efficiency and security. Therefore, researchers are currently on the run to find
a new alternative to 5G: eventually 6G. For instance, 6G will be supported by
a new era of AI: a new framework, in which the human intelligence is embed-
ded inside the network. The integration of ML across wireless communication
systems is appealing since the already existing ML models are working only
on large scale centralized environment. The main problem in these systems is
that the data rates of each single node are relatively identical, which does not
allow us to adapt to the need of each user in the new wireless networks. Due
to the delay constraints, limited bandwidths and poor network reliability, the
centralized ML systems are not capable of supporting these new applications.
In addition, data privacy and confidentiality in the centralized ML Systems is
not guaranteed. Especially towards sensitive data such as social security num-
bers, health information, bank accounts, private images and locations etc. As
many researchers and institutions [1] are calling for regulations and procedures
to protect sensitive data circulation in the network, sensitive data should not
be circulating online [2] [1].

This increases the need for exploring new machine learning methods that
can efficiently handle distributed datasets. Traditional centralized ML schemes
are not good candidates for such cases because they require the data to be
transferred and processed in a central entity, which may not be possible to
implement in practice due to the restrictions on sensitive data.

Therefore, it is now becoming primordial to find new machine learning so-
lutions that can efficiently handle distributed datasets and models. This new
strategy will tremendously diminish the computation power and the resource
allocation, since the data streaming will be adapted to each user based on his
specific needs. In addition, decentralized ML can significantly reduce the band-
width and energy consumption by a better resource allocation to each channel
[3]. Under these conditions, FL happens to be a potential candidate that can
respond to these new challenges.

For instance, FL has a new approach, which consists of distributing the
training process of the global model through local multiple data silos and enti-
ties. This helps to build a global ML model without necessarily oversharing the
training data with the rest of the network nodes and users. Based on these facts,
FL has a potential of building a wide range of applications related to wireless
communication while maintaining a high level of security. In this report, we will
go extensively through the challenges and open research topics of FL related to
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wireless communication and the possible fields, where this new process can be
implemented.

3.2 Trends

In this section, we will describe several trends that have an impact on federated
learning with sensitive data.

3.2.1 Reducing Communication Cost for Federated Learn-
ing

Edge devices such as mobile phones are typical devices used in the training pro-
cess of FL. Implementing FL efficiently on heterogeneous devices with different
states such as network connectivity and stability is a challenge. While the com-
puting power of the device increases rapidly, the delay caused by communication
will become the bottleneck of training. Improving the communication efficiency
of FL has been an active area of research. With the development of 6G services
in the future, FL has the potential to be applied on a larger scale, facing an
even more complex network environment [4] [5].

In recent years, several approaches have been proposed to reduce communi-
cation costs, some of which are inspired by the techniques applied to other ML
methods. They can be categorized into two types:

i) Reducing communication overhead
Updates can be compressed by model compression methods, e.g., sparsification,
quantization, or subsampling [6] [7]. In addition, the federated dropout is also
considered in which a certain number of activation functions at a fully-connected
layer are designed to be removed. The edge Stochastic Gradient Descent (eSGD)
algorithm [8] is proposed. Only important gradients are selected to be trans-
mitted to the server during each communication round.

ii) Reducing communication rounds
More local updates are performed using the Federated Averaging algorithm [9].
The communication cost can be further reduced by adding an intermediate
server [10]. The convergence could be accelerated through learning also from
other clients with a fixed global model[11]. The two-stream model introduced
this technique.

Facts

• In internet connection, the download speed is faster than the upload speed.
The uploads by the clients can be delayed [6].

• In the training progress that involves complex models, e.g., CNN, millions
of parameters are comprised in each update [15].
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Figure 3.1: The figure above summarized the compression techniques proposed
by the authors in [12]. (1) The size of the model is reduced via federated
dropout (2) The model is compressed lossily (3) The model is sent to the client
and decompressed (4) The participant updates are compressed (5) The model
is decompressed (6) The model is aggregated into the global model.[13, 14]

• For MNIST CNN simulations using Independent and Identically Distributed
(IID) data, the communication rounds can be reduced by more than 30
times with the FedAvg algorithm [9].

• The simulation results using both IID and non-IID data show that more
aggregations at the edge server before the global aggregation in the cloud
reduces more computation overhead compared to the FedAvg algorithm [10].
This intermediate server technique can be applied on top of the Federated
Averaging algorithm.

• Model compression is commonly applied in distributed learning [15].

• Two-stream model is commonly applied in domain adaption [16] and trans-
fer learning.

Key Driver

• Communication is a primary bottleneck of FL due to the characteristic of
its framework. The network connection between such a large number of
heterogeneous end devices is not as stable as the connection between data
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centers involved in the distributed training. The reliability and the speed
of the network connection are not guaranteed, and it can be potentially
expensive. Reducing communication costs can be an effective method
to improve training efficiency and scalability. Furthermore, the commu-
nication cost is often a more serious problem compared to computation
cost [9].

Challenges

• In addition to the methods mentioned above, there are several other ways
to reduce communication overhead. But many of them sacrifice on the ac-
curacy or increase computation cost [17]. Weak process power of the edge
devices can lead to a straggler effect. The convergence also needs to be
considered. For example, when too many local updates are implemented
between the communication rounds, the convergence is significantly de-
layed [18]. The tradeoff between these sacrifices and communication cost
needs further evaluation.

• The combination of the methods mentioned above requires further explo-
ration [18]. For example, the combination of the model compression and
the edge server technique. The feasibility of this kind of combination needs
to be evaluated.

• The non-IID data exacerbates the convergence issue. Multi-model meth-
ods such as multi-task learning can be solutions, which need future work [17].

Impact

• Reducing the communication cost can alleviate the efficiency bottleneck
of the training caused by the unstable network connection by the clients.

• Reduced communication overhead makes the implementation of FL on a
large scale more feasible.

• The author of [19] proved that compressed gradient can defend against
gradient leakage attacks. The combination with the privacy methods can
solve the user privacy issues at the same time.

3.2.2 Federated Learning: Ensuring Fairness and Address-
ing source of Bias

In the last decade, the variety of applications using ML and the importance
of these applications has increased significantly. Today, ML is not only used
in spam filtering or video recommendation, but also to make life-changing de-
cisions in a variety of areas, ranging from hiring recommendations to courts
decisions [20]. As ML invades our lives and can change our future, it is imper-
ative to ensure that the created models are trustworthy and fair. Otherwise,
they can cause harm and lead to discrimination.
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Figure 3.2: Fairness has become one of the most popular branches of ML in
recent years. It has received a lot of attention from the research community.

Generally, fairness refers to avoiding biasing or favouring an individual or group
based on their inherent or acquired characteristics. By analogy, an unfair algo-
rithm is an algorithm whose decisions are biased in favour of a particular group
of people [21].

ML algorithms depend heavily on training data and can be inadvertently
susceptible to biases that lead to discriminatory and unfair incidents towards
underrepresented group or minorities. Achieving fairness in the application of
FL is still a major opportunity for research, as most existing work focuses on
the interests of the central controller in FL and neglects the interests of clients.
This ”discourages clients from actively participating in the learning process and
sustainability of the whole system” [22].

For instance, fairness in ML/FL requires access to personal and sensitive data.
However, this is in contradiction with privacy notion, which FL normally guar-
antees to its users. For this reason, approaches and methods, that achieve fair-
ness without access to sensitive data, need to be also explored. Furthermore, a
trade-off between fairness and privacy needs to be found.

Facts

• Some ML algorithms used in well-known companies and government in-
stitutions show unfair and unethical behaviour. COMPAS, for example,
a software used in American courts to help judges make decisions, shows
discrimination against African-Americans [20].

• Latency can be a reason of bias in FL: datasets groups with powerful
devices and networks maybe over-represented [22].

• Socioeconomic conditions can be a source of bias: populations without
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devices or access to network are neglected in FL models.

• The idea of fairness is in opposition to the notion of privacy that FL
claims to guarantee. Therefore, it is very challenging to find a compromise
between them.

Key Drivers

• To achieve fairness without access to sensitive data, Distributed Robust
Optimization (DRO) and calibration methods have been applied in the
non-federated algorithms. DRO aims to optimize the outcome across all
individuals in the training data and multicalibration, as the name suggests,
calibrates subsets of data to obtain fair models [23].

• Research suggests to give fairness another definition so that it does not
refer anymore to equalizing the probability of an outcome, but to equal
access to effective models.

• In order to hide individual private data and realizing fairness at the same
time, some techniques are applied in not federated settings such as per-
sonalization and hybrid differential privacy, which is based on the data
donations of users with lesser privacy guarantees [24].

Challenges

• Studying the extent to which biases in the process of data generation can
be detected or reduced is a challenging problem for research in the field
of federal learning [24].

• As mentioned before, there is an intention to redefine fairness as an eq-
uitable model performance without access to sensitive data. However,
providing equitable model performance in FL is still challenging.

• To reduce the tension between fairness and unavailability to sensitive data,
DRO and multicalibration are used in the classical ML methods. However,
they are inefficient in FL models. They cannot handle large-scale and high-
dimensional data because they suffer from data scaling problem. For this
reason, an improvement in these methods is required.

• To balance between privacy and fairness, more researches must take place.
For instance, differentially private optimization algorithms must be im-
proved so that performance of under-represented datasets is preserved [22].

Impact

• By achieving fairness without access to their private and sensitive data,
FL models becomes trusted and used in a real population of customers.
For example, they can be embedded in the 6G industry.
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• By achieving fairness, companies and state institutions will increasingly
rely on FL/ML models. In this way, bureaucracy will decrease noticeably.

• Achieving fairness in FL ensures that serious decisions are made without
discrimination or favouritism, which can be achieved by human beings.

• Realizing fairness in the FL accelerates its integration in various fields
such as the 6G network

3.2.3 Representative Data-Driven Models in Healthcare
Systems

Data-driven algorithms such as ML and Distributed Learning (DL) have become
a significant tool in many fields such as image classification in the computer
vision field, speech recognition and machine translation in the natural language
processing. Ideally, these algorithms would be widely used in all sectors, as they
are promising methods in solving large and complex problems. However, this
is not the case as some data such as medical, military and financial records are
highly sensitive and cannot be used without the owner’s consent.

For instance, in the healthcare industry, medical data are sensitive to pri-
vacy and security issues thus directly collect them in one location to train a
generalized global model is infeasible. This becomes the bottleneck of intelli-
gent healthcare systems, as the local data are not enough to represent the global
data distribution, which results in a model that does not generalize well.

FL is a viable solution to train a sensitive data-driven model without conced-
ing confidentiality. In this learning framework, only information such as model
parameters and gradients are shared, but not the confidential raw data itself.
As a result, it opened the door to ample of research, especially in the health-
care sector. FL also shows promising potential in realizing intelligent healthcare
system by including various sources of medical information (Fig. 3.3).

Facts

• Real world healthcare data is available in the form of the Electronic Health
Record (EHR) and has been used for an amalgamation of important
biomedical research [33].

• Numerous FL-based researches in healthcare systems have been done and
show a comparatively better performance than the traditional ML mod-
els [25].

• ML-based approaches have the potential to revolutionize the field of medicine
and help in the development of precision medicine [34].

• Obermeyer et al. [35] found evidence of racial biases in a commonly used
health algorithm against African Americans, assigning the same level of
risk to healthier Caucasian patients.
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Figure 3.3: Federated smart diagnosis in the healthcare [25, 26] [27, 28, 29, 30,
31, 32].

Key Drivers

• DL is decentralized in FL by eliminating the necessity to pool data into a
solitary place.

• Increasing concerns on user’s privacy. According to the Internet Society
and Consumers International, 69% of consumers are concerned about how
personal data is collected in 2019 [36].

• Various data privacy laws and regulations such as GDPR in European
Union, HIPAA/CCPA in the United States of America, and PIPDEA in
Canada limit the performance of conventional ML and DL models.

• Various medical data like symptoms of diseases, medicinal reports as well
as gene structures in a single institution are often not representative and
prone to demographical, geographical and racial biases.

• With the development of wearable technology, smartphone, wristbands,
and smart glasses provide easy access to user’s daily activities and health
information [37].
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• More and more healthcare data are becoming readily available from clin-
ical institutions, patients, insurance companies and pharmaceutical in-
dustries due to rapid development of computer software and hardware
technologies [38].

Challenges

Despite promising results of FL in healthcare systems, it does not solve all
inherent issues from learning on medical data. Realizing and integrating it in
real world applications is faced with following challenges [39, 38]:

• Data
Data heterogeneity: Certain sources of bias may be addressed by FL, but
inhomogeneous data distribution poses a hindrance for FL algorithms and
strategies due to the assumption that the data are identically distributed
across all the participants. Besides, data heterogeneity may also lead
to situations where global optimal solution are suboptimal for the local
participants.
Data Quality: Although FL has the potential to connect isolated data
from medical institutions, hospitals or devices, these data from multiple
different sources are uneven and there is no uniform data standard. This
results in data clutter and efficiency problems.

• Privacy and Security
It is crucial to know that FL does not solve all the privacy and security
issues from conventional Machine Learning approaches, as data-driven al-
gorithms in general always carry some risks. There are multiple privacy
preserving techniques in FL, but they come with a performance trade-off,
for example in the accuracy of the final model [40].

• Traceability and Accountability
Application of FL in healthcare systems is safety-critical, thus repro-
ducibility of the systems is at utmost importance. Due to the nature
of decentralized training in FL, traceability of all system assets including
data access history, training configurations, and hyperparameter tuning
throughout the training processes is thus difficult. This issue should be
further researched to increase explainability and interpretability of the
global model.

• Incentive Mechanism
During FL training process, clients (especially owners of wearable devices)
suffer from additional communication and computation overhead. A well-
designed incentive mechanism has to be implemented to attract clients to
participate and contribute in the FL system.
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Impacts

FL provides a promising approach in adopting data-driven algorithms and real-
izing intelligent healthcare systems. This brings huge impacts to all the stake-
holders in the FL ecosystems [25, 39].

• Clinicians
Clinicians are usually only exposed to a certain subgroup of populations,
depending on the demographic and location of their working environment.
This leads to biased assumptions while making clinical decisions. By using
FL-based systems, this problem can be alleviated given a large enough and
representative training data. Besides, FL-based systems has the potential
to be more sensitive to rare cases as it is exposed to a more complete data
distribution.

• Patients
Establishing a FL-based healthcare systems can ensure high quality med-
ical diagnosis and treatment regardless of the patients’ location.

• Hospitals and Practices
Hospitals and Practices have full control in the usage of patients’ data, thus
limiting the risk of misuse by third parties. Furthermore, small hospitals
can also benefit from the expert-level AI techniques resulting from the
globally trained FL model.

• Researchers and AI Developers
Researchers and developers can focus on solving clinical needs and asso-
ciated technical problems without relying on limited open-sourced data.

3.2.4 Reducing the Cost of Countermeasures to Security
and Privacy Attacks on Federated Learning

The FL framework seems like a secure method for ML by design. In any scenario,
edge devices, that produce the data, are also responsible for training the model
on their own device. Then, the produced local model updates, e.g., gradient
information, are shared between the peers to generate a global model. (Fig.
3.4) In centralized FL, this is typically done by a model manager, i.e., server,
but general attacks on the framework can be adapted to other frameworks [41].
Attacks can be generalized into two categories: security attacks, and privacy
attacks. Security attacks are designed to influence the training process itself
to prevent the global model from converging. This is possible by utilizing the
Byzantine and poison attack models (Fig. 3.4 C) [42]. Attacks on privacy aim
to extract personal information about contributors and datasets by inferring
memberships and properties (Fig. 3.4 A, B) [43, 44]. To counteract those flaws,
many protection algorithms were developed to be applied to FL. However, they
also take a toll on the model and device performance, which leads to longer
convergence times and therefore more communication costs. [41] Reducing the
cost of those countermeasures and balancing them against security and privacy
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Figure 3.4: Overview over possible attackers in a centralized FL framework [45]
[13, 46, 47, 48]

aspects will be a future trend to bringing the framework back to its original
motivation of providing a scalable and secure ML framework to the community.

Facts

• The FL framework is vulnerable to security attacks by design. Because
the model manager only knows parameters without their related data, it
cannot decide if a client is malicious or not. Countermeasures against
security attacks are therefore necessary [42].

• Countermeasures against security attacks, e.g., increasing the size of epochs
and clients, including good client selection, and detecting malicious clients
via model metrics and update statistics, can require significant additional
computation and communication costs, and reduce the model accuracy
[41].

• Although only parameters are shared, FL can still be attacked by infer-
ring parameters to properties and memberships. Countermeasures against
privacy attacks are therefore necessary, i.e., Secure Multiparty Protocol
(SMC), and Differential Privacy (DP) [41].

• SMC is an encryption-based secret sharing protocol that protects the indi-
vidual’s privacy in a lossless manner. However, significant extra commu-
nication cost is needed. Countermeasures against Poison and Byzantine
attacks become ineffective [41].
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• DP distorts client updates to protect the individual’s privacy by adding
controlled noise to the input or the output of the training process. How-
ever, DP significantly affects the accuracy of the global model [41].

Challenges

Until now, there are many countermeasures against attacks on FL. However,
most of them do not take others into account or shift the problem to other
fronts. This makes reducing the cost of countermeasures of each one very chal-
lenging. To solve the problem of achieving a framework that is secure against
both security and privacy attacks, there are many challenges to overcome [5,
17, 41].

• Ensuring privacy and security at the same time: Many protocols developed
for protecting against attacks are focused on one major aspect alone and
disregarding their effects on others. This makes their combination into
a united protection strategy difficult. Finding such a united protection
protocol is one of the key challenges [41].

• The solution to an effective aggregation strategy could be the use of a per-
formant anonymous communication protocol. However, such a protocol,
similar to SMC is still yet to be successfully designed [41].

• Reducing communication cost: Ultimately, most algorithms protecting
against attacks raise the communication cost, between server and client,
and between client and client. However, reducing the cost of communica-
tion is not a trivial task, that is part of research on its own [17, 41] (Chap.
3.2.1).

Key Drivers

To reduce the cost of countermeasures, a unified framework against attacks on
FL could be the solution. There are a few key drivers that are part of the
current research in this field to solve this problem.

• Peer-to-Peer multi-hop forwarding protocol: Such a protocol aims to cre-
ate an anonymous communication channel between client and server. Be-
cause in FL, attacks originating from a malicious server cannot be ex-
cluded, a truly secure end-to-end communication would not be helpful.
However, utilizing a server to share and compute the global model is a
useful tool in ensuring edge device independence. Therefore, a peer-to-
peer forwarding mechanism has been proposed that uses multiple random
hops to a peer before forwarding the parameters to the server. This way,
a lossless and secure channel between client and server renders attacks on
both sides ineffective [41].

• Incentive system: To make such a protocol viable, it is suggested to add
artificial incentives for peers to share their data. This way, a client with
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a good reputation is more likely to forward the data of other peers to the
server. However, such metrics have not been designed successfully yet [41].

• Communication cost: Similar to the SMC protocol, peer-to-peer multi-
hop protocols require additional communication between peers. However,
the communication overhang of this approach is significantly lower than
that of SMC. Still, this motivates to reduce the communication cost to
ensure such protocols can work effectively [17, 41] (Chap. 3.2.1).

Impact

A solution to reducing the cost of countermeasures against attacks on FL is part
of the current research. However, it is also important to look at its place and
impact on the overall future development of FL.

• Reducing the cost of countermeasures requires implementing a unified sys-
tem against both security and privacy attacks. This renders many other
developed protocols and algorithms unused.

• Most methods discussed in this chapter focus on the implementation of
centralized FL with a model manager. However, there are also other
approaches, e.g., fully decentralized FL that are discussed. The algorithms
above would not be applicable in such a scenario.

• Overall, if FL is to be implemented in a server-client-based approach, the
usage of a performant anonymous communication protocol that unifies
protection against privacy and security is essential. Only then can the
extent of the cost of countermeasures against protection algorithms be
rated and solved completely.

3.3 Conclusion

Throughout this report, we demonstrated how FL can be used to leverage the
challenges in the future wireless communication networks through four different
trends that can have an impact on the future networks and sensitive data. We
started off with the importance of the communication cost in FL and the urge
of reducing the costs. The challenge here is to balance between the costs and
efficiency and many factors. Distributed or centralized, ML has always been
under the loop when it comes to fairness due to several incidences of segregation
and racism. Many techniques are used to prevent these problems, such as DRO.
However, they are not effective in FL, since they are destinated to large scaled
data.

Next, we study the impact of FL on the modern healthcare system. Despite
all the advantages of FL, privacy is still an issue that needs to be discussed.
Considering that FL started to get attention in the medical research field only
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Health (3) Fairness (2)

Security (4)

Communication (1)Communication (1)

Low

Impact

High

Low Uncertainty High

Figure 3.5: Driver matrix

since 2016, it is too early to make assumptions about the performance. However,
experts estimate a good global benefit for the health care system from FL.

We highlighted the costs and unification of countermeasures to security and
privacy attacks on centralized federated learning. We introduced many classical
strategies to counteract attacks on security and privacy, such as byzantine and
poison attack models, cannot resist against the actual cyberattacks. Therefore,
The alternative is using a unified anonymous communication protocol based
on Peer2Peer forwarding, which will guarantee an anonymous communication,
more security and feasibility in the future.

Throughout the Driver matrix, we summarized the different direction, which
FL can take in the future and plotted them impact-wise. You can see for every
trend how likely it will be implemented and how much impact it will have. In
terms of uncertainty, Communication and Fairness need to be searched further.
On the other hand, the impact of Security and Healthcare is relatively low,
while the impact of Security is more severe. However, all these trends will have
definitely a good impact on the future network, namely for Communication and
Security.
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Abstract

What is Love? That question is still to be answered by R.E.M. Pun aside,
humanity as a whole places an increasingly high hope into the beneficial use of
AI to solve arbitrary problems. This is largely promoted by the positive impact
many people experience in their lives on a daily basis: smoke-detectors, image
quality enhancement and chess training software may be some of the examples
that might come to one’s mind. Current-era communication technology on the
other hand largely relies on conventional approaches. This trend report sets
out to uncover the role Generalization could play to pave the way for AI in the
emerging communication standard 6G. As we will show, Generalization might
be looming closer on the horizon than expected, could have direct access and
impact on end-users and should strive to improve equitable technology access
for everyone—and everything.

4.1 Introduction

Commonly, there are two definitions for the term generalization which are most
often employed:
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1. Expected performance of an AI model on unseen data different from train-
ing data.

2. Capability of an AI model to devise new, useful actions on unseen data.

While the former is easier to grasp, the latter introduces more severe prob-
lems. Therefore literature usually discusses the former: “Does my apple detector
understand oranges are no apples?”, “Is my automated car able to distinguish
a marketing flag from a traffic light?” or “Will my robo vacuum try to vacuum
my baby?” are questions that express the concerns of the first definition.

The second definition includes more abstract problems, that could read like
“Will my automated car be able to detect my desire to buy me a PS5 while I
sleep during the drive to work? Will it be able to avoid scalpers when buying
one? Can it arrange a route to collect the delivery? Can it inform Joe to visit
in the evening for an often discussed game night?” This class of problems is
notably more vague, while incorporating a large number of involved parties,
actions and interfaces.

In the subsequent section, we set out to close the information gap on the
current state of affairs of the broader definition of generalization. We will put
a special focus on the interdependence of generalization and the evolving 6G
technology. In general, additionally to 6G, all application areas benefit from
better generalization. Further 6G enables much more broader and numerous
data collection activities to help the whole field in developing better and more
broadly applicable AI solutions.

4.2 Trends

Generalization is one of the long-term aspirations of (computer) scientists. As
early as 1950, the great Alan Turing proposed “The Imitation Game” [1, p. 1]
as a test to assess the generalization capabilities of a “machine”. Nowadays,
the question is covered in an array of papers and allows a specific view with
an application-specific perspective. Our perspective shall be the emerging field
of 6G and its prospective ML constituents. Inspired by surveys with a broader
scope on the challenges and solutions to 6G ([2], [3]) we will present a number
of specific trends that emphasize the importance of research into generalization
to make 6G a worthwhile undertaking.

4.2.1 Artificial General Intelligence

This trend on Artificial General Intelligence (AGI) considers the quest to build
a system, which shows a capability to solve problems beyond a narrowly scoped
area. Different minds tackle it differently. According to [4], such a system
would be required to mimic his system of four pillars of human learning—namely
Attention, Active Engagement, Error Feedback and Consolidation—to get even
close to human level intelligence.
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Judea Pearl on the other hand points to two other perspectives when he
says he believes “that the software package that can give a thinking machine
the benefits of agency would consist of at least three parts: a causal model of the
world; a causal model of its own software, however superficial; and a memory
that records how intents in its mind correspond to events in the outside world.”
[5, p. 367] and that “It means that we should equip thinking machines with
the same cognitive abilities that we have, which include empathy, long-term
prediction, and self-restraint, and then allow them to make their own decisions.”
[5, p. 370].

Facts

To assess the use cases and impacts of AGI in 6G, we first give an insight into
recent developments in the direction of AGI. Research groups such as Google
Brain or Deep Mind, who are specialized in Machine Intelligence research, are
working towards AGI solutions and recently introduced new forms of Neural
Networks, namely Capsule Network (CapsNet) and Ponder Net (PN). Both are
a step towards a more generalized AI approach.

Current amibtions to implement AGI are eg. done by the OpenCog Foun-
dation which tries to provide an open-source software platform for AGI. The
project launched in 2008 and according to its website aims ”to create a thinking
machine with human level intelligence and beyond” with the ultimate goal of
artificial general intelligence [6] [7]. OpenCog uses a so called atomspace which
is a knowledge base built out of (hyper)graphs. The OpenCog architecture con-
sists of different specialised algorithms which are working together. These are
logic reasoner, genetic program learner, pattern matcher and natural language
subsystem, which use Neural Networks (NNs) and Reinforcement Learning (RL)
to achieve features like attention, creativity and action selection. Since the hu-
man brain also uses different specialised areas for different tasks this approach
seems promising. Since August 2021 the development of a new version started,
the OpenCog Hyperon which tries to exceed its predecessor particularly in scal-
ability [7].

OpenCog is aimed to be the core AI of SingularityNet, a decentralized AI-
platform to allow AIs to interoperate with the goal to create a system with
broader capabilities [8].

Key Drivers

Capsule Networks

CapsNets, introduced by Hinton et al.[9], are an extension to conventional Con-
volutional Neural Networks (CNNs) and focus on robustness to spatial relations
between different objects and therefore try to increase data efficiency through
improved data exploitation.

Similar to standard NNs, which are built from layers of neurons, CapsNets
are built from layers of ‘capsules’. Each of these capsules consists of a group
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of neurons and therefore has vectors as inputs and outputs. Each vector en-
codes various properties of some entity that is present in the image. Here, the
vector’s orientation represents the properties of the entity, while the vector’s
norm expresses the confidence that the entity is present. Further, this vector-
ized form allows using a powerful ‘dynamic routing by agreement’ mechanism
for the forward pass through the network [9].

Other than the distinct architectural difference to conventional CNNs, Cap-
sNets focus on equivariance instead of invariance. This means that no matter
what rotation, position, etc. an object has in an image, the network outputs
the same.

According to Hinton et al. [9], CapsNets deliver state-of-the-art performance
on the MNIST data set. Moreover, in a more recent work of Keselj et al. [10]
the authors stated that based on their experiments, CapsNets are still very
new and unlikely to work on tasks other than digit classification. But there is
significant potential for them to be improved and made useful [10]. An example
for a communication network application could be to use the CapsNet idea to
be more robust against different mobile phone brands and software systems
when building ML models, such that no extra training data for different types
of phones and software is required. This could reduce the overall effort for data
collection and training, while maintaining performance.

Ponder Net

The idea behind PN is to expand a NN to learn to adapt the amount of computa-
tion based on the complexity of the input [11]. In essence, more (computational)
resources are allocated to inputs that are more complex to process. This process
of ‘pondering’ is already employed by NN researchers daily when choosing the
number of hidden layers and neurons, or when deciding on how many Graphics
Processing Units (GPUs) to use depending on the problems’ complexity.

The PN environment is a supervised setting that modifies the forward pass
and defines a new loss function for training. It is based on previous work of
Adaptive Computation Time (ACT), where the algorithm automatically learns
to scale the required computation time via a halting probability [12].

PNs’ architecture requires a step function yn, hn+1, λn = s(x, hn) [11]. It
can process the input to a NN multiple times, where in each pass it outputs
the prediction yn, the halting probability λn for step n, and an updated hidden
state hn+1. To decide whether to ‘halt’ or ‘continue’ it then samples from the
halting Bernoulli random variable λn. If a halt outcome is sampled, the final
prediction of the network becomes y = yn. Note that during training a bound
on the pondering steps is required, but during interference, no explicit bound
is needed (but still advisable). The results in Banino et al. [11] show highest
accuracy in different complex domains.

An advantage of PN is to use the network’s ability to ponder, to reduce the
amount of computation and energy usage at inference time. Especially devices
with a limited amount of resources, such as mobile phones, can profit from
this feature [11]. Additionally, the authors in [11] identified that PNs bring
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a performance gain in real-world problems due to their ability to adapt their
computational complexity. Lastly, it is fairly easy to adapt existing networks to
work with PN.

SingularityNET

The SingularityNET is a framework based on blockchain and is designed to serve
AI agents that are interacting with each other and with external customers. It
allows the AIs to interoperate in order to create a more synergistic and general
intelligence that is broadly applicable. The framework can be thought of as a
mesh of disparate elements into a collective intelligence, much like the human
brain [8].

Challenges

One big, maybe the biggest, challenge for AGI is computational feasibility.
There are already theoretical solutions for AGI systems and Hutter already
defined a kind of optimal solution for an arbitrary reward function in a ran-
dom environment [13]. However this so-called AIXI cannot be practically im-
plemented since this solution is not computable. Altogether there are a few
approaches for AGI but there still is no consensus for an accepted definition in
the field [14]. It is necessary to find feasible approximations and algorithms to
theoretical solutions such that implementations with current hardware and data
limitations become viable.

Due to the complexity and variety of tasks and problems at hand, an AGI
agent must be able to learn from fewer data than conventional NNs. This leads
to many challenges which have to be dealt with. Where

• bias of small, incomplete data patches,

• distinction between causality and correlation in limited data,

• identification of most important features

are just a few of them.
A whole different class of challenges is, premised the implementation dif-

ficulties are overcome, the ethics aspect of an AGI. There are already several
dystopian science fiction stories like [15] which show potential evolution of AGIs.
The insight that humans are all-destroying parasites on earth which have to be
extinguished to guarantee existence of life on earth seems, climate-change and
menacing nuclear warfare at hand, not too far-fetched. Who knows what po-
tentialities an AGI can find to achieve this?

Impact

The previous analysis of the AGI trend leads us to assume that meaning could
be a relevant quality of any AGI system, which is also supported by Hashagen
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Figure 4.1: Problem hierarchy to uncover the mind [19, p. 285]

et al. [16, pp. 167-175] This is especially obvious when considering the nega-
tive impacts powerful technology like AGI could have, e.g. potentially causing
a dystopian caste system. [17] If meaning is considered, AGI could improve
the lives of many people by providing better communication infrastructure,
solutions to unknown problems and overall more fair and equitable access to
life-augmenting systems. Furthermore, the future could see the advent of man-
machine teams bound to surpass each one’s individual performance. [18, pp.
227ff.]

For the time being, the question of Max Tegmark dating back to 2017 is still
unanswered, though: “[...] why is anything conscious?” [19, p. 286] To answer
it, we will likely need to climb the ladder he proposed in Figure 4.1.

4.2.2 Edge Artificial Intelligence

The availability of Edge Artificial Intelligence (EdgeAI) capabilities will mark
one of the major differences between current 5G and future 6G networks [20].
While the AI-based applications of today majorly rely on centralized intelli-
gence, future AI models will reside not too far away from the user. Autonomous
driving vehicles for example, will not request a central server in order to make
lane change decisions or to recognize road signs but they will be capable to do
those tasks locally with their own computational power. This transition will
be made for a variety of reasons, ranging from technical aspects like scalability
and power consumption to novel concepts for connected intelligence which will
enhance prediction performance and generalization abilities.

In order to arrive at a fully functional EdgeAI, many novel ideas are being
researched. The combination of self-learning techniques and EdgeAI [21] or
the usage of Reconfigurable Intelligent Surfaces [22] are just two interesting
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examples out of many more research topics in that area.

Facts

• It is estimated that the 6G network will have to support over 125 Billion
devices by 2030 [21].

• A differentiation into AI for edge (intelligence-enabled edge computing)
and AI on edge (artificial intelligence on edge) can be made [23].

• According to a prediction, 45% of the global Internet data will be gen-
erated by the Internet of Things (Iot) devices in 2024, so offloading is
intractable [23].

• Machine learning methods can be split and deployed on numerous devices
in different ways (data splitting, model splitting, federated learning) [23].

Key Drivers

• Many key technologies like the Intelligent Internet of Things (IIot), au-
tonomous vehicles or Augmented Reality (AR) are based on AI and have
high requirements in terms of latency, accuracy and security [24].

• Case studies show applicability of EdgeAI for semantic tasks [25] and
Simultaneous Localization and Mapping (SLAM) [26].

• Digital twins will be an essential part of smart manufacturing systems.
Edge AI can be used to model and deploy digital twins in IIot networks
[27].

• Wireless communication networks will no longer just provide a connection
but will bring the need to properly authenticate parties, guarantee the
security of data fluxes (maybe via blockchain), and recognizing in real
time abnormal behavior which leads to increased demands for wireless
networks, more data transfer and processing [20].

Challenges

• Building a standardized edge AI management and orchestration frame-
work may not be feasible [27].

• Limited storage, computation and communication resources in wireless
networks require a paradigm shift. Data oriented communication has to
be replaced with task oriented communication in order to achieve fast and
accurate intelligence at the network edge [27].

• EdgeAI is by design decentralized and distributed, but most modern AI
methods are not suited for such architectures yet or they are just in an
early stage of adoption [24].
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Figure 4.2: Roadmap to EdgeAI for 6G [27]

• AI on Edge, Data Availability: A proper incentive mechanism may be
necessary for raw data provisioning from the mobile users. But raw data
could be biased for different users [23].

Impact

To build powerful and widely available AI systems it is clear that the centralized
approach is a dead end. But especially for the realization of the 6G network the
availability of AI capabilities is needed to achieve the proposed performance.
EdgeAI will therefore provide a fundamental building block which enables high
security, reliability, resiliency as well as yet unseen efficiency for the 6G net-
work. Among other applications we expect this to have a huge impact on the
progression of IIot, because it requires all those mentioned aspects.

The connected intelligence which emerges from EdgeAI is likely going to
enhance the generalization abilities of AI. This will enable the deployment of
large scale intelligent smart city services as shown by Xiao et. al. [21]. We
think that applications which require the cooperation of many geographically
distant heterogenous devices, to solve complex tasks like earthquake prediction,
are going to benefit enormously by EdgeAI.
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4.2.3 Trustworthy Artificial Intelligence

In the beginning of the 2010s, major advancements were achieved in the field
of machine learning. This has caused several groups to become aware of the
risks and challenges of AI. They quickly agreed that in the advancement of
AI, the benefits of AI should be maximized, while its risks and dangers are
to be minimized. Various guidelines regarding the use and development of AI
were published, focusing on ethical aspects. The concept of ethical AI quickly
gained traction which led to the term and research field of trustworthy AI [28].
Nowadays, due to the growing interest in and dependence on AI, Trustworthy
Artificial Intelligence (TAI) has become an extensive research field with increas-
ing relevance.

Trust is the foundation of societies, economies, and sustainable development.
Therefore, we will only be able to realize the full potential of AI if trust can
be established in it. For this matter, the EU has proposed an ethical guideline.
TAI systems should follow four ethical principles: respect for human autonomy,
prevention of harm, fairness and explicability [29]. These four principles are
based on the human perception of trust and should be met when building AI
to ensure its trustworthiness.

Facts

COMPAS

• COMPAS is a criminal risk assessment tool, which was developed in 1998.
Since the year 2000, the recidivism risk scale has been in use. It predicts a
defendants risk of committing a crime of felony, after being released [30].

• COMPAS has been used to assess over 1 million offenders, until ProPublica
discovered a bias against african-american defendants within its recidivism
component [30].

• Through analysing over 7000 individuals arrested in Broward County,
Florida, ProPublica found out that that COMPAS overpredicting recidi-
vism for black defendants, while underpredicting their white counterparts
[30].

• Black defendants were incorrectly predicted to reoffend at a rate of 44.9%,
while white defendants had a rate of 23.5%. Simultaneously, white defen-
dants who did reoffend after release were falsely predicted to not recidivate
at a rate of 47.7%, almost twice as high as their black counterparts (28.0%)
[30].

Key Drivers

Researchers have proposed several approaches to define and quantify trustwor-
thiness. Going through several papers, we decided to choose the most elaborate
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definition out of them [31]. The article covers 8 key drivers, which are a require-
ment for trustworthy AI. The following paragraphs explain each key driver in
detail according to the paper. Fulfilling these key drivers, the AI will meet the
four ethical principles, proposed by the European Union (EU). In detail, figure
4.3 shows how the different key drivers are applied and directly linked to each
principle.

Interestingly, generalization is a key driver (spoiler alert) and crucial, in order
to successfully develop TAI. At the same time, when it comes to generalization,
the AI system must be trustworthy. Therefore, these two concepts are deeply
connected and mutually dependant on each other.

Robustness Robustness describes how well a system copes with erroneous
inputs and execution errors. In realistic situations, the environment surrounding
a system can be very stressful. Even then, the AI system should not falter in
its performance. A lack of robustness could potentially harm and damage the
system, decreasing its trustworthiness.

Generalization Generalization refers to the ability of TAI systems to extract
information from a limited set of data, which they utilize to make accurate
predictions on new, unseen data during training. Our introduction elaborates
on this concept in detail.

Explainability and Transparency Explainability means being able to un-
derstand how an AI makes its decisions. Black box algorithms do not offer
insight into their systems, which creates distrust. A transparent system allows
humans to comprehend the inner process of the system and its risks as well as
defects. By being transparent, an AI becomes trustworthy.

Transparency focuses on information disclosure of a system. In the AI in-
dustry, it is required to disclose the life cycle of an AI system by providing
documentation. Information on its design purpose, data source, hardware and
more should always be displayed and made available. This allows stakeholders
to examine and verify the integrity of AI systems.

Reproducibility Research results should be reproducible. Being able to re-
produce the results verifies the system and its reliability. Making one’s code
and data public for other experts to test out and verify increases the legitimacy
of the system. Given reproducibility, the AI system as well as the whole AI
industry become more trustworthy to the general public.

Fairness Bias in any part of the AI system can lead to detrimental, poten-
tially discriminating results. Therefore, it is crucial for researchers to be aware
of fairness in AI. They should detect and diminish biases to ensure fairness. Oth-
erwise, it can greatly decrease trustworthiness in AI. There are three principles
of fairness:
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Figure 4.3: Principles of Trustworthy AI and Trustworthy AI

• Independence The system outcome is statistically independent of sensi-
tive variables. The admission rate of female and male candidates is equal.

• Separation Independence principle stands depending on the underlying
ground truth which correlates with a sensitive attribute. If the adver-
tised position requires certain qualifications, the qualified men and women
should have equal admission rates.

• Sufficiency Considers ground truth and requires the same ratio of qual-
ified candidates among two groups. The chances of males and females
being qualified enough given the admission decision should be equal.

Privacy Protection Privacy protection describes the ability to protect one-
self against unauthorized use of data, which could leak personal information.
People value privacy, even regarding it as a human right. Therefore, AI systems
need to prioritize privacy protection in order to gain trust.

Alignment The purpose of AI systems should be to help us humans and
improve our lives without violating our values. Abusing AI to achieve unethical
and harmful goals destroys trust in the general AI industry. So, it is crucial to
align the life cycle and development of AI with the values of humans to create
TAI.

Accountability When it comes to regulating AI systems, the responsible
persons must be held accountable. Since AI will have a growing impact on our
lives, stakeholders of AI systems should be obligated to justify their decisions to
align with human values. Furthermore, accountability also includes auditability,
which means the ability to review and assess a system.
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Challenges

Numerous challenges persist in attaining trustworthy AI:

• Every key driver needs to be quantified, in order to serve as a reliable and
internationally accepted measures for TAI. Regarding 6g, an approach to
define and measure trust has been made [32].

• Complex and powerful AI systems like deep neural networks usually come
in black box models. Black box models are opaque to the outsider. Hence,
the explainability of these systems is very low. This reduces the trust-
worthiness. The challenge lies in increasing explainablity in opaque AI
systems while not compromising its usability [32].

• According to research, increasing robustness of an AI system can lead to
a decrease in its generalization ability [31]. Since both key drivers are
crucial to build TAI, this apparent trade-off needs to be solved in order
to create trust.

Impact

Billions of data points need to be exchanged and processed every second in real
time. While higher speed and larger capacity of the network for new internet
applications are required, fairness of the packet transmission is an important
goal. In consequence, the urge for perpetual development of 5G/6G technologies
is increasing.

The scientific community is aware of these risks and intends to tackle them
with the 6G network generation currently under development. To explicitly
tackle the fairness concern a novel field was merged into a novel a discipline: The
TAI for wireless networks. Implementing trustworthiness in the next generation
communication system will solve the problem of low transparency in processing
logics.

Our enlarged dependance on massive, autonomous data transmission prompts
the need for common trust metrics. In fact, mission-critical tasks and general se-
curity will legitimately require translucent AI decision processes and quantifiable
Quality-of-Trust (QoT) metrics for a range of users. Moreover, the data used
when training the model used in data-queuing may enclose private or confiden-
tial information that influences data privacy in 6G communication. Therefore
trustworthy algorithms are needed. Another important use of trustworthiness
in 6G is the fair routing of packages.

4.3 Conclusion

To conclude, the future of Generalization evolves in three main fields. Firstly, a
broader application scope and increased autonomy is in the making. Secondly,
EdgeAI will reduce the entry barrier for such systems and allow them to operate
closer to the user. The third and final dimension is fairness, which ensures
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Figure 4.4: Trend matrix

equitable access to the beneficial results of increasingly capable AI systems in
the daily life of communication technology users. This is emphasized by the
trend matrix in Figure 5.5.

AGI is poised to pave the way for new, currently unimaginable applications.
So far we neither know when these applications appear, nor what their impact
to the daily life will be. Hence, we assume a very high impact of AGI but
acknowledge the haziness of the current state of research.

With the ever increasing amount of data and traffic occuring at all network
stages, the deployment of EdgeAI will be a necessity to not overwhelm network
capacity. Even taking into account existing challenges like regulation, EdgeAI
is waiting in the wings, alongside the rollout of 6G networks.

What is Love? Love is trust. TAI possesses the highest impact, as it directly
affects how the world views and deals with intelligent technology. Building un-
trustworthy AI systems can have detrimental effects on political, economical
and societal aspects. Since TAI is already an established field of research, we
are certain that milestones and advancements will be achieved in the future.
Nonetheless, some of the challenges are tough to solve and require international
cooperation, which is not readily available. Therefore, a certain level of uncer-
tainty persists.
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aber wer ist Ich? Ein Essay über den Sinn des Lebens. 1st ed. Marburg an
der Lahn, Germany: Büchner-Verlag, 2021.
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Abstract

The motivation of approaching futuristic networks that combine an extreme
high reliability with a significant connection density as well as an extreme high
data rate or capacity has been pushing the research in the telecommunication
field ever since it came to existence. This ever-awaited goal is getting closer
to being in the realm of possibilities as 6th Generation wireless technology has
been gaining momentum recently. As it seems, the aforementioned premise of
the 6G technology is not only beneficial as a powerful structure for networking,
but rather, and arguably more important, as infrastructure for more sophisti-
cated applications that require an efficient network at their core. In this trend
report, we present trends based on a review of state-of-art available documenta-
tion of the topic “Applications for 6G”. Furthermore, we incorporate our own
research and assessment to closely examine the facts, key drivers and challenges
of each trend mentioned. Eventually, a conclusion is made to shed light on the
comparison of these trends by analysing the uncertainty and impact of each.

5.1 Introduction

The growing interest for fast, reliable wireless networks with low latency have
resulted in a huge research motivation to further introduce more designs to the
innovations we already achieved in telecommunication. For the past decade, it
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has been believed by many that 5th Generation wireless technology is some-
where near the peak of this research revolution. Nevertheless, this technology
has created even more need for improvement as more and more sectors and ap-
plications are looking for an integration with reliable networks. At this point,
it seems like more and more new use cases are demanding networking environ-
ment that are more sophisticated which makes the innovation of 6th Generation
almost inevitable.

In essence 6G promises a massive upgrade to every aspect of its predecessors.
The extreme high data rate/capacity is set to multiply 100 times for the next
decade. [1] At the same time, extreme high reliability is growing with a target
of up to 99% in order to ensure security, privacy and resilience. [1] Moreover,
researchers project massive connected devices (10Million/km2) combined with
high sensing capabilities and high-precision positioning. [1] Another aspect that
has been gaining momentum recently is the extreme coverage to engulf the whole
globe (including sky and sea).

As one can clearly see, 6G is tackling a list of challenges that, if all solved,
an upgrade, not only limited to our networks but rather to all aspects of our
lives, is to be expected. This upgrade represents the core of this report as we
are trying to define the emerging applications that are likely to take place short
after the implementation of 6G.

5.2 Trends

In the following, we will focus on the potential future trends that 6G is likely to
reshape and revolutionize. This varies from the evolution of Extended Reality
and the improvement of Big Data, to the global adoption of Internet of Things
and the introduction of Global Networks. Each trend will be accompanied with a
rational discussion that explains the potential impact and application that might
arise from the addition of the new technology. This includes corresponding facts,
relevant key drivers as well as a highlight on the challenges that come along with
it. Towards the end of the report, we assess and present the discussed trends in
a “Trend Matrix” rated by their impact and uncertainty.

5.2.1 Extended Reality

Extended Reality (XR) is the family that includes Virtual Reality (VR), Aug-
mented Reality (AR) and Mixed Reality (MR) either utilized individually or
together (Figure 5.1). During the last 10 years, we have seen more and more
new technologies involving XR. Starting from the popular game Pokemon Go,
until some popular camera-based calculator or language translator. The trend
of XR is predicted to continue growing in upcoming years, and accelerate with
the presence of the 6G network. [2]
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Figure 5.1: XR and its segmentation

Facts

• Expanding fields of applications. We can see more applications of XR
in more fields of industries. Ranging from education, medical, industrial,
entertainment, and still a lot more to come. This proves that XR will play
a strategic role in the future world. [3]

• Companies entering the world of XR. In 2014, Oculus was dominating the
VR market with its Oculus Rift and was chosen as the winner of the official
Best of CES Award for 2014. This led to Facebook acquiring Oculus
for $2 billion. Today, we have big companies entering the XR market.
Major companies such as HTC, Amazon, Google, Apple, Microsoft, Sony,
Samsung, and many others are currently developing XR headsets. [4]

• XR Market Demand is expanding. The accelerated trend of XR is closely
related to its market demand. Rental of Google XR has seen an increased
of 158%, and XR hardware inquiries have increased by 384% between the
year 2016 to 2018. [4]

Key Drivers

• Improvement on Hardware. XR requires a high-quality display, various
sensors, which then need higher computing power, while at the same time
needing to stay within the power and thermal constraints of sleek XR
glasses. During the last 10 years, research and developments conducted
are able to overcome this challenge step by step, leading to the current
state of the art of XR devices. [5]

• Increase in network speed. Roughly every 10 years we adopted a new
generation of mobile networks. The boost in the network speed is signif-
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icant. Each new generation offers on average 10x more speed compared
to the previous generation. Therefore, more XR-based innovations can be
enabled. [5]

• Image Processing Techniques. During the last 10 years, we have seen many
advancements in image processing techniques. Thanks to the hype of
artificial intelligence, more algorithms are being researched so that image
processing becomes more advanced and efficient than before. [6]

Challenges

• Technological Challenges. Not only hardware computing power which
needs to keep up with bigger processing power demands, massive adop-
tion of XR technology also demands an ultra high-speed network. As a
reference, in order to be able to do a realistic 3D holographic teleconfer-
ence, a raw hologram, without any compression, with colors, full parallax,
and 30 fps, would require 4.32 Tb/s and latency at sub-millisecond. [7]
Within this perspective, the assumption of 5G millimeter-wave (mmWave)
is not an option, and therefore research on 6G XR has shifted to the High-
rate and High-reliability low latency communications (HRLLC) over the
Terahertz frequency. [8] [9] [10]

• Privacy and Security. Like any other technology, the protection of users’
sensitive data is also a challenge. Threats are visible in several aspects
such as data collection and illegal usage of it. [11]

• Social and Economy. XR massive implementation also needs to take care
of ethical problems, so that applications are right on target and beneficial.
In addition, the benefits that can be offered should also be taken into
consideration, whether or not it is worth the investment. [12]

Impact

• In Field of Communication. The successful implementation of 6G will
enable holographic telepresence. If you ever watched a movie where the
characters have a meeting with 3D holograms of people, it is a telecon-
ference. With this, long-distance communication will be more realistic, as
we can see much more details in 3D. [13] [14]

• In Field of Education. XR will enable various new learning methods.
Learning processes will be safer and more interactive than before. In
school, students can learn about things without having to explore the real
world, for example, learning about the river environment which is quite
dangerous. In University, students, especially engineers and designers,
will be helped when modeling a new product. Also, practical training in-
volving heavy machines, which is relatively dangerous, can be substituted
with an XR-based simulator. This way, learning will be more risk-free,
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Figure 5.2: Large number of devices and various data type

and learners can even try to explore anything they want to try with the
machines/environment. [15]

• In Field of Industry. The use of XR such as Digital Twin will enable
workers to prototype and simulate systems easier and more interactively.
In addition, this will also allow collaborative 3D prototyping or simulation
with other people remotely around the world. [16]

• In Field of Healthcare. XR can be used for 3D visualization. This helps the
medical team to understand the patient’s condition better and therefore
can plan a better strategy. This also enables touch-free interfaces that can
be used in sterile environments. [17]

5.2.2 Big Data

5G technology is already successfully used in many applications. But com-
munication networks are expanding and new communication technologies are
emerging, that lead to clogs in communication networks. [18] Throughout the
potential applications, huge amounts of data will become a trend. In smart
factories and smart cities, many devices that in conventional situations do not
receive information, will be deployed into the communication network. In smart
healthcare, big data makes everyone’s data be part of the communication net-
work. The development of hardwares and sensory technology makes advanced
communication methods possible. Communication networks will deal with mas-
sive data with the emergence of these applications. 5G technology will even-
tually become very limited. [19] Applications will rely on 6G communications,
because the requirements for communication accuracy in various applications
are getting higher and higher. 6G will provide much higher density of connec-
tions, much higher frequency bandwidth, much higher mobility and extremely
large network scale. [18]
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Facts

Massive data is mainly generated by the following reasons.

• More communication devices. The communication network enables indi-
vidual devices to interact with each other. The number of devices in the
network continues to grow. This number exceed 50 billion in 2020. [20]
In the further this number will get bigger. More devices inevitably lead
to more data.

• Non-Traditional data type. The development of hardware devices enables
the transmission of data types that are not limited to text and images
and sounds. It is possible to transmit new data types such as holograms
and tactile information to restore realistic scenes. [21] They have a much
higher information volume than traditional data types. Accordingly, the
amount of data will be larger.

• Smart to intelligent devices. The smart devices will be replaced by intelli-
gent devices. [21] The intelligent devices will be able to make predictions
and decisions by interacting with the environment. Devices are able to de-
termine target motions by themselves. These decision-making processes
inevitably require a large data base.

Key drivers

• Edge computing. A very efficient way of processing data nowadays is
cloud-based computing. All data is transmitted to a cloud center, com-
puted and stored in the cloud. But as the volume of data increases and
the number of data types continues to grow, the transmission will occupy
too much channel bandwidth. This can cause communication delays and
even loss of information. [22] Besides, the cloud computing power is not
enough to deal with so much data.

Equipments generate large amounts of data, much of which is unstruc-
tured and needs to be run through a robust analytical program. An edge
computing framework will help prioritize which data needs to be kept on
the edge and processed by the on-board computing power, and which data
should be forwarded back to the data center for analysis, acting as a re-
lay station and providing additional computing power for mission-critical
analysis. [23]

Traffic flow prediction timely and accurate access to traffic flow informa-
tion is an essential part of making high precision maps that help facility
sense the complex information in advance. Edge intelligence can combine
AI with advanced edge computing technology. Computational resources
can be scaled to edge servers to enable state-of-the-art performance for
learning hierarchical features from high-dimensional datasets and meeting
real-time requirements for time-consuming tasks. [23]
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• Deep learning algorithms. Deep learning algorithms coupled with ad-
vanced computing hardware, play a critical role in big data processing.
[24] Deep learning networks learn from empirical data to discover its intri-
cate structures. By building computational models that include multiple
processing layers, deep learning networks can create multiple levels of ab-
straction to represent data. Therefore, the trained model will have more
samplings and be more effective if the amount of data is large . With
efficient deep learning algorithms, useful data as well as the framework of
the data can be extracted from large amounts of data. This avoids the
transfers of large amounts of data and instead only transfer the framework
of data and corresponding model parameters. Deep learning for massive
data has been successful in speech recognition, collaborative filtering and
computer vision.

Challenges

• The scale of big data. The scale of big data is the first thing that comes
to mind for most people. Managing large and rapidly growing amounts of
data has always been a difficult task. Data volumes are growing faster than
computing resources, and CPU speeds are static. Future power constraints
may make it impossible to use all of a system’s hardwares at the same
time, and data processing systems may have to actively manage processor
power consumption. These unprecedented changes necessitate a complete
rethinking of how data processing components are designed, built, and
operated. [25]

• Data security and privacy. Data security and privacy concerns are critical
in many application areas of big data, because the mobile device data to
be processed and inferred may contain much privacy-sensitive information
that is not desired to be captured. If the data is sent directly to the edge
server for processing, the privacy of the users may be jeopardized. This
issue can arise in model training and inference in general. To address this
issue, it appears that performing simple processing on the device first,
and then uploading intermediate functions to the edge server, is a viable
solution. [23]

Impact

Big data technology can not only improve the efficiency of the use of data, but
also realize the reuse of data, thus greatly reducing transaction costs and en-
hancing the space for people to develop their own potential. People can carry
out holographic vertical historical comparison and horizontal reality compari-
son of things. Big data technology can not only be rapidly derived into a new
information industry, but also can be linked with cloud computing, Internet of
Things, and intelligent engineering technology to support a new era of informa-
tion technology.
First: the production scene. The impact of big data on the production scene
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will be clearly reflected in the industrial Internet era, specifically in three areas,
one is the data of production materials; the second is the data of operation man-
agement; the third is the data of personnel management. The application of
big data in the production scene requires a large ecosystem, and this ecosystem
cannot be separated from the support of cloud computing and the Internet of
Things, and artificial intelligence will also become an important export of big
data applications in the future. Second: the consumer scene. The application
of big data in the consumer scene has accumulated some application experience
in the Internet field, and is covering from online to offline. The coverage of
the consumption scene is very large, so the application boundary of big data
itself is also very large, which is an important reason why big data has received
wide attention. From the big level, big data itself can open up more space
for innovation in the field of consumption, and ”data consumption” will also
become a new consumption trend. Third: learning scenario. With the rapid
development of online education, big data will improve the learning experience
of online education to a certain extent.

5.2.3 Internet of Things

The Internet of Things (IoT) describes the network of physical objects ”things”
that are embedded with sensors, software, and other technologies for the pur-
pose of connecting and exchanging data with other devices and systems over
the internet. These devices range from ordinary household objects to sophis-
ticated industrial tools. The IoT has been implemented in many application
fields, such as smart home, smart city, smart medical care, autonomous driving,
smart industrial control, and so on, which is shown in Figure 5.3.
Under the dilemma of the pandemic, IoT paves the way for telemedicine, COVID-
19 symptom monitoring, and even disinfection. [26] We expect to see more
healthcare organizations continue to innovate systems and processes in the com-
ing years. Some cities are now using the Internet of Things to connect utilities,
parking meters, and traffic lights. More and more governments are investing in
smart city technology and it is able to improve financial, social, and environ-
mental aspects of urban life. Thus it is envisaged that more and more Research
and Development (R&D) capital and professionals will pour into the field and
prosper the applications of IoT.

Facts

• With the development of IoT technology, many IoT applications such as
smart cities, smart factories, and autonomous driving, which are massive
in number, data-intensive, computation-intensive, and delay-sensitive, are
continuously booming. It is estimated that 50 billion devices in the field
of IoT have emerged by the end of 2020, reflecting the large marketing
demands and commercial value of this area. [27]

• The main goal of 5G is to meet the needs of communication with lower
delay and higher reliability. However, for 2030 and further, the upper limit
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Figure 5.3: Applications of IoT

of 5G technology still cannot meet the needs of IoT coverage and applica-
tion. [28] In contrast, 6G wireless communication networks are expected to
provide global coverage, improved spectral/energy/cost efficiency, higher
intelligence level and security, etc. To meet more requirements of IoT
applications, 6G networks should rely on new technologies, i.e., air inter-
face and transmission technologies and novel network architecture, such as
waveform design, multiple access, channel coding schemes, multi-antenna
technologies, network slicing, cell-free architecture, and cloud/fog/edge
computing. [29]

• As more and more sensing devices are used in industry, 6G will provide
full automation with its ultra-large-scale connectivity and super reliability.
Intelligent production is achieved by transferring data to the cloud or edge
cloud and analyzing the data to make intelligent decisions. In this pro-
cess, 6G guarantees error-free data transmission. 6G also enables remote
maintenance. In this process, remote experts and field staff can cooperate
to solve problems in a timely manner, thus increasing efficiency and re-
ducing costs. Another service refers to remote control, which enables the
remote control of machines to ensure worker safety and reduce costs. This
requires strictly low-latency, wideband and reliable 6G transmission. [30]

Key Drivers

• Communication technology. Compared with 5G, 6G is able to achieve
IoT in a much more advanced way. Firstly, it enables widespread inter-
net connections. 6G will make full use of the low, medium, and high full
spectrum resources to drive seamless global coverage of the integration of
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sky and earth. [31] Secondly, the network performance is evolving. IoT
requires a 6G data rate to reach terabit magnitude. In surveying and
mapping, precision agriculture, Internet of vehicles, deformation moni-
toring, and other scenarios, Communication technology that can support
ultra-high precision positioning of less than 1m or even sub-meter is re-
quired. It is often required that the communication technology has such
technical characteristics as ultra-low delay, swarm intelligence perception,
super-large antenna array, and good integration with satellite communica-
tion and other communication systems. [32] Thirdly, 6G has Pronounced
technological convergence. The highly autonomous and intelligent super
flexible network is one of the most obvious features of 6G. 6G intelligence
will be implemented in every link of the network from end to end. Ar-
tificial intelligence, blockchain, big data, and other technologies will be
integrated into the network architecture to realize the autonomy of the
network. [33]

• Data Value. Due to the explosion of intelligent devices in recent years, a
large number of data is generated every day. It is meaningful to utilize
these data and produce more application opportunities and improve the
quality of service in IoT. The data sources are becoming more diversified
and the scale of data connectivity is greatly increased, pushing industries,
cities, and society towards the target of digital twins. At the same time,
the introduction of AI, blockchain, and other technologies has changed the
way data is collected, prioritized, and shared, further optimizing the value
of data for different objects. At the same time, AI, blockchain, and other
technologies provide intelligent privacy security guarantee mechanisms.
[34]

• Artificial Intelligence. Artificial intelligence is expert in realizing high-
level intelligent applications of information technology, such as data min-
ing, semantic understanding, intelligent reasoning, and intelligent decision
making. Therefore, AI has become an effective tool to solve the bottle-
neck of IoT technology, the Internet of Things is responsible for collecting
information (through sensors that connect countless devices and carriers,
including home appliances) and the dynamic information collected is up-
loaded to the cloud. The information is then analyzed and processed by
AI systems to generate the practical technology needed by humans. In
addition, AI helps humans to reach deeper long-term goals by learning
from the data itself. [35]

Challenges

• Outlier detection in sensor data. Sensors, the foundation of the IoT, are
critical to decision making, so it is important to ensure the reliability
and accuracy of sensed data. As IoT sensors are vulnerable to malicious
attacks, it is critical to detect outliers to ensure data quality. Machine
learning has proven to be an effective tool for detecting outliers in sensor
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data, but how to efficiently use machine learning for outlier detection in
sensor data is still being explored. [36]

• Incomplete Data Set. Almost all machine learning methods require data
for training and testing, such as supervised learning, unsupervised learn-
ing, reinforcement learning, etc. The data can be obtained or collected in
many ways. Furthermore, the larger the data sample, the more accurate
the machine learning algorithm will be. However, it is not easy to obtain
the large number of perfect data samples required. Firstly, unpredictable
link delays and radio interference can lead to slow responses or missing.
Secondly, there are privacy issues involved, with some private data often
held by different companies, making it difficult to aggregate the data. [33]

• Security and privacy protection. IoT applications require the analysis
and mining or integration of collected data, which requires the integration
of data from distributed and autonomous IoT devices. Cloud-edge hybrid
processing, either locally or with edge servers, may also violate the privacy
of the data owner and risk data theft, misuse, and abuse. [37]

• Computing power. The computing ability and resources of terminal de-
vices in IoT systems are limited, and AI algorithms, especially data min-
ing and deep learning algorithms, usually require strong computing power.
Therefore, it is difficult to deploy The AI model, and the delay problem
of AI-based data mining and intelligent decision making leads to poor
application effect in real-time interaction scenarios. [38]

Impact

• Smart city. Enhanced maps, autonomous vehicles, mobile ticketing, and
passenger counting in transport or logistics have been successfully achieved
[39]. Continuous improvement of these technologies is also currently in
practice. Similarly, telemedicine in the areas of remote patient moni-
toring, smart biosensors, smart ambulances, wearable devices, and IoT
healthcare benefits society. Not only has the country’s infrastructure been
enhanced, but citizens also benefit from the concept of smart homes and
smart cities, which are cost-effective and convenient. Smart healthcare
effectively manages consumer health. The smart gym enables users to
monitor their exercise schedules on a regular basis. The automatic update
of social activities on social media is also required for humans today.

• Scenario application. The future application value of 6G is mainly re-
flected in the extensive and large-scale data collection, real-time interac-
tion, and convenience of acquisition, so as to obtain a more accurate digital
model, which enables many applications of IoT. The essence of the twin
factory, twin medical treatment, twin city, and so on is based on simula-
tion technology, comprehensive application of AI, and other technologies,
which is the realization of the physical system to information space digital
model mapping, monitoring, analysis, optimization, management. [31]
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5.2.4 The Global Network and Autonomous Driving

The airborne-integrated communications (combination of terrestrial and non-
terrestrial networks) have drawn the attention of both academia and industry.
Many organizations recognize non-terrestrial networks (NTNs) as a key compo-
nent to provide cost-effective and high-capacity connectivity in the future. As
defined by the 3rd Generation Partnership Project (3GPP), an NTN (shown in
figure 4) is a network where spaceborne or airborne vehicles(Satellites or HAPs)
act either as a relay node or as a base station.[40]
Autonomous driving is a knowledge-intensive field. In this sub-section, we base
our discussion on the aspect of networking, which refers to airborne-integrated
communications. Autonomous driving places very stringent requirements on the
network, such as low latency, high throughput, and wide range of network con-
nectivity.[41] Existing networks, including the recently emerged 5G networks,
do not fully meet these conditions. The need for ubiquitous connectivity is the
main problem. Because the deployment of base stations (BS) in the remote
area is challenging. The integration of non-terrestrial and existing networks
will also bring additional benefits such as throughput improvement and latency
reduction.[42] A growing number of companies, such as Starlink, OneWeb, have
joined the competition of NTN and autonomous driving and their combination
have great potential.

Facts

• Non-terrestrial networks are attracting the attention of academia and in-
dustry today[43] and have great potential to meet the requirements of
autonomous driving[41]. There are a lot of companies that are deploying
non-terrestrial networks, such as Starlink, One Web.

• More than one million subscribers have already subscribed to the Starlink
service.[44]

• Autonomous driving has been receiving a lot of attention in recent years,
and its concrete implementation has yet to be studied. During the last
few years, there are more and more self-driving enabled cars entering the
market. I.e. Tesla, Nio.[41]

Key Drivers

• Nano-satellites. Traditional satellites weigh about 120 kg, and we can send
60 satellites in one launch. But with the nano-satellite, which weighs only
8 kg. We can deploy 10 times more satellites compared to the traditional
method which enhances the flexibility.[45]

• Advanced waveforms and modulation schemes. Non-terrestrial devices
have typically been operated in frequency bands below 6 GHz which may
not satisfy the data rate requirements of future services. Solutions are
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Figure 5.4: General airborne communication architecture to support terrestrial
networks.[41]

being proposed toward the development of new waveforms and modulation
schemes, i,e, impulse-based ultra-wideband (UWB) modulation.[43]

• Achievability of worldwide coverage. It is more realistic to achieve broader
network with non-terrestrial networks coverage than terrestrial networks.
This enables to remote control a car in remote areas which can reduce the
cost of transportation.[41]

Challenges

• Positioning and sensing. The positioning and sensing are very important
for Connected and autonomous vehicles (CAV). Traditional Global Posi-
tioning System (GPS) satellite positioning methods have low positioning
accuracy and not very high performance. Using 6G networks with ter-
ahertz in CAVs can reduce cost, improve accuracy, and thus reliability.
However, a major challenge is how to design terahertz antennas, increase
communication range and handle high CAV mobility. [46]

• Integration between exiting network and non-terrestrial network. Relying
on NTN networks alone to support autonomous driving is unwise in terms
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of economics and efficiency, so it makes sense to work in conjunction with
existing networks.[41]

• Low latency promise. This requirement is obvious to autonomous driving,
but how to reach this goal with NTNs is still on discussing.[42] One of
the possible solution is the usage of Multi-access Edge Computing (MEC)
technology which provides localized computing and storage resources for
non-real time and real time services, depending on network conditions.
This mechanism provides great possibilities for delay-critical services by
performing service-related processing tasks on the cellular customer side,
reducing network congestion and latency[41]

• High data throughput requirement. The real-time transmission of high-
definition video or uncompressed images from LiDAR sensors for high
definition map construction is very bandwidth-consuming. So it is quite
essential that the used network can achieve a very high data throughput
to support the transmission missions. According to the plan, NTNs can
meet this requirement [41]

• Seamless and ubiquitous connectivity. For delay-critical applications, es-
pecially remotely controlled, it is important to provide seamless and ubiq-
uitous connectivity. For example, a self-driving truck delivering goods to a
remote area cannot be shortly disconnected by driving through the edge of
a city and it also should be always connected even in remote area.[42][41]

• The implementation of non-terrestrial networks requires a large number
of satellites, which affects the research of other disciplines, such as astro-
nomical observations through the usage of broadband frequency.[42]

Impact

Non-terrestrial networks have a very large potential as network infrastructure.
Its many features, such as a wide range of network services, high throughput,
and low latency can provide Internet access in rural and remote areas, make XR
services available in those areas, and even make remote surgery possible.[43][42]
For autonomous driving, a stable and good network is an integral part. By
using non-terrestrial networks we can make up for the shortcomings of today’s
networks, extending the range of autonomous driving and contributing to its
early realization.[41]
NTNs also make two technologies of autonomous driving possible. First is
Vehicle-to-everything (V2X). V2X includes vehicle to vehicle (V2V), vehicle
to infrastructure (V2I), vehicle-to-network (V2N), vehicle to the pedestrian. In
self-driving mode, it can automatically select the best route for road conditions
by analyzing real-time traffic information, thus greatly reducing traffic conges-
tion and accidents. By using NTNs we can keep the constant connection of the
vehicle to the network. So that we can do continuous monitoring and accident
report. The other is Connected and autonomous vehicles (CAV). CAV combines
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Impact
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Figure 5.5: Driver matrix

connectivity and automated technologies to assist or replace humans in the task
of driving. This can be through a combination of advanced sensor technol-
ogy, onboard and remote processing capabilities, GPS, and telecommunications
systems.[46]

5.3 Conclusion

After assessing each trend, we conclude that big data would be the most affecting
trends in the future, as we agree that more and more data will be generated and
data will be the key ingredients to many other applications and innovations. IoT
will also bring significant impacts in the future, as we can already see current
implementations and developments on this field, however, how the trends will
develop and whether it will be massively adopted is still uncertain, especially
when we are talking about the global IoT, where every devices in the world is
connected.
XR and The Global Network would also bring a big impact, but would not be as
significant as compared to the other two. However, there is a higher uncertainty
regarding the future development of the global network compared to the XR,
because we can already see that more companies have jumped into the XR
field, while only a few has started its way on the global network. The main
reason for this is probably due to the development cost, where the research and
development for the global network is way more costly than on XR. In addition,
the market of XR is proven to be more rapidly expanding compared to the other
one. These four trends discussed are able to be described in the following driver
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matrix.
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