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Abstract

The Internet-of-Things (IoT) paradigm comprises devices ranging from simple sensors to
servers that collect, process, and communicate information between each other. Among
them, resource-constrained devices (constrained in processor, memory and battery) are
deployed in most IoT applications due to their low cost and high availability. Commu-
nication between these devices is the highest energy consuming operation and hence,
needs to be efficient to sustain their operations in a network over long periods. Addi-
tionally, devices may join, leave or move across the network in an ad-hoc manner. IoT
devices must be adaptable to these dynamic changes and maintain a stable load on the
network. Owing to their low-cost nature and susceptibility to damage, tampering or
battery exhaustion, some devices may become faulty leading to unexpected behavior.
IoT networks need to remain functional and resilient even with the presence of such
faulty devices. Hence, this thesis identifies three major requirements for IoT networks:
energy efficiency, adaptability, and fault resilience.

It is very challenging to collectively address all three requirements as they have an
orthogonal function to each other. F.g. fault-resilient solutions use complex computa-
tions for verification of devices and data that inadvertently reduce the energy efficiency
in a resource-constrained environment. Existing solutions achieve one or at most two
of the requirements collectively, with no solution incorporating all three requirements.
Given the large-scale deployment of IoT devices and their price-sensitive nature, it is
imperative to design algorithmic solutions to meet the three requirements as this thesis
proposes. In this regard, we propose several communication algorithms to cover the
three requirements in this thesis.

In the first part of the thesis, we introduce a novel communication algorithm DeCoRIC,
that dynamically groups asynchronous devices into clusters and elects a representative
among them. DeCoRIC strikes the right balance in the communication load to reduce
energy consumption while maintaining connectivity across different devices in the net-
work. Further, unlike most existing clustering solutions which are susceptible to faults
and network partitions, we also achieve adaptability and resilience by utilizing message
gossips to inform device status among neighboring devices, allowing for alternate con-
necting paths in the event of a faulty device. We evaluate DeCoRIC on the Contiki
simulation platform and compare it against state-of-the-art clustering solutions. We
find that DeCoRIC improves the power efficiency of the network by at least 70% and
extends its lifetime by at least 42% over existing solutions while making the network
adaptable and resilient to faults.

Further, in the second part, we showcase the practical applicability of DeCoRIC with
a use-case of a clustered network of energy resources and propose a charge scheduling
algorithm to improve their utilization. In particular, we investigate resource allocation
and scheduling of devices in an electric grid network to maximize energy utilization.
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Abstract

Through experiments, we found that the mobility of devices allows them to be adaptable
by moving to different clusters (geographical location) for energy consumption if the
current cluster is overloaded. Hence, we devise an online load scheduling algorithm that
exploits different charging modes and mobility of devices to maximize the devices that
meet their energy demands. Our solution creates a feasible schedule for the devices
in a fraction of time (in the order of minutes) compared to conventional optimization
solvers (in the order of hours). We also tested our solution on a real-world electric
vehicle dataset and found a 57% improvement in the achieved utility compared to other
scheduling solutions such as earliest deadline first or highest-energy demand scheduling.

To further improve the energy efficiency and tolerance of the IoT networks, the last
part of the thesis builds on DeCoRIC to synchronize the devices and create a timed
communication. While the literature on time synchronization addresses energy efficiency
and adaptability partially, none of the solutions provide resilience to faults. Therefore, we
design a novel time synchronization solution C-sync, that is fault-resilient and adaptable
while maintaining microsecond (ps) accuracy. In addition, C-sync uses a byzantine
consensus mechanism to identify anomalies in the device communication and ensures
correct information is propagated across the network. Further, we introduce a concept of
local centers to limit the maximum number of hops a device is located from its time source
making the network adaptable. C-sync is tested on a hardware testbed and shown to
consume at least 51% lower power than existing state-of-the-art resilient synchronization
solutions. The resilience of C-sync to byzantine faults is also demonstrated by a quick
recovery of correct time information when faulty information was introduced.

The algorithms presented in this thesis collectively achieve an energy-efficient, adapt-
able and fault-resilient IoT network organically to solve the research gaps despite the
orthogonal requirements. This thesis provides the first step in advancing loT application
domains limited by these missing requirements. Applications with a large number of IoT
devices such as smart factories and smart cities benefit from the presented adaptable
clustered network solution with its real-time monitoring and control. Resources are bet-
ter utilized and congestion is reduced by the underlying consensus mechanisms while
allowing cost-effective equipment maintenance using the fault-resilience capabilities of
our solution. Implementations on real-world data and testbeds used for experiments
elucidate the practical viability of the solutions for IoT networks.
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Zusammenfassung

Das Internet-der-Dinge-Paradigma (IoT) umfasst Geréte, die von einfachen Sensoren bis
hin zu Servern reichen, die Informationen sammeln, verarbeiten und miteinander kom-
munizieren. In den meisten IoT-Anwendungen werden ressourcenbeschréinkte Geréte
(mit eingeschrénktem Prozessor, Speicher und Akku) aufgrund ihrer geringen Kosten
und hohen Verfiigbarkeit eingesetzt. Die Kommunikation zwischen diesen Gerdten muss
effizient sein, um ihren Betrieb in einem Netzwerk iiber lange Zeitraume aufrechtzuerhal-
ten, da Funkverbindungen von allen Ressourcen die meiste Energie verbrauchen. Aufler-
dem konnen sich Gerdte ad hoc mit dem Netz verbinden, es verlassen oder sich in-
nerhalb des Netzes bewegen. IoT-Geréte miissen an diese dynamischen Verdnderungen
angepasst werden konnen und eine stabile Belastung des Netzes gewéahrleisten. Aufgrund
ihrer geringen Kosten und ihrer Anfilligkeit fiir Beschiddigungen, Manipulationen oder
erschopfte Batterien konnen einige Gerate fehlerhaft werden, was zu unerwartetem Ver-
halten fiihrt. ToT-Netzwerke miissen auch bei Vorhandensein solcher fehlerhaften Gerate
funktionsfahig und widerstandsfahig bleiben. Daher werden in dieser Arbeit drei Haup-
tanforderungen an IoT-Netzwerke identifiziert: Energieeffizienz, Anpassungsfahigkeit
und Fehlerresistenz.

Es ist eine grofie Herausforderung, alle drei Anforderungen gleichzeitig zu erfiillen,
da sie orthogonal zueinander funktionieren. Z.B. verwenden fehlerresistente Losungen
komplexe Berechnungen zur Uberpriifung von Geriten und Daten, die unbeabsichtigt
die Energieeffizienz in einer ressourcenbeschriankten Umgebung verringern. Bestehende
Losungen erfiillen eine oder hochstens zwei der Anforderungen gleichzeitig, wobei keine
Losung alle drei Anforderungen erfillt. Angesichts des grofiflachigen Einsatzes von
ToT-Geraten und ihrer preissensiblen Natur ist es zwingend erforderlich, algorithmis-
che Losungen zu entwickeln, die die drei Anforderungen erfiillen, wie sie in dieser Arbeit
vorgeschlagen werden. In diesem Zusammenhang schlagen wir in dieser Arbeit mehrere
Algorithmen zur Abdeckung der drei Anforderungen vor.

Im ersten Teil der Arbeit stellen wir einen neuartigen Kommunikationsalgorithmus
DeCoRIC vor, der asynchrone Gerdte dynamisch in Clustern gruppiert und einen
Représentanten unter ihnen wahlt. DeCoRIC sorgt fiir das richtige Gleichgewicht in
der Kommunikationslast, um den Energieverbrauch zu senken und gleichzeitig die Kon-
nektivitdt zwischen den verschiedenen Gerdten im Netzwerk aufrechtzuerhalten. Im
Gegensatz zu den meisten existierenden Clustering-Losungen, die anfillig fiir Fehler
und Netzwerkpartitionen sind, erreichen wir aulerdem Anpassungsfahigkeit und Ausfall-
sicherheit, indem wir Nachrichten gossips verwenden, um den Geratestatus benachbarter
Geréte mitzuteilen, was im Falle eines fehlerhaften Gerats alternative Verbindungswege
ermoglicht. Wir evaluieren DeCoRIC auf der Simulationsplattform Contiki und ver-
gleichen es mit modernen Clustering-Losungen. Wir stellen fest, dass DeCoRIC die
Energieeffizienz des Netzwerks um mindestens 70% verbessert und seine Lebensdauer



Zusammenfassung

um mindestens 42% im Vergleich zu bestehenden Losungen verlingert, wahrend das
Netzwerk anpassungsfahig und widerstandsfahig gegeniiber Fehlern ist.

Im zweiten Teil zeigen wir die praktische Anwendbarkeit von DeCoRIC anhand eines
Anwendungsfalls eines geblindelten Netzwerks von Energieressourcen und schlagen einen
Algorithmus zur Gebiihrenplanung vor, um deren Nutzung zu verbessern. Insbesondere
untersuchen wir die Ressourcenzuweisung und -planung von Geréten in einem Stromnetz,
um die Energienutzung zu maximieren. In Experimenten haben wir herausgefunden,
dass die Mobilitat der Gerate es ihnen ermoglicht, sich anzupassen, indem sie in andere
Cluster (geografische Standorte) wechseln, um Energie zu verbrauchen, wenn der aktuelle
Cluster iiberlastet ist. Daher entwickeln wir einen Online-Lastplanungsalgorithmus, der
verschiedene Lademodi und die Mobilitat der Gerate ausnutzt, um die Geréte zu max-
imieren, die ihre Energieanforderungen erfiillen. Unsere Losung erstellt einen praktik-
ablen Zeitplan fiir die Geréte in einem Bruchteil der Zeit (in der GréBenordnung von
Minuten) im Vergleich zu herkémmlichen Optimierungslosungen (in der GroBenordnung
von Stunden). Wir haben unsere Losung auch an einem realen Elektrofahrzeugdatensatz
getestet und eine 57%ige Verbesserung des erzielten Nutzens im Vergleich zu Standard-
planungslosungen festgestellt.

Um die Energieeffizienz und Toleranz der IoT-Netzwerke weiter zu verbessern, baut
der letzte Teil der Arbeit auf DeCoRIC auf, um die Geréite zu synchronisieren und eine
zeitgesteuerte Kommunikation aufzusetzen. Wahrend die Literatur zur Zeitsynchro-
nisation Energieeffizienz und Anpassungsfahigkeit teilweise anspricht, bietet keine der
Losungen Resilienz gegeniiber Fehlern. Daher entwerfen wir eine neuartige Zeitsynchro-
nisationslosung C-sync, die fehlerresistent und anpassungsfahig ist und gleichzeitig eine
Genauigkeit von Mikrosekunden (pns) beibehélt. C-sync verwendet einen byzantinis-
chen Konsensmechanismus, um Anomalien in der Gerdtekommunikation zu erkennen
und sicherzustellen, dass korrekte Informationen iiber das Netzwerk verbreitet werden.
Dariiber hinaus fiihren wir ein Konzept der local centers ein, um die maximale Anzahl
von Hops zu begrenzen, die ein Gerat von seiner Zeitquelle entfernt ist, was das Netzw-
erk anpassungsfahig macht. C-sync wurde auf einem Hardware-Testbed getestet und es
wurde gezeigt, dass es mindestens 51% weniger Energie verbraucht als bestehende, dem
Stand der Technik entsprechende Synchronisationslosungen. Die Widerstandsfahigkeit
von C-sync gegeniiber byzantinischen Fehlern wird auch durch eine schnelle Wiederher-
stellung der korrekten Zeitinformationen demonstriert, wenn fehlerhafte Informationen
eingefiihrt wurden.

Die in dieser Arbeit vorgestellten Algorithmen erreichen gemeinsam ein en-
ergieeflizientes, anpassungsfiahiges und fehlerresistentes IoT-Netzwerk, um die
Forschungsliicken trotz der orthogonalen Anforderungen organisch zu l6sen. Diese Ar-
beit stellt den ersten Schritt dar, um IoT-Anwendungsbereiche voranzubringen, die durch
diese fehlenden Anforderungen eingeschrankt sind. Anwendungen mit einer groflen An-
zahl von loT-Gerédten, wie z. B. intelligente Fabriken und intelligente Stadte, prof-
itieren von der vorgestellten anpassungsfahigen geclusterten Netzwerklosung mit ihrer
Echtzeitiiberwachung und -steuerung. Die zugrundeliegenden Konsensmechanismen sor-
gen fiir eine bessere Ressourcennutzung und eine geringere Uberlastung, wihrend die
Fehlerresistenz unserer Losung eine kostengilinstige Wartung der Gerate ermoglicht. Im-
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plementierungen auf realen Daten und Testbeds, die fiir Experimente verwendet werden,
verdeutlichen die Praxistauglichkeit der Losungen fiir IoT-Netzwerke.
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1 Introduction

The Internet-of-Things (IoT) paradigm has been rapidly adopted in a plethora of ap-
plications, including but not limited to smart homes, Industry 4.0 and smart cities
amongst others. According to the definition by the International Telecommunication
Union (ITU), IoT is defined as any system comprising a network of devices, where each
device (also referred to as thing/node/end-device) has at least one transducer (sensor or
actuator) for interacting directly with the physical world, has at least one network inter-
face connecting the device to the internet/local network directly or indirectly through
a wired /wireless medium and can function independently with/without a processor [1].
However, it is not mandatory for the devices to be connected to the public internet.
Combining the sensors and actuators of the physical system with the digital capabilities
of processors establishes the cyber-physical scope of IoT.

1.1 Major requirements in designing an loT solution

Commercial off-the-shelf (COTS) cyber-physical devices interacting over various wireless
communication standards such as Wi-Fi, Zigbee, etc., form the bulk of apparatus in most
IoT applications [2, 3]. These IoT devices are primarily low-cost and battery-operated
with limited computational (processor) and communication (radio) resources [4]. A
common challenge in devising communication strategies/algorithms for such applications
is the high proportion of energy consumption arising from data transfer [5]. Empirical
results have shown a single data communication operation from the radio translates
to hundreds of computations on the processor [6]. Data communication wakes up the
device from its sleep state coupled with processing operations to handle the data. Due
to its high energy requirement, efficient usage of radio by minimizing communication is
critical to maintaining a long operational lifetime, especially for applications that require
frequent communication among devices. For example, environmental sensing in harsh
weather locations or industrial manufacturing plants require constant monitoring of the
surroundings and communicating the sensed data frequently between devices. Finding
the right balance in the periodicity of communication enables battery conservation and
extends the lifetime of the devices.

Though energy efficiency is addressed in existing literature [5, 7], IoT applications
struggle to maintain consistent operations in the face of complex and dynamic network
topologies due to frequent device movement, additions or removals. In essence, the de-
vices may join or leave the network at any time in an ad-hoc manner which may overload
or underload other devices, thus disrupting stable operations in the network. For in-
stance, sensors in application domains such as environmental sensing, industrial plants,
etc., may be moved to other regions or damaged by natural disasters, moving parts
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or harsh operating conditions. Due to the difficulty in replacing devices under these
challenging conditions, new devices are added to the network regularly; the additional
devices must maintain a steady communication load to ensure stability in network oper-
ations. To deal with this dynamism in the network, existing solutions include having a
central device powerful enough to handle overloads through data aggregation (8], a hier-
archy of devices to disseminate and process data [9], etc. However, adaptability of IoT
networks to device dynamism in addition to being energy-efficient adds a new dimension
to the requirements.

Furthermore, IoT networks must sustain their functionality even in the presence of
faulty end-devices. A fault indicates a device behavior that does not adhere to its ex-
pected functionality. A faulty device could impact the network operation in several
ways: stlent devices can partition the network resulting in connectivity issues, whereas
devices transmitting erroneous information may result in unexpected behaviors. Hence,
it is essential for IoT networks to maintain stable operations and be resilient to such
faulty devices. Referring to our examples of environmental sensing and industrial man-
ufacturing plants, IoT networks must dynamically adjust themselves to maintain their
functionality regardless of faulty devices to ensure critical events such as an earthquake
or a failed robotic arm are reported quickly and correctly. By general scientific no-
tion, resilience to faulty devices can be achieved through redundancy of end-devices,
information validation during communication, etc. [10, 11, 12]. Nonetheless, integrating
the requirements of either energy efficiency or adaptability with fault resilience poses a
non-trivial challenge.

While solutions such as increasing redundancy and battery capacity or the use of
resource-rich devices offer fault protection mechanisms, these methods are price-sensitive
and increase the complexity of network operations. These expensive devices mandate
regular maintenance that would further add to costs. Hence, in order to maintain a
long lifetime, adapt to changing network topology and ensure resilience to faulty de-
vices, the design of IoT applications has three major requirements: 1) Energy efficiency.
2) Adaptability 3) Resilience to device faults. These three requirements are essential
across various application domains with large-scale IoT networks such as environmental
monitoring (e.g. home, industry, weather), agriculture, etc.

A practical approach to avoid high costs or hardware redundancy is to dynamically
adapt any new network changes through an algorithmic solution to integrate the three
requirements. Device dynamism can be handled in an energy-efficient IoT network by
designing a communication strategy to dynamically adapt to the changes. Similarly,
neighboring end-devices must communicate the presence of faulty devices among each
other to prevent the faults from propagating through the network. In summary, a com-
munication algorithm that incorporates all the three requirements of energy efficiency,
resilience and adaptability by design is pivotal to ensuring a long and stable operation
of IoT networks.

Figure 1.1 shows the major requirements of IoT networks that are the focus of this
thesis. Very few solutions in the literature have simultaneously addressed both the
requirements of energy efficiency and adaptability represented by the grey shaded area
between the orange and green circles in Figure 1.1 [13, 14]. Similarly, the shaded areas
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Figure 1.1: Major requirements for an IoT network. Existing solutions meet at most two re-
quirements indicated by shaded area while no solution meets all the requirements.

between the resilience circle with the other two requirements, the available solutions
that produce energy-efficient and resilient networks [15, 16] or adaptable and resilient
networks [17, 18] reduce dramatically. To the best of our knowledge, there is no existing
work to date in the available body of literature that incorporates all the three major
requirements as shown by the white area at the center of the figure.

1.2 Challenges to combining the requirements

It remains a significant challenge to collectively address the three requirements of the
IoT networks. Here, we discuss the major challenges to overcome in order to meet the
requirements.

Orthogonality of the requirements. The requirements of energy efficiency, adaptability
and resilience tend to have an orthogonal function with respect to each other. For
example, improving the resilience of the network may introduce complex computations
arising from additional verification of information which reduces the network’s energy
efficiency. Similarly, adaptable solutions allow for redundancy and improve the resilience
of the network, but require more communication and energy to maintain a common
system state across all the end-devices. A fundamental change in the design of IoT
networks is necessary to tackle the three requirements collectively.

Resource-constrained devices. Typically, most devices in IoT networks are heavily
resource-constrained with processor speeds in the range of a few MegaHertz (MHz),



1 Introduction

memory in the range of a few kilobytes (kB) and equipped with a short-range low-power
communication standard like Zigbee, Bluetooth Low-Energy (BLE), etc. [4]. In addi-
tion, these devices are often powered by batteries with limited capacity in the range of
milliwatthours (mWh). Such constraints on resources significantly limit the complexity
and the range of communication strategies that can be run on these devices. Hence, it
is essential to consider the resource-constrained nature of IoT devices while designing
solutions that incorporate all the three requirements.

Changes to network topology. The ad-hoc nature of most IoT networks makes the
network topology malleable. Device faults cause holes in the information path - this
triggers changes in device roles to restore the information path and hence changes the
network topology (e.g. failure of the leader (information provider) in the network results
in the re-election of a new leader node). Similarly, new devices could increase the
number of messages being exchanged to achieve a consistent system state across all
devices. The network must adapt to these changes without a significant increase in
energy consumption (no. of messages) while maintaining connectivity within the network
and the functionality. Hence, a key factor in the design of energy-efficient and resilient
communication strategies is to adapt to the dynamic changes in the network.

1.3 Existing solutions address a subset of the major
requirements

Existing communication algorithms in IoT applications address one or at most two of the
requirements discussed earlier, while none of them simultaneously addresses all three of
them. Although adaptability has been addressed independently in various existing solu-
tions [12, 19], we analyze the literature on energy-efficient solutions and resilient solutions
that integrate adaptability. This allows for the comparison of existing state-of-the-art
that is closest to our proposed solution of collectively addressing all the requirements
discussed earlier. This section reviews some of the notable solutions in the literature
and their associated shortcomings.

1. Energy-efficient communication strategies. There is significant literature
on energy optimization in IoT networks. Mathematical optimizers and standard
optimization techniques such as linear programming, game theory, etc., are em-
ployed offline to adjust the device schedules to minimize cost and energy [20, 7].
These solutions involve complex computations which cannot be applied to resource-
constrained devices to handle live messages although they can achieve efficiency
and resilience. Similarly, other solutions propose time synchronization protocols
to minimize communication and, thereby, improve the energy efficiency of the
devices [21, 15, 22]. By having a common notion of time, nodes can turn on
their radios only during the communication period and keep them turned off at
other times. Most of the existing synchronization solutions use flooding to achieve
a common time among the nodes quickly [21, 22]. Flooding involves a central
(root) node disseminating the time information that is rapidly spread across the
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network, i.e., an incoming message is immediately re-transmitted to all its neigh-
boring nodes. Root nodes in the network also monitor the messages to prevent
dissemination of erroneous information, but cannot prevent faults in the root node
itself. To prevent a single-point of failure and adaptability issues (multi-hop degra-
dation) in flooding-based solutions, a decentralized synchronization solution also
exists [15]. Despite the energy savings from the synchronization, there is a sig-
nificant communication overhead. The decentralized solutions use redundancy to
achieve fault resilience leading to hardware overhead. To further reduce the energy
expenditure of the devices, under the assumption of a synchronized network, var-
ious clustering protocols were designed to minimize the nodes that communicate
frequently [23, 24, 25]. Clustering strategies group the nodes into a set of clusters
to establish a communication hierarchy; nodes communicate with an elected local
node, i.e. the cluster head, which in turn communicates with other cluster heads.
Clustered network topologies provide a positive trade-off between centralized and
decentralized solutions as they alleviate the impact of both, single-point of failure
and constant communication. However, none of the existing clustering algorithms
focus on maintaining network connectivity in the presence of faulty nodes.

. Resilient solutions. Although decentralized networks provide basic protection
against fail-stop faults (silent devices) through redundancy, the nodes continue
to be susceptible to faults such as spikes, outliers and intermittent transmissions.
Fail-stop faults cause a node to be non-responsive permanently, while spikes cause
sudden surges in the transmitted data. Outliers are a result of the transmitted
information being outside an expected range/threshold. Similarly, transmissions
that randomly miss their scheduled intervals cause intermittent transmission faults.
Spikes, outliers and intermittent faults can be grouped as a class of byzantine faults
that exhibit behavior other than what is expected. A body of work focuses on ad-
dressing the aforementioned issues. Synchronization protocols with additional fault
handling mechanisms were introduced to minimize the impact of faulty informa-
tion [26, 27, 16]. Specialized hardware has been used to detect faults in addition
to software-based synchronization to improve the resilience of IoT networks [16].
Consensus mechanisms [26] and blockchain [27] are some of the important solu-
tions towards achieving resilience with untrusted nodes in the network. Meanwhile,
other solutions use a simple estimation for expected outputs and categorize any-
thing outside the expected result as a fault [28, 26]. Resilience to faulty nodes
in the existing solutions comes at the cost of energy efficiency - most solutions
require large amounts of processing and communication resources. The fault clas-
sification algorithms are memory-heavy while blockchain and encrpytion solutions
require significant compute and communication resources making them impractical
on resource-constrained devices.

Addressing the above shortcomings in existing literature, in this thesis, we intro-
duce a novel clustering strategy that incorporates resilience by design in addition
to providing adaptable and energy-efficient communication (Chapters 3 and 5).
Additionally, we also extract some features of our clustering solution with a use-
case from the domain of charge scheduling of electric vehicles (Chapter 4). To the
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best of our knowledge, our proposed solutions are the first to collectively address
the three major IoT requirements discussed in Section 1.1.

Thesis Statement

This thesis develops communication algorithms to dynamically create a synchronized
and clustered network topology in the presence of byzantine device faults, collectively
addressing the three major IoT requirements of energy efficiency, adaptability and fault
resilience.

1.4 Research Contributions

This thesis proposes various algorithmic solutions to meet the three requirements and
demonstrates the gains achieved over existing solutions. In this regard, we make the
following contributions:

1. Dynamic adaptability of network topologies with a resilient yet energy-
efficient communication algorithm. Firstly, a novel communication algorithm
called DeCoRIC that exploits the ad-hoc nature of IoT networks is established
to allow flexible topological changes in a decentralized network of asynchronous
nodes. DeCoRIC is the first clustering algorithm to provide resilience against the
fail-stop faults, with extensions to other faults in the following contributions. Each
node joins the network independently without any prior knowledge of the network
parameters (e.g. position in the network, neighboring nodes, etc.). The nodes
discover themselves and their neighbors through communication. Our proposed
solution elects a representative node called Cluster Head (CH) in any neighbor-
hood of nodes based on the highest degree parameter, i.e., nodes with the highest
number of connected neighboring nodes have the highest degree. Other nodes in
the neighborhood associate themselves with the nearest CH to form groups called
clusters. CH nodes oversee communication within their respective cluster and
across clusters when necessary, allowing the remaining cluster nodes to conserve
energy. The algorithm also incorporates resilience by design using gossiping [29]
and maintains the connectivity among clusters even in the presence of fail-stop
faults. DeCoRIC allows for dynamic centralization in the form of clusters based
on the instantaneous positions of the nodes while allowing each cluster to oper-
ate independently; this method strikes a balance to overcome the shortcomings of
existing centralized and decentralized networks.

2. A real-world use-case demonstrating the applicability of the clustering
solution. Secondly, to demonstrate the applicability of our DeCoRIC with energy-
efficient clusters, we examine the problem of load balancing in a smart grid with
a network of charging stations and nodes connected to it. We build on a clustered
network topology established using certain features (degree of a node) of DeCoRIC
where an energy source (aggregator) is a CH and all devices connected to it con-
sume energy within the cluster. To ensure every node gets a chance to consume
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energy to meet its energy demand, we develop a low-complexity heuristic solution
that provides a feasible charging schedule without the long wait times experienced
by optimization solvers. By exploiting the fact that mobile devices can move to
different geographic locations (clusters), we show that energy efficiency in the form
of utility can be significantly improved. The clustered network and its capability
to reconfigure itself amidst mobility of the nodes also ensure that the solution is
adaptable.

3. Accurate network synchronization with network resilience against
byzantine faults. Lastly, we recognize the need for a common notion of time
in the network as nodes tend to keep their radios on for a longer duration among
asynchronous nodes. To achieve time synchronization, we develop a clustering-
based communication algorithm called C-sync that synchronizes nodes with a sig-
nificantly lower energy consumption compared to other state-of-the-art solutions.
Every CH node communicates with other CHs to identify their positions in the
network. The CH node at the center of a neighborhood called local center is se-
lected to disseminate time information to other clusters. The maximum number
of hops to the local center is configurable and, hence, ensures that the maximum
error in the clock can be bounded. Further, special roles are assigned to the bridge
nodes that connect clusters to verify the communicated data and ensure no faulty
information is propagated across the network. The fault handling in DeCoRIC is
further extended to provide resilience against a class of byzantine faults including
spikes, outliers and intermittent communication.

1.5 Organization
The rest of the thesis is organize