
T h e  o p e n – a c c e s s  j o u r n a l  f o r  p h y s i c s

New Journal of Physics

The potential for two-dimensional crystallography of
membrane proteins at future x-ray free-electron laser
sources

Cameron M Kewish1,3, Pierre Thibault1, Oliver Bunk1

and Franz Pfeiffer2,3,4

1 Swiss Light Source, Paul Scherrer Institut, CH-5232 Villigen PSI, Switzerland
2 Physik-Department (E17), Technische Universität München,
James-Franck-Strausse, D-85748 Garching, Germany
E-mail: cameron.kewish@psi.ch and franz.pfeiffer@ph.tum.de

New Journal of Physics 12 (2010) 035005 (9pp)
Received 18 September 2009
Published 31 March 2010
Online at http://www.njp.org/
doi:10.1088/1367-2630/12/3/035005

Abstract. Ultrashort pulses from x-ray free-electron laser (XFEL) sources
promise to assist in obtaining the structures of membrane proteins at high
resolution. We have reconstructed the electron density distribution of a
two-dimensional (2D) aquaporin crystal from simulated XFEL data using
ptychography, a diffractive imaging technique based on multiple exposures.
Increasing the number of exposures compensates for Poisson noise, indicating
that the achievable resolution is limited by the reproducibility of the crystals.
This technique should therefore be applicable at all future ultrashort-pulsed hard
x-ray sources.
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1. Introduction

The most successful technique for obtaining protein structures to date, x-ray crystallography,
has revealed the three-dimensional (3D) structures of a great many proteins at or near
atomic resolution. However, the highest resolution is attainable only for proteins that
can be crystallized, and is limited by radiation damage [1]. Membrane proteins, which
include attractive drug target families for developing novel therapeutics, are notoriously
reluctant candidates for crystallization and x-ray structure determination. Furthermore, their
solubilization in detergents, which is necessary to substitute them for the lipid bilayer, may
significantly perturb their stability and structure. 2D crystals of membrane proteins embedded
in a lipid bilayer therefore represent a more natural state for these biomolecules [2] and it is of
great interest to develop powerful tools for investigating such structures.

Atomic resolution imaging of individual biological macromolecules is perhaps one of the
most challenging and ambitious science cases for the development of x-ray free-electron laser
(XFEL) sources [3]–[5]. Provided useful information can be obtained prior to the radiation-
induced explosion of a sample, theory [6, 7] and experiments with soft x-rays [8] predict
that high-resolution images could be reconstructed from XFEL diffraction data. The scattering
intensity from a single molecule will, however, be extremely low, demanding sophisticated
algorithms to reconstruct the diffracted intensity distribution in reciprocal space [9, 10].

As an intermediate step toward single particles, XFEL imaging of 2D crystals of membrane
proteins was proposed [4, 5, 11]. To date, 2D crystals of membrane proteins have only been
investigated by cryoelectron crystallography up to atomic or near-atomic resolution, with
aquaporin representing perhaps the most prominent example [2, 12]. The 2D aquaporin crystals,
once spread out on to a membrane, are of micron-scale dimensions and of sufficient quality to
allow the structure to be refined to within a few angstroms uncertainty. However, at large tilt
angles, the collection of high-resolution electron diffraction data becomes difficult due to the
increase in projected thickness and multiple scattering effects. This is not the case with x-ray
diffraction from samples of this size, and therefore such structures are well suited to XFEL
experiments. The symmetry and size of the crystals may also provide convenient workarounds
to some of the difficulties expected with single molecule imaging, e.g. boosting the signal-to-
noise ratio by having many copies of the sample in the beam [13] and reducing the classification
problem of orienting the sample to translation and rotation in a single plane.

2. Simulation of two-dimensional membrane protein crystallography

We present the results of a numerical experiment designed to assess the feasibility of ‘flash’
imaging of 2D membrane protein structures at planned XFEL facilities. The basis of this
experiment, shown schematically in figure 1, was to simulate XFEL diffraction patterns with
realistic photon counting statistics, using a known protein structure. From the simulated
diffraction data, we reconstructed the exit wave leaving the sample using a ptychographic
coherent diffractive imaging algorithm [14], thereby obtaining an estimate of the projected
electron density. A tomographic reconstruction technique was then used to reconstruct the
volume electron density from a tilt series. The procedure is summarized in figure 2.

Ptychography is a phase-retrieval method, introduced in electron microscopy, in which the
interference between neighboring Bragg peaks and the redundancy introduced by measurements
from partially overlapping regions of a sample are used to solve the phase problem [15]. The
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Figure 1. Schematic diagram of the experiment geometry for 2D crystallography
of membrane proteins. The XFEL beam is incident from the left, and is focused
by a low-absorbing grazing-incidence mirror pair (M1, M2) on to the sample.
The sample is an electron microscopy grid coated with 2D membrane protein
crystals (illustrated in the inset), which can be translated perpendicular to the
beam, and tilted over a range of angles. The diffracted beam is incident on a
gated detector, which has a hole for the intense primary beam to pass through, to
be measured downstream with an alternate detector having lower sensitivity.

iterative realization of this technique uses the illumination function, or ‘probe’, as a real-
space support constraint and allows imaging of extended objects that would otherwise not
be considered band limited in the sense of Shannon sampling for a given detector distance
and pixel pitch [16]. It has been shown that both the exit wave [17] and the probe [14, 18]
can be extracted from a ptychography dataset. The key feature of ptychography for XFEL-
based 2D crystallography is that a relative movement of the sample and probe (also called
diversity [19]) is a requirement for reconstruction. Focused XFEL pulses would destroy part
of the sample, but the crystalline periodicity ensures that diffraction patterns measured from
random undamaged regions on the same crystal, or from other crystals, contain redundant
information that corresponds mathematically to regions of the sample that partially coincide.
The secondary electrons released during radiation damage, which we have assumed move
significantly only after the diffraction patterns have been measured from the undamaged 2D
crystal, may proceed to cause further damage to the sample. It is known that the secondary
electrons will be primarily produced in a direction perpendicular to the incident beam.
Therefore, it may be possible that the electrons escape the 2D crystal, provided that there is
a certain tilt angle. For most of the projections in the present simulations, the target is not hit
under normal incidence, and therefore in the majority of cases the radiation damage to other
parts of a given 2D crystal is not so severe. However, this could cause issues under normal
incidence. Nevertheless, illumination of destroyed sample regions should produce a markedly
different diffraction pattern than an undamaged sample, so in principle these affected data could
be vetoed from the usable data. While the quality of the reconstruction may be affected by the
accuracy with which the experiment parameters are known [19]–[21], we show that the exit
wave can be obtained from randomly placed probes, which can be registered within a unit cell,
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Figure 2. Flowchart representing the simulation procedures. From a PDB file,
the electron density map was generated for a 2D crystal, from which diffraction
data were generated. In an experiment, the right side of this diagram would be
replaced by the measurement and classification of the XFEL diffraction patterns
to be given as input to the ptychography reconstruction scheme.

and that the quality of the reconstruction improves with the number of probes and the XFEL
pulse intensity.

As a demonstration structure, we selected the well-known human red cell aquaporin-1
(AQP1) membrane protein (Protein Data Bank: 1FQY). The atomic positions in the PDB file
were used to synthesize an electron density map of the AQP1 unit cell with voxels of volume
1 Å3. In the membrane, AQP1 forms a tetramer structure, and the unit-cell effectively contains
eight units of the monomer since there are two tetramers in opposite orientations with respect to
the membrane [22, 23]. A 2D crystal was simulated by adding translated unit cells to form
a square lattice with period a = b = 96 Å. This is somewhat idealized since we include no
conformational flexibility or variation of long-range crystalline order; however, this method
of imaging requires only that the crystals be uniform within the illuminated region.

To simulate a tilt series, projections of the rotated electron density, ρθe , were calculated
over a range of angles θ = ±60◦ around the Y -axis, in 1◦ intervals. The transmission function,
O , was calculated assuming that the crystal is a weak phase object for radiation of wavelength
λ= 1 Å, e.g. Oθ(r)= exp[−ireλρ

θ
e (r)], where re is the classical electron radius and r is the

position perpendicular to the optical axis. This assumes that λ is far from any absorption edges,
and short enough that the scattering factor in the forward direction can be approximated by the
number of electrons.

The probe, P , was modeled as a coherent and monochromatic illumination function at
the sample (XY ) plane with a symmetric 2D Gaussian amplitude envelope. Focusing optics,
such as the mirrors shown in figure 1, produce an asymmetric and structured beam resulting
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Figure 3. (a) Complex exit wave showing the Gaussian pulse amplitude and
phase shift introduced by the 2D crystal. Inset: enlargement of the unit cell,
outlined by a square with 96 Å sides. (b) Difference between the diffraction
patterns of the sample and probe at a pulse intensity of 5 × 1012 photons, shown
on a log scale without noise. Inset: enlarged region showing Bragg peaks and
interference structure which varies with probe position. The scale bar in (a)
indicates 50 nm, and the main diffraction pattern in (b) is a subset [qx , qy] ∈

±1.64 Å−1 of the full far-field intensity dataset which extends to ±3.14 Å−1.

from the imperfections in the mirror surfaces [24]–[26]. Such a structure is not detrimental
to ptychography reconstruction, provided it is constant during the measurements, because the
structure in the probe can be refined from the data. The full width at half-maximum (FWHM) of
the probe was 50 nm, a value achievable with state-of-the-art hard x-ray optics [27]–[30]. The
probe was truncated to zero in the region where amplitude is less than 1/e2 of the maximum
value. Numerically, this allowed us to avoid spectral leakage when calculating the diffraction
patterns, which results from the tails of the Gaussian overlapping the edges of the array.
However, we observe that the presence of such an aperture in the immediate vicinity of the
sample (created by e.g. a nanostructured substrate containing fiducial markers and windows of
size 0.1–0.2µm on to which the sample is deposited) includes a high spatial frequency content
in the wavefield that assists reconstruction due to the improved cross-talk between the Bragg
peaks in the diffraction pattern.

We make use of a multiplicative approximation to obtain the exit waves, ψ , e.g. ψ θ
j (r)=

P(r − r j)Oθ(r), where ψ θ
j is the exit wave for the jth probe at tilt θ , and the displacements r j

are randomly generated. The phase shifts induced by the AQP1 crystal are around 5 × 10−4 rad
(figure 3(a)). Consequently, the far field is dominated by the diffraction pattern of the probe.
The difference between the diffraction patterns of the sample and the probe reveals the Bragg
peaks from the crystal structure, and coherent interference between the peaks, which varies
with the position of the probe (figure 3(b)). This structure manifests at the level of around
102–10−2 photons per pixel, indicating that multiple shots are required to collect enough
information to recover the protein structure to high resolution. The XFEL pulse intensity was
assumed to be 5 × 1012 photons, implying a power density sufficient to destroy a sample within
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a few tens of femtoseconds [3, 6, 7]. Poisson noise was included, but no readout noise or
systematic background was applied to the digitized diffraction data. The diffraction patterns
were calculated without including the flatness of the detector or a central hole from which
the missing Fourier components would need to be measured with an alternate detector. With
noise included, the Bragg peaks in the low-frequency region contain sufficient intensity to allow
the angle of the lattice relative to the beam to be calculated. The diffraction patterns are not
processed prior to ptychographic reconstruction. The probe function was kept constant, and
although we included a spatial ‘jitter’ in the probe by random translations, these positions were
saved for use during reconstruction. As the probe moves with respect to the crystal lattice,
we can see changes in the patterns of diffracted intensity between the Bragg peaks, which are
due to coherent interference of the probe function with the illuminated object region (shown
in figure 3). In addition, these variations are accompanied by the systematic disappearance
and reappearance of some of the Bragg peaks, due to symmetry reasons, as the circular probe
explores different regions of the square lattice beneath. We believe that these changes, which can
be appreciable even with movement of the probe by only angstroms, will allow us to refine the
probe positions from even very noisy diffraction patterns. We suggest that the probe positions
relative to the reconstructed unit cell could then be refined from the experiment data by adapting
existing likelihood optimization techniques [9, 10, 31] or using a refinement method [19]. In
the case where one could obtain pulses of coherent radiation having identical amplitude and
coherence, it will be possible to refine an initial estimated probe from the data, as shown by
Thibault et al [14, 32]. One could account for intensity variations from pulse to pulse by scaling
the diffraction patterns to the same average intensity, and it may also be possible to veto changes
in the probe function from the data, since the diffraction pattern of the illumination function is
superimposed on to each Bragg peak. Nonetheless, for efficient data collection, we would place
a high priority on obtaining pulses from future XFEL sources that are (i) similar in amplitude
and phase distribution, and (ii) short enough so that the wave exiting the object represents the
true structure prior to radiation-induced movement of the charges.

3. Results and discussion

To reconstruct the exit wave at each projection angle θ , all of the diffraction patterns were
given as input to the ptychography algorithm [32], based on the difference map method [33].
After 100 iterations, assuming a constant illumination, the difference between iterations was
negligible. Figures 4(a) and (b) show a comparison of the original and reconstructed projections.
An algebraic reconstruction technique (ART) was used for the 3D reconstructions shown in
figures 4(c) and (d) [34]. ART uses weighting factors to determine the contribution of each
voxel in the reconstruction space to the measured data, and so ignores the ‘missing-wedge’. The
solution process is complicated by noise, and the approximations used to efficiently estimate
the weighting factors, so under-relaxation was employed to assist convergence. The relaxation
parameter, γ , was assigned a value of the order of the inverse of the number of projections [35].
Excellent agreement can be seen in the projections, and the reconstructed slices show the major
features of the original electron density map (figures 4(e)–(h)). The fidelity of the 3D map is
slightly lower along the beam direction, due to the limited tilt angle range. The number of
photons simulated for each projection in figure 4 corresponds to approximately 1000 shots, or
approximately 6 × 1017 photons for the 3D structure. The reconstruction quality scales with
the Poisson noise (see figure 5). One can conclude therefore that it is equivalent, under the
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Figure 4. Original and reconstructed electron densities projected (a) at 0◦ and (b)
at 45◦ to the Y -axis. The 3D electron density of the AQP1 tetramer is illustrated
with a 0.5e− Å−3 isosurface, looking at (c) the XY -plane and (d) the X Z -plane.
Corresponding slices from the 3D map are shown in (e) and (f). Dashed lines
indicate the locations of line profiles shown in (g) and (h) for the projections
and slices, respectively (red represents the original and blue the reconstructed
values). The dimensions of the pixels and voxels in (a–f) and the data points in
(g, h) are 1 Å.

assumptions made, to increasing the photon flux per pulse, or the number of pulses used to
create diffraction patterns for a given projection.

We have shown in figure 4, for simplicity, a single representative tetramer from the
reconstruction. One can also exploit the periodicity of the sample by including a loop in the
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Figure 5. The rms error between the reconstructed and original projections as a
function of the total number of photons simulated. The log–log trend indicated
by the black line is as expected, as the effect of Poisson noise decreases for a
larger number of shots per projection or increased pulse intensity. The points
well above the line indicate that the reconstruction is sub-optimal when only 1
or 2 shots per projection angle are used.

algorithm that averages over all periodic translations of the reconstruction grid. This assists
convergence and decreases the rms error in the reconstruction by approximately the square root
of the number of illuminated unit cells. For the above simulation, this is equivalent to using
20–30 times as many photons per projection, because we incorporate the information from
many unit cells into a single reconstruction.

4. Conclusion

In summary, we have demonstrated the feasibility of obtaining the structure of membrane
proteins from XFEL ptychography data. We focused on 2D crystals that confine the proteins
into an array, boosting the diffraction signal and reducing the orientational freedom. The
reconstruction quality can be improved either by increasing the pulse intensity or by taking more
diffraction patterns per projection angle. Our method is based on repeated measurements of a
periodic sample, so the experimental implementation will require trains of identical ultrashort
XFEL pulses, and high-quality 2D membrane protein crystals that are at least as large as the
focused x-ray beam.
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