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Abstract

Computational methods that precisely describe the acoustic and elastodynamic wave prop-
agation are an important tool of engineers. They allow to accurately predict vibroacoustic
quantities such as the radiated sound power and the transmission loss ahead of production.
Finite element and boundary element methods constitute a powerful measure in this regard.
They facilitate a cost efficient design process of various technical products such as industrial
machines, aircraft engines and noise barriers. Despite ongoing research efforts, limitations
of these methods are still present today. First, the full-scale analysis of periodic structures
necessitates substantial computational effort with currently available techniques. Second,
discretizations of parameterized structural acoustic problems lead to linear systems with pa-
rameter and implicit frequency dependence. Their repeated evaluation for all parameter and
frequency values of interest is laborious. Lastly, existing methods lack efficient strategies for
boundary element discretized acoustic problems with multiple load cases.

This cumulative thesis presents accurate and efficient numerical formulations for acous-
tic and vibroacoustic analyses that address the aforementioned limitations. Two novel fast
multipole boundary element formulations for the acoustic analysis of finite periodic structures
are developed. They allow to analyze large-scale periodic arrangements in three dimensional
space with quasi-linear complexity in time and memory. In contrast to existing approaches, the
incident wave field and the solution are neither required to be periodic nor quasi-periodic. Fur-
thermore, a greedy reduced basis scheme for parameter and implicitly frequency dependent
structural acoustic problems is introduced. It approximates the solution within the discretized
parameter domain by a linear combination of the responses of the high-fidelity system at a few
parameter samples. Contrary to most of the existing techniques, the presented algorithm does
not rely on an a priori choice but chooses the samples iteratively based on a greedy choice.
Lastly, the use of iterative solvers for the solution of boundary element discretized acoustic
problems with multiple load cases is evaluated. The performance of three variants is com-
pared and recommendations on their choice are given based on the study of two numerical
examples.

Altogether, the presented computational methods constitute an efficient strategy to evalu-
ate parameter and implicitly frequency dependent vibroacoustic systems, to solve problems
with multiple load cases and to evaluate the acoustic scattering by finite periodic structures.
Their performance is assessed on the basis of a noise barrier design study, the analysis of a
satellite structure subject to a diffuse sound field, the prediction of aeroacoustic noise and the
eigenvalue analysis of an acoustic metamaterial.
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Kurzzusammenfassung

Die numerische Berechnung von akustischen und elastodynamischen Wellenausbreitungs-
phänomenen ist eine wichtige Methodik in Wissenschaft und Industrie. Sie erlaubt es, struktu-
rakustische Eigenschaften wie die abgestrahlte Schallleistung oder das Schalldämmmaß weit
vor der Prototypenfertigung zu bestimmen. Die Finite Elemente und Randelementmethode
haben sich in diesem Zusammenhang bewährt, ermöglichen sie doch eine zeit- und kostenef-
fiziente Entwicklung technischer Produkte in Bereichen wie dem Maschinenbau, Flugzeug-
bau und Verkehrswesen. Trotz des immerwährenden wissenschaftlichen Fortschritts sind
die Einsatzmöglichkeiten der Methoden limitiert. Zum einen geht die akustische Berechnung
von großskaligen, dreidimensionalen Strukturen mit einem erheblichen Rechenaufwand ein-
her. Des Weiteren führt die Diskretisierung von parametrisierten strukturakustischen Sys-
temen zu Gleichungssystemen, die parameter- und implizit frequenzabhängig sind. Ihre
wiederkehrende Auswertung für eine Vielzahl von Parameter- und Frequenzwerten ist mit
untragbarem Aufwand verbunden. Außerdem werden effiziente iterative Gleichungslöser für
akustische Randelementsysteme mit einer Vielzahl an rechten Seiten benötigt.

Die vorliegende Arbeit präsentiert robuste und effiziente numerische Verfahren für akustis-
che und strukturakustische Berechnungen, welche die vorher genannten Limitierungen beste-
hender Methoden beseitigt. Es werden zwei innovative Fast Multipol Randelementformulierun-
gen für die akustische Berechnung von periodischen Strukturen vorgestellt. Sie ermöglichen
die Berechnung von großskaligen, periodischen Anordnungen im dreidimensionalen Raum
mit quasi-linearem Zeit- und Speicherbedarf. Im Gegensatz zu bestehenden Verfahren er-
fordern die entwickelten Formulierungen keine Periodizität der Anregung oder des Lösungs-
felds. Des Weiteren wird ein Verfahren zur Modellordnungsreduktion von parameter- und
implizit frequenzabhängigen strukturakustischen Systemen präsentiert. Das Verfahren ap-
proximiert die Lösung im diskretisierten Parametergebiet durch eine Linearkombination von
Lösungen des Ausgangssystems für einige wenige Parameterwerte. Im Gegensatz zu beste-
henden Methoden werden diese Auswertepunkte nicht a priori gewählt, sondern iterativ durch
den Algorithmus selbst. Abschließend werden drei iterative Gleichungslöser zur Lösung von
akustischen Randelementsystemen mit vielen rechten Seiten anhand von zwei numerischen
Beispielen untersucht und verglichen.

Insgesamt stellen die entwickelten numerischen Verfahren eine effiziente Strategie zur Lö-
sung von Systemen mit Parameter- und impliziter Frequenzabhängigkeit, mit einer Vielzahl an
unterschiedlichen Lastfällen und mit periodischen Geometrien dar. Die Leistungsfähigkeit der
Methoden wird anhand von Anwendungsbeispielen aufgezeigt. Diese umfassen die akustis-
chen Bewertung von Schallschutzwänden, die Analyse einer Satellitenstruktur in einem dif-
fusen Schallfeld, die Abschätzung der Schallabstrahlung eines umströmten Tragflächenprofils
und die Lösung eines nichtlinearen Eigenwertproblems.
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1 Introduction
The pressure fluctuations around the ambient atmospheric pressure in a fluid is what we
understand as sound. Whether the sound that we perceive is delightful, pleasant, distracting
or even hurtful, is subjective to every human being. Although our body is capable of centering
our attention away from unwanted sound, the pressure fluctuations themselves might still
inflict damage on our ears, harm our health or impair our well-being. Avoiding the exposition
to unwanted sound – or in other words noise – is a task that we follow daily in our life. Be
it the use of noise canceling headphones when commuting, closing the windows the minute
the neighbor starts mowing the lawn or covering our ears when an ambulance passes by.
Various factors determine the success of these actions. In most cases, mitigation efforts are
best to take place close or directly at the noise source. Designing quieter aircraft engines and
automotive vehicles or constructing more efficient noise barriers benefits all of us without the
need to take everyday actions as an individual [1, 2].

Similar to the mitigation of noise, the precise design of sound impressions has a great
influence on our daily life. The sound that a product emits controls how we perceive its quality.
The way a car’s door closes, the clicking of a button or the clink of two glasses are signs of
quality. Designing a product that holds up to high standards thus goes hand in hand with
mitigating unpleasant audio impressions and creating a sound characteristic that leads to an
appearance of high value [3]. Aside from its importance in our daily life, sound can also inflict
damage on structural components. The launch of spacecrafts generates intense acoustic
noise that excites the surrounding structural components including the payload consisting of
satellites and delicate measurement equipment [4]. Assessing the noise levels upfront and
introducing measures for their attenuation is vital for the success of the whole operation.

These examples fundamentally show that the mitigation of noise and the specific design of
vibrating structures are key tasks within the product development process. An essential re-
quirement is the knowledge of the acoustic and vibroacoustic properties of the product ahead
of production. Assessing them in the early design stages is crucial since applying changes
in the later stages becomes increasingly expensive. Performing experimental investigations
early on, however, is only seldom possible or vastly laborious. This is where numerical meth-
ods represent a remedy. The number of different designs that can be evaluated are tremen-
dous and simplify reaching well-founded design decisions. Many noise and vibration com-
plaints of prototypes and of the final product can be resolved upfront. The need of expensive
modifications introduced in the later design stages is anticipated and eliminated.

The overarching goal of this thesis is to develop accurate and robust computational methods
within the fields of acoustics and vibroacoustics. With the ongoing development of numerical
algorithms, the quantity of techniques is manifold. They range from analytical models [5, 6]
that generate solutions in an instant to sophisticated numerical models [7–9] that are tailored
to supercomputers and address immensely large models. Often, analytical models are a good
measure to gain a first impression of a system’s behavior but they are seldom applicable to
complex geometries. On the other hand, the availability of supercomputers is limited. Hence,
the focus of the this work lies on developing methods that are capable of solving engineering
problems of today and tomorrow on widely available computer architectures. Three specific
applications are considered in this regard: The acoustic analysis of periodic structures such as
noise barriers and metamaterials, the solution of parameterized structural acoustic problems
which are omnipresent within the product development process and the calculation of the
acoustic responses to multiple load cases emerging from a turbulent boundary layer excitation.
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1 Introduction

1.1 State of the art

The following sections review the state of the art of the numerical methods that represent the
foundation of this work. This includes finite element and boundary element formulations for
acoustic and structural acoustic problems in unbound domains. In addition, an overview of the
recent developments in modeling acoustic metamaterials is given and solution techniques for
parameterized vibroacoustic problems are reviewed. Finally, iterative solvers for applications
that involve multiple load cases are presented and the contributions of this thesis to the fields
of acoustics and vibroacoustics are summarized.

1.1.1 Fast boundary element methods

The boundary element method (BEM) is an established and widely used numerical technique
to solve linear time-harmonic acoustic problems [10, 11]. Its starting point is the weak formu-
lation of the Helmholtz equation. Subsequent to integrating twice by parts, the fundamental
solution or Green’s function is identified as weight functions. This choice leads to the Kirchhoff-
Helmholtz integral equation which solely consists of integrals over the boundary of the compu-
tational domain [12]. Therefore, only the boundary needs to be discretized and the problem’s
dimension is reduced by one. In addition, the Sommerfeld radiation condition is implicitly ful-
filled, making the BEM especially attractive for exterior problems [10]. The boundary element
discretization typically yields a system of linear equations with lower numbers of degrees of
freedom Ndof compared to the finite element method (FEM). However, the system matrices
are generally dense and implicitly frequency dependent [13]. Various textbooks introduce the
BEM and discuss the details of the mathematical formulation, the computational framework
and its applications [14–17].

Despite its advantages, the requirement of assembling the dense boundary element matri-
ces restricts the application of the BEM. Only small-scale problems can be considered since
the assembly and iterative solution of the corresponding system of linear equations requires
order O(N2

dof) operations [18]. Fortunately, fast boundary element techniques have emerged
over the last decades. They utilize that certain matrix blocks within the generally dense bound-
ary element system matrix admit a low-rank approximation [19]. This leads to a compression
of the system matrices and reduces the asymptotic complexity of matrix-vector products to
order O(Ndof log(Ndof)) in time and to order O(Ndof) in memory at best [20, 21]. Fast bound-
ary element techniques can be purely algebraic such as the hierarchical matrices (H-matrices,
[22, 23]) which perform an adaptive cross approximation (ACA, [24, 25]) of the low-rank ma-
trix blocks. Others rely on an analytical approximation of the Green’s function such as the fast
multipole method (FMM, [26, 27]) and the precorrected fast Fourier transform (pFFT, [28]). In
addition, wavelet-based methods exist which introduce an approximation based on wavelet
transform matrices [29, 30]. A performance comparison between fast boundary element tech-
niques is a challenging task. Most schemes share the same asymptotic complexity with a
slight difference in the corresponding constant depending on their numerical implementation
and the investigated problem [31].

The thesis at hand utilizes the fast multipole method which was originally introduced as a nu-
merically scheme to evaluate the pair-wise interactions between large numbers of bodies [26].
Such interactions can be found in various fields including molecular dynamics [32], celestial
mechanics [26], electromagnetics [33] but also acoustics [34]. In fact, the FMM efficiently
accelerates the solution of the discretized Kirchhoff-Helmholtz boundary integral equation
as demonstrated by Rokhlin [27] for two-dimensional problems and by Greengard et al. [34]

2



1.1 State of the art

for three-dimensional problems. Since then, various variants of the FMM have been pro-
posed [35–38]. They employ either a single-level or multi-level subdivision of the compu-
tational domain in order to identify clusters of degrees of freedom that are separated by a
characteristic distance. Interactions between these degrees of freedom are called far-field
interactions. For these, a multipole series expansion approximates the Green’s function in the
corresponding boundary integral terms. In contrast, the remaining near field interactions be-
tween closely located clusters utilize the exact Green’s function. The additional approximation
error is controlled by the number of terms nt of the series expansion. Considering a large
number of terms leads to more accurate results at the cost of an increased computational
effort [39]. The low-frequency FMM [40, 41] scales order O(n5

t ) in time, whereas variants
based on exponential plane-wave expansions scale of order O(n3

t ) in time [42, 43]. The mul-
tipole expansions of both variants are instable in the high-frequency region. In this case,
either high-frequency variants [44–47] or broadband FMMs [37, 48, 49] can be used. The
latter feature stable expansions at both low and high frequencies. Since most FMMs rely on
specific series expansions of the Green’s function, they are tailored to specific problem types.
In the case of half-space problems, a series expansion of the half-space Green’s function is
employed in conjunction with a slightly modified geometric subdivision of the computational
domain [50, 51].

Today, obtaining the solution of the boundary element discretized Helmholtz equation in
quasi-linear time does not imply a significant challenge anymore. Recent improvements focus
on high-performance computing [52–55], model order reduction [56–61], eigenvalue analy-
sis [62, 63], layered media [64, 65], symmetry [51, 66] and periodicity [67–69]. The par-
ticular emphasize of the present work lies on introducing an efficient model order reduction
technique, accelerating acoustic eigenvalue analyses and developing two periodic boundary
element formulations.

1.1.2 Periodic structures and acoustic metamaterials

Periodic structures consist of a representative unit cell that is repeated an infinite amount of
times in one or more directions of periodicity. They feature unusual acoustic properties due
to the multiple scattering between the unit cells [70]. Whenever the unit cell is about half
a wavelength in size, the destructive interference of the incident and scattered wave fields
prohibits wave propagation at and around the corresponding frequency, the so-called Bragg
frequency [71]. These frequency bands are denoted as stop bands and the periodic structures
are termed phononic or sonic crystals [72]. The required length scale of the unit cell that is
necessary to excite Bragg resonances, however, prevents a competitive manipulation of the
wave propagation at low frequencies. Introducing local resonances to the unit cell design
remedies this by creating band gaps that are an order of magnitude below the first Bragg
frequency. In this spectrum, the propagation of sound waves is dominated by the acoustic
behavior of a single unit cell [71]. Acoustic metamaterials with remarkable properties usually
combine the destructive interference around the Bragg frequencies with the local resonances
of the unit cells [73]. They are very efficient in modifying the propagation of sound waves in
fluids [74, 75] and achieve an extraordinary sound attenuation [70, 76]. Modifying the size
of the unit cell replications and their geometry influences the position and width of the stop
bands, whereas adjusting the topology of the unit cell changes the local resonances and thus
the position and width of the band gaps [77].

Acoustic metamaterials have been successfully employed in several applications over the
last decade. This includes aircrafts [78], automobiles [79], sound absorbers [80], buildings [81]

3



1 Introduction

and operas [82] to name but a few. A further promising application are noise barriers. With the
increase in urbanization and population growth, railways and motorways inevitably get closer
to commercial and residential areas leading to higher levels of noise exposition [83]. This asks
for highly effective and compact structures that are capable of providing broadband noise
attenuation since traffic-induce noise is present in a wide range of frequencies [84]. Road
noise for instance is dominant between 700Hz and 1300Hz [85]. Various designs based
on acoustic metamaterials have been proposed within the scientific community [86]. The
periodic arrangement of cylindrical columns [75, 87, 88] and hollow, slotted, cylindrical tubes,
so-called c-shapes [77, 89, 90], are commonly investigated. However, broadband attenuation
usually requires more advanced designs. Van der Aa and Forssén [91] investigated the effect
of inserting a porous core into perforated cylindrical tubes, whereas Fard et al. [92] embedded
local resonators into a classic wall-like noise barrier design. A combination of sonic crystals
and wall-like noise barriers is proposed and evaluated by Koussa et al. [93]. A significant
broadband transmission loss can be realized by utilizing overlapping resonance effects [94–
97]. This has been demonstrated by means of a railway noise barrier design [98]. Only
achieving a broadband transmission loss allows the use of acoustic metamaterials as noise
barriers since existing concepts with geometric variations of the top edge [99] or absorbing
materials [100] are very well designed and competitive.

In order to quantify the performance of these designs, efficient numerical techniques need
to be available. Assessing the acoustic behavior within a frequency range of interest requires
the solution of the Helmholtz equation at distinct frequencies. Its solution can be found by the
finite element method (FEM) [89, 101], the boundary element method (BEM) [102, 103], the
multiple scattering theory [104] and the plane wave expansion [73]. Infinite periodic structures,
although only existent as a numerical model and not present in reality, can be accurately de-
scribed by a single unit cell. Applying Floquet-Bloch boundary conditions to the boundaries at
which the unit cell is periodically repeated covers all possible modes of wave propagation [73].
These modes are then obtained by solving multiple eigenvalue problems within the irreducible
Brillouin zone. Visualizing the dispersion curves indicates the frequency gaps at which wave
propagation is eliminated [72]. Among others, the FEM [105] and the BEM [106, 107] can
be employed for the discretization of the unit cell. In the case of the BEM, the eigenvalue
problems are nonlinear due to the implicit frequency dependence of the system matrices. Al-
though several powerful techniques of the last couple of years address this issue [108–110],
their application is still challenging due to the difficult choice of the algorithmic parameters.

Aside from characterizing the acoustic performance in dispersion curves, the response
to a given incident sound wave field is a very valuable information within the design pro-
cess. This response can be found based on a discretization of a single unit cell when the
assumption of quasi-periodic incident wave fields, scattering wave fields and boundary con-
ditions is valid. The corresponding numerical model includes periodic boundary conditions
at the unit cell boundaries perpendicular to the direction of periodicity as in the periodic
FMM [111] and the periodic BEM [112]. The latter includes an infinite sum of Green’s func-
tions which leads to the quasi-periodic BEM [92, 113] when truncated with adequate choices
of the truncation number reported by Jean and Defrance [87]. Approximating the truncated
sum of Green’s functions by fast multipole expansions further accelerates this scheme [114–
116]. Otani and Nishimura [117] presented a corresponding approach for the two-dimensional
Helmholtz equation that was later on extended to the three-dimensional case [68, 118].

The aforementioned approaches are of limited use for the analysis of periodic structures
that are of finite extent. They neglect reflections from the ground and scattering effects at the
edges of the finite periodic structure. This drawback is shared by the commonly employed two-
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1.1 State of the art

dimensional [77, 89, 98] and 2.5-dimensional modeling approaches [119]. Whenever these
effects are of interest, full-scale acoustic analyses are necessary which entail enormous com-
putational efforts. Recently, Karimi et al. [102] introduced a sophisticated boundary element
formulation for the three-dimensional acoustic analysis of finite periodic structures. The for-
mulation leads to boundary element matrices that are multilevel block Toeplitz matrices [120].
These are nested matrices with constant matrix blocks along each diagonal [121]. The number
of levels corresponds to the number of directions of periodicity [90]. This exact representation
of the system matrix reduces the scaling of the memory usage to order O(n2

dofncell) with ndof

denoting the number of degrees of freedom per unit cell and ncell denoting the number of unit
cell repetitions. Further, the scaling of the assembly and matrix-vector operations is reduced
to order O(n2

dofncell log(ncell)) in time. Despite the significant reduction, the application of this
formulation is still limited to finite periodic structures with small values of ndof due to the asso-
ciated quadratic complexity in memory and time. Amado-Mendes et al. [122] applied a similar
concept to a finite periodic array of acoustic scatterers using a boundary element formula-
tion based on hierarchical matrices. Although their approach effectively lowers the assembly
time and memory usage, it does not succeed in accelerating the corresponding matrix-vector
products. Efficient solution strategies for large-scale finite periodic structures are still missing.

1.1.3 Parameter dependent structural acoustic problems

The boundary element discretization of the Helmholtz equation leads to a system of linear
equations that is implicitly frequency dependent. Evaluating the solution over a broad fre-
quency range requires elaborate recalculations of the coefficient matrices at each frequency
point of interest. This imposes substantial computational efforts which can be reduced by
model order reduction techniques. Early approaches consist of assembling the boundary el-
ement system matrices only at a few sample points and interpolating in between [123–125]
or performing a frequency interpolation of the Green’s function itself [126]. More recently,
Xie and Liu [56] proposed an approach based on a Taylor approximation of the Green’s func-
tion. The resulting frequency-decoupled system matrices can then be reduced by a second
order Arnoldi scheme. This approach has also been applied to FEM-BEM coupled linear
systems [57] and equipped with an error estimator [60]. In addition, employing the Cauchy
integral representation of the boundary element matrices leads to a rational approximation
which enables fast frequency sweeps [58, 63, 127].

Aside from the frequency dependence, additional parameter dependencies can be consid-
ered. This is especially useful when evaluating a variety of different designs in the product
development process. In the case of fully coupled problems, each physics domain can be
addressed individually [128]. Finite element discretizations of the equation of linear elas-
todynamics lead to a second order dependence on the frequency which allows to reduce
its frequency independent system matrices by Krylov subspace methods [129] or modal re-
duction [130]. However, considering additional parameters might lead to a non-affine repre-
sentation, rendering the aforementioned approaches infeasible. A more general approach is
represented by the discrete empirical interpolation method (DEIM). It approximates nonlin-
ear parameter dependencies by an affine representation based on a few evaluations of the
original system [131]. This allows to apply a range of projection-based parametric model or-
der reduction (pMOR) schemes [132]. They reduce the number of degrees of freedom of
the linear system in order to accelerate the solution process while adding only a small error
to the approximate solution [133]. Negri et al. [134] applied the matrix DEIM to a finite ele-
ment discretized Helmholtz problem with dependencies on the frequency and four geometry
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1 Introduction

parameters. Although Casenave et al. [135] present a successful application of the DEIM to
the frequency dependent boundary element matrices, there is no indication in literature of
applications to FEM-BEM coupled structural acoustic problems.

An alternative class of MOR techniques are reduced basis methods. They utilize that the
solutions of the parameterized FEM-BEM system lie in lower-dimensional manifolds [136] due
to the analytical parameter dependence [137]. Therefore, the solution can be expressed by
superposing a small number of basis vectors [138]. The Proper Orthogonal Decomposition
(POD) method evaluates the responses at a priori chosen sampling points within the parame-
ter space. Concatenating the solution vectors and performing a singular value decomposition
(SVD) yields singular vectors that can be utilized as basis vectors [139]. In contrast, greedy
algorithms iteratively build a reduced basis and employ an optimality criterion for choosing the
sampling points [140]. The basis vectors are simply represented by the system’s response
at these points. Once the reduced basis is constructed, approximate solutions at a possi-
bly large number of new parameter values can be evaluated by a linear combination of the
basis vectors [141]. Jiang et al. [142] built a reduced order model of the boundary element
discretized Helmholtz equation using a POD scheme. Without an in-depth understanding of
the system’s behavior, the a priori sampling of the frequency domain represents a non-optimal
choice. Baydoun et al. [61] showed that employing a greedy reduced basis method resolves
this drawback and leads to small reduced order models of the frequency dependent bound-
ary element system. Unfortunately, this approach requires the assembly and storage of the
FEM-BEM system at all parameter samples of interest. This renders the approach infeasible
for problems with high-dimensional parameter spaces. Casenave et al. [143] provides a rem-
edy by combining the greedy reduced basis scheme with the empirical interpolation method.
Alternatively, the approach of Hesthaven et al. [144] provides a bound to the memory usage
and resolves the curse of dimensionality. The latter is followed in this work and a greedy re-
duced basis scheme for parameter and implicit frequency dependent vibroacoustic problems
is presented. Particular emphasize lies on problems with many right-hand sides which are
seldom covered in existing MOR techniques [145].

1.1.4 Iterative solvers of linear systems with many right-hand sides

Many engineering problems lead to systems of linear equations with multiple right-hand sides,
so-called sequences of linear systems. They do not only arise in data analysis [146], Gaus-
sian process modeling [147] and electromagnetics [148] but also in acoustic applications such
as the optimization of high-intensity focused ultrasonic transducers [149] and the analysis of
diffuse incident sound fields [150]. Recent advances of nonlinear eigenvalue solvers based
on contour integration give rise to an additional application. The main computational burden
of these eigensolvers lies in obtaining the solution of many sequences of linear systems [108–
110]. Improving the computational efficiency of the solution process has the potential to sig-
nificantly accelerate the estimation of the eigenvalues and eigenvectors [63].

Systems of linear equations can be solved by either direct or iterative solvers. The for-
mer scale of order O(N3

dof) in time considering a dense boundary element system. This
restricts their application to problems with small numbers of degrees of freedom. They addi-
tional require that the system matrix admits a factorization which is associated with substantial
computational efforts for the fast multipole BEM [8]. Hence, large-scale boundary element
simulations using the FMM rely on iterative solvers of which Krylov subspace methods are
the most commonly used techniques [151]. In each iteration, they obtain an approximate
solution by minimizing the current residual over a Krylov subspace. This subspace is built

6



1.2 Contributions and accomplishments

iteratively and spanned by the initial residual and additional vectors that are the result of re-
peated multiplications of the initial residual with the system matrix. Many different variants
exist and the optimal choice depends on the specific problem type and the available memory.
Marburg and Schneider [152] compared the performance of four different Krylov subspace
solvers applied to the boundary element discretized Helmholtz equation. Their study indicates
that the Generalized Minimal Residual (GMRes, [153]) method is the preferable technique and
that the convergence behavior is highly influenced by the wavenumber, boundary conditions
and surface smoothness. Yasuda et al. [154] highlighted the effect of the chosen boundary
element formulation on the convergence which was studied in great detail by Marburg [155].
More recently, Marchand et al. [156] analyzed the effect of the frequency on the number of
GMRes iterations for scattering objects containing cavities. Besides the particular choice of
the Krylov subspace solver, the preconditioning of the linear system has a great influence on
the solution time [157]. Gumerov and Duraiswami [37] proposed a low-accuracy fast multi-
pole scheme as a preconditioner within the flexible inner-outer GMRes algorithm introduced
by Saad [158]. This scheme belongs to the class of algebraic preconditioners and is also
applicable in the case of the hierarchical BEM [159]. Other methods include the sparse ap-
proximate inverse [160] and the inverse fast multipole method [161]. In contrast, analytical
preconditioners do not require the access to the discretized system of linear equations but are
based on the boundary integral operators itself. Examples are the OSRC preconditioning [162]
and the Calderón preconditioning [163].

Considering sequences of linear systems, standard Krylov subspace solvers can be ap-
plied sequentially to each linear system. The solution to each right-hand side is obtained
individually without carrying over information of previous solution processes. Significant im-
provements of the solution time can be realized by more sophisticated methods, namely by
seed, recycling, global and block Krylov subspace methods [164]. Seed methods solve the
first system within the sequence of linear systems and store the generated Krylov subspace.
The residuals of the remaining linear systems are then projected onto this subspace which
often leads to a good approximate solution [165]. Recycling methods additionally augment
or deflate the subspace or both [166, 167]. Their efficiency in solving the finite element
discretized Helmholtz equation and the boundary element discretized Maxwell’s equations
is demonstrated in [168] and [169, 170], respectively. Instead of sequentially solving each
system, global and block Krylov solvers obtain the solution to all right-hand sides simultane-
ously [164, 171]. Their advantage lies in performing more computationally efficient matrix-
matrix multiplications and building much larger Krylov subspaces which usually yield solu-
tions in less iterations [172, 173]. Malhotra et al. [174] solved the finite element discretized
Helmholtz equation by means of the block quasi minimal residual method, whereas Calandra
et al. [175] and Elman et al. [168] employed the block GMRes method. Successful applica-
tions to the boundary element discretized Helmholtz equation are limited to the work of Zheng
et al. [62] which rely on a block Induced Dimension Reduction (block IDR(s), [176]) scheme.
The proper choice of the Krylov subspace method for boundary element discretized Helmholtz
problems with multiple right-hand sides is still unclear.

1.2 Contributions and accomplishments

This cumulative thesis contributes to the fields of computational acoustics and vibroacous-
tics. Three peer-reviewed publications form the core of this work, introducing accurate and
robust computational methods that efficiently address the application cases highlighted at the
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beginning of Chapter 1. The publications are denoted by Paper A [177], Paper B [178] and
Paper C [179] in the remainder of this work. The major accomplishments can be briefly sum-
marized as follows:

• Two novel fast multipole boundary element formulations are developed that efficiently
predict the scattering of acoustic waves by finite periodic structures. Paper A derives
the mathematical formulation, discusses numerical solution techniques and provides
two numerical examples for validation. In addition, it presents a comparison of three
noise barrier designs based on full-scale, three-dimensional acoustic analyses.

• In Paper B, a greedy reduced basis scheme for the solution of fully coupled FEM-BEM
systems with parameter and implicit frequency dependence is proposed. An extension
to vibroacoustic problems with multiple load cases is presented and two numerical ex-
amples are provided for validation.

• Finally, three Krylov subspace solvers for the solution of the boundary element dis-
cretized Helmholtz equation with multiple excitations are evaluated in Paper C. They
are employed to accelerate the prediction of aeroacoustic noise and the solution of a
nonlinear acoustic eigenvalue problem.

Chapter 3 presents a detailed summary of the publications Paper A, Paper B and Paper C
along with the individual contributions of the authors. Reprints of the full texts are provided in
Appendix A.
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2 Governing equations and numerical
methods

The mathematical formulations and computational methods that represent the foundation of
this thesis are outlined in this chapter. Section 2.1 presents the time-harmonic wave equations
of linear acoustics and linear elastodynamics. This is followed by an introduction of the bound-
ary element method for the Helmholtz equation in Section 2.2. Particular emphasize lies on
the fast multipole method and a formulation for periodic structures. Section 2.3 reviews the
numerical treatment of coupled structural acoustic problems by means of a fully coupled finite
element and boundary element formulation. Lastly, structural acoustic problems with multiple
right-hand sides are examined and Krylov subspace methods for their solution are presented
in Section 2.4.

2.1 Wave equations of linear acoustics and elastodynamics

2.1.1 Linear time-harmonic acoustics

Sound waves are propagating dynamic disturbances of the ambient pressure within a com-
pressible fluid. In linear acoustics, the fluctuations are assumed to be significantly smaller
than the atmospheric pressure and are represented by the sound pressure p̃(x, t). Its distri-
bution within a homogeneous fluid is described by a hyperbolic second order partial differential
equation, the acoustic wave equation

∇2p̃(x, t) =
1

c2
∂2p̃(x, t)

∂t2
, (2.1)

with speed of sound c and the assumption of isentropic fluid flow. Its derivation stems from the
balance of mass, the balance of momentum and an equation of state that relates the density
perturbation to the sound pressure and the speed of sound [180].

The time-dependent wave equation (2.1) can be transferred into the frequency domain by
separation of variables. This introduces a time-harmonic ansatz such as

p̃(x, t) = ℜ
{
p(x)e−iωt

}
, (2.2)

where i is the imaginary unit and ω = 2πf is the circular frequency of the sound pressure
oscillation with the frequency f . The sign of the exponent in the ansatz describes the direction
of the traveling wave which is pointing outwards in this case. Inserting the ansatz (2.2) into
the wave equation (2.1) yields the Helmholtz equation

∇2p(x) + k2p(x) = 0 , (2.3)

an elliptic second-order partial differential equation with wave number k = ω/c.
Accompanying the Helmholtz equation (2.3) with suitable boundary conditions defines a

boundary value problem. Its solution describes the spatial sound pressure field p(x) within
the domain Ω. The boundary value problem is well-stated if a boundary condition is prescribed
on every part of the boundary Γ that encloses Ω which itself is a bounded Lipschitz domain.
Three different types of boundary conditions are distinguished [180]. The Dirichlet boundary
condition

p(x) = pD(x) , x ∈ ΓD , (2.4)
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2 Governing equations and numerical methods

Ω

n(x)Γ
Ωc

x

Figure 2.1: Unbound computational domain Ω with its boundary Γ. The normal vector n(x) is
perpendicular to the boundary at x and points into the complementary domain Ωc.

prescribes a sound pressure field pD(x) on the boundary ΓD, whereas the Neumann bound-
ary condition

1

iωρ0

∂p(x)

∂n(x)
= vf(x) , x ∈ ΓN , (2.5)

prescribes the normal derivative of the sound pressure field on the boundary ΓN. The latter
depends on the normal fluid particle velocity vf , the fluid density ρ0 and the normal vectorn(x)
that points into the complementary domain Ωc as visualized in Fig. 2.1. Both boundary condi-
tions can be derived from the Robin boundary condition

Y (x) p(x) = vf(x)− vs(x) , x ∈ ΓR , (2.6)

which relates the sound pressure to the fluid particle velocity vf and the structural particle
velocity vs by the acoustic boundary admittance Y on the boundary ΓR. The value of the
boundary admittance usually needs to be determined experimentally and depends on the
material properties and surface characteristics [181]. The union of the three boundary parts
yields the whole boundary, i.e., Γ = ΓD ∪ ΓN ∪ ΓR.

When considering exterior acoustic problems, an additional boundary condition applies on
all boundaries at infinity. It is known as Sommerfeld radiation condition and reads

lim
|x|→∞

|x| d−1
2

(
∂

∂|x| − ik

)
p(x) = 0 , (2.7)

with the dimension d of Ω and the Euclidean norm | · |. Fulfilling the radiation condition (2.7)
ensures that the sound pressure field exhibits free field behavior at infinity [182].

2.1.2 Linear time-harmonic elastodynamics

Linear elastodynamics describes the deformation and rigid-body displacements of elastic
solids under the assumption of linear elasticity and geometric linearity. The balance of lin-
ear momentum, the balance of angular momentum and the constitutive equation of linear
elasticity yield the Navier-Lamé equation [183, 184]

µ∇2ũ(x, t) + (λ+ µ)∇ (∇ · ũ(x, t)) + fv(x, t) = ρ
∂2ũ(x, t)

∂t2
. (2.8)

It relates the time-dependent displacement field ũ(x, t) measured from an undeformed config-
uration or equilibrium position to its second order time derivative and the body forces fv(x, t).
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2.1 Wave equations of linear acoustics and elastodynamics

The material density reads ρ and the Lamé constants are given as

λ =
νE

(1 + ν)(1− 2ν)
, (2.9)

and
µ =

E

2(1 + ν)
, (2.10)

where E denotes the elastic modulus and ν denotes the Poisson’s ratio [184].
The displacement vector ũ(x, t) can be decomposed into the sum of the irrotational part

and the solenoidal part according to the Helmholtz decomposition [185], i.e.,

ũ(x, t) = −∇φ(x, t) +∇×ψ(x, t) . (2.11)

The longitudinal component of ũ is described by the first term, whereas the second term
describes its transversal component. Inserting Eq. (2.11) into the Navier-Lamé equation (2.8)
and setting the body forces to zero yields

−∇
(
ρ
∂2φ(x, t)

∂t2
− (λ+ 2µ)∇2φ(x, t)

)
+∇×

(
ρ
∂2ψ(x, t)

∂t2
− µ∇2ψ(x, t)

)
= 0 . (2.12)

Enforcing that the relations in both brackets equal to zero yields the elastodynamic wave
equations

∂2φ(x, t)

∂t2
− c2L∇2φ(x, t) = 0 (2.13)

and
∂2ψ(x, t)

∂t2
− c2T∇2ψ(x, t) = 0 . (2.14)

Displacements in the direction of the wave propagation are longitudinal waves φ(x, t), also
referred to as compression waves, that propagate with the velocity

cL =

√
λ+ 2µ

ρ
. (2.15)

In contrast, displacements perpendicular to the direction of the propagation are transversal
waves ψ(x, t), or shear waves, that propagate with the velocity

cT =

√
µ

ρ
. (2.16)

The remainder of the present work considers the time-harmonic Navier-Lamé equations. By
assuming that the time-dependent displacement field ũ(x, t) follows a time-harmonic ansatz
in the form of

ũ(x, t) = ℜ
{
u(x)e−iωt

}
, (2.17)

the time-dependent Navier-Lamé equation (2.8) is transferred into the frequency domain. In-
serting Eq. (2.17) into Eq. (2.8) and assuming that the body forces vanish yields

µ∇2u(x) + (λ+ µ)∇ (∇ · u(x)) + ρω2u(x) = 0 , (2.18)

with the spatial displacement field u(x). Accompanying Eq. (2.18) with Dirichlet, Neumann
and Robin boundary conditions yields a well posed boundary value problem.
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2.2 Acoustic boundary element method

The boundary element method (BEM) is an efficient measure to solve exterior Helmholtz
problems. Its starting point is the weak formulation of the Helmholtz equation that originates
from applying the method of weighted residuals. Integrating twice by parts and identifying
the weight functions as the fundamental solution, also known as Green’s function, yields the
Kirchhoff-Helmholtz integral equation. It is discretized by a collocation boundary element
method and accompanied with sufficient boundary conditions. Introducing a spatial discretiza-
tion of the domain’s boundary and of the physical quantities results in a dense, complex-valued
system of linear equations. Combining the BEM with the fast multipole method (FMM) yields a
computational efficient scheme for solving large-scale acoustic problems. A further accelera-
tion can be achieved in the special case of periodic geometries. The system matrices become
block Toeplitz matrices and matrix-vector products can be expressed by circular convolutions.

2.2.1 Boundary element formulation

Applying the method of weighted residuals to the Helmholtz equation (2.3), that is multiplying
Eq. (2.3) by the a weight function w which is restricted to Sobolev spaces and integrating over
the computational domain Ω, leads to the weak formulation∫

Ω
w(x)

[
∇2p(x) + k2p(x)

]
dΩ = 0 . (2.19)

Integrating Eq. (2.19) twice by parts yields∫
Γ
w(x)

∂p(x)

∂n(x)
− ∂w(x)

∂n(x)
p(x) dΓ +

∫
Ω

[
∇2w(x) + k2w(x)

]
p(x) dΩ = 0 , (2.20)

in which the Helmholtz operator is applied to the weight function in the second integral.
This domain integral can be reformulated by introducing the fundamental solution G(x,y)
as weight function for which

∇2G(x,y) + k2G(x,y) = −δ(x,y) , (2.21)

holds. The right-hand side term δ(x,y) corresponds to the Dirac function and the fundamental
solution G(x,y) describes the sound pressure at the field point x subject to a monopole
source at the source point y under free field conditions. With Eq. (2.21), the domain integral
in Eq. (2.20) simplifies to∫

Ω

[
∇2G(x,y) + k2G(x,y)

]
p(x) dΩ =

∫
Ω
−δ(x,y)p(x) dΩ = −c(y)p(y) , (2.22)

with the integral-free term c(y). Therefore, the domain integral of Eq. (2.20) vanishes and the
boundary integral equation

c(y)p(y) +

∫
Γ

∂G(x,y)

∂n(x)
p(x) dΓ−

∫
Γ
G(x,y)

∂p(x)

∂n(x)
dΓ = 0 , (2.23)

is obtained [12]. Equation (2.23) is known as Kirchhoff-Helmholtz integral equation in the
case of y ∈ Γ with c(y) = 0.5 if the boundary is smooth around y. Its solution implicitly
fulfills the Sommerfeld radiation condition (2.7) due to choosing a weight function that is a
solution to the Helmholtz equation itself. This constitutes a major advantage of the boundary
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2.2 Acoustic boundary element method

element method compared to other numerical methods since they usually require specialized
techniques to fulfill the radiation condition [186, 187]. For y ∈ Ω \ Γ, the integral-free term
corresponds to either 0 or 1 and the sound pressure at any field point can be calculated based
on the Dirichlet and Neumann data on the boundary Γ.

The choice of the fundamental solution G(x,y) depends on the shape of the computa-
tional domain Ω. The present work considers three-dimensional full- and half-space acoustic
problems for which the Green’s functions read

G(x,y) =
1

4π

eik|x−y|

|x− y| , x,y ∈ R3 , (2.24)

and

Gh(x,y) =
1

4π

eik|x−y|

|x− y| +Rp
1

4π

eik|x̂−y|

|x̂− y| , x, x̂,y ∈ R3 , (2.25)

respectively [12]. Herein, Rp is the reflection coefficient and x̂ is the mirror image of the field
point x with respect to the plane that divides both half-spaces.

Taking the derivative of the boundary integral equation (2.23) with respect to the normal
vector n(y) and assuming that the boundary is smooth around y yields the hypersingular
boundary integral equation

c(y)
∂p(y)

∂n(y)
+

∫
Γ

∂2G(x,y)

∂n(x)∂n(y)
p(x) dΓ =

∫
Γ

∂G(x,y)

∂n(y)

∂p(x)

∂n(x)
dΓ . (2.26)

The linear combination of Eq. (2.23) and Eq. (2.26) yields the Burton and Miller formula-
tion [188]

c(y)p(y) +

∫
Γ

[
∂G(x,y)

∂n(x)
+ α

∂2G(x,y)

∂n(x)∂n(y)

]
p(x) dΓ

+ αc(y)
∂p(y)

∂n(y)
−

∫
Γ

[
G(x,y) + α

∂G(x,y)

∂n(y)

]
∂p(x)

∂n(x)
dΓ = 0 ,

(2.27)

which exhibits unique solutions at all frequencies [189]. The coupling parameter α is a com-
plex scalar with a non-vanishing imaginary part, i.e., Im(α) ̸= 0. A value of −i/k is optimal in
the present case [155].

In order to solve Eq. (2.27) numerically, the method of weighted residuals is applied a sec-
ond time. Multiplying the equation by an additional set of weight functions and integrating over
the boundary Γ yields the weak formulation of Eq. (2.27). Different choices for the weight func-
tions lead to different boundary element formulations. In the thesis at hand, the collocation
BEM is employed in which the second set of weight functions corresponds to the Dirac func-
tion δ(x, z) with the collocation points z ∈ Γ. Therefore, the weak formulation is enforced in
a strong sense at a number of discrete points. Its numerical solution only requires the spatial
discretization of the geometry and of the physical quantities on the boundary Γ. A common
choice for the discretization are discontinuous boundary elements. They approximate the
geometry by continuous polynomials, whereas the physical quantities are approximated by
discontinuous polynomials [190, 191]. In the usual case, the discontinuous nodes coincide
with the collocation points [12]. An in-depth error analysis with respect to frequency, element
size and the location of the discontinuous nodes is presented in [192]. Introducing the admit-
tance boundary condition (2.6) and the aforementioned spatial discretization into Eq. (2.27)
yields the following system of linear equations

(H−GY)p = Gvs + pinc . (2.28)
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Herein, H ∈ CNdof×Ndof and G ∈ CNdof×Ndof are the dense boundary element coefficient ma-
trices with the number of collocation points Ndof . Choosing a piecewise constant approxima-
tion of the boundary admittance leads to a block diagonal admittance matrix Y ∈ CNdof×Ndof .
Furthermore, the vectors p ∈ CNdof , pinc ∈ CNdof and vs ∈ CNdof store the sound pressure
values, incident sound pressure values and structural particle velocity values at the colloca-
tion points, respectively. Note that pinc arises from considering the inhomogeneous Helmholtz
equation, i.e., including a source term on the right-hand side of Eq. (2.3). Details on the nu-
merical treatment of the inhomogeneous Helmholtz equation can be found in [10].

2.2.2 Fast multipole method

The fast multipole method (FMM) is an elegant numerical technique to evaluate the pair-wise
interactions of a large number of bodies, commonly referred to as N -body problem [26]. The
boundary element discretized Helmholtz equation constitutes a problem of this type and signif-
icantly benefits from its application [27, 34]. Applying the multilevel variant of the FMM to three-
dimensional acoustic problems approximates the matrix-vector multiplications of Eq. (2.28) in
order O(Ndof log(Ndof)) time and order O(Ndof) memory at best [20]. The basis of the al-
gorithm is a hierarchical subdivision of the computational domain and its representation in a
tree structure. A bounding box is spanned around the boundary Γ and subdivided into smaller
boxes of equal size. These boxes are repeatedly subdivided until either the number of degrees
of freedom within the specific box is below a predefined limit or a certain number of subdivi-
sions is reached. The hierarchical structure is stored into a tree where the root corresponds
to the bounding box and each tree level represents an additional level of subdivision [55]. Fig-
ure 2.2a shows a bounding box around the two-dimensional boundary Γ with dots indicating
the locations of the degrees of freedom. Adding two additional levels of subdivisions leads to
the formation shown in Fig. 2.2b. Each box at a level l lies within a specific box of the previous
level l−1. The box at level l−1 is denoted as parent box, whereas the box at level l is denoted
as its child box.

A pair of boxes is called well-separated when it fulfills the admissibility criterion

|xc − yc| ≥ 2r , (2.29)

with the characteristic length r of the boxes and their center points xc and yc. The interaction
between degrees of freedom of well-separated boxes are referred to as far-field interactions.
They can be approximated by employing a multipole series expansion of the Green’s func-
tion. In contrast, pairs of boxes which do not fulfill the admissibility criterion of Eq. (2.29)
are referred to as neighboring boxes. The interaction between their degrees of freedom are
near-field interactions and are represented using the exact description of the Green’s function.
Figure 2.2c indicates the relationship for a specific box highlighted in olive at the second level
of subdivision. Its neighboring boxes are colored in blue, whereas the so-called interacting
boxes are colored in gray. Figure 2.2d presents the relationship at an additional level of sub-
division. Again, blue boxes denote neighboring boxes of the olive box and gray boxes denote
the interacting boxes. Note that the latter does not include all well-separated boxes. Only the
cousins of the olive box are considered. These correspond to the child boxes of the parent’s
neighboring boxes, i.e., to boxes that are located within one of the blue boxes of the previous
level of subdivision visualized in Fig. 2.2c. Determining these relations can be performed by
bit-interleaving [193].

Following these rules, the neighboring and well-separated boxes of each box at the lev-
els l ≥ 2 are identified. Whenever Eq. (2.29) holds for a given pair of boxes, the Green’s
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Γ

(a) Bounding box around the boundary Γ with
dots indicating degrees of freedom.

(b) Hierarchical subdivision of the bounding box
at level 2.

(c) Relationship between pairs of boxes at level 2. (d) Relationship between pairs of boxes at level 3.

Box Neighboring box Interacting box

Figure 2.2: Two-dimensional boundary Γ and the uniform hierarchical subdivision of its bound-
ing box at levels 0, 2 and 3.

function can be approximated by a series expansion around the center of one of the boxes.
The truncated series expansion of the full-space Green’s function (2.24) around the center xc

close to x reads [194]

G(x,y) ≈ ik

4π

nt∑
n=0

(2n+ 1)
n∑

m=−n

Om
n (y − xc)Ī

m
n (x− xc) , (2.30)

where Īmn denotes the complex conjugate of Imn and nt is the expansion order. Both Om
n

and Imn are given as

Om
n (x) = h(1)n (|x|)Y m

n

(
x

|x|

)
(2.31)

and

Imn (x) = jn(|x|)Y m
n

(
x

|x|

)
, (2.32)
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with the n-th order spherical Hankel function of the first kind h
(1)
n , the n-th order spherical

Bessel function of the first kind jn and the spherical harmonics Y m
n [41]. Taking the derivative

of Eq. (2.30) with respect to the normal vector n(x) yields

∂G(x,y)

∂n(x)
≈ ik

4π

nt∑
n=0

(2n+ 1)

n∑
m=−n

Om
n (y − xc)

∂Īmn (x− xc)

∂n(x)
. (2.33)

A combination of a box of field points enclosing the boundary Γx ⊂ Γ and a box of source
points enclosing the boundary Γy ⊂ Γ is considered and it is assumed that the admissibility
criterion (2.29) holds for both boxes. In this case, the far-field interaction between the field
points on Γx and the source points on Γy can be approximated by a product of five fast
multipole operators. They are obtained by inserting the truncated series expansions into the
boundary integrals of Eq. (2.23) or Eq. (2.27), respectively. This yields the following multipole
expansion for the double-layer potential [41]∫

Γx

∂G(x,y)

∂n(x)
p(x) dΓ ≈ ik

4π

nt∑
n=0

(2n+ 1)
n∑

m=−n

Om
n (y − xc)M

m
n (xc) , (2.34)

with y ∈ Γy and x ∈ Γx. The expansion translates the contribution within the field box to the
multipole moments according to the particle-to-moment (P2M) translation

Mm
n (xc) =

∫
Γx

∂Īmn (x− xc)

∂n(x)
p(x) dΓ . (2.35)

Subsequently, the multipole moments of the field box are shifted to the center point xc′ of the
parent box by the moment-to-moment (M2M) translation

Mm
n (xc′) =

nt∑
n′=0

(2n′+1)
n′∑

m′=−n′

∑
l∈N

(−1)m
′
Wn′,n,m′,m,lI

−m−m′

l (xc−xc′)M
−m′

n′ (xc) . (2.36)

The set N is defined by [41]

N :=
{
l | l ∈ Z, n+ n′ − l : even, max

{
|m+m′|, |n− n′|

}
< l < n+ n′

}
, (2.37)

and Wn′,n,m′,m,l is given as

Wn′,n,m′,m,l = (2l + 1)in−n′+l

(
n n′ l
0 0 0

)(
n n′ l
m m′ −m−m′

)
, (2.38)

where (: : :) denotes the Wigner 3j-symbol [195]. The M2M translation is applied to all boxes
within the levels l ≥ 2 starting at the lowest level. Subsequently, the multipole moments
of the field box are transferred to the local expansion coefficients of the source box by the
moment-to-local (M2L) translation [41]

Lm
n (yc) =

nt∑
n′=0

(2n′ +1)

n′∑
m′=−n′

(−1)m+m′ ∑
l∈N

Wn′,n,m′,m,lO
m+m′

l (yc −xc)M
m′
n′ (xc) . (2.39)

The local expansion coefficients are then translated down the tree until the lowest level of
subdivision is reached using the local-to-local (L2L) translation

Lm
n (yc′) = (−1)m

nt∑
n′=0

(2n′ + 1)
n′∑

m′=−n′

∑
l∈N

Wn′,n,m′,m,lI
m−m′

l (yc′ − yc)Lm′
n′ (yc) . (2.40)
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Figure 2.3: A finite periodic structure with periodicity in the x- and y-direction. The unit cell
is highlighted by the dashed box and repeated Mx and My times in the x and y
directions, respectively.

Expanding the Green’s function around the center point yc close to y, yields an expression
for the local expansion [41]∫

Γx

∂G(x,y)

∂n(x)
p(x) dΓ ≈ ik

4π

nt∑
n=0

(2n+ 1)
n∑

m=−n

Īmn (y − yc)Lm
n (yc) , (2.41)

with y ∈ Γy and x ∈ Γx. This local-to-particle (L2P) translation shifts the local expansion
coefficients of the leaf boxes to the particle contributions.

These five operators represent an approximation of the interactions between the degrees of
freedom of well-separated boxes. Its accuracy is determined by the choice of the truncation
number nt [20]. Although the discretized operators can be precomputed and assembled into
matrices as in [161], matrix-free implementations of the fast multipole method are far more
common [196].

2.2.3 Periodic boundary element formulation

The collocation boundary element discretization yields a system of linear equations in the
form of Eq. (2.28). The system matrices H and G are fully populated which leads to infeasi-
ble assembly and storage costs in the case of medium to large-scale problems. Although fast
boundary element methods such as the FMM reduce this cost, more efficient representations
exist for particular use cases. One of these cases is the acoustic analysis of finite periodic
structures. In the present work, the term finite periodic structure denotes structures that con-
sist of a finite number of replications of a unit cell. Figure 2.3 shows an example consisting of
an array of circular objects. The unit cell is spanned around a single object and repeated Mx

and My times in the x and y directions, respectively. Consequently, the structure consists of
ncell = MxMy unit cells.

Applying a collocation boundary element discretization to a finite periodic structure yields
the system of linear equations (2.28) with the system matrix H − GY. Arranging the de-
grees of freedom according to the underlying periodicity allows to represent both matrices H
and G by structured matrices. Due to the translation invariance of the Green’s function and its
normal derivative, c.f. Eq. (2.24), interactions between equally spaced replications of the unit
cell are identical [102]. Therefore, the system matrices that store these interactions feature
constant blocks along each diagonal. Matrices of this type are known as block Toeplitz matrix.
When considering periodicity in multiple directions, the system matrices become multilevel
block Toeplitz matrices which implies that each matrix block is a block Toeplitz matrix itself.
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2 Governing equations and numerical methods

Additionally assuming that the boundary admittance is periodic and thus uniquely defined on
a unit cell, the whole system matrix (H − GY) becomes a multilevel block Toeplitz matrix
which is abbreviated by T in the following. Considering the structure shown in Fig. 2.3, T is of
size MxMyndof ×MxMyndof , where ndof denotes the number of degrees of freedom of the
unit cell. The matrix reads

T =



T1
0 T1

−1 · · · · · · T1
1−My

T1
1 T1

0 T1
−1 · · · T1

2−My

... T1
1

. . . . . .
...

...
...

. . . . . . T1
−1

T1
My−1 T1

My−2 · · · T1
1 T1

0


(2.42)

and stores constant matrix blocks T1
j on each diagonal. The superscript (·)1 denotes the first

level of periodicity and T features 2My − 1 unique matrix blocks. These are block Toeplitz
matrices itself with a size of Mxndof ×Mxndof and read

T1
j =



T2
0 T2

−1 · · · · · · T2
1−Mx

T2
1 T2

0 T2
−1 · · · T2

2−Mx

... T2
1

. . . . . .
...

...
...

. . . . . . T2
−1

T2
Mx−1 T2

Mx−2 · · · T2
1 T2

0


j

. (2.43)

The 2Mx − 1 unique ndof × ndof matrix blocks [T2
i ]j are fully populated and coincide with the

corresponding entries of the discretized boundary integral equation. Since the multilevel block
Toeplitz representation is an exact representation, (H − GY)p = Tp holds. In contrast of
storing all (MxMyndof)

2 matrix entries, only (2Mx − 1)(2My − 1)n2
dof entries are assembled

and stored. An extension to the acoustic analysis of structures with an arbitrary number of
periodic directions is given by Karimi et al. [120].

Aside from the reduction of the storage costs, the representation of the system matrix as a
multilevel block Toeplitz matrix reduces the computation cost of the associated matrix-vector
multiplications. The multiplication of an Ndof × Ndof multilevel block Toeplitz matrix with a
vector can be expressed by circular convolutions which leads to a quasi-linear scaling in
time [121]. Since the present block Toeplitz matrix T stores dense and non-structured matri-
ces on its lowest level, an asymptotic complexity of order O(n2

dofncell log(ncell)) is obtained.
This scaling is achieved by embedding the matrix T into a multilevel block circulant matrix C
which is a special type of multilevel block Toeplitz matrix. Each block row of C is a rightward
cyclic permutation of its first block row [197, 198]. The 2-level block circulant matrix of the
problem visualized in Fig. 2.3 reads

C =



C1
0 C1

−1 · · · C1
2 C1

1

C1
1 C1

0 C1
−1 · · · C1

2

... C1
1

. . . . . .
...

C1
−2

...
. . . . . . C1

−1

C1
−1 C1

−2 · · · C1
1 C1

0


. (2.44)
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2.2 Acoustic boundary element method

It stores block circulant matrices C1
j , which are defined as

C1
j =



T2
0 T2

−1 · · · T2
2 T2

1

T2
1 T2

0 T2
−1 · · · T2

2

... T2
1

. . . . . .
...

T2
−2

...
. . . . . . T2

−1

T2
−1 T2

−2 · · · T2
1 T2

0


j

, (2.45)

and include the ndof ×ndof matrix blocks [T2
i ]j . The first block row of C1

j consists of all unique
matrix blocks of T1

j defined in Eq. (2.43). Concatenating the blocks into a matrix Q reads

Q =
(
T2

0 T2
−1 · · · T2

1−Mx
T2

Mx−1 · · · T2
2 T2

1

)
. (2.46)

Rightward shifts of Q build the block rows of C1
j . Subsequently concatenating the unique

entries of C1
j and introducing rightward shifts for each block row then yields the multilevel

block circulant matrix C defined in Eq. (2.44).
Applying the Fourier transform F and the inverse Fourier transform F−1 block diagonalizes

the multilevel block circulant matrix C [121], i.e.,

C = F−1ΛF . (2.47)

The entries of the block diagonal matrix

Λ = diag
(
C1
0, C

1
1, . . . , C

1
−2, C

1
−1

)
, (2.48)

correspond to the discrete Fourier transform of the first block column of C, which reads

[C1
0 C

1
1 . . . C1

−2 C
1
−1] = F [C1

0 C
1
1 . . . C1

−2 C
1
−1] . (2.49)

The discrete Fourier transform and its inverse are given by

F = F2My−1 ⊗ F2Mx−1 ⊗ Indof
, (2.50)

F−1 = F−1
2My−1 ⊗ F−1

2Mx−1 ⊗ Indof
. (2.51)

Herein, ⊗ denotes the Kronecker product, Indof
denotes the ndof × ndof identity matrix and

the Fourier matrix Fm as well as its inverse F−1
m read

Fm =

((
e−i2π/m

)ij
)

i,j=0, ...,m−1

, (2.52)

F−1
m =

1

m
F∗
m . (2.53)

The block diagonalization of C allows to rewrite multiplications of the multilevel block Toeplitz
matrix with the vector p as

Tp = F̃−1ΛF̃p , (2.54)

with the incomplete Fourier transformations F̃ and F̃−1. They are determined by [120]

F̃ = F̃2My−1 ⊗ F̃2Mx−1 ⊗ Indof
, (2.55)

F̃−1 = F̃−1
2My−1 ⊗ F̃−1

2Mx−1 ⊗ Indof
, (2.56)
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2 Governing equations and numerical methods

and consider the incomplete Fourier matrices F̃2Mx−1 and F̃2My−1. These only contain the
first M columns of F2M−1 and the first M rows of F−1

2M−1, respectively, with M being a
placeholder for either Mx or My in the present case. Based on the identity of Eq. (2.54), mul-
tiplications of the system matrix are performed in order O(n2

dofMxMylog(MxMy)) time [121].
Although the block diagonal matrix Λ requires the storage of (2Mx − 1)(2My − 1)n2

dof matrix
entries, the overall memory requirements are not increased since the original block Toeplitz
matrix T can be freed from the memory.

The periodic boundary element formulation addresses small-scale acoustic problems with
finite periodic geometries more efficiently than conventional and fast boundary element meth-
ods [90]. However, the assembly and storage of the block Toeplitz matrices becomes infea-
sible for medium to large-scale problems due to the quadratic complexity on the number of
degrees of freedom ndof of the unit cell.

2.3 Parameterized structural acoustic problems

Many technical applications involve vibrating structures that induce sound waves into the sur-
rounding fluid. In some cases, the structures themselves are subject to surface pressure
loads from incident sound waves. The interaction between structural parts and the surround-
ing acoustic fluid is described by the coupled equations of acoustics and elastodynamics. Two
configurations are usually distinguished: Strong coupling and weak coupling. In the former
case, the equations of elastodynamics and acoustics are solved simultaneously, taking the
mutual interaction between both physical fields into account. The second case is a simplifi-
cation in which the fluid loading that acts on the solid is negligible. This allows to solve the
equations of elastodynamics in-vacuo and subsequently solve the acoustic wave equation in
the surrounding fluid imposing the obtained structural solution as a boundary condition.

2.3.1 Fully coupled FEM-BEM formulation

The present work considers either lightweight structures in air or structures submerged in
dense fluids such as water. Both contribute to strongly coupled structural acoustic problems
for which a combined approach of finite and boundary element methods is a common model-
ing technique [199–201]. The finite element method discretizes the time-harmonic equations
of linear elastodynamics (2.18) leading to [183](

K(λ)− ω2M(λ)
)
u = f s + f f , (2.57)

with the vector of unknown displacements u ∈ CN̂dof at the N̂dof structural degrees of free-
dom. The stiffness matrix K(λ) ∈ RN̂dof×N̂dof and mass matrix M(λ) ∈ RN̂dof×N̂dof depend
on np − 1 design parameters concatenated into

λ = [λ1, . . . , λnp−1] . (2.58)

They represent variations of the material parameters, thickness or boundary conditions but do
not alter the geometry of the sound radiating boundary. In addition, the linear system explicitly
depends on the angular frequency ω = 2πf with frequency f . Equation (2.57) includes two
distinct forces that excite the solid. They are structural nodal forces f s ∈ CN̂dof and the
acoustic loading f f ∈ CN̂dof caused by the sound pressure that acts on the sound radiating
boundary.

20



2.4 Structural acoustic problems with many right-hand sides

The time-harmonic equations of linear acoustics (2.3) are discretized by the collocation
boundary element method as outlined in Section 2.2. This leads to [12]

H(ω)p = G(ω)vs + pinc , (2.59)

under the assumptions of a vanishing boundary admittance. The vector p ∈ CNdof contains
the unknown sound pressure values at the acoustic degrees of freedom Ndof . The boundary
element system matrices G(ω) ∈ CNdof×Ndof and H(ω) ∈ CNdof×Ndof are implicitly frequency
dependent but do not depend on λ. The acoustic fluid is subject to an excitation by means of
the structural particle velocity vs ∈ CNdof and the incident sound pressure field pinc ∈ CNdof .

The acoustic loading f f and the structural particle velocity vs couples the structural and
acoustic domains on the mutual interface. The coupling conditions read

f f = Csfp and vs = −iωCfsu , (2.60)

introducing the mesh coupling matrices Csf ∈ RN̂dof×Ndof and Cfs ∈ RNdof×N̂dof which are
obtained by a Galerkin projection [202]. Inserting Eq. (2.60) into Eqs. (2.57) and (2.59) leads
to the fully coupled system of linear equations[

K(λ)− ω2M(λ) −Csf

iωG(ω)Cfs H(ω)

] [
u
p

]
=

[
f s
pinc

]
. (2.61)

Obtaining a solution of Eq. (2.61) can be difficult in the case of heavy fluid loading or
lightweight structures since the system matrix is generally ill-conditioned [58, 199, 201]. Form-
ing the Schur complement with respect to p provides a remedy and leads to[

iωG(ω)Cfs

(
K(λ)− ω2M(λ)

)−1
Csf +H(ω)

]
p = f̂ s(ω,λ) (2.62)

where the right-hand side is given as

f̂ s(ω,λ) = −iωG(ω)Cfs

(
K(λ)− ω2M(λ)

)−1
f s + pinc . (2.63)

Iterative solvers are well suited for this Schur complement formulation since the finite element
matrix K(λ)− ω2M(λ) admits a sparse LU factorization. However, solving the FEM-BEM
system for a broad range of parameter values and possibly high-dimensional parameter do-
mains requires sophisticated numerical techniques. The present work will introduce a model
order reduction technique based on a greedy reduced basis scheme.

2.4 Structural acoustic problems with many right-hand sides

The solution of a discretized system of linear equations can be obtained by either direct or
iterative solvers. Sparse system matrices as well as small dense system matrices admit effi-
cient factorizations and thus direct solvers are preferably applied. This particularly holds for
linear systems with multiple right-hand sides. Once a factorization is computed, the solution
to each right-hand side is obtained at a low cost. Unfortunately, the memory requirements
of direct solvers scales cubic with respect to the size of the dense system matrices. This
prevents their application to even medium-scale boundary element discretized linear systems.
Although the fast multipole method avoids the assembly of the fully populated system matrix,
the resulting algebraic structure of the linear system limits the computational efficiency of di-
rect solvers [8]. A remedy is found by iterative solvers which obtain the solution of the linear

21
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system based on matrix-vector products. They do not require a fully assembled system matrix
and work well with matrix-free formulations. Krylov subspace solvers are widely used vari-
ants of iterative solvers which combine low memory requirements with favorable convergence
properties [151]. They iteratively build and extend a Krylov subspace. It is spanned by the
initial residual and by additional vectors that are the result of repeated multiplications of the ini-
tial residual with the system matrix. The present work employs two advanced algorithms that
are especially tailored for linear systems with multiple right-hand sides. Contrary to standard
Krylov solvers, they rely on either block or global Krylov subspaces. Prior to introducing them,
the following sections review two applications within the field of acoustics and vibroacoustics
that lead to linear systems with multiple right-hand sides.

2.4.1 Diffuse sound field excitation

The sound transmission loss of structures such as panels and windows is experimentally mea-
sured in coupled anechoic-reverberant chambers. A diffuse sound field within the reverberant
chamber excites the structural component located at the mutual interface of both chambers
and intensity probes within the anechoic chamber allow to determine the transmitted sound
energy. These studies are expensive and time-consuming, especially when performing an
optimization of the structural components. Numerical methods constitute a more efficient
approach to evaluate the sound transmission behavior of various designs. A finite element
model describes the dynamic behavior of the structure, whereas a boundary element model
reflects the acoustic behavior within the anechoic chamber and the reverberant room. Only
the structural components and its sound radiating surfaces need to be discretized. The BEM
straightforwardly represents free field conditions and the approach of Rafaely [150] describes
the diffuse sound field excitation by superposing npw plane waves from uniformly distributed
directions. The response to a diffuse sound field excitation is given by the mean responses to
multiple incident sound pressure fields. They are given as

pinc(x) =
1

√
npw

npw∑
i=1

Ai e
ki·x+φi , (2.64)

for the coordinates x ∈ R3. The values of Ai and φi are randomly chosen amplitudes and
phase angles, respectively. The wave vector ki ∈ R3 is described in spherical coordinates
with the radius r = ω/c, incident angle ϕ ∈ [0, π) and azimuth angle θ ∈ [0, 2π) of each plane
wave. The values of both angles are uniformly distributed and npw = 1145 is chosen according
to [150].

In the present thesis, a total of nrhs incident wave fields in the form of Eq. (2.64) are sampled
for the calculation of the structural acoustic response to a diffuse sound field excitation. There-
fore, the solution of the fully coupled FEM-BEM system in Eq. (2.62) with multiple right-hand
sides needs to be obtained. It is abbreviated by

A(µ)X(µ) = B(µ) , (2.65)

with the system matrix A(µ), solution matrix X(µ) and right-hand side matrix B(µ). Further-
more, the d-dimensional parameter vector

µ = [λ, ω] = [λ1, . . . , λd−1, ω] . (2.66)

includes the dependencies on the frequency and additional structural parameters. The right-
hand side matrix B contains nrhs column vectors. They store the sound pressure values of
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the individual incident pressure fields as well as possible structural loads at the degrees of
freedom according to Eq. (2.63). The total response to the diffuse sound pressure field is
given by the mean of the column vectors stored in X. Since a larger number of realizations of
the incident wave field yields better approximations of the diffuse sound field, a large number
of right-hand sides needs to be considered. Hence, computationally efficient iterative solution
techniques for sequences of linear systems are required.

2.4.2 Nonlinear acoustic eigenvalue analysis

The eigenfrequencies and modal damping values of acoustic or structural acoustic systems
are crucial design criteria. They provide valuable insight on the dynamics of the system and
assist in describing physical effects such as radiation damping [203]. Determining the modal
parameters by means of an eigenvalue analysis is common practice when designing acoustic
metamaterials [73, 105, 107]. Locally resonant periodic structures usually accomplish a high
sound attenuation in the close vicinity of their eigenfrequencies [98].

Obtaining the eigenvalues and eigenvectors of boundary element discretized Helmholtz
problems requires the solution of a nonlinear eigenvalue problem (NLEVP). Applying the peri-
odic boundary element formulation, the NLEVP reads

T(ω̃)Φ = 0 , (2.67)

with the multilevel block Toeplitz matrix T and the nonzero eigenvector Φ as well as the
corresponding complex eigenvalue parameter ω̃. The eigenfrequency coincides with the real
part of ω̃, whereas the modal damping is given by its imaginary part.

An efficient class of techniques to solve Eq. (2.67) are contour integral methods. They ex-
tract all eigenvalues and corresponding eigenvectors that lie within a contour of the complex
plane, visualized in Fig. 2.4. The block Sakurai Sugiura (block-SS, [108]) is one of many vari-
ants [109, 110, 204, 205]. It transforms the nonlinear eigenvalue problem into the generalized
eigenvalue problem

(H2 − ω̂H1)Φ̂ = 0 , (2.68)

with Hankel matrices H1 and H2 of size KL×KL. Both K and L are parameters of the eigen-
solver and their product is significantly smaller than the size of the system matrix in the original
nonlinear eigenvalue problem. The solution of the generalized eigenvalue problem Eq. (2.68)
involves only little computational effort and yields the complex eigenvalue parameters ω̂. They
coincide with those eigenvalue parameters ω̃ of Eq. (2.67) that lie inside the contour C. Setting
up Eq. (2.68) requires the assembly of the Hankel matrices given by

H1 = [Mi+j−2]
K
i,j=1 and H2 = [Mi+j−1]

K
i,j=1 , (2.69)

with a positive integer K and the sequence of moments

Mk =
1

2πi

∮
C

zkV∗T(z)−1V dz , k = 0, 1, . . . , 2K − 1 . (2.70)

Herein, the complex coordinate z parameterizes the contour C, V is a random, complex-
valued matrix of size Ndof × L and V∗ denotes its conjugate transpose. Applying the trape-
zoidal rule to the contour integral leads to an approximation of the moments by

Mk ≈ 1

Nc

Nc−1∑
j=0

ρ

(
zj − γ

ρ

)k+1

V∗T(zj)
−1V , (2.71)
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Figure 2.4: Contour points zj on the contour C that encloses all eigenvalues of interest.

with the Nc contour points zj = γ + ρeiθj along a circular contour in polar coordinates with
center γ, radius ρ, and angle θj [108]. Once the generalized eigenvalue problem of Eq. (2.68)
is solved, the determined eigenvectors Φ̂ are transferred back to obtain Φ.

Evaluating the sequence of moments given by Eq. (2.71) contributes to a large fraction of
the computational effort due to the need of solving the discretized system of linear equations
for all columns in V. Both the number of contour points Nc and the value of L mainly deter-
mine the accuracy of the contour integral method. Choosing a large number of contour points
results in a more accurate approximation of the sequence of moments, whereas higher values
of L enlarge the subspace in which the eigenvalues are sought. This has a direct impact on
the computational efficiency since the linear system T(zj)

−1V is solved at each of the Nc

contour points and for each of the L right-hand sides. Therefore, efficient solution techniques
for linear systems with many right-hand sides are required in order to achieve highly accu-
rate estimations of the eigenvalues and eigenvectors at reasonable computational costs. This
similarly holds for other contour integral methods such as the block-SS with resolvent sam-
pling [206] or nonlinear FEAST algorithms [110]. The details on two efficient iterative solution
techniques are outlined in the following.

2.4.3 Block Krylov subspace methods

Consider a system of linear equations AX = B where the matrix B stores nrhs right-hand
sides as column vectors. Block Krylov subspace solvers create an intermediate solution Xk

within each iteration k that fulfills the relation

Xk −X0 ∈ K□
k (A,R0) , (2.72)

with an initial estimate X0 of the solution. The initial residual is given by R0 = B − AX0

and the block Krylov subspace of iteration k is denoted by K□
k (A,R0). The superscript ( )□

indicates the block nature of the subspace which is given by

K□
k (A,R0) =

{
k−1∑
i=0

AiR0γi; γi ∈ Cnrhs×nrhs , i = 0, . . . , k − 1

}
, (2.73)

following the notation of Gutknecht [164]. The repeated multiplications of the system matrix A
with itself and the initial residual R0 are weighted by the nrhs×nrhs matrices γi. They span the
block Krylov subspace and approximate each column of the matrix Xk−X0 by a linear combi-
nation. The size of the block Krylov subspace is larger than the size of the subspaces built by
standard Krylov methods. Each iteration adds up to nrhs additional Krylov vectors to the sub-
space. Therefore, a larger number of vectors is available for the approximation of the solution
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which generally leads to a convergence of the solution in less iterations [164]. Building a block
Krylov subspace not only increases the memory requirements but might also result in linearly
or nearly linearly dependent columns within the block Krylov subspace. This requires deflation
in order to detect and delete linearly dependent columns and prevent breakdowns [207]. In
addition, the computational burden can be reduced by detecting linearly dependent right-hand
side vectors upfront. Performing a truncated singular value decomposition of the right-hand
side matrix allows to reduce the number of columns of B, and thus the computational ef-
fort [169].

Employing the block Arnoldi process for obtaining the block Krylov basis leads to the block
GMRes method presented by Vital [208]. Storing and extending this space in every iteration
accounts for a significant part of the computational cost and memory at high iterations counts.
This can be resolved by restarting the solver after a certain number of iterations [209] or by
preconditioning the linear system [175, 210].

2.4.4 Global Krylov subspace methods

Global Krylov subspace solvers construct an intermediate solution Xk in each iteration k such
that

Xk −X0 ∈ Kk(A,R0) , (2.74)

holds. Contrary to block methods, a matrix Krylov subspace Kk(A,R0) is built which is de-
fined as [164]

Kk(A,R0) =

{
k−1∑
i=0

AiR0γi; γi ∈ C, i = 0, . . . , k − 1

}
. (2.75)

The matrices that span the subspace of Eq. (2.75) are weighted by the scalars γi in order
to approximate the entire matrix Xk − X0. This substantially differs from the methodology
of the aforementioned block methods where each column of the matrix is approximated inde-
pendently. The search space of the global methods is much smaller which leads to slower
convergence. However, the memory requirements are less demanding [164].

Orthogonalizing the basis by means of the global Arnoldi process leads to the global GMRes
method introduced by Jbilou et al. [171]. The matrices Vi that store the basis vectors of each
iteration i are F -orthonormal, i.e., tr(V∗

iVj) = 0 for i ̸= j and i, j = 0, ..., k − 1 with tr( )
denoting the trace. In contrast to block methods, linearly dependence does not occur.
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3 Summary of publications
This chapter provides a brief summary of the publications Paper A [177], Paper B [178] and
Paper C [179]. It highlights their key results and indicates the authors’ individual contributions.
Reprints of the full texts are provided in Appendix A.
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3.1 Paper A

3.1 Paper A

Fast multipole boundary element method for the acoustic analysis of
finite periodic structures

Christopher Jelich, Wenchang Zhao, Haibo Chen, Steffen Marburg

Summary

Periodic arrangements of locally resonant structures are very efficient in modifying the propa-
gation of sound. They are referred to as acoustic metamaterials when exhibiting macroscopic
properties that are not found in naturally occurring materials. This includes the formation of
frequency bands at which sound propagation is prohibited in certain directions. Established
by local resonances of the individual structural components but also by arranging the compo-
nents periodically, a very high sound attenuation can be achieved in these frequency bands
at the macroscopic scale [73]. Precisely tailoring the design of acoustic metamaterials offers
great potential for compact and effective vibroacoustic structures. Numerical methods play a
crucial role in this process due to the complexity of the designs. Most schemes consider a
metamaterial composed of identical substructures that are described by a representative vol-
ume element or unit cell. In addition, they assume that the metamaterial is of infinite extent.
Under these assumptions, the characteristics of the wave propagation within the metamaterial
are obtained by solving multiple eigenvalue problems of the unit cell with specialized bound-
ary conditions. Unfortunately, these approaches do not incorporate any diffraction at edges
of the eventually finite-sized metamaterial or scattering by the ground. These effects are only
covered by a full-scale, three-dimensional analysis of the acoustic metamaterial.

To this end, two fast multipole boundary element formulations are presented for the acous-
tic analysis of finite periodic structures. Existing strategies either rely on the aforementioned
assumptions and are thus not feasible or demand excessive computational resources. The
proposed methods subdivide the geometry into boxes which coincide with the unit cell. Bound-
ary elements discretize the unit cells and the fast multipole method approximates the interac-
tions between well-separated boxes. Due to the periodic layout, the fast multipole operators
assemble into structured matrices such as block diagonal and block Toeplitz matrices. This
representation secures fast matrix-vector products and significantly reduces the memory re-
quirements; thus permitting simulations of large-scale metamaterials.

Two numerical examples demonstrate the computational efficiency of the presented formu-
lations. The first example considers a periodic arrangement of spherical scatterers with small
unit cell discretizations sharing only a few thousand degrees of freedom. The first formulation
outperforms state-of-the-art approaches by an order of magnitude in both time and memory.
A similar performance is reported for the second formulation which is especially suited for unit
cell discretizations sharing large numbers of degrees of freedom. It features a more favor-
able asymptotic scaling due to applying an additional level of fast multipole expansions to the
near-field interactions. The second example consists of a noise barrier design study which
compares the sound attenuation achieved by a wall noise barrier and two sonic crystal noise
barriers. The formulations allow to depict the acoustic behavior in a broad frequency range
and validate the noise barrier designs at full scale.

Altogether, the two proposed formulations efficiently describe the acoustic wave propaga-
tion in metamaterials and periodically arranged structures. This holds for both small-scale
metamaterials as well as large arrangements with unit cell discretizations that feature tens
of thousands of degrees of freedom. Further development could include applying the same
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concept to rotationally arranged structures such as ducts, mufflers and fans. In addition, tak-
ing visco-thermal losses or structural acoustic coupling into account would extend the com-
putational possibilities of the presented formulations even further. Finally, local defects or
disturbances of the periodic arrangement could be represented by low-rank updates of the
corresponding fast multipole operators.

Contribution

Christopher Jelich contributed to the conceptualization and derivation of the numerical algo-
rithms. Christopher Jelich and Wenchang Zhao carried out the code implementation. Christo-
pher Jelich conducted the numerical simulations and prepared the draft of the manuscript.
Christopher Jelich and Wenchang Zhao contributed to the discussion of the results. All au-
thors provided critical feedback and approved the final version of the manuscript.

Reference

C. Jelich, W. Zhao, H. Chen and S. Marburg. Fast multipole boundary element method for the
acoustic analysis of finite periodic structures. Computer Methods in Applied Mechanics and
Engineering, 391:114528, 2022.
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3.2 Paper B

3.2 Paper B

A greedy reduced basis algorithm for structural acoustic systems with
parameter and implicit frequency dependence

Christopher Jelich, Suhaib Koji Baydoun, Matthias Voigt, Steffen Marburg

Summary

The process of designing quiet machines and vehicles relies on an efficient evaluation of
vibroacoustic properties such as the radiated sound power and the transmission loss prior
to manufacturing. The coupled finite element method (FEM) and boundary element method
(BEM) offer great potential in this regard. Despite recent advances, analyzing the dynamics
of a system for a variety of design parameters and frequencies is still computationally chal-
lenging. The usual approach requires repeated evaluations of the coupled FEM-BEM system
at each frequency and each set of parameter values of interest. Model order reduction (MOR)
methods aim to reduce this computational effort. However, many techniques are infeasible to
apply due to the implicit frequency dependence of the FEM-BEM system.

To this end, the present publication proposes a greedy reduced basis scheme for the solu-
tion of fully coupled FEM-BEM systems with parameter and implicit frequency dependence.
The time-harmonic equations of linear elastodynamics and acoustics are discretized by the fi-
nite element and boundary element method, respectively. This leads to an implicitly frequency
dependent system of linear equations. Aside from the frequency, an additional set of param-
eters is considered which spans a high-dimensional parameter space. In the present work,
variations of the material parameters and the rotational stiffness values of joints that connect
the individual structural components are considered. The developed MOR scheme obtains the
solution within the parameter domain by a linear combination of reduced basis vectors. This
basis is built iteratively and each basis vector coincides with the response of the FEM-BEM
system at certain parameter samples. The samples are chosen in a greedy fashion, i.e., at
the parameter combination at which the solution is currently approximated worst. Considering
high-dimensional parameter spaces or large-scale vibroacoustic problems leads to infeasible
memory requirements. The algorithm remedies this by starting on a small subset of the dis-
cretized parameter domain. Hence, only a limited number of FEM-BEM systems needs to be
assembled at the same time. In addition, the reduced basis scheme includes an extension
to address parameter dependent systems with multiple right-hand sides. In each iteration,
a truncated singular value decomposition (SVD) of the responses is computed to extract its
major components. The corresponding left singular vectors are then added to the reduced
basis.

The computational efficiency of the proposed greedy reduced basis scheme is demon-
strated in two numerical examples. The first example considers a point-excited spherical
shell that is submerged in water and made of a homogeneous linear elastic material. Both
frequency and Young’s modulus span the parameter domain which is discretized by 89 and
11 points in each direction, respectively. The proposed scheme outperforms the conventional
approach of solving each system sequentially. Furthermore, the results indicate that starting
on a small subset of the discretized parameter domain is more beneficial than starting on the
full set. The second numerical example considers a simplified satellite structure that consists
of six aluminum honeycomb panels. The panels are connected by joints that are represented
by a series of linear elastic springs. Their stiffness values span a three-dimensional param-
eter space together with the frequency. A diffuse incident field acts on the structure which is
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modeled by a large of number of incident plane waves. This leads to a parameterized problem
with multiple right-hand sides. The results validate the computational efficiency of the greedy
reduced basis scheme. The extension to cases with multiple excitations manages to maintain
a small basis containing vectors with high approximation power. Suitable truncation values for
the singular value decomposition are indicated.

In conclusion, the proposed greedy reduced basis scheme is an efficient measure to solve
parameter and implicitly frequency dependent vibroacoustic problems. An extension of the
algorithm covers the case of multiple right-hand sides. Following the results of Paper C [179],
the block GMRes method is incorporated into this extension in order to accelerate the solu-
tion of the FEM-BEM system. The algorithm paves the way for highly productive parameter
studies within the design processes of vibroacoustic structures. This is owed to its efficiency
in obtaining an approximate solution for all samples of the discretized parameter domain at a
predefined accuracy.

Contribution

Christopher Jelich, Suhaib Koji Baydoun and Matthias Voigt conceived the general concept of
the model order reduction method. Christopher Jelich carried out the code implementation,
performed the numerical simulations and prepared the draft of the manuscript. Christopher
Jelich, Matthias Voigt and Suhaib Koji Baydoun contributed to the discussion of the results.
All authors provided critical feedback and approved the final version of the manuscript.

Reference

C. Jelich, S. K. Baydoun, M. Voigt and S. Marburg. A greedy reduced basis algorithm for
structural acoustic systems with parameter and implicit frequency dependence. International
Journal of Numerical Methods in Engineering, 122(24):7409–7430, 2021.
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3.3 Paper C

3.3 Paper C

Efficient solution of block Toeplitz systems with multiple right-hand sides
arising from a periodic boundary element formulation

Christopher Jelich, Mahmoud Karimi, Nicole Kessissoglou, Steffen Marburg

Summary

Studying the aeroacoustic behavior of structures subject to fluid flow is of great importance. It
allows to find designs that ensure structural integrity but also comply with regulations and con-
sumer demands. Passenger aircrafts for instance are obliged to be durable but also quiet. In
many cases, the turbulent flow in the vicinity of the bounding surfaces contributes to the major
source of flow-induced noise. This turbulent boundary layer (TBL) excitation can be modeled
using a set of uncorrelated wall pressure waves (UWPW) based on the description of the
surrounding flow by either empirical models, experimental data or a steady-state Reynolds-
averaged Navier-Stokes solution [211]. The flow-induced noise is then obtained by solving a
series of structural acoustic scattering problems with realizations of the UWPW as incident
field [212]. Accelerating this subsequent analysis step improves the computational efficiency
of the overall numerical scheme which is especially useful when using empirical models or
experimental data for the characterization of the UWPW.

The need of obtaining the acoustic responses to a variety of excitations is also present in
recently introduced nonlinear eigenvalue solvers based on contour integration. They require
the solution at various frequency points along a contour in the complex plane. This contributes
to the main computational burden since multiple right-hand sides need to be considered at
each frequency point. Accelerating the solution process paves the way for more accurate and
less time consuming solutions of nonlinear eigenvalue problems.

To this end, an efficient numerical scheme to solve acoustic scattering problems subject to
multiple excitations is presented in this publication. The structural components are assumed
to be rigid and thus, only the unbound acoustic domain is discretized. Employing the bound-
ary element method and considering structures that are composed of periodically arranged
unit cells yields a computational efficient representation of the discretized linear system. The
system matrices become block Toeplitz matrices which feature a reduced asymptotic com-
plexity in time and memory for assembly and matrix-vector multiplications. This benefit can
be utilized to its full extent by employing iterative solvers. Three Krylov subspace solvers
are implemented for the solution of the block Toeplitz systems with multiple right-hand sides.
The first variant is one of the most commonly used Krylov subspace solvers, the generalized
minimal residual (GMRes) method [153]. It sequentially obtains the solution to each indi-
vidual right-hand side without taking information of the previous solutions into account. The
remaining two methods are the global and block variants of the GMRes method which obtain
a solution to all right-hand side at once, utilizing similarities of the solutions to different right-
hand sides [171, 208]. The performance of all three schemes is assessed in terms of the wall
clock time of the iterative solution process, the number of multiplications with the block Toeplitz
system matrix and the peak memory usage.

Two case studies are presented to demonstrate the approach: The evaluation of the aeroa-
coustic noise from turbulent flow around a flat plate airfoil and a nonlinear eigenvalue analysis
of a sonic crystal noise barrier. Both numerical examples indicate a significant reduction of the
solution time by employing global and block GMRes. Their solution times scale more favorably
with respect to the number of right-hand sides which encourages their application to problems
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with a large number of different excitations. Noteworthy, the standard and global GMRes meth-
ods obtain the solution within the same number of iterations. Therefore, the speedup of the
global GMRes can be attributed to performing matrix-matrix instead of matrix-vector products.
In the case of the block GMRes method, less iterations are required to obtain the solution due
to extending the search space by a larger quantity of Krylov vectors in each iteration.

Altogether, the present work applies global and block GMRes to solve boundary element
discretized Helmholtz problems with multiple right-hand sides and provides a comparison to
the standard GMRes method. The numerical results show that employing the block vari-
ant significantly increases the efficiency of two numerical schemes that predict aeroacoustic
noise and solve nonlinear acoustic eigenvalue problems. The findings of the present work
encouraged the introduction of the block GMRes into a recently introduced subspace itera-
tion eigensolver based on Cauchy integrals [63] and into the nonlinear model order reduction
technique presented in Paper B [178].

Contribution

Christopher Jelich and Mahmoud Karimi conceived the general concept of the proposed nu-
merical scheme. Christopher Jelich carried out the code implementation, performed the nu-
merical simulations and prepared the draft of the manuscript. Christopher Jelich, Mahmoud
Karimi and Nicole Kessissoglou contributed to the discussion of the results. All authors pro-
vided critical feedback and approved the final version of the manuscript.

Reference

C. Jelich, M. Karimi, N. Kessissoglou, and S. Marburg. Efficient solution of block Toeplitz
systems with multiple right-hand sides arising from a periodic boundary element formulation.
Engineering Analysis with Boundary Elements, 130:135–144, 2021.
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4 Discussion and conclusion
Highly efficient computational methods that precisely describe acoustic and elastodynamic
wave propagation phenomena are an important tool of today’s engineers. They open up the
possibility to investigate the acoustic and vibroacoustic properties of a broad variety of prod-
uct designs ahead of production. Combined with optimization algorithms, these numerical
analysis techniques pave the wave for finding the optimal design that complies with multi-
disciplinary objectives. These objectives might include the structural integrity under various
load cases but also acoustic properties such as a broadband sound attenuation or a specific
sound characteristic. Existing strategies for solving vibroacoustic problems at low frequencies
usually rely on finite element methods or coupled finite and boundary element methods. The
latter is especially convenient for the commonly occurring case of unbound computational do-
mains. Despite the research efforts of the previous decades, limitations of finite element and
boundary element methods are still present today. First, currently available techniques for the
full-scale analysis of periodic structures necessitate substantial computational efforts; render-
ing their application infeasible. Second, solving parameterized structural acoustic problems
with a FEM-BEM approach yields a system of linear equations with parameter and implicit
frequency dependencies. Its repeated evaluation for all frequencies and parameter values of
interest comes at a significant cost. Lastly, existing methodologies lack efficient strategies to
address multiple load cases.

This cumulative thesis provides remedies to the aforementioned limitations of finite element
and boundary element methods in acoustics and vibroacoustics. Paper A [177] presents two
fast multipole boundary element formulations for the acoustic analysis of structures with finite
periodicity. Both formulations fully utilize the special matrix structure that arises from apply-
ing the boundary element method to periodic structures. By incorporating the fast multipole
method, large-scale problems with millions of degrees of freedom can be addressed. In ad-
dition, Paper B [178] introduces a novel greedy reduced basis scheme for structural acoustic
problems with parameter and implicit frequency dependencies. It obtains an approximate
solution within the possibly high-dimensional parameter space by a linear combination of a
few high-fidelity solutions. Lastly, Paper C [179] investigates the application of sophisticated
Krylov subspace solvers to obtain the solution to acoustic problems with multiple right-hand
sides. This approach is validated in a calculation of flow-induced noise around an airfoil and
an eigenvalue analysis of an acoustic metamaterial. In summary, the present work introduces
three methodologies that accelerate acoustic and vibroacoustic analyses using finite element
and boundary element methods. They are successfully applied to a range of applications in-
cluding the parameter study of a satellite structure, the prediction of flow-induced noise and
the design of noise barriers.

Optimizing structural components to achieve a desired acoustic behavior is an omnipresent
task of engineers. Noise barriers are a prominent example where the intent is to accomplish
high levels of sound abatement. Current designs consist of vertical screens that are sup-
ported by metal profiles sitting on a concrete foundation. They mitigate traffic-induced noise
along roads and railways by intercepting the propagating sound waves [213]. Being located
at close distance to the noise emitting source, their height allows to restrict direct passage
of acoustic waves while attenuating the diffraction in a way that critical reflections between
the barrier and the noise emitting source are avoided [214]. More recent efforts intent to in-
corporate additional physical effects in order to keep up with the increasing requirements on
the performance of noise barriers. Periodically arranging locally resonant structures has been
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proven to yield noise barrier designs that achieve an excellent sound attenuation over broad
frequency ranges [86, 98]. Assessing these quantities upfront by means of numerical methods
is still challenging. Existing techniques are not capable of modeling large-scale noise barrier
designs in three-dimensional space. Designers instead rely on simplified models based on a
single unit cell representation [92, 107] or on 2d [77, 89, 98] and 2.5d models [119]. These ap-
proaches impose strict requirements on the incident sound field, the boundary conditions and
the solution. They must either be constant, periodic or quasi-periodicity in certain directions.
Furthermore, reflections from the ground and edge effects are neglected. To this end, Paper A
introduces two fast multiple periodic boundary element formulations for the three-dimensional
acoustic analysis of finite periodic structures. Both formulations rely on subdividing the ge-
ometry into unit cells to which the fast multipole boundary element method is applied. The
discretized system of linear equations features structured matrices due to periodic layout of
the unit cells. This leads to a small memory footprint as well as matrix-vector products with a
quasi-linear complexity in time. In conjunction with an acoustic half-space formulation, the pre-
sented methodology allows to efficiently assess the sound attenuation properties of periodic
noise barrier designs within typical frequency ranges of interest. Contrary to the aforemen-
tioned modeling approaches, the developed formulations allow accurate and computational
efficient analysis of full scale, three-dimensional periodic structures. Paper A paves the way
for a reliable validation of noise barrier designs prior to prototyping. However, its application
goes beyond the validation of noise barrier designs and covers general acoustic problems
with finite periodic geometry. This includes acoustic metamaterials which are often based
on a periodic arrangement of locally resonant structures. They exhibit extraordinary proper-
ties and might find their way into various structural designs in the near future. In this regard,
extending the presented formulations to visco-thermal losses would be a worthwhile contribu-
tion [215, 216]. Furthermore, local defects could be incorporated by introducing cost-efficient
low-rank updates of the system matrices.

The product development process involves studying various different designs and evalu-
ating their performance with respect to multidisciplinary objectives. Expressing the design
parameters within the governing equations allows to set up a parameterized system of lin-
ear equations. Parametric model order reduction methods then allow to obtain the solution
for a broad range of parameter samples with high efficiency [132]. Unfortunately, their ap-
plication to the FEM-BEM system of vibroacoustic problems is limited due to the implicit fre-
quency dependence of the boundary element matrices. The discrete empirical interpolation
method (DEIM) provides a remedy by approximating the nonlinear parameter dependence by
an affine representation based on a few evaluations of the original system [131]. Alternatively,
Proper Orthogonal Decomposition (POD) schemes evaluate the high-fidelity solutions at a
priori chosen sampling points in order to generate a basis for the solution within the param-
eter domain [139]. More recently, Panagiotopoulos et al. [60] leveraged a series expansion
of the Green’s function to generate an affine representation of frequency dependent system
matrix. Contrary to the aforementioned approaches, Paper B contributes an adaptively enrich-
ing greedy reduced basis scheme. The algorithm does not rely on the costly determination
of an approximate affine representation or a series expansion that is meticulously tailored to
the specific parameter dependence. Instead, it obtains a solution to a predefined number of
parameter samples within a possibly high-dimensional parameter domain by a linear combi-
nation of a few basis vectors. The vectors correspond to the responses of the high-fidelity
system at carefully chosen parameter samples. In contrast to POD schemes, these samples
are chosen by the algorithm. In each iteration, the algorithm evaluates the high-fidelity system
for the parameter sample at which the solution is currently approximated worst. This leads to
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basis vectors with high approximation power without the need of providing an a priori choice.
In addition, the greedy reduced basis scheme addresses vibroacoustic problems subject to
multiple load cases. Instead of considering all responses, the algorithm reduces them based
on a truncated singular value decomposition before appending the basis. The greedy re-
duced basis scheme presented in Paper B constitutes a powerful tool for efficiently obtaining
the solution of parametrized vibroacoustic problems. Incorporating the scheme into an opti-
mization algorithm could prove to be beneficial. The repeated evaluations of the system for
slightly changing parameter values could be used to build a reduced basis which eventually
accelerates the solution process with increasing iterations of the optimization algorithm. Pos-
sible improvements of the presented scheme include to start on a coarse discretization of the
parameter domain and performing subsequent refining steps as in multigrid methods [217].

Acoustic and structural acoustic problems with multiple load cases arise in many applica-
tions. This includes the optimization of high-intensity focused ultrasonic transducers [149], the
calculation of the sound transmission loss in coupled anechoic-reverberant chambers [218]
and, more generally, the acoustic eigenvalue analysis by contour integral methods [219].
Usually, the response to each load case is obtained by sequentially solving each individual
system independently using well-known iterative solvers such as the GMRes method [153].
However, more sophisticated variants exist such as global and block Krylov subspace meth-
ods [164]. Although block Krylov subspace methods show a superior performance in solving
comparable electromagnetic problems [168, 169, 175], their application to boundary element
discretized Helmholtz problems is still limited to the work of Zheng et al. [62]. To this end,
Paper C presents the first comparison of block and global Krylov subspace methods for the
solution of acoustic boundary element systems with multiple right-hand sides. The numeri-
cal studies indicate a significant reduction of the solution time when applying the global and
block GMRes method instead of the standard GMRes solver. Assessing the memory re-
quirements and asymptotic scalings in great detail is a valuable contribution of this work,
easing the choice of the iterative solver for other members of the acoustic community. The
results of Paper C inspired the use within an eigenvalue solver for vibroacoustic problems in
unbound domains [63]. In addition, the nonlinear model order reduction method presented
in Paper B [178] builds upon this work and utilizes the block GMRes method for obtaining the
structural acoustic response to a diffuse incident sound field.

To conclude, the present thesis introduces accurate and efficient computational methods
for acoustic and vibroacoustic analysis using finite element and boundary element methods.
The applications are taken from the field of acoustics, aeroacoustics and vibroacoustics and
validate the performance of the presented schemes. The work presents two fast multipole
boundary element techniques for the acoustic analysis of finite periodic structures commonly
found in noise barrier designs and acoustic metamaterials. Furthermore, a parameter model
order reduction method is introduced that allows to efficiently obtain the solution for a large of
number of parameter samples within a possibly high-dimensional parameter space. Lastly, this
thesis addresses solution techniques for multiple load cases arising from turbulent boundary
layer excitations in aeroacoustics, diffuse sound field excitations in vibroacoustics and random
excitations featured in contour integral methods.
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Abstract

In this work, two fast multipole boundary element formulations for the linear time-harmonic acoustic analysis of finite
periodic structures are presented. Finite periodic structures consist of a bounded number of unit cell replications in one or
more directions of periodicity. Such structures can be designed to efficiently control and manipulate sound waves and are
referred to as acoustic metamaterials or sonic crystals. Our methods subdivide the geometry into boxes which correspond to
the unit cell. A boundary element discretization is applied and interactions between well separated boxes are approximated
by a fast multipole expansion. Due to the periodicity of the underlying geometry, certain operators of the expansion become
block Toeplitz matrices. This allows to express matrix–vector products as circular convolutions which significantly reduces
the computational effort and the overall memory requirements. The efficiency of the presented techniques is shown based on
an acoustic scattering problem. In addition, a study on the design of sound barriers is presented where the performance of a
wall-like sound barrier is compared to the performance of two sonic crystal sound barriers.
© 2021 Elsevier B.V. All rights reserved.

Keywords: Acoustic scattering; Boundary element method; Fast multipole method; Block Toeplitz matrix; Sonic crystals; Sound barriers

1. Introduction

Periodic structures are known to be very efficient in modifying the propagation of sound waves in fluids [1,2].
This especially holds for the sound attenuation by periodic arrangements of scatterers which are classified as sonic
crystals [1,3]. Sonic crystal sound barriers can lead to significant sound attenuation in certain frequency bands
due to periodicity and local resonances [4,5]. Modifying the distance between the sonic crystals or changing their
geometry influences the position and width of these frequency bands, which are referred to as band gaps in the case
of infinite periodic arrangements. The performance of sonic crystal sound barriers is usually compared to standard
wall-like sound barriers which often can be seen as periodic structures, too. Various design improvements have been
proposed for wall-like sound barriers over the years, including geometric variations of the top edge [6] and adding
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absorbing materials [7]. Similar analyses have been carried out for sonic crystal sound barriers [8,9], see [10] for a
recent review. In order to quantify the performance of designs, the acoustic behavior of the periodic structure has
to be assessed within the frequency range of interest. This is described by the Helmholtz equation which can be
solved by the finite element method (FEM) [8,11], the boundary element method (BEM) [12,13] and the multiple
scattering theory [14].

Periodic arrangements consist of identical structures that are repeated an infinite amount of times in the directions
of periodicity. Their acoustic behavior can be predicted by solving multiple acoustic eigenvalue problems of the
unit cell with Floquet–Bloch boundary conditions using the FEM [15,16] or BEM [17]. However, this approach is
not suitable for finite periodic arrangements, i.e., arrangements where an identical structure is repeated only a finite
amount of times. It neglects possible scattering effects at the edges of the finite periodic arrangement as well as
reflections from the ground. Other modeling approaches truncate the geometry such that only a sufficiently large
section of the periodic arrangement is analyzed. Reiter et al. [18] proposed a periodic FEM which applies periodic
boundary conditions to the unit cell. Analogously, Lam [19] introduced a periodic boundary element formulation
which includes an infinite sum of Green’s functions. Truncating this sum yields the quasi-periodic BEM which
is capable of sufficiently approximating the acoustic behavior within a unit cell [20,21]. A convergence study on
the truncation number is reported by Jean and Defrance [9]. However, applying periodic boundary conditions is
not suitable when only the geometry is periodic but the loading and the solution are assumed to be aperiodic.
A third modeling approach is to assume an infinite extent of the periodic arrangement in one spatial direction.
This leads to two-dimensional numerical models which neglect edge effects along the third dimension. Cavalieri
et al. [22] employed the FEM to analyze an infinitely long sound barrier with a constant cross section in which
Helmholtz resonators and quarter-wavelength resonators are horizontally placed. With respect to the BEM, Duhamel
[23] extended the two-dimensional modeling approach by incoherent line sources and refers to it as 2.5-dimensional
boundary element method. In contrast, Chalmers et al. [24] and Elford et al. [8] assumed that the height of the sonic
crystals is infinite and that ground effects are negligible. This allows to modify the cross section of the sound barrier
along its length. Whenever the aforementioned assumptions are not valid, a three-dimensional acoustic analysis has
to be carried out. In this regard, two major characteristics of the BEM favor its application: The BEM implicitly
fulfills the Sommerfeld radiation condition and reduces the problem’s dimension by one, such that only the sound
radiating surface has to be discretized instead of the surrounding acoustic volume.

A recent attempt to reduce the computational effort of boundary element analyses of finite periodic arrangements
was presented by Karimi et al. [12]. They identified that the boundary element discretization of a Helmholtz problem
with periodic geometry yields a block Toeplitz system of linear equations. Utilizing this special matrix structure
significantly accelerates the setup and solution times which enables three-dimensional analyses of various types of
small periodic structures on today’s standard desktop computers [25,26]. Despite the significant reduction on the
memory requirements, analyzing moderately large periodic structures with many degrees of freedom (dofs) is still
infeasible. For periodicity in one direction, the storage of 2Mx − 1 dense matrices of size ndof × ndof is required,
with Mx denoting the number of unit cells in the x-direction and ndof denoting the number of degrees of freedom
of a unit cell. Considering periodicity in additional directions increases the storage costs even further which scale
of order O(ncellsn2

dof) with the total number of unit cells ncells. Well-known techniques to reduce the computational
complexity of boundary element analyses in both time and memory are fast boundary element formulations. They
allow to express the dense system matrix as a function of sparse matrices. The most common approaches are
the fast multipole method (FMM) [27,28] and hierarchical matrices [29,30]. Both are applicable to problems with
arbitrary geometry but can be optimized for finite and infinite periodic arrangements. Analyzing the latter with the
boundary element method involves an infinite sum of the Green’s function also denoted as periodic Green’s function,
periodic sum or infinite lattice sum. This sum is usually truncated after a certain number of terms and evaluated by
employing the FMM [31–33]. Otani and Nishimura [34] introduced an FMM for the two-dimensional Helmholtz
equation with periodic geometries which is extended to the three-dimensional case in [35,36]. Similar approaches
based on multipole expansions of the periodic Green’s function exist for the method of fundamental solutions (MFS)
which is closely related to the BEM [37]. Furthermore, Yan and Shelley [38] introduced a kernel independent FMM
for periodic Laplace and Stokes problems. In all approaches, the geometry is of infinite extent and the solution as
well as boundary conditions and incident wave fields are assumed to be quasi-periodic. In the case of sound barriers,
this assumption is often violated due to the limited height and width or aperiodic incident wave fields. Hence, finite
periodic arrangements need to be analyzed. Amado-Mendes et al. [39] applied the hierarchical matrix BEM to a
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finite periodic array of acoustic scatterers. They reported savings in the setup time and memory requirements due
to the underlying Toeplitz structure but did not accelerate the matrix–vector products. Gumerov and Duraiswami
[40] combined a T-matrix based approach and the FMM to accelerate the solution of acoustic problems that feature
arrangements of arbitrarily shaped scatterers.

We propose two novel fast multipole boundary element formulations for acoustic problems with finite periodic
geometries. They exhibit low memory requirements, fast matrix–vector multiplication and allow to efficiently
analyze periodic structures of finite extent. The methods do not require any periodicity of the boundary conditions,
incident fields or solutions. In contrast to the aforementioned approaches, our techniques rigorously make use of
the multilevel block Toeplitz matrix structure which occurs when discretizing periodic structures with the BEM
and applying the FMM. Identifying that the fast multipole operators are block Toeplitz matrices is a key point of
the algorithms and drives its performance. The remainder of the paper is outlined as follows. Section 2 presents
the periodic boundary element formulation of [12] and extends the formulation to specific symmetry problems.
Section 3 outlines the low frequency fast multipole method and introduces our fast multipole periodic boundary
element formulations. The formulations are validated numerically in terms of an acoustic scattering problem and a
sound barrier design study in Section 4.

2. Boundary element method for finite periodic arrays

2.1. Boundary element formulation

Consider the acoustic Helmholtz equation

∇
2 p(x) + k2 p(x) = 0, ∀x ∈ Ω , (1)

where ∇
2 is the Laplace operator, p is the acoustic pressure, k = ω/c is the wave number, ω = 2π f is the angular

frequency with frequency f and c is the speed of sound of the acoustic medium within the domain Ω . The harmonic
time dependence e−iωt with the imaginary unit i is omitted throughout this paper. The fluid particle velocity vf on
the boundary Γ of the acoustic domain is related to the sound pressure by

∂p(x)
∂n(x)

= iωρvf(x) , (2)

where n(x) is the outward pointing normal vector at x ∈ Γ and ρ is the fluid density. A well-posed problem is
obtained by introducing the admittance boundary condition

iωρvf(x) = ikβ(x)p(x) , (3)

where β is the normalized surface admittance which can be expressed by the surface admittance Y through Y (x) =

β(x)/ρc.
Applying Green’s second theorem yields the conventional boundary integral equation referred to as CBIE [41]

c(x)p(x) +

∫
Γ

∂G(x, y)
∂n(y)

p(y) dΓ (y) =

∫
Γ

G(x, y)
∂p(y)
∂n(y)

dΓ (y) + pinc(x) , (4)

where x denotes the field point and y denotes the source point. The solid angle c(x) equals 1/2 if the boundary
around x is smooth and equals 1 if x ∈ Ω . Further, G(x, y) denotes the Green’s function and pinc(x) is the incident
acoustic pressure field. The Green’s functions of 3D full-space and half-space acoustic problems are given as

G(x, y) =
1

4π

eik|x−y|

|x − y|
, x, y ∈ R3 , (5)

Gh(x, y) =
1

4π

eik|x−y|

|x − y|
+ Rp

1
4π

eik|x−ŷ|

|x − ŷ|
, x, y, ŷ ∈ R3 , (6)

respectively, where | · | is the l2-norm. Further, Rp is the reflection coefficient and ŷ is the mirror image of the
source point y with respect to the plane that divides both half-spaces. Taking the derivative of Eq. (4) with respect
to the outward normal vector and assuming that the boundary around x is smooth yields the hypersingular boundary
integral equation (HBIE)

1
2

∂p(x)
∂n(x)

+

∫
Γ

∂2G(x, y)
∂n(x)∂n(y)

p(y) dΓ (y) =

∫
Γ

∂G(x, y)
∂n(x)

∂p(y)
∂n(y)

dΓ (y) +
∂pinc(x)
∂n(x)

. (7)
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The linear combination of the CBIE and HBIE results in the Burton and Miller formulation, i.e.,

1
2

p(x) +

∫
Γ

[
∂G(x, y)
∂n(y)

+ α
∂2G(x, y)
∂n(x)∂n(y)

]
p(y) dΓ (y) +

α

2
∂p(x)
∂n(x)

−

∫
Γ

[
G(x, y) + α

∂G(x, y)
∂n(x)

]
∂p(y)
∂n(y)

dΓ (y) = pinc(x) + α
∂pinc(x)
∂n(x)

,
(8)

which yields unique solutions at all frequencies [42]. The coupling parameter α is a complex-valued scalar with a
non-vanishing imaginary part, i.e., Im(α) ̸= 0. A value of −i/k is optimal in the present case [43].

The collocation boundary element method is applied to discretize Eq. (8). Quadrilateral boundary elements with
second order, C0-continuous Lagrange polynomials approximate the geometry, whereas discontinuous Lagrange
polynomials of variable order approximate the physical quantities, i.e., acoustic pressure, fluid particle velocity and
boundary admittance. This leads to the following system of linear equations

(H − GY) p = pinc , (9)

where H and G are the dense boundary element coefficient matrices, Y is the block diagonal admittance matrix and
the vectors pinc and p store the incident sound pressure values and unknown sound pressure values at the collocation
points, respectively. The collocation boundary element method is described in great detail in [41,44].

2.2. BEM for finite periodic structures

Both the assembly and storage of the boundary element matrices become infeasible for medium to large-scale
acoustic problems. A remedy is found by Karimi et al. [12] for problems which feature a finite periodic geometry.
In such cases, the system matrix (H − GY) is a multilevel block Toeplitz matrix due to the translation invariance
of the Green’s function, cf. Eq. (5). Block Toeplitz matrices are a special class of matrices which have constant
blocks along each diagonal. Within this context, the term multilevel implies that the matrix blocks are block Toeplitz
matrices itself. Representing the system matrix as a multilevel block Toeplitz matrix significantly reduces the storage
cost.

Consider the finite periodic array of scatterers in Fig. 1. The scatterers are arranged in a regular pattern with Mx

unit cells in the x-direction and My unit cells in the y-direction. Applying a boundary element discretization yields

Tp = pinc , (10)

where T is a 2-level block Toeplitz matrix and an exact representation of (H − GY). It has a size of Mx Myndof×

Mx Myndof, with ndof denoting the number of degrees of freedom of a unit cell and reads

T =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

T1
0 T1

−1 · · · · · · T1
1−My

T1
1 T1

0 T1
−1 · · · T1

2−My

... T1
1

. . .
. . .

...

...
...

. . .
. . . T1

−1

T1
My−1 T1

My−2 · · · T1
1 T1

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (11)

The individual entries are block Toeplitz matrices T1
j , j = 1 − My, 2 − My, . . . , 0, . . . , My − 1 itself with (·)1

denoting the first level of periodicity. The matrix blocks have a size of Mx ndof × Mx ndof and read

T1
j =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

T2
0 T2

−1 · · · · · · T2
1−Mx

T2
1 T2

0 T2
−1 · · · T2

2−Mx

... T2
1

. . .
. . .

...

...
...

. . .
. . . T2

−1

T2
Mx −1 T2

Mx −2 · · · T2
1 T2

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
j

. (12)
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Fig. 1. A configuration of a finite periodic array of scatters with periodicity in the x- and y-direction. The number of periodic segments in
each direction is Mx and My . The geometry of each scatterer coincides with the geometry of the unit cell.

Fig. 2. A configuration of a finite periodic array of scatters with periodicity in the x- and y-direction as well as symmetry along the
xz-plane. The number of periodic segments in each direction is Mx and 2My . The geometry of each scatterer coincides with the geometry
of the unit cell.

They store dense ndof × ndof matrices T2
i , i = 1 − Mx , 2 − Mx , . . . , 0, . . . , Mx − 1, which are defined by the

corresponding entries of the discretized boundary integral equation (8).
Every multilevel block Toeplitz matrix is uniquely defined by its first block row and column in each level.

Therefore, the periodic boundary element formulation requires the storage of (2Mx −1)(2My −1)n2
dof matrix entries.

In contrast, the conventional boundary element method demands the storage of (Mx Myndof)2
= N 2

dof matrix entries
where Ndof denotes the total number of dofs. The formulation will be referred to as periodic boundary element
method (PBEM) throughout this work. It is referred to [12] for a more detailed derivation and to [25] for an
extension to an arbitrary number of periodic directions and certain kinds of half-space problems. In either case, the
storage cost scales of order O(ncellsn2

dof) with ncells denoting the number of periodic unit cells.

2.3. BEM for finite periodic structures in half-spaces

The system matrix H − GY exhibits a block Toeplitz structure for periodic geometries in half-spaces as long
as the half-space Green’s function (6) features translation invariance. This is the case whenever the directions of
periodicity are parallel to the symmetry plane [25]. A periodic geometry for which this does not hold is shown in
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Fig. 2. The scatterers’ location is periodic in the x and y-direction and symmetric with respect to the xz-plane. A
straightforward boundary element discretization of this problem does not yield a block Toeplitz system matrix since
the periodicity in the y-axis is perpendicular to the xz-plane. This work introduces a remedy by taking the additive
nature of the half-space Green’s function (6) into account. The idea is to split the integrals of Eq. (8) into integrals
including the first summand of the half-space Green’s function and integrals including the second summand. This
yields two separate matrices subsequent to applying the boundary conditions and the collocation boundary element
discretization. The corresponding linear system of equations reads(

(H − GY)  
T

+ (Ĥ − ĜY)  
T̂

)
p = pinc . (13)

The matrices H and G stem from the first summand of the half-space Green’s function which corresponds to the
full-space Green’s function. Hence, the multilevel block Toeplitz matrix T of Eq. (13) coincides with the system
matrix of the corresponding full-space problem in Eq. (10). The matrices Ĥ and Ĝ stem from the second summand
of the half-space Green’s function and build the matrix T̂ which, in contrast to T, has constant blocks along its
anti-diagonals, i.e.,

T̂ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

T̂1
0 T̂1

−1 · · · T̂1
−My+1 T̂1

−My

T̂1
−1 T̂1

−2 . .
.

. .
.

T̂1
−My−1

... . .
.

. .
.

. .
. ...

T̂1
−My+1 . .

.
. .

.
T̂1

−2My+2 T̂1
−2My+1

T̂1
−My

T̂1
−My−1 · · · T̂1

−2My+1 T̂1
−2My

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (14)

Structured matrices in the form of Eq. (14) are referred to as multilevel block Hankel matrices. Since adding T
and T̂ leads to an unstructured matrix, the benefits of efficient memory storage as well as efficient matrix–vector
products are only preserved when assembling and storing both matrices separately. The extension of the PBEM to
this special type of symmetry condition therefore requires twice the storage, i.e., 2(2Mx − 1)(2My − 1)n2

dof matrix
entries in the present case.

2.4. Solution scheme for the periodic boundary element method

Both direct and iterative solvers are available for the solution of the multilevel block Toeplitz system (10).
However, an efficient direct solution of Eq. (13) is infeasible since the system matrix is a sum of two structured
matrices. Therefore, the focus is set on iterative solvers [45,46].

The computational effort of iterative solvers is driven by the efficiency of the matrix–vector product. Multi-
plying a multilevel block Toeplitz matrix by a vector scales quasi-linearly in time when expressed by circular
convolutions [47]. The present block Toeplitz matrix T features dense matrices on its lowest level which leads to an
asymptotic complexity of O(n2

dofncells log(ncells)). In order to achieve this complexity, the multilevel block Toeplitz
matrix is embedded into a multilevel block circulant matrix. This is a special type of multilevel block Toeplitz
matrix where each block row is a rightward circular shift of the first block row [48,49]. For a 2-level block Toeplitz
matrix T of the problem in Fig. 1 with periodicity in two directions, the corresponding 2-level block circulant matrix
is defined as

C =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

C1
0 C1

−1 · · · C1
2 C1

1

C1
1 C1

0 C1
−1 · · · C1

2

... C1
1

. . .
. . .

...

C1
−2

...
. . .

. . . C1
−1

C1
−1 C1

−2 · · · C1
1 C1

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (15)
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It stores 1-level block circulant matrices C1
j , which reads

C1
j =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

T2
0 T2

−1 · · · T2
2 T2

1

T2
1 T2

0 T2
−1 · · · T2

2

... T2
1

. . .
. . .

...

T2
−2

...
. . .

. . . T2
−1

T2
−1 T2

−2 · · · T2
1 T2

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
j

. (16)

The first block row of C1
j consists of the unique matrix blocks of T1

j defined in Eq. (12). The blocks are concatenated
into the matrix

Q =
(
T2

0 T2
−1 · · · T2

1−Mx
T2

Mx −1 · · · T2
2 T2

1

)
, (17)

and shifted in a rightward direction to build the block rows of C1
j . Concatenating the unique entries of C1

j and
introducing rightward shifts for each block row then builds the multilevel block circulant matrix C as in Eq. (15).
This matrix can be block diagonalized by applying Fourier transformations, i.e.,

C = F−1ΛF . (18)

The Fourier transform and inverse Fourier transform are defined as

F = F2My−1 ⊗ F2Mx −1 ⊗ Indof , (19)

F−1
= F−1

2My−1 ⊗ F−1
2Mx −1 ⊗ Indof , (20)

where ⊗ denotes the Kronecker product and Indof denotes the ndof ×ndof identity matrix. The Fourier matrix as well
as its inverse are given by

Fm =

((
e−i2π/m)i j

)
i, j=0, ..., m−1

, (21)

F−1
m =

1
m

F∗

m , (22)

with the complex conjugate transpose (·)∗ [47]. The block diagonal matrix Λ of Eq. (18) reads

Λ = diag
(
C1

0, C1
1, . . . , C1

−2, C1
−1

)
, (23)

with [C1
0 C1

1 . . . C1
−2 C1

−1] = F [C1
0 C1

1 . . . C1
−2 C1

−1], the discrete Fourier transform of the first block column of C.
By diagonalizing the block circulant matrix, the matrix–vector product Tp can be expressed as

Tp = F̃−1ΛF̃p , (24)

employing the modified Fourier transform F̃ and its inverse F̃−1, i.e.,

F̃ = F̃2My−1 ⊗ F̃2Mx −1 ⊗ Indof , (25)

F̃−1
= F̃−1

2My−1 ⊗ F̃−1
2Mx −1 ⊗ Indof . (26)

The incomplete Fourier matrices F̃2M−1 and F̃−1
2M−1 contain the first M columns of F2M−1 and the first M rows

of F−1
2M−1, respectively [25]. Note that Λ is computed upfront by means of Eq. (23) and requires the storage

of (2Mx −1)(2My −1)n2
dof matrix entries. This does not affect the storage costs of the PBEM since the corresponding

multilevel block Toeplitz matrix can be freed from memory.
Employing this scheme, matrix–vector products with the system matrices in Eqs. (10) and (13) are determined

in order O(n2
dofncells log(ncells)) time. In the case of Eq. (13), multiplications with the first summand are performed

as outlined above whereas the multiplications with the second summand, i.e., with the multilevel block Hankel
matrix T̂, require a slight modification. Since Hankel matrices are column-permuted Toeplitz matrices, a permutation
matrix P can be applied such that T̂P is a block Toeplitz matrix. Therefore T̂PPTp = T̂p holds and the above scheme
can also be used for multiplications with T̂ leading to the same asymptotic complexity.
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3. Fast multipole boundary element method for finite periodic arrays

The PBEM introduces an efficient way of assembling and storing the boundary element system matrix in the
case of problems with finite periodic geometry. Regardless of the problem’s size, all unique interactions between
the degrees of freedom are represented by dense matrices. This inflicts unnecessary computational costs since the
interaction between degrees of freedom that are well-separated can be represented in a data sparse format using fast
boundary element techniques such as the fast multipole method (FMM) [50,51].

3.1. Single level fast multipole method

The fast multipole method approximates the Green’s function G(x, y) by a truncated series expansion whenever
the distance between a field point x and a source point y is sufficiently large. This decision is made based on a
subdivision of the geometry into nboxes boxes of equal size. The part of the boundary that is enclosed by a box Ωx
is assumed to be in the far field of the part of the boundary within a box Ωy if the admissibility criterion

|xc − yc| ≥ 2r (27)

holds [51]. Here, r is the characteristic size of a box and xc, yc are the center points of the boxes Ωx and Ωy,
respectively. Whenever Eq. (27) holds, the distance between a point x ∈ Ωx and a point y ∈ Ωy is sufficiently large
and the Green’s function can be approximated by an expansion around the center of one of the boxes. The truncated
series expansion of the full-space Green’s function around the center yc close to y reads [52]

G(x, y) ≈
ik
4π

nt∑
n=0

(2n + 1)
n∑

m=−n

Om
n (x − yc) Ī m

n (y − yc) , |y − yc| < |x − yc| , (28)

where Ī m
n is the complex conjugate of I m

n and nt is the truncation number. The functions Om
n and I m

n are given as

Om
n (x) = h(1)

n (|x|)Y m
n

( x
|x|

)
, (29)

I m
n (x) = jn(|x|)Y m

n

( x
|x|

)
, (30)

where h(1)
n denotes the nth order spherical Hankel function of the first kind, jn denotes the nth order spherical Bessel

function of the first kind and Y m
n are the spherical harmonics [52].

Subsequent to discretizing Eq. (8), the integrals are split according to the admissibility criterion. Whenever
the criterion holds, the truncated series expansion approximates the Green’s function and allows to represent the
integrals by three operators. These are the particle-to-moment (P2M), moment-to-local (M2L) and local-to-particle
(L2P) operators [52]. First, the contribution of each source point y within a box Ωy is translated to the center yc

using the P2M operator. They are then translated to the center xc of the box Ωx by applying the M2L operator.
Finally, the L2P operators translate the contribution from the center to the each field point x within Ωx. Whenever the
admissibility criterion does not hold, the pairs of field and source points are assumed to be in the near field and the
truncated series expansion is not valid. The exact Green’s function is employed and the corresponding integrals are
represented by the particle-to-particle (P2P) operator. Appendix presents the details of the fast multipole operators.

Assembling the discretized operators into matrices yields

H − GY ≈ S + UKV . (31)

The sparse Ndof × Ndof matrix S represents the near field interactions and the matrix product UKV represents the
far field interactions. U and V are block diagonal matrices of size Ndof × nboxes(nt + 1)2 and nboxes(nt + 1)2

× Ndof,
respectively. They store the individual L2P and P2M operators of each box. Further, K is an nboxes(nt + 1)2

×

nboxes(nt+1)2 matrix which stores the M2L operators acting between each pair of boxes that fulfills the admissibility
criterion. This decomposition is known as single level fast multipole method and allows to express matrix–vector
multiplications at a complexity of O(N 3/2

dof ) [50]. A further reduction can be achieved in the case of problems with
periodic geometries.

8
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3.2. FMM for finite periodic structures

Consider the finite periodic geometry in Fig. 1 with Mx and My scatterers in the x and y-direction, respectively.
Applying the single level fast multipole method, the geometry is subdivided into boxes which correspond to the unit
cell of the periodic geometry, hence nboxes = ncells. One of the unit cells is marked by a dashed square in Fig. 1.
Similar to the PBEM, the regularity of the periodic structure in conjunction with the translation invariance of the
Green’s function and of its multipole expansion in Eq. (A.1) leads to the formation of special matrices. The single
level FMM representation of Eq. (31) reads⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

S1
0 S1

−1

S1
1 S1

0 S1
−1

S1
1

. . .
. . .

. . .
. . . S1

−1

S1
1 S1

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
  

S

+ diag(U0)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K1
0 K1

−1 · · · · · · K1
1−My

K1
1 K1

0 K1
−1 · · · K1

2−My

... K1
1

. . .
. . .

...

...
...

. . .
. . . K1

−1

K1
My−1 K1

My−2 · · · K1
−1 K1

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
diag(V0)

  
UKV

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
p = pinc .

(32)

The matrix S is a banded 2-level block Toeplitz matrix which represents the near field interactions. It consists
of three unique banded block Toeplitz matrices which represent the interactions between boxes within the same
row S1

0 and in neighboring rows S1
±1. The superscript (·)1 denotes the first direction of periodicity which is the

y-direction in the present case. In contrast, the subscript (·)±1 indicates that the interaction points to the next row
in positive or negative y-direction, respectively. The matrix product UKV represents the far field interactions. Since
each box corresponds to the unit cell, the P2M and L2P operators are the same for all boxes. This leads to block
diagonal matrices U and V with constant blocks U0 and V0, respectively. Since the translation invariance holds for
the function Om

n (x), cf. Eq. (29), it additionally holds for the M2L operator defined in Eq. (A.4). Therefore, the
matrix K becomes a multilevel block Toeplitz matrix. It stores all the unique discretized M2L operators between
boxes of the same row K1

0 and in different rows K1
j ̸=0.

Storing the interactions of unit cells and entire rows of unit cells in this nested approach leads to a very
memory efficient representation of the system matrix as long as the unit cell features a small number of degrees
of freedom ndof. The presented scheme can be applied straightforwardly to geometries with periodicity in d > 2
directions. This yields d-level block Toeplitz matrices which store (d − 1)-level block Toeplitz matrices itself. The
inherent benefits are the same, i.e., the P2M and L2P operators are equal among every unit cell, the near field matrix
is a banded block Toeplitz matrix and the matrix storing the M2L operators is a multilevel block Toeplitz matrix.
Similar to the PBEM, dense matrices are stored on the lowest level of the multilevel block Toeplitz matrices. In the
case of S, they are of size ndof × ndof, whereas in the case of K, they are of size (nt + 1)2

× (nt + 1)2. Therefore,
the total storage cost asymptotically scales O(n2

dof + n2
t ndof + n4

t Mx My) or, considering periodicity in an arbitrary
number of directions, O(n2

dof +n2
t ndof +n4

t ncells). This fast multipole periodic boundary element method (FMPBEM)
features a more beneficial scaling than the scaling of the PBEM since nt ≪ ndof holds.

3.3. FMM for finite periodic structures with large unit cells

The quadratic dependence of the storage cost on ndof limits the application to finite periodic structures with small
to medium sized unit cell discretizations. A remedy is found by introducing an additional approximation to Eq. (32)
that addresses the unique ndof×ndof matrix entries within the banded multilevel block Toeplitz matrix S. Applying the
multilevel fast multipole method to each of the unique entries in S reduces its storing cost to O(ndof log(ndof)) [51].
This leads to a nested approximation scheme where the interaction between unit cells is approximated by a single
level FMM and the identified near field interactions are further reduced by a multilevel FMM.

The approximation of the unique entries of S requires the subdivision of the corresponding unit cells into boxes.
These are then hierarchically subdivided until a certain level of subdivision is reached or the number of degrees

9
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of freedom within a box is below a certain threshold. Boxes that are not further subdivided are called leaf boxes.
Applying an admissibility criterion in the form of Eq. (27) allows to define the well-separated boxes on each level.
The interactions are represented by P2P operators whenever the admissibility criterion does not hold. That is, the
exact Green’s function is employed. In contrast, interactions between well-separated boxes are represented by the
truncated multipole expansion of Eq. (A.1). Since the unit cells are hierarchically subdivided into multiple levels,
the contributions are first transferred to the leaf boxes by the previously introduced P2M operator. The contributions
of all leaf boxes are then transferred upwards by M2M operators, cf. Eq. (A.8), and afterwards translated by the
M2L operator. Subsequently, the contributions are transferred downwards by L2L operators, cf. Eq. (A.9), until
the leaf boxes are reached. At this stage, the contributions of the leaf boxes are transferred by the L2P operators.
Introducing the truncation number nt,near for the multipole expansion used in the multilevel FMM allows to choose
its value independently of nt. Hence, the error that is added on account of the approximation of S can be controlled
independently from the error that is added due to the approximation of the far-field interactions between the unit
cells. It is referred to [50,51] for an in-depth analysis of the approximation error with respect to the truncation
number and to [28,52] for details on the multilevel FMM.

The example in Fig. 1 considers a structure with finite two-dimensional periodicity. Applying the FMPBEM leads
to the matrix structure of Eq. (32). Due to the quadratic shape of the unit cell in conjunction with the choice of the
admissibility criterion in Eq. (27), the near field matrix S consists of only 9 unique dense matrix blocks. Each of these
blocks is approximated by the multilevel FMM scheme leading to the multilevel fast multipole periodic boundary
element method, referred to as FMPBEM2. The complexity of the storage cost of S is reduced to O(ndof log(ndof))
and therefore the total storage cost of the FMPBEM2 scales of order O(ndof log(ndof) + n2

t ndof + n4
t ncells) which is

quasi-linear in ndof and linear in ncells. The FMPBEM2 does not require to store the discretized multilevel FMM
operators, however, storing them significantly accelerates the matrix–vector products with S. This adds an additional
fourth-order dependence on the truncation number nt,near to the asymptotically complexity which is not included
here since usually nt,near ≪ ndof holds. Whenever this does not hold, i.e., the finite periodic structure contains only
a small unit cell discretization, applying the FMPBEM is more favorable than applying the FMPBEM2.

3.4. FMM for finite periodic structures in half-spaces

The FMPBEM and FMPBEM2 can also be applied to acoustic half-space problems. The geometry of one half-
space is modeled and the reflection of sound waves at the symmetry plane is included by employing the half-space
Green’s function in Eq. (6). Whenever the symmetry plane is parallel to all directions of periodicity, the block
Toeplitz matrix structure of Eq. (32) holds and a truncated series expansion of the half-space Green’s function can
be employed, cf. Eq. (A.7) in Appendix. In all other cases, the approach outlined in Section 2.3 is followed and
the half-space Green’s function is split into the first and the second summand. For the half-space problem shown
in Fig. 2, the system matrix is approximated by(

(S + UKV) + (Ŝ + ÛK̂V̂)
)
p = pinc . (33)

The matrices S, U, K and V stem from applying the fast multipole boundary element method to the first summand
of the half-space Green’s function. Hence, the matrices coincide with the fast multipole matrices of a full-space
problem for which the symmetry plane and the mirror images are neglected. These matrices are structured matrices
as shown in (32). The matrices Ŝ, Û, K̂ and V̂ stem from applying the fast multipole boundary element method to the
second summand of the half-space Green’s function. Appendix derives the corresponding fast multipole operators.
The near field matrix Ŝ is a multilevel banded block Hankel matrix whereas Û and V̂ are block diagonal matrices
and K̂ is a multilevel block Hankel matrix. Note that U = Û and V = V̂ holds, since the L2P and P2M operators
of both summands of the Green’s function coincide. Note that the second summand includes the mirror image ŷ
instead of y and thus, an additional hierarchical subdivision of the mirrored boundary is required. Consequently,
the admissibility criterion for the approximation of the integrals over the second summand changes to

|xc − ŷc| ≥ 2r . (34)

Herein, ŷc is the center point of the box Ωŷ that encloses a part of the mirrored boundary.

10



C. Jelich, W. Zhao, H. Chen et al. Computer Methods in Applied Mechanics and Engineering 391 (2022) 114528

3.5. Solution scheme for the fast multipole periodic boundary element methods

The FMPBEM and FMPBEM2 yield a system of linear equations in the form of Eq. (32) or Eq. (33). In either
case, the matrix structure prevents the direct solution and iterative solvers have to be applied.

In the case of full-space problems, the matrix–vector operation includes multiplications with the multilevel
banded block Toeplitz matrix S, with the block diagonal matrices U and V as well as with the multilevel block
Toeplitz matrix K. The latter can be embedded into a multilevel block circulant matrix C̄ which can be block
diagonalized by Fourier transforms similar to the scheme outlined in Section 2.4. This allows to rewrite Eq. (32)
into

(S + UF̄−1Λ̄F̄V)p = pinc , (35)

where the block diagonal matrix Λ̄ stores the Fourier transform of the first block column of C̄ on its diagonal. The
modified Fourier transforms F̄ and F̄−1 are defined as

F̄ = F̃2My−1 ⊗ F̃2Mx −1 ⊗ I(nt+1)2 (36)

F̄−1
= F̃−1

2My−1 ⊗ F̃−1
2Mx −1 ⊗ I(nt+1)2 , (37)

with the (nt + 1)2
× (nt + 1)2 identity matrix I(nt+1)2 and the incomplete Fourier matrices as in Eqs. (25) and

(26). This reduces the asymptotic complexity of matrix–vector operations with K to O(n4
t ncells log(ncells)) time.

Multiplications with the remaining matrices of Eq. (35) are implemented as sparse matrix operations. Consequently,
the computational complexity scales of order O(ncellsndofn2

t ) for U and V as well as of order O(ncellsn2
dof) for S in the

case of the FMPBEM. When employing the FMPBEM2, however, the asymptotic complexity of the multiplication
with S is further reduced to O(ncellsndof log2(ndof)) due to the multilevel approximation.

In the case of half-space problems for which Eq. (33) holds, the same technique as in Section 2.4 is applied. The
matrix–vector multiplication is split into a multiplication involving the first summand and a multiplication involving
the second summand. Since the first summand follows the structure of a full-space problem, i.e., of Eq. (32), this
multiplication is performed as outlined above. The second summand involves block Hankel matrices and therefore
a column permutation P is applied to the matrix K̂ such that K̂P is a block Toeplitz matrix. This allows to address
the matrix–vector product with a similar technique since (Ŝ + ÛK̂V̂)p = (Ŝ + ÛK̂PPTV̂)p holds.

4. Numerical examples

The proposed single level and multilevel fast multipole periodic boundary element methods are validated by
means of two numerical examples. The first example is the scattering of a finite periodic array of spheres and
the second example is a sound barrier design study. The computational efficiency of the proposed methods is
compared to the conventional boundary element method (BEM), the multilevel fast multipole boundary element
method (FMM, [52]) and the periodic boundary element method (PBEM). Both BEM and PBEM yield the same
solution except for numerical round-off errors since the PBEM system matrix is an exact representation of the BEM
system matrix. In contrast, the FMM, FMPBEM and FMPBEM2 are based on truncated multipole expansions and
thus introduce additional errors. Our proposed approaches employ an optimized subdivision of the finite periodic
geometry with either a single level scheme (FMPBEM) or a multilevel scheme (FMPBEM2). In contrast, the FMM
uses the standard multilevel octree structure. All three methods evaluate matrix–vector products within an l2-error of
less than 10−4 by choosing sufficiently large truncation numbers nt as well as nt,near in the case of the FMPBEM2.

All methods employ the generalized minimal residual method (GMRes) to solve the system of linear equations.
A converged solution is found whenever a relative tolerance of 10−4 is met. The calculations were performed on
a desktop PC with 128 GB of RAM and 6 physical cores running at 3.5 GHz. The assembly and matrix–vector
operations are fully parallelized using OpenMP with 6 threads.

4.1. Scattering of a finite periodic array of spheres

A periodic array of 25 acoustically rigid spheres with a radius of r = 100 mm is considered as first numerical
example. The spheres are arranged in a two-dimensional pattern with Mx = 5 and My = 5 as shown in Fig. 3.
The distance between the center points of neighboring scatterers in the x and y-direction equals 350 mm. The
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Fig. 3. Finite periodic array of spherical scatters with Mx = 5 and My = 5. Each scatterer has a radius of r = 100 mm and the distance
between the center points of neighboring scatterers equals 350 mm in the x and y-direction.

Fig. 4. Absolute sound pressure on the surface of the scatterers and on a plane in the back field at 500 Hz. Each sphere is discretized by 600
quadrilateral elements with constant discontinuous pressure approximation and excited by a plane wave traveling in the positive x-direction.

surrounding medium is air with speed of sound of c = 343 m s−1 and density of ρ = 1.21 kg m−3. A plane wave
traveling in the x-direction with a source strength of p0 = 1 Pa excites the spheres, i.e.,

pinc(x) = p0eikx . (38)

Each sphere is discretized using 600 quadrilateral boundary elements with constant discontinuous pressure
approximation if not specified otherwise. This corresponds to 40 elements over the circumference and leads to
a numerical model with 15 000 degrees of freedom (dofs) in total. Fig. 4 shows the absolute sound pressure on the
surface of the scatterers and on a plane in the back field at f = 500 Hz. Up to this frequency, the FMM, FMPBEM
and FMPBEM2 yield solutions with a relative error of less than 10−4 in the l2-norm compared to the PBEM solution
by prescribing truncation numbers of nt = 8 (FMM), nt = 4 (FMPBEM) and nt = 4, nt,near = 6 (FMPBEM2).

The first study assesses the time spent for the assembly and matrix–vector computation as well as the memory
usage with respect to the size of the periodic array. A variation of the number of unit cells in the y-direction, i.e.,
the value of My , is performed. Values between 5 and 100 are taken into account, resulting in periodic arrangements
of 25 to 500 scatterers. This corresponds to numerical models with 15 000 to 300 000 dofs. Fig. 5(a) shows the time
of the assembly process for the first four methods. The bottom axis represents the number of periodic elements My
in the y-direction. This value relates to the total number of dofs by Ndof = 3000My which is depicted on the top
axis. The BEM is applied to the first three configurations only due to its excessive memory requirements. For the
initial configuration, i.e., My = 5, the BEM is the slowest taking around 128.0 s followed by the FMM (19.9 s),
the PBEM (19.4 s) and the FMPBEM (2.4 s). Increasing the number of unit cells in the y-direction, the assembly
time complexity is found to be of order O(M2

y ) for the BEM and of order O(My log(My)) for the PBEM and
FMM. In contrast, the assembly time of the FMPBEM seems to be constant. However, this is resolved in the more
detailed plot of Fig. 5(b) where values of up to My = 1000 are considered. The assembly of S, U and V is constant
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Fig. 5. Timings of the assembly for all five methods at f = 500 Hz. The size of the periodic arrangement is varied by prescribing values
of My between 5 and 100. The numerical models consist of Ndof = 3000My degrees of freedom.

Fig. 6. Wall clock time of one matrix–vector product for the first four methods at f = 500 Hz. The size of the periodic arrangement is
varied by prescribing values of My between 5 and 100. The numerical models consist of Ndof = 3000My degrees of freedom.

in My , whereas the computation of Λ̄ scales quasi-linearly. Therefore, the assembly of the FMPBEM matrices
asymptotically scales of order O(My log(My)). This complexity estimate equally holds for the FMPBEM2 since
both methods differ only in the computation of S.

Fig. 6 visualizes the time of one matrix–vector product for the first four methods. In the case of the initial
configuration (My = 5), the FMM is the slowest taking around 0.930 s followed by the BEM (0.122 s), the FMPBEM
(0.030 s) and the PBEM (0.018 s). Increasing the number of unit cells in the y-direction reveals the complexity of the
matrix–vector products. It is of order O(M2

y ) for the BEM and of order O(My log(My)) for the PBEM and FMPBEM.
The timings of the FMM follow its theoretical scaling of order O(My log2(My)) [51] with slight fluctuations due
to the changing depth of the octree subdivision with increasing My .

Fig. 7(a) shows the storage costs for the first four methods considering different sizes of the periodic arrangement.
The BEM stores the fully populated system matrix which leads to a storage cost of O(M2

y ). The memory usage
of the PBEM scales linear in My whereas the memory usage of the FMM scales close to its theoretical order

13



C. Jelich, W. Zhao, H. Chen et al. Computer Methods in Applied Mechanics and Engineering 391 (2022) 114528

Fig. 7. Comparison of the memory with respect to the number of periodic elements My in the y-direction.

of O(My log(My)) [51]. The slight deviations can be attributed to the changing depth of the octree subdivision.
Fig. 7(b) visualizes the memory usage of the FMPBEM in greater detail by illustrating the contribution of the
individual matrices to the total storage costs. The allocated memory for S, U and V is constant in My whereas
the memory of K, or equivalently Λ̄, scales of order O(My). Hence, the storage cost complexity of the FMPBEM
asymptotically converges to O(My).

The second study assesses the time spent for the assembly and matrix–vector computation as well as the memory
usage with respect to the number of degrees of freedom ndof within the unit cell. The layout of the periodic
arrangement of scatters is held constant at Mx = 5 and My = 10 whereas the boundary element discretization
of each scatterer is varied. An h-refinement is conducted to generate the numerical models. Each sphere is initially
discretized using 24 boundary elements with quadratic pressure approximation featuring 192 sound pressure dofs.
The largest problem that is solved in the first comparison features 388 800 dofs and stems from discretizing each
spherical scatterer with 972 boundary elements with quadratic pressure approximation.

Fig. 8(a) visualizes the assembly time for the first four methods considering various unit cell discretizations. Not
all methods are applied to every numerical model due to memory limitations. The assembly of the BEM matrices
takes 11.1 s for the smallest problem which features a total of 9600 dofs. The assembly times of the FMM and
PBEM are within one order of magnitude with 6.18 s and 1.56 s, respectively. The FMPBEM assembly is the
fastest, taking only 0.16 s. An increase in the number of degrees of freedom ndof within the unit cell reveals the
quadratic complexity of the BEM, PBEM and FMPBEM assembly times in ndof. In contrast, the FMM assembly
time exhibits a scaling close to its theoretical value of O(ndof log(ndof)). Fig. 8(b) depicts the wall clock time of
one matrix–vector product. The FMM takes the most time (0.60 s) in the case of the initial configuration followed
by the BEM (0.053 s), the FMPBEM (0.007 s) and the PBEM (0.006 s). However, the timings of the latter three
scale of order O(n2

dof) which discourages their application to models featuring very large ndof. The FMM features
a scaling below the theoretical value of O(ndof log2(ndof)) that is close to O(ndof). This might be attributed to the
uneven distribution of the degrees of freedom within the 5 × 10 × 1 pattern of the spherical scatterers. Employing
a multilevel approximation of the near field matrix within the FMPBEM reduces the computational complexity
of the assembly and matrix–vector computation. Figs. 9(a) and 9(b) visualize the performances of the FMPBEM
in comparison to its extension, the FMPBEM2. For small unit cell discretizations, the FMPBEM is faster in both
assembly and matrix–vector operations due to the additional overhead of the approximation of the near field matrix S
in the FMPBEM2. However, in the case of medium to large-scale unit cell discretizations, the FMPBEM2 achieves
a significant reduction in computational time due to its more favorable scaling of order O(ndof log(ndof)). The largest
problem features ndof = 194 144 degrees of freedom within each unit cell leading to a total of Ndof = 9 707 200
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Fig. 8. Timings of the assembly and matrix–vector product for the first four methods at f = 500 Hz. The number of degrees of freedom ndof
is increased by performing an h-refinement. The size of the periodic arrangement is constant with Mx = 5 and My = 10.

Fig. 9. Timings of the assembly and matrix–vector product of the FMPBEM and FMPBEM2 at f = 500 Hz considering large-scale unit cell
discretizations. The number of degrees of freedom ndof is increased by performing an h-refinement while the size of the periodic arrangement
is constant with Mx = 5 and My = 10.

dofs. Its assembly takes 376 s and one matrix–vector product is computed in 117 s. The same problem cannot be
solved with the FMM due to memory limitations.

Fig. 10(a) shows the memory usage of the first four methods considering varying unit cell discretizations. The
BEM, PBEM and FMPBEM exhibit a quadratic scaling of the storage cost with respect to the number of degrees
of freedom ndof of the unit cell. In contrast, the FMM scales of order O(ndof log(ndof)). Although the FMPBEM
features the lowest memory usage within the considered range of discretizations, the quadratic scaling prevents its
application to finite periodic problems with large values of ndof. This is resolved by the FMPBEM which introduces
an additional approximation of the near field matrix S. Fig. 10(b) visualizes the memory usage for large-scale unit
cell discretizations with up to ndof = 194 114 degrees of freedom and indicates a complexity of O(ndof log(ndof))
for the storage cost within the FMPBEM2.

The third study analyzes the frequency dependent accuracy of the FMPBEM solution. The study includes a
periodic arrangement with Mx = 1 and My = 30 and frequencies of up to 3000 Hz. Each sphere is discretized
using 600 boundary elements with quadratic pressure approximation. This corresponds to about 7.3 elements per
wavelength at 3 kHz. The GMRes tolerance is set to 10−14 and truncation numbers of nt = 2, 4, . . . , 12 are
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Fig. 10. Comparison of the storage cost with respect to the number of degrees of freedom ndof at f = 500 Hz. The size of the periodic
arrangement is constant with Mx = 5 and My = 10.

Fig. 11. Relative error of the FMPBEM solution to the BEM solution in the l2-norm as a function of the dimensionless wavenumber
kL , with L denoting the characteristic unit cell length. A periodic arrangement with Mx = 5 and My = 100 is analyzed. Each sphere is
discretized with 600 boundary elements with constant pressure approximation. Different values of the truncation number nt are considered.

considered. Fig. 11 presents the relative error in the l2-norm of the FMPBEM solution to a reference solution
determined by the PBEM. The x-axis shows both, the frequency f and the dimensionless wavenumber kL with
the characteristic length L = 350 mm of the unit cells. A relative error of less than 10−4 is achieved for all
considered truncation numbers at 100 Hz or kL = 0.64. With an increase in frequency, the accuracy of the FMPBEM
deteriorates. A relative error of less than 10−4 at 1000 Hz requires six or more terms of the fast multipole expansion.

4.2. Sound barrier

A sound barrier design study is considered in the second numerical example. The general setup is shown in
Fig. 12(a). Two monopole sources emit an incident sound pressure wave on the left-hand side, 1 m above the sound-
hard ground. They differ in the source strength which is p1 = 2 Pa for the source at y1 = 6.5 m and p2 = 1 Pa
for the source at y2 = 3.5 m. A sound barrier is located within the design space and ideally reduces the sound
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Fig. 12. Top view of the sound barrier setup (a) and sound pressure level (0 dB = 2 × 10−5 Pa) on the wall sound barrier and in the
observation area at 100 Hz (b).

pressure within the observation area Ωf. Assessing the insertion loss (IL) within the observation area quantifies the
performance of different sound barrier designs. Following the work of [22], the IL reads

IL( f ) = 20 log10

(∑M
i=1 |pinc(xi , f )|∑M

i=1 |p(xi , f )|

)
, xi ∈ Ωf , (39)

with the number of observation points M within Ω f . In this study, M = 3200 uniformly distributed points are taken
into account. A frequency range of 100 Hz to 500 Hz is analyzed with 81 uniformly distributed frequency samples.

The first sound barrier design is a sound-hard wall with constant rectangular cross section, height of 2 m, length
of 10 m and a width of 0.1 m. It is located at the rightmost part of the design space. The full-scale wall model is
shown in Fig. 12(b) and consists of 4140 boundary elements with quadratic pressure approximation. This equals 6.9
elements per wavelength at 500 Hz and a total of 33120 pressure dofs. The unit cell of the corresponding periodic
wall model is shown in Fig. 13(a). It consists of two boundary element layers, one at the front and one at the
back. The layers have a size of 0.2 m by 0.2 m and consist of four boundary elements with quadratic pressure
approximation each. This also leads to 6.9 elements per wavelength at 500 Hz. The unit cell is extended by My = 50
cells in the y-direction, i.e., the length of the wall, and Mz = 10 cells in the z-direction, i.e., the height of the wall.
Hence, a total of 500 periodic cells are considered. Note that the periodic model lacks the top and side surfaces of
the wall and therefore only consists of 32000 dofs.

Fig. 14 shows the insertion loss of the sound-hard wall over the frequency range of 100 Hz to 500 Hz for both
models, the full-scale wall model and the periodic wall model. The solution of the former is generated by the
BEM whereas the FMPBEM is employed for solving the latter. Although the periodic model lacks the top and
side surfaces of the wall, the insertion loss values are in good agreement with the results of the full-scale model
and underestimate the IL only slightly. The insertion loss stays well above 10 dB up to 300 Hz with a peak value
of 19.2 dB at 210 Hz. The minimum insertion loss value of 7.6 dB is found at 390 Hz. Fig. 12(b) shows the sound
pressure levels on the sound barrier surface and in the observation area for f = 100 Hz.

The second sound barrier design considers a periodic array of cylinders where each cylinder has a radius of 0.1 m
and a height of 2 m. A total of 75 cylinders are arranged in a rectangular pattern with Mx = 3 rows and My = 25
cylinders along the length of the barrier. With a distance of d = 0.4 m between neighboring cylinders in the x and
y-direction, the footprint of the cylinder sound barrier wall is 9.8 m by 1 m. The unit cell has a height of 0.4 m,
cf. Fig. 13(b), and is repeated Mz = 5 times in the z-direction, resulting in a total height of 2 m. Each unit cell is
discretized with 12 boundary elements with linear sound pressure approximation along the circumference and 35
elements along its height. This corresponds to at least 12 elements per wavelength at 500 Hz and results in 126000
dofs in total.
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Fig. 13. Unit cells of the wall sound barrier (a), cylinder sound barrier (b) and c-shaped sound barrier (c). The outer dimensions of the unit
cells and the number of cells in each direction of periodicity are given below the corresponding figures.

Fig. 14. Insertion loss (IL) in dB of the three sound barrier designs. The IL is assessed in the observation area Ωf according to Eq. (39).

Although the cylinder sound barrier is not continuous along its length, a significant insertion loss is still expected
due to standing waves forming between the cylinders. According to Bragg’s law, standing waves occur at

fBragg =
nc

2d sin(θ )
, (40)

with a positive integer n and the incident angle θ . In the present case, the first Bragg frequency equals 428.75 Hz
assuming perpendicular incidence, i.e., θ = π/2. Note that 0.125π < θ ≤ π/2 holds for the given monopole
excitation and sound barrier setup. The insertion loss within the frequency range of interest is depicted in Fig. 14.
The IL stays around 0 dB up to 280 Hz from which on it monotonically increases to its maximum of 6.5 dB at 440 Hz.

The third sound barrier design follows the idea of the second design but introduces an additional resonance by
considering a c-shaped cross section. Each c-shape structure has an outer radius of 0.1 m, inner radius of 0.08 m, a
slit width of 0.04 m and a height of 2 m. The unit cell of the periodic model has a height of 0.4 m and is depicted
in Fig. 13(c). Its discretization features around 11.9 boundary elements with linear pressure approximation per
wavelength at 500 Hz. Besides the standing waves around the Bragg frequency an additional resonance occurs since
each c-shape structure acts as a Helmholtz resonator. The resonance frequency is estimated at fHR = 258.9 Hz based
on a two-dimensional finite element simulation of the c-shaped cross section. The parameters of the periodic array
remain unchanged with Mx = 3, My = 25, Mz = 5 and d = 0.4 m which leads to the same estimate of the
Bragg frequency fBragg and a total of 231000 dofs. The IL is shown in Fig. 14 and proceeds very similar to the
IL of the cylinder sound barrier design up to around 210 Hz. From here on, the IL of the c-shaped design rises
steeply to a maximum of 17.9 dB at 245 Hz. This is followed by an equally steep decline up to 320 Hz. A further
significant IL is reported between 370 Hz and 440 Hz with values above 3.8 dB. Introducing a c-shaped cross section
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Fig. 15. Sound pressure level (0 dB = 2 × 10−5 Pa) on two sound barrier designs and in the observation area at 245 Hz.

significantly improves the insertion loss within a frequency region around fHR while still utilizing the Bragg effects.
Fig. 15 shows the sound pressure values of the wall sound barrier and the c-shaped sound barrier in a side-by-side
comparison at a frequency of f = 245 Hz.

5. Conclusion and future work

Two fast multipole periodic boundary element methods have been proposed for the solution of time-harmonic
acoustic problems of finite periodic structures. Both methods subdivide the geometry into boxes that correspond
to the unit cells of the periodic geometry. A boundary element discretization is applied to each unit cell, i.e., each
box. Interactions between well-separated boxes are approximated by a multipole expansion of the Green’s function.
On the other hand, either an exact representation of the Green’s function is used for the interactions of neighboring
boxes (FMPBEM) or an additional multilevel fast multipole method is employed (FMPBEM2). In both methods, the
fast multipole operators acting between the unit cells become block Toeplitz matrices due to the periodicity of the
geometry. These are matrices with constant blocks along each diagonal and therefore feature only a small memory
footprint. In addition, matrix–vector products can be expressed by circular convolutions which significantly reduces
their computational complexity. Certain configurations of half-space problems disturb the block Toeplitz structure.
However, this contribution introduces a remedy by splitting the half-space Green’s function into it’s summands and
discretizing each summand separately. The first numerical example, the scattering of a periodic array of sound-hard
spheres, indicated a quasi-linear scaling of the fast multipole periodic boundary element solution with respect to the
number of unit cells. The solution time has been found to be an order of magnitude below comparable approaches
such as the periodic boundary element method and the multilevel fast multipole method. The study indicated that the
proposed methods perform especially well in cases where large periodic structures are considered. The application
of the FMPBEM is favorable in the case of unit cells that feature small numbers of degrees of freedom, whereas
the FMPBEM2 is more beneficial in the case of large-scale unit cell discretizations. The accuracy of our approach
is set by the truncation number of the multipole expansions which also has been investigated in the first example.
In the second example, the FMPBEM has been applied to a sound barrier design study in half-space. Both, wall
sound barriers as well as sonic crystal sound barriers were analyzed. Although the periodic model of the wall barrier
does not account for the top and side surfaces, the results were in good agreement with the results of a full-scale
analysis. It has been shown that a comparison of sound barrier designs in three dimensional space is indeed feasible
with the proposed methods.

The concept of the fast multipole periodic boundary element methods is based on the translation invariance of
the Green’s function. Applying the same concept to problems with a rotationally arranged unit cells would yield
a method that, for instance, would be able to analyze the aeroacoustic behavior of ducted fans more efficiently.
Furthermore, the presented approach can be applied likewise using the hierarchical boundary element method.
With respect to the computational efficiency, further improvements are planned by representing the multilevel block
Toeplitz matrices in the tensor train format, cf. [53] for details. Future work will involve taking visco-thermal losses
into account and introducing a structural-acoustic coupling scheme. This will allow to analyze sound barriers that
include acoustic energy harvesting as presented in [54]. In addition, the proposed methods can be extended to study
local defects within the periodic structure by introducing cost-efficient low-rank updates of S, U and V.
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Appendix. Fast multipole expansions

A single integral of Eq. (8) over an arbitrary boundary part Γc ⊂ Γ is picked as an example. All source points y
on the boundary Γc lie within the box Ωy. This box is in the far field of the box Ωx which encloses the field points
x. Based on the truncated series expansion of the full-space Green’s function Eq. (28), the approximation of the
integral reads [52]∫

Γc

∂G(x, y)
∂n(y)

p(y) dΓ (y) ≈
ik
4π

nt∑
n=0

(2n + 1)
n∑

m=−n

Om
n (x − yc)Mm

n (y, yc) ,

|y − yc| < |x − yc| ,

(A.1)

with the multipole moments Mm
n at the expansion point yc given as

Mm
n (yc) =

∫
Γc

∂ Ī m
n (y − yc)
∂n(y)

p(y) dΓ (y) . (A.2)

Eq. (A.1) is called multipole expansion and Eq. (A.2) is the particle-to-multipole (P2M) translation. The discretiza-
tion of the latter equation leads the P2M operator.

Expanding the Green’s function around a point xc close to x instead yields the local expansion [52]∫
Γc

∂G(x, y)
∂n(y)

p(y) dΓ (y) ≈
ik
4π

nt∑
n=0

(2n + 1)
n∑

m=−n

Ī m
n (x − xc)Lm

n (xc) ,

|x − xc| < |y − xc| ,

(A.3)

with the local coefficients Lm
n at the expansion point xc given as

Lm
n (xc) =

nt∑
n′=0

(2n′
+ 1)

n′∑
m′=−n′

(−1)m+m′
∑
l∈N

Wn′,n,m′,m,l Om+m′

l (xc − yc)Mm′

n′ (yc) . (A.4)

Eq. (A.3) is the local-to-particle (L2P) translation and Eq. (A.4) is the multipole-to-local (M2L) translation. The
set N is defined by [52]

N :=

{
l | l ∈ Z, n + n′

− l : even, max
{
|m + m ′

|, |n − n′
|
}

< l < n + n′

}
, (A.5)

and Wn′,n,m′,m,l is given as

Wn′,n,m′,m,l = (2l + 1)in
′
−n+l

(
n n′ l

0 0 0

)(
n n′ l

m m ′
−m − m ′

)
, (A.6)

where (: : :) denotes the Wigner 3j-symbol [55].
In the case of half-space problems, a truncated series expansion is employed for the second summand of the

half-space Green’s function Eq. (6). The expansion reads

G(x, ŷ) ≈ Rp
ik
4π

nt∑
n=0

(2n + 1)
n∑

m=−n

Om
n (x − ŷc) Ī m

n (ŷ − ŷc) , |ŷ − ŷc| < |x − ŷc| . (A.7)

The mirrored source points ŷ lie in the box Ωŷ with center point ŷc. Eq. (A.7) is valid whenever the admissibility
criterion holds, i.e., when Ωŷ is in the far field of Ωx. The corresponding fast multipole operators can be derived
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similarly to the aforementioned operators of the full-space problem by substituting y and yc with its mirrored
variants.

In the case of the multilevel fast multipole method, two additional operators are introduced. The moment-to-
moment (M2M) translation shift the multipole moments from an expansion point yc to an expansion point yc′

following

M̃m
n (yc′) =

nt∑
n′=0

(2n′
+ 1)

n′∑
m′=−n′

∑
l∈N

(−1)m′

Wn,n′,m,m′,l I −m−m′

l (yc − yc′)M−m′

n′ (yc) . (A.8)

Similarly, the local-to-local (L2L) translation shifts the local coefficients from an expansion point xc′ to an expansion
point xc′ by

Lm
n (xc′) = (−1)m

nt∑
n′=0

(2n′
+ 1)

n′∑
m′=−n′

∑
l∈N

Wn′,n,m′,m,l I m−m′

l (xc′ − xc)Lm′

n′ (xc) . (A.9)
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Abstract
In this article, a greedy reduced basis algorithm is proposed for the solution
of structural acoustic systems with parameter and implicit frequency depen-
dence. The underlying equations of linear time-harmonic elastodynamics and
acoustics are discretized using the finite element and boundary element method,
respectively. The solution within the parameter domain is determined by a lin-
ear combination of reduced basis vectors. This basis is generated iteratively and
given by the responses of the structural acoustic system at certain parameter
samples. A greedy approach is followed by evaluating the next basis vector at
the parameter sample which is currently approximated worst. The algorithm
runs on a small training set which bounds the memory requirements and allows
applications to large-scale problems with high-dimensional parameter domains.
The computational efficiency of the proposed scheme is illustrated based on two
numerical examples: a point-excited spherical shell submerged in water and a
satellite structure subject to a diffuse sound pressure field excitation.

K E Y W O R D S
boundary element method, finite element method, greedy algorithm, implicit parameter
dependence, reduced basis, structural acoustic interaction

1 INTRODUCTION

Assessing the vibroacoustic behavior of structures is an important aspect of designing quiet machines and vehicles.1 With
the advances in numerical modeling techniques, vibroacoustic quantities such as radiated sound power and transmission
loss of complex structures can be accurately predicted ahead of manufacturing. In the low frequency range, when the
modes are still well separated, the underlying equations of motion are typically addressed by the finite element method
(FEM)2 and the boundary element method (BEM).3,4 The structural domain is usually discretized by finite elements
whereas either FEM or BEM is used for discretizing the acoustic domain. Since the BEM reduces the problem’s dimension
by one, that is, only the sound radiating surface has to be discretized instead of the surrounding acoustic volume, the
BEM features an inherent advantage for unbounded acoustic domains.4 This contribution focuses on structural acoustic
problems with an unbounded acoustic domain in the low frequency region and hence a FEM-BEM approach is employed.

Including vibroacoustic quantities in design optimization and uncertainty analyses has become a common engi-
neering practice in recent decades.5,6 However, when using a FEM-BEM approach, the repeated evaluation of these
vibroacoustic quantities poses a significant computational challenge. In general, the structural acoustic system has to be

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2021 The Authors. International Journal for Numerical Methods in Engineering published by John Wiley & Sons Ltd.
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solved for each change in the design variables which usually includes the reassembly of the system matrices. Different
techniques have been proposed to accelerate the evaluations for solely frequency dependent but also general parameter
dependent problems.

Modal superposition is a popular choice for solely frequency dependent structural acoustic systems.7 Solving the
corresponding eigenvalue problem yields the eigenfrequencies and modes of the structural acoustic problem and the
time-harmonic responses can be estimated by superposing the modes. The computational complexity mainly depends on
the type of the structural acoustic problem and the discretization method of choice. Bounded acoustic domains discretized
by the FEM yield linear eigenvalue problems8,9 whereas unbounded acoustic domains generally yield nonlinear eigen-
value problems. An exception is given in the latter case by a particular choice of finite elements.10,11 In contrast, boundary
element discretizations yield nonlinear eigenvalue problems in both cases due to the implicit frequency dependence of the
boundary element matrices.12,13 A remedy can be found in a frequency approximation of the boundary element matrix.7,14

Alternatively, the nonlinear eigenvalue problem can be solved, for example, by contour integral methods15,16 and rational
approximation.17

When considering parameter dependent structural acoustic problems, the aforementioned approach of modal reduc-
tion becomes infeasible. In these cases, parametric model order reduction (pMOR)18,19 can be employed to generate a
reduced order model (ROM). A broad range of reduction techniques exists for affine parameter dependence, see Ref-
erence 20 for a detailed overview. Parameters with a low-rank impact on the system matrix are a special type of affine
parameters. For those, a parametric ROM can be build that preserves all parameters by employing conventional non-
parametric MOR techniques.21 Van Ophem et al.22 reduced a finite element discretized fully coupled structural acoustic
problem based on Krylov subspace projection and a second order Arnoldi scheme. Their frequency dependent problem
features additional parameters which correspond to locally added structural mass and hence can be described as low-rank
updates of the mass matrix. For nonaffine parameterized systems such as linear systems with implicit frequency depen-
dent boundary element matrices, the discrete empirical interpolation method (DEIM)23 can be used. The DEIM yields
an affine approximation of the linear system in a given parameter domain based on a small number of evaluations of
the original linear system. Negri et al.24 applied the matrix variant of the DEIM to a finite element discretized acoustic
problem with a five-dimensional parameter domain. They optimize the shape of an acoustic horn in a frequency range
by varying four geometry parameters. Casenave et al.25 applied the DEIM to a solely frequency dependent boundary ele-
ment discretized acoustic scattering problem. Applications to FEM-BEM structural acoustic problems have not yet been
reported up to the authors’ knowledge.

An alternative MOR technique are reduced basis methods which utilize that the solutions of parameterized linear
systems are often members of lower-dimensional manifolds.26 Hence, linear combinations of a small number of basis
vectors can accurately approximate the solutions.27 Most reduced basis methods follow an offline-online paradigm. In
the offline stage, the reduced basis is built using solutions of the parameterized linear system. Usually either a proper
orthogonal decomposition (POD) or greedy algorithms are employed. In the former approach, the parameter domain
is sampled without prior knowledge of optimal points and a singular value decomposition (SVD) of the corresponding
solutions determines the basis.28 In contrast, greedy algorithms meticulously select parameter samples based on a pre-
defined optimality criterion and the basis vectors coincide with the corresponding solutions.29 In the online stage, the
approximate solutions at new parameter values are found by linear combinations of the basis vectors.30 Casenave et al.31

employed a greedy reduced basis scheme in conjunction with the BEM to find the solution of a parameterized acoustic
scattering problem. Boundary element discretized electromagnetic problems can be solved in a similar way.26 In our pre-
vious work,32 we proposed a greedy reduced basis scheme for the solution of fully coupled FEM-BEM structural acoustic
problems at predefined frequency points. The reduced basis is expanded iteratively and the vectors spanning the reduced
basis are simply the solutions of the linear system at some of these frequency points. The points are chosen based on
a greedy approach, namely, the next basis vector is computed at the frequency point at which the solution is currently
worst approximated. Although the study underlines the computational efficiency of the scheme, its memory requirements
prevent the application to large-scale problems.

In this contribution, the greedy reduced basis scheme of Reference 32 is extended to general implicitly parameter
dependent structural acoustic problems. The algorithm finds the solution specifically at predefined parameter points
by a linear combination of reduced basis vectors. It builds and utilizes the reduced basis simultaneously in contrast to
algorithms following the offline-online paradigm. While a high-dimensional parameter domain makes the previously
reported greedy strategy infeasible due to prohibitive memory requirements, this issue is addressed here by an adaptively
enriching technique similar to Reference 33. The scheme uses a small subset of the full parameter set to build the reduced
basis. This introduces a bound on the memory usage and allows to apply the greedy strategy to large-scale problems
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with possibly high-dimensional parameter domains. In contrast to Reference 33, the size of the subset is held small
to allow storing the corresponding full order linear systems. This eliminates the need of reassembling and reduces the
computational effort at an a priori known increase of the required memory. Furthermore, a variation of the scheme
for problems with many right-hand sides is introduced. The efficiency of the adaptively enriching greedy reduced basis
algorithm is verified based on the solution of two structural acoustic problems.

2 COUPLED FEM-BEM FORMULATION FOR STRUCTURAL ACOUSTIC
INTERACTION

The underlying equations of the structural acoustic interaction problem are given by the equations of linear
time-harmonic elastodynamics and acoustics. Discretizing the former with FEM and the latter with BEM yields the system
of linear equations for the structural and acoustic domains4,5

(
K(𝝀) − 𝜔2M(𝝀)

)
u = fs + ff, (1)

and

H(𝜔)p = G(𝜔)
(
vs − vi

f
)
+ H(𝜔)pi. (2)

The vectors u ∈ Cns and p ∈ Cnf contain the unknown displacement and sound pressure degrees of freedom (dofs) at
the nodes, where ns and nf denote the corresponding numbers of degrees of freedom, respectively. The stiffness and mass
matrices of the structure are denoted as K(𝝀) ∈ Rns×ns and M(𝝀) ∈ Rns×ns . Both depend implicitly or explicitly on d − 1
parameters which are concatenated into the vector

𝝀 = [𝜆1, … , 𝜆d−1]. (3)

We restrict the following derivations to parameters that do not affect the geometry of the sound radiating bound-
ary. Hence, the boundary element matrices H(𝜔) ∈ Cnf×nf and G(𝜔) ∈ Cnf×nf only depend on the angular frequency
𝜔 = 2𝜋f , where f is the frequency in Hz. The boundary element matrices arise from a collocation discretization of the
Kirchhoff–Helmholtz integral equation and relate the sound pressure to the structural particle velocity vs ∈ Cnf . The
acoustic field is excited by an incident sound pressure field pi ∈ Cnf and the corresponding incident particle veloc-
ity vi

f ∈ Cnf . The structure is excited by nodal forces fs ∈ Cns as well as an acoustic loading ff ∈ Cns due to the acoustic
sound pressure on the sound radiating boundary. The particle velocity vs is the time derivative of the normal displacement
on this boundary. Therefore, the coupling conditions

ff = Csfp and vs = −i𝜔Cfsu, (4)

hold, with the imaginary unit i and the mesh coupling matrices Csf ∈ Rns×nf and Cfs ∈ Rnf×ns . Both are obtained by a
Galerkin projection.34 Putting Equation (4) into Equations (1) and (2), the fully coupled system of linear equations reads

[
K(𝝀) − 𝜔2M(𝝀) −Csf

i𝜔G(𝜔)Cfs H(𝜔)

][
u
p

]
=

[
fs

− G(𝜔)vi
f + H(𝜔)pi

]
. (5)

This system can be solved at the current stage or reduced beforehand. Forming the Schur complement with respect
to the pressure dofs is a common strategy especially when considering heavy fluid loading or lightweight structures since
the system matrix of Equation (5) is generally ill-conditioned.16,35,36 The Schur complement reads

[
i𝜔G(𝜔)Cfs

(
K(𝝀) − 𝜔2M(𝝀)

)−1Csf + H(𝜔)
]

p = f̂s(𝜔,𝝀), (6)

with

f̂s(𝜔,𝝀) ∶= −i𝜔G(𝜔)Cfs
(
K(𝝀) − 𝜔2M(𝝀)

)−1fs − G(𝜔)vi
f + H(𝜔)pi. (7)



7412 JELICH et al.

In many applications of interest, the system matrix of Equation (6) is well conditioned and the corresponding linear
system can be efficiently solved since the finite element matrix K(𝝀) − 𝜔2M(𝝀) admits a sparse LU factorization. In this
contribution, all time-harmonic structural acoustic problems are solved by finding the solution of Equation (6). In the
following, the linear system (6) is abbreviated by

A(𝝁)x(𝝁) = b(𝝁), (8)

introducing the d-dimensional parameter vector

𝝁 = [𝝀, 𝜔] = [𝜆1, … , 𝜆d−1, 𝜔] . (9)

The system matrix A(𝝁) ∈ Cn×n, the solution vector x(𝝁) ∈ Cn and the right-hand side vector b(𝝁) ∈ Cn implicitly
depend on d parameters in the present case and feature n degrees of freedom.

3 ALGORITHMS FOR STRUCTURAL ACOUSTIC PROBLEMS IN A
D-DIMENSIONAL PARAMETER DOMAIN

We are interested in the solution of Equation (8) for specific parameter samples 𝝁 located in the parameter domain  .
This domain is a d-dimensional box, that is,

 ∶= [𝜆l
1, 𝜆

u
1 ] × … × [𝜆l

d−1, 𝜆
u
d−1] × [𝜔l, 𝜔u], (10)

with the lower and upper bounds, (⋅)l and (⋅)u, in each dimension, respectively. Each interval k is discretized with nk points,
where k = 1, … , d. These sample points are denoted as 𝜆k,1, … , 𝜆k,nk for k = 1, … , d − 1 and 𝜔1, … , 𝜔id for k = d.
The solution is sought at all possible combinations of these points which are summed up in the parameter set P, that is,

P =
{(

𝜆1,i1 , … , 𝜆d−1,id−1 , 𝜔id

)
∶ 1 ≤ ik ≤ nk for k = 1, … , d

}
. (11)

Hence the solution of Equation (8) is sought for a total of m =
∏d

k=1nk parameter samples. Instead of solving the
linear system for each sample within P, we propose to apply a reduced basis approach. For this, a greedy algorithm
for frequency dependent structural acoustic systems32 is extended to problems with high-dimensional parameter
domains in Section 3.1. This is followed by an adaption of the algorithm to address the high memory requirements
in Section 3.2.

3.1 Greedy reduced basis algorithm

In each iteration j of the greedy algorithm, a set of parameter samples Pj ⊆ P is given as

Pj =
{
𝝁(1), ... , 𝝁(j)} . (12)

A reduced basis Xj is generated by concatenating the solutions at these parameter samples, that is,

Xj =
[
x(𝝁(1)), ... , x(𝝁(j))

]
∈ Cn×j. (13)

This basis is used to approximate the solution at an arbitrary parameter sample 𝝁 ∈ P by

x (𝝁) = x(𝝁(1))y1(𝝁) + ... + x(𝝁(j))yj(𝝁) = Xjy(𝝁), (14)

where y(𝝁) ∈ Cj is the solution of the least squares problem

min
y(𝝁)∈Cj

||A(𝝁)Xjy(𝝁) − b(𝝁)||22. (15)
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The next parameter sample 𝝁(j+1) is chosen by a greedy approach, that is, at the parameter sample where the current
approximation (14) yields the largest relative residual,

𝝁(j+1) = arg max
𝝁∈P

||A(𝝁)Xjy(𝝁) − b(𝝁)||2∕||b(𝝁)||2. (16)

The next basis vector of the new iteration is determined by solving the underlying linear system

A(𝝁(j+1))x(𝝁(j+1)) = b(𝝁(j+1)). (17)

The greedy reduced basis in Equation (13) is extended by one vector in each iteration which provides an
improved approximation (14) of the solution at the remaining parameter samples in the parameter set. This
is repeated until a convergence criterion is met for all 𝝁 ∈ P. The presented scheme is computationally supe-
rior to the explicit solution at each sample whenever a small number of iterations q ≪ m yields a sufficiently
accurate approximation of the solution at all parameter samples. This is attainable if the solution matrix X =[
x(𝝁1), ... , x(𝝁m)

]
∈ Cn×m is of low rank and its singular values follow an exponential decay. This has been proven

for analytical parameter dependencies by Kressner and Tobler37 and holds for the herein presented structural acoustic
problems.

The computational cost of the greedy algorithm lies in the solution of q linear systems (17), repeatedly solving
the least squares problem (15) for all the yet unconverged solutions and assessing the accuracy of the approxima-
tions by evaluating the relative residual (16). Although the number of least squares solutions is of order (qm),
each solution is rather inexpensive since A(𝝁i)Xq features only a few columns given that q ≪ m holds. However,
the scheme requires the storage of all m system matrices which can lead to excessive memory requirements in the
case of large parameter sets and/or large-scale problems. This issue can be addressed from two different sides: run-
ning the scheme in parallel in a high-performance computing environment or adapting the scheme, such that only
a limited amount of system matrices need to be stored in the main memory at the same time. The latter is outlined
in Section 3.2 whereas the former is described by Baydoun et al.32 Therein, the authors suggest to solve the least
squares problem (15) in a distributed memory environment and to evaluate the linear system (17) in a shared memory
environment.

The greedy reduced basis algorithm is outlined in Algorithm 1. The prescribed value of 𝜀tol defines a relative tolerance
on the residual of the solution at parameter samples within the parameter set. The initial parameter sample 𝝁(1) can be
chosen randomly and is the first element within the set of solved parameter samples Psol. At the end of the algorithm, a
solution for each parameter sample within P is established either by explicitly solving the corresponding linear system
or finding a sufficiently accurate linear approximation. Explicitly storing the least squares matrices A(𝝁i)Xj and only
concatenating the new column A(𝝁i)x(𝝁(j)) in each iteration avoids additional computational effort. Whenever a solution
for a parameter sample 𝝁i is found, the corresponding matrices A(𝝁i) and A(𝝁i)Xj are no longer required and freed from
the memory.

3.2 Adaptively enriching greedy reduced basis algorithm

The main disadvantage of Algorithm 1 is the need of assembling and storing the system matrices and right-hand sides for
all parameter samples within the parameter set. This becomes prohibitive for large m, that is, high dimensional parameter
domains and/or large numbers of parameter samples. As a remedy, we modify the greedy algorithm by introducing the
adaptively enriching technique presented by Hesthaven et al.33

The main idea of the adaptively enriching greedy algorithm is to start the algorithm on a small training
set Ptrain ⊂ P of size mtrain ≪ m and to subsequently replace parameter samples for which a converged solution
has been generated by parameter samples for which a solution has not been found yet. This reduces the mem-
ory requirements significantly, since only up to mtrain assembled linear systems have to be stored at the same
time. However, the small size of the subset implies a reduced richness and the iteratively performed greedy choice
of the next basis vector is only depending on the residuals in Ptrain and not on all residuals in P. Hence, the
algorithm will usually generate a larger basis than Algorithm 1 which implies an increase in the number of
iterations.
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Algorithm 1. Greedy algorithm for the solution of parameter dependent linear systems

1: input
2: system matrices A(𝝁i) and right-hand sides b(𝝁i) for all 𝝁i ∈ P
3: relative residual tolerance 𝜀tol
4: parameter sample for first iteration 𝝁(1) ∈ P
5: initialization
6: j ∶= 1
7: r(𝝁i) ∶=b(𝝁i) ∀𝝁i ∈ P
8: solve A(𝝁(1))x(𝝁(1)) = b(𝝁(1))
9: X1 ∶=

[
x(𝝁(1))

]
10: Psol ∶=

{
𝝁(1)}

11: while ∃𝝁i ∈ P ∶ ‖r(𝝁i)‖2∕‖b(𝝁i)‖2 > 𝜀tol do
12: for each 𝝁i ∈ P∖Psol do
13: solve min

y(𝝁i)∈Cj
‖A(𝝁i)Xjy(𝝁i) − b(𝝁i)‖2

2 , r(𝝁i) ∶=A(𝝁i)Xjy(𝝁i) − b(𝝁i)

14: if ‖r(𝝁i)‖2∕‖b(𝝁i)‖2 < 𝜀tol then
15: x(𝝁i) ∶=Xjy(𝝁i), Psol ∶=Psol ∪

{
𝝁i
}

16: end if
17: end for
18: if ‖r(𝝁i)‖2∕‖b(𝝁i)‖2 < 𝜀tol ∀𝝁i ∈ P then
19: break
20: end if
21: 𝝁(j+1) ∶= argmax

𝝁i∈P
‖r(𝝁i)‖2∕‖b(𝝁i)‖2

22: solve A(𝝁(j+1))x(𝝁(j+1)) = b(𝝁(j+1))
23: Xj+1 ∶=

[
Xj, x(𝝁(j+1))

]
∈ Cn×(j+1), Psol ∶=Psol ∪

{
𝝁(j+1)}

24: j ∶= j + 1
25: output
26: x(𝝁i) with ‖A(𝝁i)x(𝝁i) − b(𝝁i)‖2∕‖b(𝝁i)‖2 < 𝜀tol ∀𝝁i ∈ P

At the beginning of the adaptively enriching greedy algorithm, an initial subset Ptrain is randomly chosen from
the full set P based on the prescribed size mtrain. With each iteration j, the reduced basis Xj is extended by the basis
vector x(𝝁(j)) as in Equation (13). This basis is used to approximate the solution at all remaining parameter sam-
ples within Ptrain, that is, the linear least squares problem (15) is solved for all 𝝁 ∈ Ptrain. Each parameter sample for
which a sufficiently accurate solution is found—either by solving the corresponding linear system or by linear super-
position of the basis vectors—is added to the set of solved parameter samples Psol and removed from the training
set Ptrain. Whenever a parameter sample is removed, the allocated memory of the corresponding linear system as well
as the linear least squares system is freed. Further, a parameter sample for which a solution has not been generated
yet, that is 𝝁 ∈ P ⧵ (Psol ∪ Ptrain), is added to the training set. The linear system of the newly added parameter sam-
ple is assembled and stored in the main memory. In addition, the current basis is used to approximate its solution.
If the approximation is sufficiently accurate, the newly added parameter sample is replaced right away. This proce-
dure is repeated until the convergence criterion fails on all solutions of the newly added parameter samples within
the training set. At this stage, the next parameter sample 𝝁(j+1) is chosen in a greedy approach within the training set,
that is,

𝝁(j+1) = arg max
𝝁∈Ptrain

||A(𝝁)Xjy(𝝁) − b(𝝁)||2∕||b(𝝁)||2, (18)

and the next basis vector is generated by solving the linear system (17). The full algorithm is outlined in Algorithm 2
and the scheme for replacing parameter samples in the training set is presented in Algorithm 3. Note that replacing a
parameter sample in Line 19 updates the training set while looping over it. The implementation places new parameter
samples at the end of the training set such that the loop in Line 15 is also executed for each new parameter sample.
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Algorithm 2. Adaptively enriching greedy algorithm for the solution of parameter dependent linear systems

1: input
2: parameter set P
3: initial training set Ptrain ⊂ P with |Ptrain| = mtrain
4: system matrices A(𝝁i) and right-hand sides b(𝝁i) with 𝝁i ∈ Ptrain
5: relative residual tolerance 𝜀tol
6: parameter sample for first iteration 𝝁(1) ∈ Ptrain

7: initialization
8: j ∶= 1
9: r(𝝁i) ∶=b(𝝁i) ∀𝝁i ∈ Ptrain

10: solve A(𝝁(1))x(𝝁(1)) = b(𝝁(1))
11: X1 ∶=

[
x(𝝁(1))

]
12: Psol ∶=

{
𝝁(1)}

13: Ptrain ∶= Algorithm 3(P,Ptrain,Psol,𝝁(1))
14: while |Ptrain| > 0 do
15: for each 𝝁i ∈ Ptrain do
16: solve min

y(𝝁i)∈Cj
‖A(𝝁i)Xjy(𝝁i) − b(𝝁i)‖2

2 , r(𝝁i) ∶=A(𝝁i)Xjy(𝝁i) − b(𝝁i)

17: if ‖r(𝝁i)‖2∕‖b(𝝁i)‖2 < 𝜀tol then
18: x(𝝁i) ∶=Xjy(𝝁i), Psol ∶=Psol ∪

{
𝝁i
}

19: Ptrain ∶= Algorithm 3(P,Ptrain,Psol,𝝁i)
20: end if
21: end for
22: if Ptrain = ∅ then
23: break
24: end if
25: 𝝁(j+1) ∶= argmax

𝝁i∈Ptrain

‖r(𝝁i)‖2∕‖b(𝝁i)‖2

26: solve A(𝝁(j+1))x(𝝁(j+1)) = b(𝝁(j+1))
27: Xj+1 ∶=

[
Xj, x(𝝁(j+1))

]
∈ Cn×(j+1) , Psol ∶=Psol ∪

{
𝝁(j+1)}

28: Ptrain ∶= Algorithm 3(P,Ptrain,Psol,𝝁(j+1))
29: j ∶= j + 1
30: output
31: x(𝝁i) with ‖A(𝝁i)x(𝝁i) − b(𝝁i)‖2∕‖b(𝝁i)‖2 ≤ 𝜀tol ∀𝝁i ∈ P

Algorithm 3. Algorithm for replacing an element from the training set

1: input
2: full parameter set P
3: current training set Ptrain ⊂ P
4: set Psol ⊂ P with samples at which a solution is known
5: parameter sample 𝝁i to be removed from Ptrain

6: Ptrain ∶=Ptrain∖{𝝁i}
7: free memory of system matrix A(𝝁i) and right-hand side b(𝝁i)
8: if (Ptrain ∪ Psol) ≠ P then
9: randomly pick 𝝁k ∈ P∖(Ptrain ∪ Psol)

10: Ptrain ∶=Ptrain ∪ {𝝁k}
11: assemble system matrix A(𝝁k) and right-hand side b(𝝁k)
12: end if
13: output
14: updated training set Ptrain
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Throughout the algorithm, the size of the training set is bounded by mtrain. Therefore, the memory requirements
for the storage of the system matrices and the least squares matrices are of order (mtrain(n2 + jn)), assuming that
the system matrix is fully populated. Note that the quadratic complexity in n could be removed by always applying
the full order model (FOM) systems on-the-fly. However, reassembling the FOM systems within the training set in
each iteration significantly increases the computational time in the case of coupled vibroacoustic problems due to the
implicitly frequency dependent BE matrices. The overall computational efficiency of the algorithm depends on the
size of the training set. Very small values of mtrain lead to a higher number of iterations due to the limited range of
the training set. In contrast, large values of mtrain result in training sets which represent the full parameter set more
accurately. This implies significantly higher memory requirements but results in a reduced number of iterations. In
the case of mtrain = m, the adaptively enriching greedy algorithm (Algorithm 2) is identical to the greedy algorithm
(Algorithm 1).

3.3 Adaptively enriching greedy reduced basis algorithm for linear systems
with many right-hand sides

In some cases, the response to more than just one excitation is of interest, for example, when optimizing high-intensity
focused ultrasound transducers38 or when determining the response to diffuse incident sound pressure fields.39 The
corresponding system of linear equations features many right-hand sides and reads

A(𝝁)X(𝝁) = B(𝝁), (19)

with the solution matrix X(𝝁) = [x1(𝝁), … , xnrhs(𝝁)], the right-hand side matrix B(𝝁) = [b1(𝝁), … , bnrhs(𝝁)] and the
number of right-hand sides nrhs. The vectors xl(𝝁) denote the individual solutions to the corresponding right-hand
sides bl(𝝁) with l = 1, … , nrhs.

Equation (19) can be understood as a sequence of nrhs linear systems, which may be successively addressed by
Algorithm 2 in order to obtain the solutions to each forcing vector individually. Such an approach requires nrhs separate
runs of the algorithm and generates nrhs independent reduced bases. Since the system matrix of Equation (19) remains
unchanged within the sequence, it is to be expected that the reduced bases share a common subspace. If this holds, it is
more efficient to generate only one reduced basis for all solution vectors xl.

Implementing this strategy requires only slight modifications of the existing algorithm. In iteration j, all nrhs linear
systems are solved given the current parameter sample 𝝁(j). Then, the basis is extended by adding the solution matrix X
to it. Alternatively, when dealing with a large number of right-hand sides, the matrix X can be truncated in order to avoid
an excessive increase of the reduced basis. This is particularly efficient when the nrhs solutions span a low-dimensional
subspace. Subsequent to extending the reduced basis, the solution for each right-hand side and for each parameter sample
in the training set is determined as usual by the least squares solver. The adaptively enriching greedy algorithm for linear
systems with many right-hand sides is outlined in Algorithm 4. The algorithm coincides with Algorithm 2 in the case
of nrhs = 1.

A broad variety of methods is available for truncating the system responses before extending the basis Xj. In the first
iteration, that is, j = 1, a truncated singular value decomposition (SVD) of the solution matrix is performed which yields
the best approximation in the spectral norm within a prescribed accuracy.40 It reads

X(𝝁(1)) ≈ U1𝚺1V∗
1, (20)

with 𝚺1 = diag(𝜎(1)
1 , 𝜎(1)

2 , … , 𝜎(1)
t ) storing the first t singular values of X(𝝁(1)) on its diagonal. The matrices U1 and V1

contain the first t left and right singular vectors as columns, respectively, and (⋅)∗ denotes the complex conjugate transpose.
Large values of t lead to more precise approximations with t = min{nrhs,n} leading to an exact decomposition. Based on
the decomposition in Equation (20), the first t left singular vectors are added to the reduced basis X1. In all subsequent
iterations j > 1, the part of the solution matrix that already lies in the current reduced basis is removed before applying
the truncated SVD, that is,

X⟂(𝝁(j)) = X(𝝁(j)) − X||(𝝁(j)) ≈ Uj𝚺jV∗
j . (21)
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Algorithm 4. Adaptively enriching greedy algorithm for the solution of parameter dependent linear systems with many
right-hand sides

1: input
2: full parameter set P
3: initial training set Ptrain ⊂ P with |Ptrain| = mtrain
4: system matrices A(𝝁i) and right-hand sides B(𝝁i) = [b1(𝝁i), … ,bnrhs(𝝁i)] with 𝝁i ∈ Ptrain
5: relative residual tolerance 𝜀tol
6: truncation tolerance 𝜀svd
7: parameter sample for first iteration 𝝁(1) ∈ Ptrain

8: initialization
9: j ∶= 1

10: [r1(𝝁i), … , rnrhs(𝝁i)] ∶=B(𝝁i) ∀𝝁i ∈ Ptrain
11: solve A(𝝁(1))X(𝝁(1)) = B(𝝁(1))
12: calculate X(𝝁(1)) ≈ U1𝚺1V∗

1 with t as in Equation (23)
13: X1 ∶=

[
U1

]
14: Psol ∶=

{
𝝁(1)}

15: Ptrain ∶= Algorithm 3(P,Ptrain,Psol,𝝁(1))
16: while |Ptrain| > 0 do
17: for each 𝝁i ∈ Ptrain do
18: solve min

Y(𝝁i)
‖A(𝝁i)XjY(𝝁i) − B(𝝁i)‖2

2

19: [r1(𝝁i), … , rnrhs(𝝁i)] ∶=A(𝝁i)XjY(𝝁i) − B(𝝁i)
20: if ‖rl(𝝁i)‖2∕‖bl(𝝁i)‖2 < 𝜀tol ∀l ∈ {1, … ,nrhs} then
21: [x1(𝝁i), … , xnrhs(𝝁i)] ∶=XjY(𝝁i), Psol ∶=Psol ∪

{
𝝁i
}

22: Ptrain ∶= Algorithm 3(P,Ptrain,Psol,𝝁i)
23: end if
24: end for
25: if Ptrain = ∅ then
26: break
27: end if
28: 𝝁(j+1) ∶= argmax

𝝁i∈Ptrain

max
l∈{1,…,nrhs}

‖rl(𝝁i)‖2∕‖bl(𝝁i)‖2

29: solve A(𝝁(j+1))X(𝝁(j+1)) = B(𝝁(j+1))
30: calculate X⊥(𝝁(j+1)) ≈ Uj+1𝚺j+1V∗

j+1 with t as in Equation (23)
31: Xj+1 ∶=

[
Xj,Uj+1

]
, Psol ∶=Psol ∪

{
𝝁(j+1)}

32: Ptrain ∶= Algorithm 3(P,Ptrain,Psol,𝝁(j+1))
33: j ∶= j + 1
34: output
35: xl(𝝁i) with ‖A(𝝁i)xl(𝝁i) − bl(𝝁i)‖2∕‖bl(𝝁i)‖2 ≤ 𝜀tol ∀𝝁i ∈ P, ∀l ∈ {1, … ,nrhs}

The singular values and vectors are determined with respect to X⟂(𝝁(j)) which only contains the part of the solution
that is orthogonal to the current reduced basis Xj−1. The subspace spanned by X||(𝝁(j)), on the other hand, is parallel to
the subspace spanned by the reduced basis basis Xj−1. Hence, its columns are the orthogonal projection of X(𝝁(j)) onto
Xj−1, that is,

X||(𝝁(j)) = Xj−1

(
X∗

j−1Xj−1

)−1
X∗

j−1X(𝝁(j)). (22)

This ensures that the first t left singular vectors in Equation (21) are orthogonal to the reduced basis Xj−1 and that no
redundant information is introduced when adding them to the reduced basis. Since the columns of the reduced basis are
orthogonal to each other, Equation (22) simplifies to X||(𝝁(j)) = Xj−1X∗

j−1X(𝝁(j)). In each iteration of the greedy algorithm,
the value of t is determined by

t = min
t∈N

{
𝜎(j)

t+1 ≤ 𝜀svd𝜎
(j)
1

}
, (23)
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with a prescribed tolerance 𝜀svd > 0. Choosing a small truncation tolerance leads to large values of t and thus to an exten-
sion of the reduced basis by a larger quantity of left singular vectors in each iteration. In contrast, 𝜀svd close to one leads to
small values of t and thus significantly limits the number of vectors added to the reduced basis in each iteration. Extend-
ing the basis by a smaller quantity of vectors in each iteration does not generally imply an overall smaller reduced basis
since an essential characteristic of the system response might be cut off by the truncated singular value decomposition.
This in turn would result in a larger number of iterations of the greedy algorithm.

4 NUMERICAL EXAMPLES

4.1 Point-excited spherical shell in water

The first example features a spherical shell submerged in water. The shell is made of steel and excited by a point force
of F = 1 N. The geometry and material properties are summed up in Table 1. The finite element mesh consists of 384
eight-noded quadrilateral shell finite elements based on the Reissner–Mindlin plate theory. This corresponds to eight
elements on a 𝜋∕2 arc. A mesh conforming boundary element discretization is employed on the sound radiating boundary
using discontinuous nine-noded quadrilateral boundary elements with four sound pressure degrees of freedom. Forming
the Schur complement with respect to the pressure degrees of freedom, compare Equation (6), yields a system of linear
equations with 1536 degrees of freedom. The parameter-independent mesh coupling matrices are obtained by a Galerkin
projection.34

The parameter domain is spanned by the frequency f and the Young’s modulus E. A nonuniform sampling is employed
in frequency direction using n1 = 89 points between 1 and 100 Hz. In contrast, the Young’s modulus is uniformly sampled
with n2 = 11 points ranging between 189 and 231 GPa. This results in a total of m = 979 parameter samples. Figure 1
shows the absolute sound pressure at an angle of 𝜋 with respect to the point of excitation of the spherical shell throughout
the parameter domain  . The parameter samples are highlighted by red dots and the underlying solution is computed
analytically.41 Six distinct resonances occur within the considered parameter domain and change with both frequency
and Young’s modulus. Storing the 979 linear systems requires 35.24 GB of memory. The conventional approach as well
as the greedy algorithm (Algorithm 1) and the adaptively enriching greedy algorithm (Algorithm 2) are applied to this
problem.

In the conventional approach, the generalized minimum residual method (GMRes) solves the Schur complement
systems with a relative residual tolerance of 𝜀 = 10−4. The solution for all parameter samples within the parameter set
requires 224.89 s of wall clock time. This corresponds to an average of 0.23 s per system. The greedy algorithm requires 27
iterations to determine a solution with a relative residual of 𝜀tol = 10−4 for each parameter sample. Generating the basis
vectors takes 10.35 s which involves the solution of 27 linear systems using the GMRes solver within a relative tolerance
of 10−7. Setting up the least squares problems requires 20,086 matrix-vector multiplications which correspond to 148.96 s
and solving the least squares problems takes 18.32 s. In total, the wall clock time equals 179.55 s and hence the greedy
algorithm is 20.2% faster than the conventional approach.

The adaptively enriching greedy algorithm contains the additional parameter mtrain which defines the size of the train-
ing set. The parameter samples within the initial training set are randomly chosen out of the full parameter set and the
replacement algorithm (Algorithm 3) randomly picks a new parameter sample whenever a converged solution is deter-
mined. To address this random component of the algorithm, 10 individual runs are preformed and the computational
efficiency is evaluated based on the maximum, minimum, and average values of the wall clock time and number of

T A B L E 1 Geometry of the sphere and material properties
of steel and water

Radius of sphere r 5 m

Shell thickness t 0.05 m

Density of steel 𝜌s 7860 kg∕m3

Poisson’s ratio 𝜈 0.3

Density of water 𝜌f 1000 kg∕m3

Speed of sound c 1482 m∕s
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F I G U R E 1 Analytical solution of the absolute sound pressure on the surface of the spherical shell at the opposite side of the point of
excitation. The red dots mark the parameter samples
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F I G U R E 2 Wall-clock time for the solution process using the conventional approach, Algorithm 1 (Greedy) and Algorithm 2
(GreedyAE mtrain) with varying values of mtrain. Mean values for the solution time are marked by crosses whereas maximum and minimum
values are given by the error bars

iterations, respectively. The adaptively enriching greedy algorithm with a training set size of mtrain = 10 requires an
average amount of 30.5 iterations which corresponds to an average run time of 142.32 s. The fastest and slowest
runs require 29 and 32 iterations and take 134.79 and 153.83 s, respectively. Hence, Algorithm 2 solves the problem
between 31.6% and 40.0% faster than the conventional approach and between 14.3% and 24.9% faster than the greedy
algorithm. Although exhibiting a slightly higher number of iterations, the adaptively enriching technique manages to
compute significantly less matrix-vector products. This is achieved by performing the linear approximation only on the
small training set and by iteratively building the linear approximation for each new parameter sample. Figure 2 shows
the individual timings for the conventional approach, the greedy algorithm (Greedy) and the adaptively enriching greedy
algorithm (GreedyAE) with varying sizes of the training set. The adaptively enriching version solves a slightly higher
number of linear systems but compensates the additional computational effort by a significantly reduced number of
matrix-vector products and linear least squares solves. The results indicate that the choice of the training set size only has
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a minor impact on the computational time. However, the impact on the memory requirements is significant. Doubling
the size of the training set requires to assemble and store twice as many linear systems which can be a bottle neck for
large-scale problems. Fortunately, Figure 2 shows that a small size seems to be a good choice in terms of computational
time. The number of matrix-vector products is minimized at the cost of an increase in the number of iterations, that is, an
increase in the dimension of the reduced basis, as shown in Figure 3.

Both greedy algorithms generate one basis vector in each iteration by evaluating the system response at the
parameter sample which is currently approximated worse. Algorithm 1 assesses the quality of the approximation through-
out the whole parameter set whereas Algorithm 2 takes only the small training set into account. Hence, the former leads
to a global approximation of the solution and the latter leads to a local approximation. The markers in Figures 4 and 5
indicate the locations of the parameter samples which are chosen by the two greedy algorithms. The greedy algorithm
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F I G U R E 4 The red crosses mark the parameter samples at which the greedy algorithm (Algorithm 1) generates the basis vectors. The
contour displays the analytical solution of the absolute sound pressure on the surface of the spherical shell at the opposite side of the point of
excitation
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F I G U R E 5 The black circles and white triangles mark the parameter samples chosen by the adaptively enriching greedy algorithm
(Algorithm 2) in two different runs with mtrain = 10. The contour displays the analytical solution of the absolute sound pressure on the
surface of the spherical shell at the opposite side of the point of excitation

(Algorithm 1) generates a majority of the basis vectors in close proximity to resonances as presented in Figure 4. Note that
this choice is based on the greedy approach in conjunction with the residual and not based on solving the corresponding
nonlinear eigenvalue problem. The adaptively enriching greedy algorithm (Algorithm 2) leads to a similar selection of
parameter samples. Although, an increased number of basis vectors are evaluated at parameter points apart from reso-
nances, a significant number of samples are still located close to resonance peaks. Despite the small training set size, the
algorithm selects parameter samples with high approximation power, some of which even coincide with the ones chosen
by Algorithm 1.

For the purpose of analyzing the convergence behavior of the two greedy algorithms, Figures 6 and 7 show the rela-
tive residual within the parameter domain at iterations 1, 9, 14, and 20, respectively. Let us first discuss the convergence
behavior of the adaptively enriching greedy algorithm depicted in Figure 6. The first basis vector is generated at a ran-
domly chosen parameter sample among the mtrain = 10 samples within the training set. In this specific run, the first
parameter sample lies between two resonances at 93.5 Hz and 214.2 GPa as indicated in the top left plot of Figure 6.
Solving the linear least squares problems yields the depicted relative residual with a maximum value of 0.9988 at the
top left corner of the parameter domain (1 Hz, 231 GPa). Note that for the sake of the analysis here, the relative resid-
ual is explicitly calculated throughout the full parameter set, although in an actual application, the adaptively enriching
greedy algorithm would only compute them for the parameter samples within the training set. The second basis vector
is generated at 16 Hz and 210 GPa since this parameter point is associated with the largest relative residual among the
current training set. The corresponding relative residual equals 0.9983. A total of nine basis vectors are available subse-
quent to the ninth iteration. The evaluated parameter samples are highlighted in the top right plot of Figure 6 together
with the relative residual of the linear approximation. Adding the system response of a parameter sample to the reduced
basis increases the quality of the linear approximation along certain lines within the parameter domain. These lines fol-
low the direction of the nearby resonance peaks of the underlying solution which indicates that the system responses
are similar along these lines. This behavior stems from the low rank property of the solution within the parameter
domain which allows to build a sufficiently accurate solution by superposing adequately chosen system responses. When
reaching iteration 14, the adaptively enriching greedy algorithm has found a sufficiently accurate solution throughout
a large part of the parameter domain, compare the bottom left plot of Figure 6. Converged solutions are found in the
proximity of the evaluated parameter samples and along the aforementioned lines. Large relative residuals still exist at
the higher frequency end of the parameter domain. After 20 iterations, a solution is found for the majority of the parame-
ter samples. By adding further system responses to the reduced basis, the algorithm finds a sufficiently accurate solution
once reaching iteration 31. The standard greedy algorithm exhibits a similar convergence behavior as depicted in Figure 7.
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F I G U R E 6 Relative residuals of the solution after iteration 1, 9, 14, and 20 (top left, top right, bottom left, and bottom right) for the
solution of the submerged spherical shell using the adaptively enriching greedy algorithm (Algorithm 2). The relative residual tolerance
is 𝜀tol = 10−4 and mtrain = 10. Black circles mark the parameter samples at which basis vectors are generated

However, a comparison between the two greedy strategies provides a rather unexpected result: The relative residuals in
iterations 14 and 20 are larger than in the adaptively enriching version, compare bottom left and right subplots. This may
seem nonintuitive, since the standard greedy algorithm chooses the basis vectors according to the relative residual in the
whole parameter set, while the adaptively enriching version is limited to a small training set. An immediate interpretation
of this result is that the standard greedy choice does not necessarily yield the basis vectors with the highest approxima-
tion power, that is, those basis vectors, which are capable of covering large portions of the parameter domain. Indeed, the
greedy strategy is most efficient when the basis vectors with the highest approximation power are added to the basis as
early as possible.

This issue is addressed from another point of view in Figure 8. The plot shows the number of parameter samples for
which the approximate solution is found using a certain number of basis vectors. The bars of zero basis vectors belong to
linear systems which are solved by GMRes. On average, the solution at a specific parameter sample requires significantly
less basis vectors when using the adaptively enriching variant instead of the standard algorithm. For example, after itera-
tion 15, both the standard and the adaptively enriching algorithms have built a reduced basis containing 15 basis vectors.
In the case of the standard greedy algorithm, the linear combination of these basis vectors is only capable of providing
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F I G U R E 7 Relative residuals of the solution after iteration 1, 9, 14, and 20 (top left, top right, bottom left, and bottom right) for the
solution of the submerged spherical shell using the standard greedy algorithm (Algorithm 1). The relative residual tolerance is 𝜀tol = 10−4.
Red crosses mark the parameter samples at which basis vectors are generated

F I G U R E 8 Number of basis vectors required to approximate the solution at a number of parameter points for Algorithm 1 (Greedy)
and Algorithm 2 (GreedyAE). The bars of zero basis vectors belong to linear systems which are solved by GMRes. The bars of nonzero basis
vectors indicate the number of parameter points at which a sufficiently accurate solution is found based the specified number of basis vectors
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the solution at 17 other parameter points. In contrast, the reduced basis of the adaptively enriching greedy algorithm
yields accurate enough solutions at 148 other parameter points. This behavior also stretches out to higher iteration num-
bers and is the main reason for the computational efficiency of the adaptively enriching greedy algorithm. Calculating a
sufficiently accurate solution at the majority of parameter samples with a smaller number of basis vectors significantly
reduces the number of matrix-vector products and linear least squares solutions. The top right subplot of Figure 7 shows
that up until the ninth iteration, the standard greedy algorithm exclusively chooses parameter samples which are located
at the boundary of the parameter domain. Apparently, these points are associated with the largest relative residuals but
do not necessarily yield basis vectors with the highest approximation power. On the other hand, the random choice of the
training set in the adaptively enriching strategy yields parameter samples which are better distributed across the whole
parameter domain.

Analyzing the maximum value of the relative residuals within the parameter domain provides a further view
on the convergence behavior. Figure 9 shows the maximum relative residual over the number of greedy itera-
tions. The maximum values decrease monotonically in the case of the greedy algorithm (Greedy). In contrast, the
residuals decrease nonmonotonically within the adaptively enriching greedy algorithm (GreedyAE). It assesses the
residuals only locally within the training set Ptrain which results in fluctuations since the parameter samples are
repeatedly removed from the set and replaced. When assessing the relative residuals globally within the full param-
eter set P, a monotonic decrease of the maximum relative residual is reported (GreedyAE global). Note that this
information is not readily available within the GreedyAE algorithm and only postprocessed for the purpose of
visualization.

4.2 Satellite structure

Space telescopes for astronomical observations are subject to heavy acoustic loading during the launch of the
carrier rocket. Sound pressure levels up to 180 dB account for the main load case determining the design
of the payload. During launch, scientific instruments such as cameras are usually enclosed by a primary
structure made of honeycomb sandwich panels. Therefore, it is crucial to accurately predict the structural
acoustic behavior of such sandwich closures, which often feature gaps and slits to address thermal
expansion.

In this second numerical example, a simplified radiator structure made of aluminum honeycomb panels is con-
sidered. Its geometry is shown in Figure 10. The structure consists of six sandwich panels and is rigidly mounted
at four locations on the bottom panel. All panels are connected with each other by either rigid or elastic joints.
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F I G U R E 9 Maximum relative residual in each iteration of the greedy algorithm (Greedy) and adaptively enriching greedy algorithm
with mtrain = 10. The relative residuals are assessed either locally within the training set (GreedyAE) or globally at all parameter samples
(GreedyAE global)
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F I G U R E 10 Satellite structure made of six sandwich panels. The geometry and boundary conditions are symmetric along the
dash-dotted plane. The structure is rigidly mounted at four nodes on the bottom panel and partly connected with elastic joints which are
modeled by series of springs with stiffness values k1 and k2. The face sheets are purple whereas the cores are teal

T A B L E 2 Properties of the face sheets and the core

Aluminum face sheet

Thickness t 0.28 mm

Density 𝜌a 26,600 kg m−3

Young’s modulus Ea 70 GPa

Poisson’s ratio 𝜈a 0.34

Foam core

Thickness h 29 mm

Density 𝜌c 80 kg m−3

Young’s modulus Ec 50 MPa

Poisson’s ratio 𝜈c 0.1

The latter are numerically modeled by a series of springs along the edges of the panels with a node-to-node contact
formulation. Each spring features a translational stiffness in all three dimensions. The value k1 is used on the side panel
joints and k2 is used on the front panel joints. Every sandwich panel consists of a 29 mm thick foam core and two 0.28 mm
thick aluminum face sheets. Both materials are isotropic and their mechanical properties are given in Table 2. The sur-
rounding air has a density of 𝜌f = 1.225 kg m−3 and speed of sound of c = 340 m s−1. The face sheets are discretized
by eight-noded quadrilateral Reissner-Mindlin shell finite elements whereas the cores are discretized by twenty-noded
hexahedral solid finite elements. This results in a total of 68,802 displacement dofs. Quadrilateral boundary elements
with linear discontinuous sound pressure approximation are employed for the discretization of the surrounding acous-
tic domain which yields 4024 sound pressure dofs. The structural and acoustic meshes are nonconforming on the face
sheets and coupled by a Galerkin projection.34 Comparing the radiated sound power in the frequency range of inter-
est to the results obtained with a finer mesh featuring four times the acoustic pressure dofs yields a difference of less
than 0.51 dB.

A diffuse incident sound pressure field excites the satellite structure during the liftoff of the carrier rocket. Following
the approach of Rafaely,39 a total of 50 individual right-hand sides are calculated to represent this excitation. Additional
structural forces are neglected. Each right-hand side is given by a summation of 1145 random incident plane waves with
uniformly distributed directions in space. The final vibro-acoustic response is the mean of the system responses to all 50
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right-hand sides. The dynamical behavior of the satellite structure subject to the diffuse sound pressure field excitation
is investigated in the frequency range between 10 and 50 Hz. This study analyzes different combinations of stiffness
values k1 and k2 which lie in the interval of 103 and 104 N m1, and represent different types of elastic joints. The influence
of modifying the elastic joint on the front edge, that is modifying k2, while keeping the elastic joint on the side edges
unmodified is presented in Figures 11 and 12. The former shows the total kinetic energy of the satellite structure whereas
the latter shows the radiated sound power. The three dimensional parameter domain is spanned by the frequency f and
the stiffness values k1 and k2. A uniform sampling with 81 frequency points and five stiffness values each yield a total
of m = 2025 parameter samples. Storing a single linear system requires 1.8 GB of memory and hence, applying Algorithm 1
is infeasible on standard desktop computers due to memory limitations. However, assuming a memory size of 64 GB,
Algorithm 4 can be run with a training set size of ntrain ≈ 30. This estimation also includes the memory required for storing
the greedy basis Xj and the least squares system matrices A(𝝁i)Xj as well as a conservative estimation of the number of
iterations.

A training set size of mtrain = 10 is chosen based on the results of the first numerical example. The block generalized
minimum residual method (BGMRes) is employed within the algorithm to solve Equation (19) with a relative toler-
ance of 10−7. The BGMRes method significantly reduced the solution time for linear systems with multiple right-hand
sides compared to the standard GMRes method.42 The adaptively enriching greedy algorithm terminates when a
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solution is found within a relative tolerance of 𝜀tol = 10−4 for every parameter sample. In each iteration, the t left singular
vectors Uj of the system responses extend the reduced basis, compare Lines 12 and 30 of Algorithm 4. The value of t is
determined by Equation (23) given the tolerance 𝜀svd = 0.01. The study assesses the performance by means of an average
of 10 runs.

The adaptively enriching greedy algorithm with 𝜀svd = 0.01 finds a solution within an average of 19.5 iterations
which corresponds to a run time of 7.5 h. Setting up the linear least squares problems requires the most time with
6.5 h whereas their solution only takes 3.3 min. The BGMRes method solves an average of 19.5 linear systems
in 56.5 min and the final reduced basis consists of 135.3 vectors on average. The fastest and slowest runs require 18
and 22 iterations, build a reduced basis with 126 and 139 vectors and take 7.1 and 8.0 h, respectively. In contrast,
solving the linear systems of all 2025 parameter samples by BGMRes with the same accuracy would take a run time
of 51.5 h.

Figures 13 and 14 visualize the impact of the truncation tolerance 𝜀svd on the solution time and, respectively, on the
number of iterations and the size of the reduced basis. As expected, Figure 14 shows that smaller values of 𝜀svd lead to less
iterations of the greedy algorithm. However, a smaller number of iterations does not necessarily imply a smaller reduced
basis. In fact, Figure 14 even shows that the algorithm builds a significantly larger basis featuring an average of 163.5 and
194.5 vectors. This leads to an increased number of matrix-vector products and hence to further computational effort. In
this case, the time spent on performing the additional matrix-vector products outweighs the reduction in system eval-
uations and the total run time increases. The runs take an average of 8.0 and 9.2 h, respectively. When increasing the
truncation tolerance instead, the reduced basis is extended by a smaller quantity of vectors in each iteration. This leads
to an increase in the number of iterations while decreasing the size of the reduced basis. For 𝜀svd = 0.1, the algorithm
builds a basis with 116.3 vectors in 34.6 iterations on average. Although this setting leads to the smallest reduced basis,
the number of matrix-vector products does not significantly change compared to the 𝜀svd = 0.01 runs. Since the number
of system evaluations doubles, the average run time is increased to 8.1 h with 6.4 h spent on matrix-vector products and
1.7 h spent on solving the linear systems.

The run time analysis shows that the choice of the truncation tolerance 𝜀svd imposes a tradeoff between the
computational effort of matrix-vector products and solutions of the high-fidelity systems via BGMRes. This is similar to
the choice of the training set size mtrain in Section 4.1. In the present example, a truncation tolerance of 𝜀svd = 0.01 yields
the fastest solution time. Decreasing the truncation tolerance yields a steady increase in the reduced basis size and a
decrease in the number of iterations. Apparently, explicitly evaluating the solution at only 9 parameter samples gathers
enough information to find a solution at all parameter samples for each of the 50 right-hand sides. On average, the basis
is extended by 3.4, 7.0, 13.0, and 20.1 vectors in each iteration when prescribing a truncation tolerance of 0.1, 0.01, 0.001,
and 0.0001, respectively.
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F I G U R E 13 Wall-clock time for the solution process using the adaptively enriching greedy algorithm (Algorithm 4) with a fixed
training set size of mtrain = 10 and a varying truncation tolerance 𝜀svd. Mean values for the solution time are marked by crosses whereas
maximum and minimum values are given by the error bars
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determined reduced basis in gray. The training set size is mtrain = 10 and the truncation tolerance 𝜀svd is varied. Mean values are marked by
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5 CONCLUSION AND FUTURE WORK

An adaptively enriching greedy reduced basis scheme has been proposed for the solution of structural acoustic sys-
tems with parameter and implicit frequency dependence. The algorithm starts on a small subset of the discretized
parameter domain and iteratively builds a reduced basis by adding the system response at the parameter sample where
the approximation is currently worst. Working on a small subset allows to solve large-scale problems with a possibly
high-dimensional parameter domain. Whenever the solution at a parameter sample is found, the sample is removed
from the small subset and a parameter sample at which a solution has not yet been found is added. The first numeri-
cal example, the submerged elastic sphere, has indicated that working with a small training parameter set instead of the
full parameter set is computationally more efficient. The run time analysis illustrated that the algorithm works best on
very small subsets in the presented case. It has been shown that assessing the residual allows to choose parameter sam-
ples which yield basis vectors with high approximation power despite working on a small subset. A significant speedup
has been documented for the example presented in this work when compared to both the conventional solution strategy
and the globally working greedy algorithm. The algorithm has been adapted to vibro-acoustic problems featuring many
right-hand sides. Instead of extending the basis by all system responses, only a few left singular vectors of the responses
are added which are determined by a truncated singular value decomposition. The truncation is based on a comparison
of the singular values of the system responses to a scaled reference singular value. The algorithm has been applied to a
second numerical example, a satellite structure subject to a diffuse sound pressure field excitation. The impact of the scal-
ing factor, that is, the truncation tolerance, has been studied and a region of optimal values has been identified. In both
case studies, a linear combination of the system responses at a few parameter samples has led to a sufficiently accurate
solution at all parameter samples.

The adaptively enriching greedy algorithm randomly chooses the initial subset as well as the parameter samples
replacing samples at which a solution is found. This aspect was considered by presenting the results of 10 individ-
ual runs. In both numerical examples, the run time varied within a single digit percentage of the mean value and
the above drawn conclusions are also valid for the run that performed worst. However, diminishing this random
aspect by introducing a semideterministic way of choosing samples for the subset is part of future work. Analyz-
ing the distribution of the samples within the parameter domain and limiting the choice to certain parts of the
parameter domain might be a good starting point. Employing a multigrid scheme, that is, starting the algorithm on
a coarse discretization of the parameter domain and introducing subsequent refining steps is also a possibility.43 Fur-
thermore, incorporating the greedy reduced basis scheme into a nongradient based optimization algorithm might be
beneficial. These algorithms usually require repeated evaluations of a parameter dependent system. Although in this
case, the parameter samples are not chosen based on the residual but an underlying cost function, it might be benefi-
cial to combine the system responses in order to approximate the solution by linear combinations. Solving a linear least
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squares problem and assessing the residual can be more efficient than explicitly solving the system at the parameter sam-
ple. Finally, a suitable a priori error estimator would accelerate the greedy algorithm and improve the choice of basis
vectors
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a b s t r a c t 

Block Toeplitz matrices are a special class of matrices that exhibit reduced memory requirements and a reduced 
complexity of matrix-vector multiplications. We herein present an efficient computational approach to solve a 
sequence of block Toeplitz systems arising from a block Toeplitz system with multiple right-hand sides. Two 
different numerical schemes are implemented for the solution of the sequence of block Toeplitz systems based on 
global and block variants of the generalized minimal residual (GMRES) method. The performance of the schemes 
is assessed in terms of the wall clock time of the iterative solution process, the number of multiplications with the 
block Toeplitz system matrix and the peak memory usage. To demonstrate the method, two numerical examples 
are presented. In the first case study, aeroacoustic prediction of an airfoil in turbulent flow is examined, which re- 
quires multiple solutions of the wall pressure field beneath the turbulent boundary layer. The fluctuating pressure 
on the surface of the airfoil is synthesized in terms of uncorrelated wall plane waves, whereby each realization of 
the wall pressure field is an input to the acoustic solver based on the boundary element method (BEM). The total 
acoustic response from the airfoil in turbulent flow is then obtained from an ensemble average for the number of 
realizations considered. The number of realizations to yield a converged solution for the wall pressure field leads 
to a sequence of block Toeplitz systems. The second case study examines the nonlinear eigenvalue analysis of a 
sonic crystal barrier composed of locally resonant C-shaped sound-hard scatterers. The periodicity of the sound 
barrier leads to a block Toeplitz system matrix whereas the nonlinear eigenvalue problem requires the solution of 
sequences of linear systems. The combined technique to solve the sequences of block Toeplitz systems using the 
proposed variants of the GMRES is shown to yield a computationally efficient approach for flow noise prediction 
and nonlinear eigenvalue analysis. 

1. Introduction 

A block Toeplitz matrix is a special block matrix which contains 
constant blocks along each diagonal, and is one of the most well- 
studied classes of structured matrices [1] . A system of linear equations 
in which the system matrix is a block Toeplitz matrix is called a block 
Toeplitz system [1,2] . Block Toeplitz systems arise in a diversity of dis- 
ciplines including applied mathematics [3,4] , physical sciences and en- 
gineering [5–10] , and signal processing and control [11] . Karimi et al. 
[12] found that applying the BEM to periodic structures leads to the 
formation of a block Toeplitz matrix due to the translational invari- 
ance of the free-space Green’s function. The method is termed the peri- 
odic boundary element method and has been applied to problems with 
multi-directional periodicity [13] , problems involving rotational sym- 
metry [14] and aeroacoustic predictions of airfoils [15,16] . In the latter 
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case, sequences of linear block Toeplitz systems are considered which 
are block Toeplitz systems with many right-hand sides. Sequences of lin- 
ear block Toeplitz systems can also be found in Gaussian process mod- 
eling [17] , electromagnetics [18,19] and data analysis [20] . 

Direct or iterative solvers are generally employed to solve a Toeplitz 
system. Direct solution schemes for Toeplitz systems as well as mul- 
tilevel and block Toeplitz systems have been extensively studied, for 
example, see [21–26] . Direct solution schemes generally exhibit a com- 
plexity of  ( 𝑁 

2 ) , with 𝑁 denoting the number of degrees of freedom. 
Recently, stable direct solvers with complexities below  ( 𝑁 

2 ) have been 
proposed, for example, see [27–29] and references therein. However, 
the high memory requirements of direct solvers still prevent their ap- 
plication to large-scale problems. Iterative solvers generally require less 
memory than direct solvers and can be implemented without additional 
effort [30–32] . Employing an iterative solver for the solution of a sin- 
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gle linear block Toeplitz system was shown to exhibit a complexity 
of  ( 𝑁 log 2 ( 𝑁)) . A prominent variant of an iterative solver is the conju- 
gate gradient algorithm, which has been applied to symmetric positive 
definite Toeplitz systems employing circulant preconditioners [33,34] . 
Using this algorithm, several parallelization techniques were imple- 
mented to solve multilevel Toeplitz systems [35] . Further, the mini- 
mum residual method and the generalized minimal residual method 
(GMRES) were used to solve indefinite and non-symmetric Toeplitz sys- 
tems [36,37] . Barrowes et al. [8] demonstrated efficient solution of an 
electromagnetic scattering problem involving multilevel block Toeplitz 
matrices using the biconjugate gradient stabilized method together with 
one-dimensional fast Fourier transforms. 

The aforementioned iterative solution schemes belong to the class of 
Krylov subspace methods and can be grouped as seed/recycling, global 
or block Krylov subspace methods [38] . Using seed methods, a single 
system within the sequence of linear systems is selected and solved. Sub- 
sequently, the Krylov subspace of the seed system is reused in the solu- 
tion process of the other linear systems. For 𝑚 linear systems, the resid- 
uals of the remaining 𝑚 − 1 linear systems are projected onto the Krylov 
subspace of the seed system. This often leads to a good approximation of 
the solution of the remaining non-seed systems [38,39] . Seed methods 
can be improved further by introducing augmentation and/or deflation, 
which are referred to as recycling methods [40,41] . Recycling methods 
have been applied to solve the Helmholtz equation discretized by the 
finite element method [42] as well as Maxwell’s equations discretized 
by the boundary element method [43,44] . In contrast, global and block 
methods efficiently solve all linear systems within the sequence simul- 
taneously. As such, the solution and right-hand side vectors are con- 
catenated into matrices. This allows matrix-matrix multiplications to be 
efficiently performed within the global and block iterative schemes. A 

further benefit of global and block methods is that they build a much 
larger Krylov subspace which usually yields a solution within less iter- 
ations [45,46] . Malhotra et al. [47] applied block methods to solve ex- 
terior acoustic problems using the finite element method (FEM). Block 
methods have also been employed using the FEM for applications in ex- 
terior acoustics to address waveform inversion [48] and for uncertainty 
analysis [42] . 

The current work extends the capability in exterior acoustics by em- 
ploying global and block iterative solvers to accelerate the solution pro- 
cess of a block Toeplitz system with many right-hand sides. Both global 
and block variants of the GMRES are employed to solve a sequence of 
block Toeplitz systems arising from a BEM formulation. Two numerical 
examples are considered. In the first case study, the aeroacoustic predic- 
tion of flow-induced noise from an airfoil in low Mach number turbulent 
flow is considered. A small segment of the airfoil was selected as a unit 
cell. Using a periodic BEM formulation, the acoustic problem results in 
a block Toeplitz system. An uncorrelated wall plane wave technique is 
used to synthesize the fluctuating pressures on the surface of the struc- 
ture. Each realization of the synthesized wall pressure field corresponds 
to an input to the acoustic problem, i.e., to a right-hand side of the pe- 
riodic BEM model of the airfoil. Taking a number of realizations into 
account results in a sequence of block Toeplitz systems. The acoustic 
response of each realization is predicted by solving this sequence. The 
final acoustic response due to flow-induced noise from the flat plate is 
then obtained from an ensemble average of the individual acoustic re- 
sponse of the realizations. In the second case study, the eigenvalues and 
eigenvectors of a periodic sound barrier design are analyzed. Applying 
the periodic BEM formulation leads to a block Toeplitz system that is im- 
plicitly frequency dependent. This yields a nonlinear eigenvalue prob- 
lem which can be solved efficiently by contour integral methods [49–
51] . These methods allow extraction of the eigenvalues within a pre- 
defined contour but require the solution of sequences of linear systems 
at multiple frequency points along the contour. For both case studies, 
the performance of global and block variants of the GMRES to solve the 
sequence of block Toeplitz systems is evaluated in terms of computa- 
tion time and memory requirements. Both the global and block GMRES 

methods are shown to significantly reduce the overall computational ef- 
fort of the solution process, yielding an efficient approach for exterior 
acoustic problems. 

2. Sequence of block Toeplitz systems 

A sequence of linear systems is given by 

𝐓𝐱 ( 𝑖 ) = 𝐛 ( 𝑖 ) , 𝑖 = 1 , … , 𝑚 , (1) 

where 𝐓 is a complex-valued system matrix and 𝐛 ( 𝑖 ) , 𝐱 ( 𝑖 ) respectively 
denote the complex-valued right-hand side vector and solution vec- 
tor of the 𝑖 -th linear system within the sequence of 𝑚 linear systems. 
When the system matrix 𝐓 is a block Toeplitz matrix, the linear systems 
within Eq. (1) are called block Toeplitz systems [1,2] . An 𝑁 ×𝑁 ma- 
trix 𝐓 is a block Toeplitz matrix if it has constant blocks along each 
diagonal. Hence, a block Toeplitz matrix has the form 

𝐓 = 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

𝐓 0 𝐓 −1 … … 𝐓 1− 𝑠 

𝐓 1 𝐓 0 𝐓 −1 … 𝐓 2− 𝑠 

⋮ 𝐓 1 ⋱ ⋱ ⋮ 

⋮ ⋮ ⋱ ⋱ 𝐓 −1 

𝐓 𝑠 −1 𝐓 𝑠 −2 … 𝐓 1 𝐓 0 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

, (2) 

where each 𝐓 𝑗 is an 𝑛 × 𝑛 matrix. In order to solve block Toeplitz sys- 
tems by means of global and block Krylov solvers, the sequence of linear 
systems given by Eq. (1) is reformulated into 

𝐓𝐗 = 𝐁 , (3) 

where the solution and right-hand side vectors are concatenated to form 

the solution matrix 𝐗 = [ 𝐱 (1) , … , 𝐱 ( 𝑚 ) ] and right-hand side matrix 𝐁 = 

[ 𝐛 (1) , … , 𝐛 ( 𝑚 ) ] . 
An efficient scheme to calculate block Toeplitz matrix products is 

implemented using the following procedure: (i) calculate the unique en- 
tries of the block Toeplitz matrix, (ii) construct the first block column 
of a block circulant matrix, (iii) calculate the discrete Fourier transform 

(DFT) of this first block column, and (iv) store the DFT of the first block 
column as a block diagonal matrix. The unique elements of the block 
Toeplitz matrix in Eq. (2) are the first block row and first block col- 
umn. Concatenating the unique blocks column-wise yields the follow- 
ing 𝑛 × (2 𝑠 − 1) 𝑛 matrix 

𝐐 = 

(
𝐓 0 𝐓 −1 … 𝐓 1− 𝑠 𝐓 𝑠 −1 … 𝐓 2 𝐓 1 

)
. (4) 

The 𝐐 matrix defines the first block row of the block circulant matrix 𝐂 . 
A block circulant matrix is a special type of block Toeplitz matrix in 
which each block row is a rightward circular shift of the first block 
row [2,52] . Therefore, rightward circular shifts of 𝐐 form the block cir- 
culant matrix 𝐂 , i.e. 

𝐂 = 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

𝐓 0 𝐓 −1 … 𝐓 2 𝐓 1 

𝐓 1 𝐓 0 𝐓 −1 … 𝐓 2 

⋮ 𝐓 1 ⋱ ⋱ ⋮ 

𝐓 −2 ⋮ ⋱ ⋱ 𝐓 −1 

𝐓 −1 𝐓 −2 … 𝐓 1 𝐓 0 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

. (5) 

By embedding the block Toeplitz matrix into a block circulant matrix, 
matrix products become circular convolutions that can be quickly com- 
puted using the discrete Fourier transform (DFT) or the fast Fourier 
transform (FFT). A matrix product can be obtained by multiplying the 
block Toeplitz matrix 𝐓 with an arbitrary matrix 𝐕 , which is equiva- 
lently expressed in terms of a block circulant matrix 𝐂 as follows [14] 

𝐓𝐕 = 𝐙 ≡ 𝐂 ̃𝐕 = 𝐙̃ , (6) 

with 𝐕̃ and 𝐙̃ being extended versions of 𝐕 and 𝐙 , respectively. Intro- 
ducing the block DFT operator 𝔉 and its corresponding inverse opera- 
tor 𝔉 

−1 , the block circulant matrix in Eq. (6) is given by 

𝐂 = 𝔉 

−1 𝚲𝔉 , (7) 
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where 𝚲 is a block diagonal matrix. This block diagonal matrix stores 
the block DFT of the first block column of the block circulant matrix, 
that is 

𝚲 = diag 
(
𝐓̂ 0 , 𝐓̂ 1 , … , 𝐓̂ −2 , 𝐓̂ −1 

)
, (8) 

where [ ̂𝐓 0 𝐓̂ 1 … 𝐓̂ −2 𝐓̂ −1 ] = 𝔉 [ 𝐓 0 𝐓 1 … 𝐓 −2 𝐓 −1 ] . The forward block 
DFT operator is given by the Kronecker product ⊗ of the (2 𝑠 − 1) × (2 𝑠 − 

1) Fourier matrix 𝐅 2 𝑠 −1 and the 𝑛 × 𝑛 identity matrix 𝐈 𝑛 , that is 

𝔉 = 𝐅 2 𝑠 −1 ⊗ 𝐈 𝑛 . (9) 

Analogously, the inverse of the forward block DFT operator is defined 
by 

𝔉 

−1 = 𝐅 −1 2 𝑠 −1 ⊗ 𝐈 𝑛 . (10) 

The definition of the Fourier matrix and its inverse can be found in Golub 
and Van Loan [1] . 

The extended matrices 𝐕̃ and 𝐙̃ in the matrix-vector product 
of Eq. (6) include additional unknowns. A further acceleration is 
achieved by only computing the necessary terms, i.e. by computing 

𝐂̄ 𝐕 = 𝐙 . (11) 

The 𝑠𝑛 × 𝑠𝑛 matrix 𝐂̄ is defined by 

𝐂̄ = 𝔉̄ 

−1 𝚲𝔉̄ , (12) 

with the incomplete block DFT operators 

𝔉̄ = 𝐅̄ 2 𝑠 −1 ⊗ 𝐈 𝑛 and 𝔉̄ 

−1 = 𝐅̄ −1 2 𝑠 −1 ⊗ 𝐈 𝑛 . (13) 

The incomplete Fourier matrix 𝐅̄ 2 𝑠 −1 contains the first 𝑠 columns 
of 𝐅 2 𝑠 −1 , whereas the incomplete inverse Fourier matrix 𝐅̄ −1 2 𝑠 −1 contains 
the first 𝑠 rows of 𝐅 −1 2 𝑠 −1 . 

3. Krylov subspace solvers 

3.1. Block Krylov subspace solver 

Block Krylov subspace solvers can be derived from standard Krylov 
subspace solvers by modifying the way the Krylov subspace is built. 
Block Krylov methods generate an approximate solution 𝐗 𝑘 ∈ ℂ 

𝑁×𝑚 in 
each iteration 𝑘 such that the following relation holds 

𝐗 𝑘 − 𝐗 0 ∈  

□
𝑘 ( 𝐓 , 𝐑 0 ) . (14) 

Here, 𝐗 0 ∈ ℂ 

𝑁×𝑚 is an arbitrary initial estimate of the solution matrix, 
𝐑 0 = 𝐁 − 𝐓𝐗 0 is the initial residual and  

□
𝑘 ( 𝐓 , 𝐑 0 ) is the block Krylov 

subspace of iteration 𝑘 . The superscript ( ) □ denotes the block nature of 
the subspace and is given by Gutknecht [38] 

 

□
𝑘 ( 𝐓 , 𝐑 0 ) = 

{ 𝑘 −1 ∑
𝑖 =0 

𝐓 

𝑖 𝐑 0 𝛄𝑖 ; 𝛄𝑖 ∈ ℂ 

𝑚 ×𝑚 

} 

. (15) 

Eq. (15) shows that every column of the matrix 𝐗 𝑘 − 𝐗 0 is approximated 
by a linear combination of every column of the matrices spanning the 
block Krylov subspace  

□
𝑘 ( 𝐓 , 𝐑 0 ) . Compared to standard Krylov sub- 

space solvers, the block Krylov subspace is of much larger size. Each 
iteration adds up to 𝑚 additional Krylov vectors to the subspace instead 
of just a single vector in the case of standard Krylov solvers. As such, a 
greater number of Krylov vectors is available for the approximation of 
the solution in each iteration and convergence is generally reached in 
less iterations [38] . However, the computational efficiency comes at the 
cost of additional memory requirements. Further, linearly or nearly lin- 
early dependent columns in the block Krylov subspace lead to a break- 
down of the solver. Deflation techniques which detect and delete lin- 
early dependent columns prevent this breakdown [38] . In addition, lin- 
early dependent right-hand side vectors can be detected upfront. An el- 
egant implementation was introduced by Langou [43] , comprising the 
performance of a singular value decomposition (SVD) of the right-hand 
side matrix of Eq. (3) and truncating the SVD at a prescribed tolerance. 

Fig. 1. Flat plate airfoil divided into small segments in the spanwise direction. 
The local coordinates in the streamwise and spanwise directions are denoted 
by 𝑥 and 𝑦 respectively. 

This leads to a dimension reduction of the right-hand side matrix, thus 
reducing the computational effort. 

The block variant of the GMRES introduced by Vital [53] is herein 
employed. The block GMRES uses a block Arnoldi process to build the 
block-orthogonal basis of  

□
𝑘 ( 𝐓 , 𝐑 0 ) . Similar to the standard GMRES, 

this orthogonal basis is stored and extended within every iteration. As 
such, the block GMRES requires a significant amount of memory which 
increases linearly with 𝑘 . Remedies to the large memory requirements 
are restarting the algorithm [54] and applying preconditioning tech- 
niques [48,55] . 

3.2. Global Krylov subspace solver 

Global Krylov subspace solvers generate an approximate solution 𝐗 𝑘 
in each iteration 𝑘 such that the following relation holds 

𝐗 𝑘 − 𝐗 0 ∈  𝑘 ( 𝐓 , 𝐑 0 ) . (16) 

In contrast to block methods, global methods rely on a matrix Krylov 
subspace  𝑘 ( 𝐓 , 𝐑 0 ) that is extended in each iteration 𝑘 as follows 

 𝑘 ( 𝐓 , 𝐑 0 ) = 

{ 𝑘 −1 ∑
𝑖 =0 

𝐓 

𝑖 𝐑 0 𝛾𝑖 ; 𝛾𝑖 ∈ ℂ 

} 

. (17) 

Using the global Krylov subspace, the entire matrix 𝐗 𝑘 − 𝐗 0 is approx- 
imated by a linear combination of the matrices which span the matrix 
Krylov subspace. This clearly differs from block methods which rely 
on the block Krylov subspace in Eq. (15) and approximate each col- 
umn of 𝐗 𝑘 − 𝐗 0 independently. Consequently, the search space of global 
methods is smaller than the search space of block methods, yielding 
slower convergence [38] . 

The global variant of the GMRES method introduced by Jbilou et al. 
[56] employs the global Arnoldi algorithm. This algorithm creates 𝐹 - 
orthonormal matrices 𝐕 𝑖 , i.e. tr ( 𝐕 

∗ 
𝑖 𝐕 𝑗 ) = 0 for 𝑖 ≠ 𝑗 and 𝑖, 𝑗 = 0 , … , 𝑘 − 1 

in its 𝑘 -th iteration. Here, tr ( ) denotes the trace and ( ) ∗ denotes the 
conjugate transpose. Linear dependence of the matrices spanning the 
Krylov subspace does not occur. However, linear dependent right-hand 
sides can be handled following the aforementioned approach of Vital 
[53] . 

4. Numerical examples 

4.1. Aeroacoustic prediction of an airfoil in turbulent flow 

In the first numerical example, aeroacoustic prediction of an airfoil 
in turbulent flow is examined. An incompressible flow passes a flat plate 
with a Reynolds number based on chord 𝑅𝑒 𝑐 = 4 . 9 × 10 5 and Mach num- 
ber 𝑀 = 0 . 1 . At this Reynolds number, the flow is in a turbulent un- 
steady regime. The plate has a chord length of 200 mm , a variable span 𝑙
and a thickness of 5 mm , as shown in Fig. 1 . The leading edge is circular 
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with a diameter of 5 mm while the trailing edge is a symmetric wedge 
shape with an apex angle of 12 ◦. 

Assuming a time-harmonic dependence of the form e −i 𝜔𝑡 , where i = √
−1 , 𝜔 = 2 𝜋𝑓 is the circular frequency, 𝑓 is the frequency in Hz and 𝑡 

is time, the Helmholtz equation is given by 

Δ𝑝 ( 𝐱, 𝜔 ) + 𝑘 2 a 𝑝 ( 𝐱, 𝜔 ) = − 𝑞( 𝐱, 𝜔 ) . (18) 

𝑝 ( 𝐱, 𝜔 ) is the acoustic pressure at point 𝐱, Δ is the Laplacian operator, 
𝑘 a = 𝜔 ∕ 𝑐 is the acoustic wave number, 𝑐 is the speed of sound and 𝑞 is the 
source term. The plate is divided into segments in the spanwise direc- 
tion as shown in Fig. 1 , where each segment corresponds to a unit cell. 
Applying the boundary element method to the flat plate, the following 
block Toeplitz system is obtained [12,13] 

𝐓𝐩 = 𝐩 inc , (19) 

where 𝐓 is a complex-valued, non-symmetric block Toeplitz matrix in 
the form of Eq. (2) . Each block within the block Toeplitz matrix is of 
dimension 𝑛 × 𝑛 , with 𝑛 denoting the number of degrees of freedom of 
the unit cell. Considering 𝑠 plate segments, 𝐓 is of dimension 𝑁 ×𝑁 with 
𝑁 = 𝑛𝑠 denoting the total number of degrees of freedom. In Eq. (19) , 𝐩 inc 
and 𝐩 represent the incident acoustic pressure and response acoustic 
pressure at discrete nodal points on the boundary of the flat plate. In 
contrast to the underlying geometry, the incident and response pressures 
do not need to fulfill periodicity. 

The incident acoustic pressure originates from the pressure beneath a 
turbulent boundary layer arising from turbulent flow around the plate. 
This incident pressure is called the wall pressure field (WPF) and can 
be calculated using the uncorrelated wall plane wave (UWPW) tech- 
nique [57,58] . Different realizations of the random WPF are generated, 
where each realization is an input to an acoustic solver based on the 
BEM. The WPF for the 𝑙-th realization can be represented by a set of 
UWPWs at a node of the boundary element mesh as follows [16,57] 

𝑝 ( 𝑙) inc ( 𝐱, 𝜔 ) = 

𝑁 𝑥 ∑
𝑖 =1 

𝑁 𝑦 ∑
𝑗=1 

√ 

𝜙𝑝𝑝 ( 𝑘 𝑥 , 𝑘 𝑦 , 𝜔 ) 𝛿𝑘 𝑥 𝛿𝑘 𝑦 
4 𝜋2 

e i 
(
𝑘 𝑥 𝑥 + 𝑘 𝑦 𝑦 + 𝜑 

( 𝑙) 
𝑖𝑗 

)
, (20) 

where 𝛿𝑘 𝑥 and 𝛿𝑘 𝑦 are the wavenumber resolutions in streamwise and 
spanwise directions of the wavenumber space, respectively, and 𝑁 𝑥 , 𝑁 𝑦 
are the number of points considered along the 𝑘 𝑥 and 𝑘 𝑦 directions, re- 
spectively. The phase 𝜑 is sampled from a uniform random distribution 
within [0 , 2 𝜋] . The cross spectral density of the WPF denoted by 𝜙𝑝𝑝 can 
be expressed in terms of the auto spectral density Ψ𝑝𝑝 of the WPF and 
the normalized cross spectral density 𝜙̃𝑝𝑝 of the WPF as follows [57,59] 

𝜙𝑝𝑝 ( 𝑘 𝑥 , 𝑘 𝑦 , 𝜔 ) = Ψ𝑝𝑝 ( 𝜔 ) 
( 

𝑈 𝑐 
𝜔 

) 2 
𝜙̃𝑝𝑝 ( 𝑘 𝑥 , 𝑘 𝑦 , 𝜔 ) , (21) 

where 𝑈 𝑐 denotes the convective velocity. Using Eqs. (20) and (21) , a 
deterministic acoustic load is calculated for each realization. 

Taking a total of 𝑚 realizations into account, the block Toeplitz sys- 
tem of Eq. (19) is reformulated into a sequence of block Toeplitz systems 
as 

𝐓𝐏 = 𝐏 inc , (22) 

where the matrix 𝐏 = [ 𝐩 (1) , … , 𝐩 ( 𝑚 ) ] contains the acoustic pressure of 
each realization and the right-hand side matrix 𝐏 inc = [ 𝐩 (1) inc , … , 𝐩 ( 𝑚 ) inc ] con- 
tains the incident pressure of each realization. Solving the sequence 
in Eq. (22) corresponds to calculating the acoustic pressure on the 
boundary of the flat plate for each realization. The far-field acoustic 
pressure 𝐩 f = [ 𝑝 (1) f , … , 𝑝 ( 𝑚 ) f ] at a single field point 𝐱 f for each realization 
is then computed by 

𝐩 f = − 𝐡 f 𝐏 , (23) 

where 𝐡 f is the far-field boundary element matrix as defined in Mar- 
burg [60] . Finally, the scattered acoustic response at each frequency is 
obtained from an ensemble average of the far-field acoustic pressure of 
all realizations as follows 

𝑆 𝑝𝑝 ( 𝐱, 𝜔 ) = 𝐄 

[
𝑝 ( 𝑙) f ( 𝐱, 𝜔 ) 

(
𝑝 ( 𝑙) f ( 𝐱, 𝜔 ) 

)∗ ]
𝑙∈{ 1 , …,𝑚 } 

, (24) 

Fig. 2. Sonic crystal barrier design with four C-shaped cylinders. 

Fig. 3. Contour points 𝑧 𝑗 on the contour  that encloses all eigenvalues of in- 
terest. 

where 𝐄 [ ] represents the ensemble average over the number of realiza- 
tions. 

4.2. Eigenvalue analysis of a locally resonant sonic crystal barrier 

Sonic crystals are periodic arrangements of sound scatterers, and 
have been receiving growing interest in their potential for use as a noise 
barrier [61,62] . Significant sound attenuation in the shadow zone of a 
sonic crystal barrier is shown to occur in broad and narrow frequency 
bands respectively attributed to the periodicity and local resonance of 
the scatterers [63,64] . The second numerical example considers a fi- 
nite sonic crystal composed of four C-shaped cylindrical shells as shown 
in Fig. 2 . Each cylinder corresponds to a periodic segment and has a 
height of 1 m, an outer radius of 0.1 m, inner radius of 0.05 m and a 
slit width of 0.05 m. The ground is assumed to be sound-hard and the 
distance between the centers of neighboring C-shaped cylinders is 0.3 m. 

Applying the periodic boundary element method yields a block 
Toeplitz system similar to Eq. (22) with an 𝑁 ×𝑁 block Toeplitz ma- 
trix 𝐓 that has constant 𝑛 × 𝑛 matrix blocks along its diagonal. Setting 
the right-hand side to zero yields the following nonlinear eigenvalue 
problem 

𝐓 ( ̃𝜔 ) 𝚽 = 𝟎 , (25) 

with the complex eigenvalue parameter 𝜔̃ and the nonzero eigenvec- 
tor 𝚽. The real part of 𝜔̃ corresponds to the eigenfrequency whereas 
the imaginary part describes the damping of the corresponding mode. 
The eigenfrequencies and modal damping of the periodic structure are 
of interest since sound attenuation occurs around the eigenfrequencies 
and the mode shapes provide valuable insight on the effects leading to 
the attenuation. For infinite periodic arrangements, an eigenvalue anal- 
ysis of a single unit cell is sufficient [65] . However, for small periodic 
arrangements, the entire geometry needs to be considered [66] . 

Contour integral methods are an efficient measure to solve the non- 
linear eigenvalue problem in Eq. (25) . All eigenvalues and correspond- 
ing eigenvectors are extracted within a predefined contour in the com- 
plex plane, as shown in Fig. 3 . A specific contour integral method is the 
block Sakurai Sugiura (block-SS) method [49] . It involves transforming 
the nonlinear eigenvalue problem into the smaller generalized eigen- 

138 



C. Jelich, M. Karimi, N. Kessissoglou et al. Engineering Analysis with Boundary Elements 130 (2021) 135–144 

value problem given by 

( 𝐇 2 − 𝜔̂ 𝐇 1 ) ̂𝚽 = 𝟎 , (26) 

with the 𝐾𝐿 ×𝐾𝐿 Hankel matrices 𝐇 1 and 𝐇 2 , where 𝐾 and 𝐿 denote 
parameters of the eigenvalue solver. The solution of Eq. (26) yields the 
complex eigenvalue parameters 𝜔̂ which coincide with those eigenvalue 
parameters 𝜔̃ of the original nonlinear eigenvalue problem that lie inside 
the contour . The Hankel matrices are formed by 

𝐇 𝟏 = 

[
𝐌 𝑖 + 𝑗−2 

]𝐾 
𝑖,𝑗=1 and 𝐇 𝟐 = 

[
𝐌 𝑖 + 𝑗−1 

]𝐾 
𝑖,𝑗=1 , (27) 

based on the positive integer 𝐾 and the sequence of moments 

𝐌 𝑘 = 

1 
2 𝜋i ∮ 

𝑧 𝑘 𝐕 

∗ 𝐓 ( 𝑧 ) −1 𝐕 d 𝑧 , 𝑘 = 0 , 1 , … , 2 𝐾 − 1 , (28) 

of size 𝐿 × 𝐿 . Calculating the moments involves an integration along 
the contour  with complex coordinate 𝑧 and a random 𝑛 × 𝐿 matrix 𝐕 

with its conjugate transpose denoted by 𝐕 

∗ . Integrating Eq. (28) with 
the trapezoidal rule along a circular contour yields 

𝐌 𝑘 ≈
1 
𝑁 c 

𝑁 c −1 ∑
𝑗=0 

𝜌
( 𝑧 𝑗 − 𝛾

𝜌

) 𝑘 +1 
𝐕 

∗ 𝐓 ( 𝑧 𝑗 ) −1 𝐕 , (29) 

where 𝑧 𝑗 = 𝛾 + 𝜌e i 𝜃𝑗 is one of the 𝑁 c contour points [49] . The complex 
value of 𝑧 𝑗 is given in polar coordinates in terms of angle 𝜃𝑗 , center 𝛾
and radius 𝜌 of the circular contour. Once the small eigenvalue prob- 
lem given by Eq. (26) is set up and solved, the eigenvalue parame- 
ters 𝜔̂ and eigenvectors Φ̂ can be projected back to the original problem. 
The reader is referred to [49,67] for details on the solution techniques 
for Eq. (26) and the back transformation. 

The accuracy of the eigenvalue solver is mainly determined by the 
number of contour points 𝑁 c and the value of 𝐿 . A large value of 𝑁 c 
leads to a more accurate approximation of Eq. (28) whereas a large value 
of 𝐿 results in a larger subspace, i.e. a larger generalized eigenvalue 
problem given by Eq. (26) . The calculation of 𝐓 ( 𝑧 𝑗 ) −1 𝐕 in Eq. (29) is 
performed once for each of the 𝑁 c contour points and involves the 𝑛 × 𝐿 

matrix 𝐕 as the right-hand side. Hence, highly accurate eigenvalue es- 
timates require the solution of a large number of linear systems with 
many right-hand sides. A sophisticated choice of the iterative solver to 
calculate 𝐓 ( 𝑧 𝑗 ) −1 𝐕 has great potential to reduce the overall computa- 
tional cost of the nonlinear eigenvalue solver. Note that the structure 
of Eq. (29) is not unique to the block-SS method but also occurs in 
other contour integral methods such as the block-SS with resolvent sam- 
pling [68] or nonlinear FEAST algorithms [51] . 

5. Numerical results 

5.1. Aeroacoustic prediction of an airfoil in turbulent flow 

Both block and global variants of the GMRES are applied to solve the 
sequence of block Toeplitz systems defined in Eq. (22) , arising from the 
prediction of the aeroacoustic response of a flat plate excited by turbu- 
lent flow using the periodic boundary element formulation in conjunc- 
tion with the UWPW technique. In this example, each periodic segment 
of the plate sketched in Fig. 1 is discretized using 376 linear discon- 
tinuous boundary elements. This yields a total of 𝑛 = 1504 degrees of 
freedom per segment. Four different cases are studied in which the span 
length 𝑙 of the flat plate is varied by varying the number of segments 𝑠 . 
Here, 25, 50, 75 and 100 segments are considered, corresponding to 
numerical models with a total of 37,600, 75,200, 112,800 and 150,400 
degrees of freedom, respectively. The analyses were performed at a fre- 
quency of 𝑓 = 2600 Hz unless specified otherwise. The plate is in air with 
sound speed of 𝑐 = 340 m∕s . 

A total of 𝑚 = 30 realizations need to be taken into account to 
achieve an average error of the scattered acoustic pressure of less 
than 1 dB [16,57] . The solution of the acoustic system with 60 and 90 

Fig. 4. Directivity of the scattered absolute acoustic pressure (in Pascal) on a 
circle with radius 585 mm located in the 𝑥 − 𝑧 -plane with its center at ( 𝑥, 𝑦, 𝑧 ) = 
( 100 mm , 75 mm , −2 . 5 mm ) , for a plate with span length 𝑙 = 150 mm . The down- 
stream and upstream directions of the flow correspond to 0 ◦ and 180 ◦, respec- 
tively. 

realizations has also been considered in order to investigate the com- 
plexity of the linear solvers with respect to different numbers of right- 
hand sides. The performances of both block GMRES and global GMRES 
are compared to the performance of the standard GMRES algorithm by 
examining the total time to solution, the number of equivalent matrix- 
vector products and the required memory. The global and block GMRES 
solve the full sequence of block Toeplitz systems of Eq. (22) whereas 
the standard GMRES solves each of the 𝑚 block Toeplitz systems inde- 
pendently. The accuracy of the solution of each block Toeplitz system is 
tracked by computing the norm of the relative residual in each iteration. 
For the global GMRES, the Frobenius norm of the residual matrix 𝐑 is 
calculated, whereas for the GMRES and block GMRES, the 𝑙 2 -norm of the 
residual of each individual block Toeplitz system is calculated. Conver- 
gence is achieved whenever a relative tolerance of 10 −8 is met for all sys- 
tems. Preliminary studies showed that for the case study presented here, 
linear dependence of the basis vectors does not occur within the solution 
process. Therefore, deflation techniques are not included. Furthermore, 
no restarting and no preconditioning is applied. The calculations were 
performed using MATLAB R2018b on a desktop PC with 128 GB of RAM 

and 6 physical cores running at 3.5 GHz. 

5.1.1. Acoustic response 

The acoustic response of the flat plate airfoil subject to incom- 
pressible flow was calculated using Eq. (24) at 400 field points lo- 
cated on a circle circumscribing the flat plate. The circle has a ra- 
dius of 585 mm , lies in the 𝑥 − 𝑧 -plane and is centered at ( 𝑥, 𝑦, 𝑧 ) = 

( 100 mm , 𝑙∕2 , −2 . 5 mm ) . Fig. 4 shows the directivity of the scattered field 
at frequencies of 2600 Hz , 4200 Hz and 6000 Hz for a plate with span 
length 𝑙 = 150 mm . Only a limited amount of noise is radiated in the 
downstream and upstream direction of the flow which corresponds to 0 ◦
and 180 ◦, respectively. The absolute pressure is symmetric with respect 
to the 𝑥 − 𝑦 -plane and the phase of the acoustic waves on the top side 
are shifted by half a wavelength with respect to the acoustic waves on 
the bottom side. The noise that propagates in the upstream direction 
is reduced due to destructive interference of the acoustic waves which 
are diffracted at the leading edge. Further, acoustic waves which are 
scattered by the trailing edge are backscattered by the leading edge and 
cause multiple lobes in the directivity plot. The complexity of the acous- 
tic directivity increases with increasing frequency as indicated by the in- 
creasing number of lobes, with a corresponding decrease in amplitude. 

5.1.2. Computational effort 

The performances of all three Krylov solvers are initially investigated 
by comparing the time of the iterative solution processes. Fig. 5 presents 
the wall clock time as a function of the considered number of right-hand 
sides for a plate comprising 75 segments, corresponding to 112800 de- 
grees of freedom. The solution times for all three variants of GMRES 
scale linearly with the number of right-hand sides. The block GMRES 
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Fig. 5. Wall clock time (in seconds) for solving the sequence of block Toeplitz 
systems with 112800 degrees of freedom (dofs) using GMRES, global GMRES 
(gGMRES) and block GMRES (bGMRES) for 30, 60 and 90 right-hand sides. 

Fig. 6. Convergence of the relative residual of the solutions calculated using 
standard GMRES, global GMRES (gGMRES) and block GMRES (bGMRES) for a 
plate model with 112,800 degrees of freedom and 30 right-hand sides. Multi- 
plications of the system matrix with another matrix are expressed in terms of 
equivalent matrix-vector products. 

algorithm is the fastest in each case followed by the global GMRES al- 
gorithm, and both are significantly faster than standard GMRES. A ben- 
eficial deviation from linear scaling in time is observed for the block 
variant attributed to the varying number of iterations until convergence 
is reached. To solve the block Toeplitz systems with 30, 60 and 90 right- 
hand sides, the block GMRES performs 10, 9 and 8 iterations, respec- 
tively. The size of the block Krylov subspace increases with an increased 
number of right-hand sides and convergence is reached in less iterations 
compared to the other Krylov solvers. This capability is unique to block 
Krylov subspace methods. In contrast, the global GMRES performed 12 
iterations to solve the full sequence of block Toeplitz systems, and the 
GMRES performed 360 iterations to solve the block Toeplitz systems, 
independent of the number of right-hand sides. 

For all three solvers, the convergence behavior of the solution of 
the plate model with 112800 degrees of freedom and 30 right-hand 
sides is presented in Fig. 6 . Multiplications of the system matrix are 
expressed in terms of equivalent matrix-vector products, i.e., multiply- 
ing the 𝑁 ×𝑁 system matrix with an 𝑁 × 𝑚 matrix corresponds to 𝑚 

equivalent matrix-vector products. The standard GMRES solves each of 
the 30 block Toeplitz systems consecutively, resulting in a total of 360 
matrix-vector products. The convergence plot resembles a sawtooth pro- 
file, where each tooth represents the convergence of the solution of a 
single system. As such, using the standard GMRES, the solution of each 
block Toeplitz system is equally expensive in terms of matrix multipli- 
cations. The global and block GMRES solve all block Toeplitz systems si- 
multaneously, yielding a single monotonically decreasing curve for both 
cases. A total of 12 iterations are required in the case of the global GM- 
RES whereas only 10 iterations of the block GMRES are performed until 

Fig. 7. Wall clock time (in seconds) for solving the sequence of block Toeplitz 
systems with 112,800 degrees of freedom and 90 right-hand sides using standard 
GMRES, global GMRES (gGMRES) and block GMRES (bGMRES). The total time 
is separated into time spent for system matrix multiplication, orthogonalizing 
the new basis and solving a minimization problem. 

convergence is reached. This corresponds to 360 and 300 equivalent 
matrix-vector products, respectively. 

Solving a linear system in less iterations usually comes at the cost 
of additional computational effort in other parts of the solution pro- 
cess. In the present case, the duration of each iteration can be sepa- 
rated into three parts: system matrix multiplication, orthogonalization 
of the new basis and solution of a minimization problem. Fig. 7 com- 
pares the time each solver spends on these operations while solving the 
block Toeplitz system of a plate model with 112800 degrees of free- 
dom and 90 right-hand sides. The first step involving multiplication of 
the system matrix is the most costly operation, which respectively takes 
up to 98 . 7 % , 96.6% and 90.3% of the total solution time for the GM- 
RES, global GMRES and block GMRES. For the case of 90 right-hand 
sides, GMRES and global GMRES perform a total of 1080 equivalent 
matrix-vector products. Although both solvers require the same amount 
of equivalent matrix-vector products, the time both solvers spend per- 
forming these products differs by a factor of 1 . 81 . This is mainly related 
to the benefit of performing matrix-matrix multiplications in the global 
GMRES instead of matrix-vector multiplications in GMRES. This ben- 
efit also occurs within the block GMRES, where 8 iterations are per- 
formed until convergence is reached which corresponds to 720 equiva- 
lent matrix-vector products. An additional reduction in computational 
time is achieved since the block GMRES requires less iterations in to- 
tal, which accounts for the difference in the solution time of the global 
and block variants. The aforementioned additional computational effort 
arises in orthogonalizing the new basis and solving the minimization 
problem. The global GMRES requires slightly more time during the or- 
thogonalization process. In the block GMRES, more time is spent solving 
the minimization problem. However, the additional effort is only minor 
since the matrix multiplications take up the largest fraction of the solu- 
tion time. 

Finally, the solution time for different widths of the plate is investi- 
gated. Different values of the span length 𝑙 are obtained by modifying 
the number of segments 𝑠 . The number of segments selected here are 25, 
50, 75 and 100 corresponding to a total of 37,600, 75,200, 112,800 and 
150,400 degrees of freedom. In Fig. 8 , the solution time is compared 
for both block and global GMRES considering all four plate models. The 
solution time scales linear for both variants with the aforementioned 
deviations occurring for block GMRES. Applying global GMRES leads 
to a higher wall clock time in all four cases. The average speedup of 
the block variant compared to the global variant is about 1 . 31 . Com- 
pared to the standard GMRES, the average speedup is 2 . 34 . In Fig. 8 , a 
tendency towards higher speedup rates for block Toeplitz systems with 
increasing number of right-hand sides is observed. This especially holds 
for the plate model with 150400 degrees of freedom where the maxi- 
mum speedup rates of 1 . 42 with respect to global GMRES and 2 . 53 with 
respect to standard GMRES are observed. 
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Fig. 8. Wall clock time (in seconds) for solving the sequence of block Toeplitz 
systems using global GMRES and block GMRES taking 30, 60 and 90 right-hand 
sides and plate models with 37,600, 75,200, 112,800 and 150,400 degrees of 
freedom (dofs). 

Fig. 9. Peak memory usage (in gigabyte) of GMRES, global GMRES and block 
GMRES for solving block Toeplitz systems with 30, 60 and 90 right-hand sides 
considering plate models with 37,600, 75,200, 112,800 and 150,400 degrees of 
freedom (dofs). 

5.1.3. Memory requirements 

The memory requirements of all three solvers is herein examined. 
The peak memory usage is shown in Fig. 9 . Since standard GMRES solves 
each linear system within the sequence subsequently, the memory usage 
is independent of the number of right-hand sides, scaling  ( 𝑁( 𝑘 + 5)) 
with the number of iterations 𝑘 . In the case of 150400 degrees of 
freedom, the standard GMRES uses a total of 36 MB of memory. In 
contrast, the memory requirements of the global and block variants 
scale  ( 𝑁𝑚 ( 𝑘 + 5)) and therefore exhibit linear scaling with both the 
number of degrees of freedom 𝑁 and the number of right-hand sides 𝑚 . 
The deviation from linear scaling in Fig. 9 is due to the varying num- 
ber of iterations until convergence is reached using block GMRES. For 
the solution of the numerical case study considered in this work, a stan- 
dard desktop computer is adequate for the memory requirement. For 
problems exhibiting slower convergence or higher numbers of degrees 
of freedom, the memory requirements may become impracticable. To 
address this issue, restarting the solver as well as preconditioning can 
be employed. 

5.2. Eigenvalue analysis of a locally resonant sonic crystal barrier 

The second case study is an eigenvalue analysis of a periodic sound 
barrier design. Applying the periodic boundary element method leads 
to a nonlinear eigenvalue problem which can be solved by contour in- 
tegral methods. In this work, the nonlinear eigenvalue solver block-SS 
is employed [49] . The scheme requires the solution of 𝑁 c linear sys- 
tems with 𝐿 right-hand sides along a predefined contour  according 
to Eq. (29) . Both block and global variants of GMRES are applied to 
these sequences of linear equations to accelerate the eigenvalue compu- 
tations. The sonic crystal barrier design comprising four C-shaped cylin- 

Fig. 10. Contour and contour points used in the block-SS method. The calcu- 
lated eigenvalues lie inside the contour and are highlighted by red crosses. 

Fig. 11. Convergence of the eigenvalues 𝜔̃ and eigenvectors 𝚽 with respect 
to the parameter 𝐿 for 𝑁 c = 16 contour points. The relative error is given 
by |𝐓 ( ̃𝜔 ) 𝚽|∕ |𝚽|. 

ders as shown in Fig. 2 is examined. Each cylinder is discretized with 
2800 boundary elements featuring 11 , 200 pressure degrees of freedom. 
This leads to a total of 44 , 800 pressure degrees of freedom. The design 
of Fig. 2 features resonances at the Helmholtz frequency of the C-shaped 
cross section which is estimated at 382.0 Hz based on a two-dimensional 
finite element analysis of a single C-shaped cross section. The circular 
contour of the eigenvalue solver has a center point at 405 Hz and a ra- 
dius of 75 Hz and as such, encloses the estimated Helmholtz frequency. 
The contour is discretized with 𝑁 c = 16 contour points shown in Fig. 10 
and a value of 𝐾 = 4 is chosen. Six different runs of the block-SS are com- 
pared where the value of 𝐿 is varied between 5 and 30. This influences 
the accuracy of the solution and the computational effort. The accuracy 
of an eigenvalue 𝜔̃ and corresponding eigenvector 𝚽 is quantified by 
the relative error |𝐓 ( ̃𝜔 ) 𝚽|∕ |𝚽|. 

5.2.1. Eigenvalues and eigenvectors 

Fig. 10 shows the eigenvalues of the C-shaped sonic crystal within 
the contour. All eigenvalues have a negative imaginary part and are 
calculated with a relative error of less than 10 −8 using 𝐿 = 20 . The ac- 
curacy of the solution changes significantly with the parameter 𝐿 as 
shown in Fig. 11 . Each mode is numbered in ascending order according 
to the real part of its eigenvalue, i.e. its eigenfrequency. Fig. 12 visual- 
izes the first, third and fifth eigenvector on the boundary of the sonic 
crystal, with corresponding eigenfrequencies of 363.6 Hz, 426.3 Hz and 
432.0 Hz. Resonances within each C-shaped cylinder can be observed. 
In the case of the first eigenvector, the resonances of the first and fourth 
cylinder are in-phase and shifted by 𝜋 with respect to the resonances in 
the second and third cylinder. This changes for the third eigenfrequency, 
where the resonance of the first two cylinders and the last two cylinders 
share the same phase. The resonances resemble the pressure distribution 
of a Helmholtz resonator in the cutting planes parallel to the 𝑥𝑦 -plane 
where the sound pressure is nearly constant. The sound pressure varies 
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Fig. 12. Real part of the eigenvectors of the 
first, third and fifth eigenfrequency (from left 
to right). 

Fig. 13. Comparison of the performance of 
GMRES, global GMRES (gGMRES) and block 
GMRES (bGMRES) based on the solution of a 
single sequence of block Toeplitz systems in the 
block-SS method. Values of 𝐿 between 5 and 30 
are considered which leads to block Toeplitz 
systems with 5 to 30 right-hand sides. 

along the height of the C-shaped cylinders due to the opening at the 
top. Three quarters of a wave forms within the resonators in the case 
of the fifth eigenvector with less pronounced magnitudes in the second 
and third cylinders. The large imaginary parts of the calculated eigen- 
values indicate high attenuation of the sound waves that excite the cor- 
responding modes. This is in good agreement with the study of Karimi 
et al. [13] , in which significant insertion loss between 350 Hz to 480 Hz 
was reported for a comparable C-shaped sound barrier design. 

5.2.2. Computational effort and memory requirements 

The performance of all three Krylov solvers is evaluated and com- 
pared in terms of their solution time and peak memory usage. Fig. 13 (a) 
presents the time spent for the iterative solution of a single block 
Toeplitz system within the block-SS method, i.e. for computing the 
term 𝐓 ( 𝑧 𝑗 ) −1 𝐕 in Eq. (29) . The results are based on the solution at 
𝑧 1 = 478 . 56 + 14 . 63i but also hold for every other contour point shown 
in Fig. 10 . The value of 𝐿 defines the accuracy of the eigenvalue solver 
and corresponds to the number of columns of 𝐕 , that is, the number 
of right-hand sides of the block Toeplitz system. The solution time of 
the GMRES method scales linear with 𝐿 and takes 718 s for 𝐿 = 5 and 
4325 s for 𝐿 = 30 . An average of 106.2 iterations is performed per right- 
hand side. The global GMRES is up to two times faster and requires 
between 115 and 119 iterations in total. The number of iterations is 
slightly higher than in the GMRES method since the Frobenius norm of 
the residual matrix 𝐑 is used to calculate the relative error of the inter- 
mediate solutions. This norm slightly overestimates the actual relative 
error of each individual solution vector which is given by its 𝑙 2 -norm. 
The fastest solver is the block GMRES method which only requires 44 
iterations in the case of 𝐿 = 5 and generates a solution 2.74 times faster 

than GMRES. The number of block GMRES iterations reduces with an in- 
crease in 𝐿 . Only 28 iterations are performed in the case of 𝐿 = 30 which 
takes 510 s and corresponds to a speedup of 8.48 compared to GMRES 
and 4.16 compared to global GMRES. As shown in the previous case 
study, this speedup comes at the cost of higher memory requirements. 
Fig. 13 (b) compares the peak memory usage of all three solvers with 
respect to 𝐿 . Since GMRES solves the block Toeplitz system for each 
right-hand side subsequently, the memory usage is constant in 𝐿 with 
only 80.5 MB. For 𝐿 = 30 , the global and block GMRES require addi- 
tional memory of up to 2584 MB and 1059 MB, respectively. However, 
the additional memory usage is well within the bounds of modern desk- 
top computers. In the case of the block variant, the speedup is in good re- 
lation with the additional memory requirements. For 𝐿 = 20 , a speedup 
of 7.6 comes at an increase of the memory usage by 8.7. 

The convergence of the relative error within the solution process is 
presented in Fig. 14 for all three solvers and 𝐿 = 20 right-hand sides. 
The GMRES method solves each block Toeplitz system subsequently 
without taking information of previous solution processes into account. 
GMRES takes a total of 2123 matrix-vector products to solve the full 
sequence. In contrast, the global GMRES performs matrix-matrix prod- 
ucts and solves the system for all right-hand sides simultaneously. The 
matrix-matrix products are expressed in terms of equivalent matrix- 
vector products in Fig. 14 . Applying the global GMRES method does 
not yield faster convergence. In fact, a few additional equivalent matrix- 
vector products are computed. However, significant speedup is achieved 
due to performing matrix-matrix products which can be computed 
more efficiently than matrix-vector products. The fastest convergence 
is achieved using the block GMRES method. It solves the full sequence 
at once and builds a very large Krylov subspace. In the present case, con- 
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Fig. 14. Convergence of the relative residual of the solutions calculated using 
GMRES, global GMRES (gGMRES) and block GMRES (bGMRES) for the eigen- 
value analysis with 𝐿 = 20 right-hand sides. Multiplications of the system matrix 
with another matrix are expressed in terms of equivalent matrix-vector products. 

vergence is achieved in 30 iterations computing 600 equivalent matrix- 
vector products. 

6. Conclusions 

In this work, global and block GMRES methods were employed to 
solve block Toeplitz systems with many right-hand sides. Such systems 
can be understood as sequences of block Toeplitz systems and arise 
in various fields. In the present study, boundary element discretized 
Helmholtz problems of periodic structures are considered. Employing 
global and block GMRES significantly reduces the time of the iterative 
solution, thus providing an efficient approach for exterior acoustic prob- 
lems. To demonstrate the approach, two case studies were presented. In 
the first case study, the evaluation of aeroacoustic noise from turbulent 
flow around a flat plate airfoil was examined. The block Toeplitz ma- 
trix arises from a periodic boundary element formulation applied to the 
geometric model divided into unit cells. The acoustic excitation was as- 
sessed by synthesizing the wall pressure field underneath the turbulent 
boundary layer in terms of uncorrelated wall plane waves. A number of 
realizations of the wall pressure field to yield a converged solution was 
taken into account which leads to a sequence of block Toeplitz systems. 
In the second case study, an eigenvalue analysis of a sonic crystal bar- 
rier was performed. Applying the periodic boundary element method 
yields a block Toeplitz system which is solved at various frequencies 
within a nonlinear eigenvalue solver in order to extract the eigenval- 
ues and eigenvectors within a predefined contour. The block Toeplitz 
system features many right-hand sides and its solution accounts for the 
major part of the computational time spent by the nonlinear eigenvalue 
solver. Both numerical examples presented here show that employing 
global and block GMRES significantly reduces the time of the iterative 
solution of the sequences of block Toeplitz systems. The solution times of 
both methods exhibit more favorable scaling with respect to the number 
of right-hand sides, leading to higher speedup rates for problems with an 
increasing number of right-hand sides. The speedup rates arise from per- 
forming matrix-matrix products within global and block GMRES instead 
of matrix-vector products with standard GMRES. A further speedup is 
achieved using block GMRES since the method requires less iterations. 
The significant reduction in solution time comes at the cost of increased 
memory requirements. Further acceleration of the solution process can 
be achieved by reducing the complexity of the matrix multiplications. 
In the case of aeroacoustic noise prediction, this may be done by in- 
corporating the fast multipole BEM into the periodic boundary element 
formulation. For problems which feature poor convergence behavior, 
different preconditioning techniques based on the block Toeplitz struc- 
ture of the system matrix could be applied. In addition, the block GMRES 
solver can be applied to other acoustic BEM problems in which many 
right-hand sides arise. This might include problems which do not fea- 
ture block Toeplitz matrices such as the optimization of high-intensity 
focused ultrasonic transducer arrays [69,70] . 
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