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The Regulation of Artificial Intelligence in the EU

Backgrounder

Whether and how to regulate AI has become a lively discussion all over the world. Only recently, some rather
specific regulations have come into force in a number of countries including France, Germany, China and
Canada. Elsewhere, a wave of legislative proposals are now under consideration. They are being intensely de-
bated in Brazil, the United States of America, and the European Union. This backgrounder provides informa-
tion about what is at stake when regulating artificial intelligence.

The Regulation of Artificial Intelligence in the EU licence infos

What does regulation of artificial intelligence mean?

Technologies that are important for society due to the risks and opportunities they present, are often subject to regu-
lation, i.e. a set of rules governing a certain situation. The adoption of new technologies in society can have severe
consequences that call for implementing new rules. Given that this involves settling disputes and conflicts in society,
these rules are often enshrined in the law. Starting with the steam engine, there is a long tradition of regulating tech-
nologies in society through legal means. Regulators and policy makers engage in intensive discussions with the ad-
vent of new technologies. They are regularly looking for the best way to mitigate risks. While regulation, in its at-
tempt to control technologies, often interferes with their development and uses, it also has functions that benefit tech-
nology development. It can create acceptance for a specific technology, set standards that might help the technology
to be adopted by society and define criteria under which the use of this technology is acceptable. Therefore, regula-
tion has a big impact on innovation and the extent to which technology thrives within a certain jurisdiction. After
several countries formed strategies on AI and several proposals for ethical frameworks were developed, it was not
surprising that regulatory discussions arose in many jurisdictions.

In order to talk about the regulation of AI, it is necessary to have a general understanding of what these terms mean.
It is first important to note that AI is not one specific technology, but, in the words of Urs Gasser, “a set of technolo-
gies.” Klaus Mainzer has defined it as systems solving complex problems independently. This definition points to the
generic nature of AI. It is rather a research question about machines being able to cope with complex problems. Com-
puter scientists have developed many approaches to AI. In the 1990s, rule-based expert systems tried to create vast
decision trees that would guide individual decisions. The most important approach within the field of AI today is ma-
chine learning. This is commonly defined as the process by which algorithms improve from data and experience. In
contrast to rule-based programming, machine-learning models adapt themselves to their training data through cer-
tain mechanisms such as linear regression and backpropagation. To put it very simply, the systems learn gradually,
using training data that contain a certain input and the respective result. Take, for example, the training of an image-
recognition algorithm that is able to recognize cats. The training data would contain pictures with objects together
with the information whether the picture contains a cat. If one picture is fed into the algorithm, it takes an initial
shot, but then reviews its decision in light of the result and adapts the weights in the system gradually. The important
difference from rule-based approaches is that explicit programming is not necessary. The system is designed in a way
that it can improve by analyzing existing data. Machine learning has allowed significant breakthroughs, starting with
image recognition. However, despite the great advances of machine learning, it will probably not be the last inven-
tion in the field of AI.

In order to understand what the regulation of AI means, we have to delve deeper into AIs general-purpose nature. As
mentioned above, AI can be applied in different sectors, can improve existing technologies and gives also rise to inno-
vations. In line with this, AI can be used for numerous actions in society, across a range of various tasks, including de-
tection, knowledge management, communication, action and recommendation. It therefore, fuels several applications
such as chatbots, intelligent assistants, and facial recognition devices or automated driving.
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Due to its general-purpose nature, it is hard to pin AI down from a regulatory standpoint and to put it in a specific
place having limited use cases and risks and opportunities. From a regulatory standpoint , AI can be addressed in dif-
ferent ways from a regional (local, national or international) and sectoral viewpoint.

Cross-border considerations for AI regulation are not as universal as in the case of other digital technologies like the
internet. For example, AI applications such as automated cars do not necessarily entail a cross-border element. How-
ever, in many situations there is a manifest interest to create international rules, as in the case of lethal autonomous
weapons systems, a very controversial use of AI by armed forces. Due to the international nature of conflicts, the dis-
cussion is mainly focused on the international plane. While the International Committee of the Red Cross has put this
topic on the agenda several times, it is also being discussed by a Group of Governmental Experts under the frame-
work of the Convention on Conventional Weapons. There are also international regulatory efforts, like the Council of
Europe’s Ad Hoc Committee on Artificial Intelligence, which aims at producing a framework convention on AI. How-
ever, there are also regulatory efforts on the national plane, like a law on algorithmic transparency in France. Even
federal entities discuss legislative proposals on AI, as is currently occurring in the German federal entity Schleswig-
Holstein. There can be more granular rules on the communal level. In the United States, there have been several bans
or restrictions on facial recognition – for example, in Oakland and, San Francisco in the state of California, or
Northampton, MA. AI regulation can also apply to various sector, as European Union law shows. Sometimes AI is also
regulated in the context of the regulation of technologies in one sector. In the context of medical devices, AI is just one
of many regulated technologies. In contrast, the EU’s proposed Artificial Intelligence Act (PAIA) is focused on a cross-
sectoral regulation addressing all uses of AI.

Why is the regulation of AI important?

AI is not only a topic for the future; machine learning and other AI technologies are already in use today. The uptake
of these technologies will increase in the coming years. Many countries have emphasized their willingness to shape
the development of AI through strategies. Some of these strategies contain regulative elements together with incen-
tives and organizational measures. The analysis of those strategies reveals that they have different purposes, includ-
ing supporting and furthering research, innovation, and adoption of the technology, but also mitigating risks.

Risk Mitigation

The discourse around the societal impacts of AI has revealed many potential negative impacts. A first set of discus-
sions centered on discrimination, transparency and, accountability among others. One distinct feature of machine
learning is the ability of a system to improve not through explicit human programing but using data. This further step
of automation means that humans have no knowledge of the exact workings of an algorithm in the first place. AI,
therefore, is opaque to its developers and users alike. This opacity runs counter to expectations of transparency (the
extent to which a given AI system’s inner workings are open to analysis) and explainability (the extent to which the
information available for a certain decision can be understood by a specific stakeholder) of decisions in many areas
of a democratic society. Legal norms require transparency and explainability in many cases. In public administration,
for example, the rule of law requires decision makers to provide citizens with the rationale underlying their prac-
tices, to ensure that decisions and actions are based on solid grounds. The provision of rationale has to apply to algo-
rithmic decisions as well.

There are numerous stories illustrating the importance of demystifying algorithms in terms of transparency and ex-
plainability. For example, a research group from the Fraunhofer Heinrich-Hertz-Institute found that an award-win-
ning image-recognition algorithm had been making decisions on false premises. It could recognize horses in an im-
age, but in fact, it was looking only for fences and similar structures as well as the copyright notice in the lower-left
corner of the picture. This was because the algorithm was trained on data that contained such copyright notices and
structures similar to fences. The algorithm was not actually fit to detect horses on a picture! This was only revealed
after inquiries into the inner working of the algorithm. The practice of justifying decisions is often a question of de-
gree. Full transparency might require documentation of the whole development of the design process and a thorough
analysis of the algorithm. On the other end of the spectrum of transparency are general notions of the reasons for the
algorithm to take action. Furthermore, there is a trade-off between transparency and the effectiveness of the process.
Computer scientists assume that transparency of AI systems could hamper their accuracy. From this perspective,
there are several reasons for regulation to step in. First, regulation could improve existing practices and to ensure a
reasonable standard of transparency and explainability. Second, regulation is the best tool for addressing existing
trade-offs and striking the optimal balances between a full explanation and the overall effectiveness and efficiency of
processes.

Transparency and explainability are also helpful in the consideration of additional questions concerning the perfor-
mance of algorithms. Pertinent issues in this regard include equality, fairness and discrimination. In cases where al-
gorithms are used to support or make decisions, the question arises as to whether these decisions are sufficiently fair
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and whether various groups are treated equally. The use of AI in society has the potential to scale certain decisions
up, thereby increasing the impacts of predispositions. One example is algorithms that sort applications for prospec-
tive employers. Their widespread use would mean that their predispositions concerning fairness become relevant for
many organizations at the same time. A discriminatory  algorithmic component would therefore have a much bigger
impact. While equality and fairness are topics that are protected by human rights law and by specific legislation, the
uptake of AI poses the question as to whether this legislation needs to be updated or specified for questions of algo-
rithmic discrimination. Equality and fairness in algorithms depend on many aspects, some of which are exclusive to
algorithms. One example is data governance and data curation. These relates to whether and how certain parts of the
population are represented in the data. If an algorithm for skin-cancer detection is trained exclusively on the skin of
persons of one color, it might not be able to detect skin cancer for other ethnicities. The focus on data governance also
reveals potential trade-offs in the respective systems designs. From a standpoint of equality and fairness, it is impor-
tant to collect as much data as possible, especially data on features that make up certain groups in categories such as
ethnicity, gender, and religion. This data is necessary when checking for discriminatory effects. However, this violates
principles of privacy that call for data minimization. Furthermore, it is possible that a strong emphasis on equality
and fairness has a negative impact on the overall accuracy of the system. According to this trade-off, corrections of bi-
ases and discriminatory effects can hamper how well the systems functions. These scenarios for trade-offs exemplify
the intricacies of addressing questions of equality and fairness through regulation.

Another important topic under discussion is the accountability of AI. Does the adoption of AI lead to gaps in the re-
sponsibility for AI-induced actions? Beyond the mitigation of material risks, it is of crucial importance to establish
who is responsible for malfunctions, the violation of rights, and damages incurred through AI. It is one of the major
tasks of the legal regulation of technology to attribute responsibility in a clear-cut fashion to certain actors. In the case
of AI, this is discussed in traditional and new legal constellations. Traditional questions point to the attribution of re-
sponsibility to certain actors including producers, sellers and users of technology. There are also different legal de-
grees to which certain users are responsible. These range from liability for every violation of the law to higher re-
quirements regarding evidence or intent. Another proposal to enhance responsibility is to create a new legal status
for machines. In legal terms, this would require that machines would have some form of personality, i.e. that they
could be bearers of rights and duties. While a report to the European Parliament asked to define such a machine per-
sonality, this idea was later revoked.

While fairness, transparency and accountability can be seen as main points in the AI debate, an increasing number of
issues point to additional risks. One question is sustainability of AI and in particular environmental sustainability.
During the hype around AI, it is rarely highlighted what the energy costs of training, evaluating and using these sys-
tems are. This is just one example of the many risks a general-purpose technology might entail.

Furthering Technology

Legislation can have the effect of creating trust and acceptance. It is a democratic tool enabling intensive debates and
discussions and the inclusion of several stakeholders. At the end of the legislative process, there is a text outlining the
requirements for development and use of the technology as well as potential enforcement measures. Legal regulation
thus sets a minimum standard for the technology. Legal regulation helps to “stabilize expectations” as Niklas Luh-
mann put it, thereby increasing the probability of engendering trust in the technology. This can create responsibility
for the technology, but also define the limits of responsibility.

Regulating AI can also mean regulating certain questions differently. As new technologies allow for new features of
the technology, an update might be necessary to do justice to new opportunities and risks. One example in this regard
are risk management systems. They offer completely new possibilities for evaluating risks. Risk and dangers play an
important roles vis-a-vis many aspects of the law; however, the law assumes risk assessment by persons or groups of
persons and is framed accordingly. Algorithmic risk assessment introduces new possibilities. The respective processes
for quality management have to be designed differently, especially regarding quality management and review. Sec-
tion 88 Subsection 5 of the German Fiscal Code sets out the following minimum requirements so that risk manage-
ment systems must ensure that:

1. A sufficient number of cases are selected, on the basis of random selection, for comprehensive review by
officials,

2. Officials review those cases sorted out as requiring review,
3. Officials are able to select cases for comprehensive review,
4. Regular reviews are conducted to determine whether risk management systems are fulfilling their objectives.

Regulation might also be needed to adapt processes in order to make it possible to realize the opportunities the tech-
nologies offer. Sometimes, regulation is needed to lessen the burdens of adopting a particular technology. In the case
of AI, sandboxing – i.e. lifting regulatory requirements in certain cases – and experimentation clauses are suggested
in different contexts, such as the Norwegian AI strategy or the EU’s PAIA. Art. 53 & 54 PAIA of the proposed PAIA lifts
the obligation to process data destined only for specified purposes. If the requirements of Art. 54 PAIA are met, the
data can be used to train algorithms irrespective of the purpose for which the data was collected. This is a massive
lessening of the burdens. 

Rebalancing Power Relations

Regulation is also important for recalibrating the power dimension of AI. AI is often perceived as a power factor in
different relations as it allows new levels of knowledge and actions. Regarding knowledge, AI makes it possible to sur-
veil situations ubiquitously and permanently, which can have a big impact on relationships. Employers are potential-
ly able to surveil the performance of their employees and to detect certain behaviors. Regulation can address these
changing capabilities by outlawing or limiting such surveillance or by introducing new rights for employees. The
aforementioned lethal autonomous weapons systems could also create new military advantages that would change
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the power relations between states. Again, regulation can help to balance these changes.

The timely regulation of AI can also be important from a standard-setting perspective. As we have seen above, it can
substantially influence the way in which values are represented in technology. Swiftly enacted regulation in one juris-
diction can create substantive spillover effects to other jurisdictions. For example, the European Union’s General Data
Protection Regulation (GDPR) has a very broad extraterritorial application, as it applies, according to Art. 3 to “the of-
fering of goods or services, irrespective of whether a payment of the data subject is required, to such data subjects in
the Union; or the monitoring of their behavior as far as their behavior takes place within the Union.” Given that the
EU is an important market for service providers and data analysts alike, this has forced organizations outside the Eu-
ropean Union to abide by its standards. Many companies have even implemented those standards generally, as it
would have been more complicated and burdensome to distinguish between different jurisdictions. The GDPR has
also substantially influenced legislative efforts in other countries like Brazil through the general regulatory ideas it
expresses. This is why early approaches to regulation can influence other regulatory debates.

How did the current regulatory debate develop?

Aspects of AI were discussed very early in the process of digitalization. In 1978, the first French law on data protec-
tion included a rule on automated decision-making systems as well as on decision aides in public administration and
in the judicial system. This inspired rules on automated decisions in many codes of data protection. The general de-
bate on AI started when it became a topic in international politics in the light of advances in machine learning. A
number of statements of heads of state led to continued attention:  Russian President Vladimir Putin famously stated
at the Russian children’s “Knowledge Day” that “whoever becomes the leader in this sphere will rule the world and it
would not be desirable for this monopoly to be concentrated in someone’s hands.” China has published its strategy to
become the leading nation in AI by 2030. The UK’s then Prime Minister Theresa May stated at the World Economic Fo-
rum that she was “establishing the UK as a world leader in Artificial Intelligence.” Such statements led to more atten-
tion on AI by policy makers, which led to a significant rise in national AI strategies in several countries. Regulation of
AI was a part of many of those strategies. Policy discussions ensued in many countries. One of the processes receiving
the most attention was the regulation of AI in the European Union. Member states issued a common declaration in
early 2019; the Commission followed suit with an AI strategy that entailed regulation as one measure. When the new
president of the Commission, Ursula von der Leyen, entered into office, she made the regulation of AI one of her top
priorities, announcing the following in her candidacy speech for elections to the European parliament:

In my first 100 days in office, I will put forward legislation for a coordinated European approach on the human and
ethical implications of Artificial Intelligence. This should also look at how we can use big data for innovations that
create wealth for our societies and our businesses.

The Commission followed up with a whitepaper and an ensuing stakeholder consultation. On April 21, 2021, the Eu-
ropean Commission published its proposal for an Artificial Intelligence Act (PAIA), which set forth a general regula-
tion of AI through a risk-based approach. The proposed regulation outlaws certain uses of AI completely, while re-
quiring more detailed regulation for high-risk applications and certain transparency requirements for limited-risk
applications. The proposal also included rules on enforcement including an obligation for member states to designate
a national supervisory authority and the establishment of the European Artificial Intelligence Board. The proposal is
a good example of the main topics that need to be discussed in the regulation of AI.

Controversial questions

While there are many specific AI-related issues such as liability in civil law and facial recognition, there are certain
controversial questions of a general nature. Among them are the following issues.

Legal governance and innovation

One pertinent question is whether emerging technologies can and should be subjected to legal governance. A stereo-
typical view of regulation associates it with measures hampering creativity and innovation. As stated earlier, this is
certainly not the only effect regulation can have. Therefore, the more interesting question is how we might imagine
regulation that mitigates risks while empowering the realization of opportunities at the same time. Looking at the
EU’s PAIA, several such measures are apparent. The first is its risk-based approach that correlates regulation with the
risk level of the technology. Systems that are not outlawed by Art. 5 PAIA and fall neither under the category of high-
risk systems nor under the transparency obligations of Art. 52 are not addressed by PAIA. Other regulations are not
that liberal. Take, for example, the GDPR. According to its Art. 2, section 1 it applies to the processing of personal data
irrespective of the level of risk that is involved in the processing. There are also other provisions that are intended to
stifle innovation, such as Arts. 53-54 PAIA, which have been mentioned above.

However, in all regulations, even in the PAIA, the challenge of balancing the goals of regulation with liberties to inno-
vate always arises. The PAIA contains a detailed list of requirements for high-risk systems that reaches far into the de-
velopment process and addresses many actors including sellers and users. These include the following:

Setting up a risk management system (Art. 9)
Measures concerning data governance (Art. 10)
Technical documentation (Art. 11)
Record keeping (Art. 12)
Transparency and provision of information to users (Art. 13)
Human oversight (Art. 14)
Further material requirements concerning accuracy, robustness and cybersecurity (Art. 15 )

These measures and their implementation mean a substantive load of work for providers and users of those systems.

https://www.rt.com/news/401731-ai-rule-world-putin/
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The challenge of regulating AI is to regulate sufficiently while not imposing excessively heavy burdens on the actors
on the ground.

Defining AI

An important question for the legal governance of AI is the very definition of AI. Given that AI is an umbrella term for
a set of technologies that can solve complex problems independently, it is quite difficult to come up with a clear-cut
definition that is also sufficiently pliable to accommodate future developments. In Art. 3, sec. (a) of the EU’s AIA pro-
posal, the actual definition can be changed through delegated legislation and is regulated in an annex to the regula-
tion. However, its open wording shows that several problems lie ahead. For example Annex I includes the following:

a) Machine learning approaches, including supervised, unsupervised and reinforcement learning, using a wide vari-
ety of methods including deep learning; …

(c) Statistical approaches, Bayesian estimation, search and optimization methods.

There are several controversies around this definition. First, it is not clear-cut, given that machine-learning approach-
es contain statistical approaches in many instances. Secondly, the terms “statistical approaches” and “search and opti-
mization methods” are so broad that they could entail many pieces of software that nobody would normally associate
with AI.

Outlawing certain uses of AI

One controversial question in processes of regulating AI is whether certain uses should be outlawed and forbidden in
a general fashion. In this regard, it is very interesting to contrast the PAIA with the ethical framework designed by the
European Union’s High Level Expert Group on Artificial Intelligence. This ethical framework does not designate for-
bidden uses of AI, but only mentions some critical concerns. In contrast, Art. 5 of the PAIA contains a number of uses
that are to be forbidden under certain requirements such as ‘real-time’ remote biometric identification systems in
publicly accessible spaces or AI systems that deploy subliminal techniques beyond a person’s consciousness in order
to materially distort their behavior. These regulatory red lines are subject to intensive discussions in different juris-
dictions. While representatives of the industry generally oppose such prohibitions, activists and critics push to broad-
en them. However, regulation through legal governance must ultimately arrive at an actual conclusion. While red
lines and prohibitions of certain uses of AI are hard to define, it seems that legal governance mechanisms are the
most apt framework for defining those red lines.

Democratic AI governance

Another pertinent question that is frequently discussed is AI’s impacts on decision-making and the consequences for
democracy. As a concept, Techno-regulation highlights the increased capacity of technical systems to govern situa-
tions in society. AI’s increased power in this regard is problematic. One way to address this issue is to introduce mea-
sures of human oversight. Art. 14 PAIA contains an obligation to design systems in a way that enables such oversight
with the aim of “preventing or minimizing the risks to health, safety or fundamental rights.” It is significant that Art.
14 does not exclusively focus on AI systems, but also contains requirements under which humans can exercise such
oversight. Art. 14 sec. 4 mentions particularly the competences and knowledge of the person overseeing the AI sys-
tem. However, another aspect of democratic governance is the question who gets to build AI systems and whether the
public ought to participate in these processes. General reflections on responsible research and innovation highlight
this additional aspect of democracy and public participation. The EU’s proposal is silent on these questions. Other reg-
ulatory efforts in more specific areas sometimes include participatory and democratic measures. One area where this
might be particularly important is public administration. Several methods of deliberation can give citizens an active
say when it comes to systems that take over important decisions in society.

Jurisdiction and international implications

As outlined above, the territorial applicability of regulation is of key importance. The question is how far such regula-
tion should extend beyond the limits of the territory, especially when it comes to providers or users of the technology
outside the jurisdiction that have effects within the jurisdiction. Such extension is problematic since it violates the
sovereignty of other states and leaves the affected individuals without a say in legislation that affects them. A very re-
strictive approach to jurisdiction substantially limits the effectiveness of the regulation and allows for ways to cir-
cumvent it easily. Regulators have to take a stance on jurisdiction. An analysis of the EU’s proposal shows the poten-
tial layers of the scope of such a regulation. Art. 2 sec. 1 (a) extends the scope to providers who place an AI system in
the EU market, while Art. 2 sec. 1 (b) addresses users of AI systems within the Union. In contrast Art. 2 sec. 1 (c) focus-
es, on the effects of AI. It includes “providers and users of AI systems that are located in a third country, where the
output produced by the system is used in the Union.” This clause is rather open. The reference to use of outputs of sys-
tems could potentially address any product that is at least partly produced with the help of an AI system. It will be in-
teresting to see whether this open clause will be further restricted in the subsequent discussions concerning the
proposal.

What’s next?

Many of the proposals currently discussed will be passed into law through the legislative process. Amendments are to
be expected. The PAIA is now being discussed within the European Parliament and the Council of the European
Union. The Council of Europe has not yet published a proposal. The first question that lies ahead is whether the cur-
rent regulatory efforts will result in actual laws. Given the several legislative attempts and the pull to try to be the
first to legislate, it can be expected that some of the proposals will turn into laws. The next question is how the ap-
proaches in jurisdictions compare to each other and whether there are conflicts in applying different laws. Such con-
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flicts might prompt coordination mechanisms. There might be different forums for such a coordination. In the UN
system, the Internet Governance Forum has taken charge of addressing governance issues of AI on a regular basis.
Regional mechanisms such as the Council of Europe might help in building a common approach in regions. The cur-
rent bilateral governance of international investment treaties might also include rules on AI in the future. Given that
there are many controversial questions, it is probable that different approaches will emerge. This would then beg the
question of which regulatory approach works best to mitigate risks and realize opportunities. The workings of the dif-
ferent regulatory approaches will have to be reviewed and evaluated in order to see how we can shape the future of
AI through regulation.  
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