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Abstract

Persistent memory is a promising new hardware that aims to close the gap between
traditional storage devices (such as SSD and HDD) and main memory (i.e., DRAM).
It inherits the persistency and capacity of SSDs while retaining the low latency and
high bandwidth of DRAM at affordable costs. However, there is no free lunch: per-
sistent memory is unlikely to outright eclipse either one and therefore exists as a
hybrid device between memory and storage. Nonetheless, its properties are unique
and it is up to the systems community to define its role in future software.

In this dissertation, we make two contributions towards this goal. First, we pro-
pose an optimized integration of persistent memory into database management sys-
tems that makes full use of its persistency, low latency and byte-addressability. Our
OLTP-focused system is build on a buffer manager that employs pointer swizzling
and different page sizes that can be lazily loaded. It is build to gracefully scale over
a three tier storage hierarchy with DRAM, persistent memory and SSDs delivering
competitive performance to layer-specialized systems.

Second, we provide one of the first evaluations of actual persistent memory hard-
ware. Our investigation of the bandwidth, latency, and special characteristics is an
essential contribution to understanding persistent memory and assists developers
in optimizing algorithms and data structures. Using these findings we define a set
of guidelines for the efficient use of persistent memory. Adhering to these insights
we design highly-tuned algorithms for logging, page propagation, and in-place up-
dates. Further, we suggest a novel technique to interleave multiple persistent writes
using user space threads that allows to largely avoid the memory stall associated
with a persistent write operation.
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Zusammenfassung

Persistenter Speicher ist eine neue vielversprechende Hardware deren Ziel es ist die
Lücke zwischen klassischen Plattenspeicher (e.g., SSD oder HDD) und Hauptspei-
cher (i.e., DRAM) zu schließen. Er versucht die positiven Eigenschaften der beiden
Seiten zu kombinieren: Persistenz und hohe Kapazitäten mit niedriger Latenz und
hoher Bandbreite zu kompetitiven Preisen. Allerdings, kann man nicht alles ha-
ben und somit übertrifft die neue Hardware keine der bestehenden Technologien
in Leistung. Deswegen wird vermutet, dass sich persistenter Speicher zunächst als
Hybridgerät zwischen Hauptspeicher und Plattenspeicher etabiert. Nichtsdestotrotz
sind seine Eigenschaften einzigartig und es ist in den Händen der Gesellschaft für
Systementwicklung seine zukünftige Rolle zu definieren.

Diese Dissertation macht zwei Beiträge für in Bezug auf diese Herrausforderung:
Als erstes wird eine optimierte Integration von persistentem Speicher in Datenbank-
managementsysteme erarbeitet, welche die Persistenz, niedrigen Latenz, und Byte-
weise Adressierbarkeit voll ausnutzt. Unser auf OLTP fokussiertes System setzt auf
einem Puffermanager mit Zeigerfaltung und variabel großen Seiten, welche dyna-
misch geladen werden, auf. Es ist entworfen um flüssig über eine Speicherhierarchie
mit DRAM, persistenten Speicher und SSD zu skalieren während es kompetitive
Performanz zu Systemen liefert die auf eine einzelne Ebene spezialisiert sind.

Als zweitens zeigen wir eine der ersten Auswertungen von echter persistenter
Speicher Hardware. Unsere Untersuchung von Bandbreite, Latenz und besonderen
Eigenschaften ist ein wesentlicher Beitrag zum Verständnis von dieser Hardware
und unterstützt somit Entwickler bei dem Entwurf von Algorithmen und Daten-
strukturen. Basierend auf diesen Erkenntnissen werden eine Reihe von Richtlini-
en für die effiziente Nutzung von persistentem Speicher definiert. Unter deren Be-
rücksichtigung werden dann hochgradig angepasste Algorithmen für Protokollie-
rung, Seitenzurückschreibung und direkten Änderungen entwickelt. Darüber hin-
aus schlagen wir eine neuartige Technik vor, um mehrere persistente Schreibopera-
tionen unter Verwendung von Nutzer-Ausführungssträngen zu bündeln. Dies er-
möglicht es den mit einer synchronen persistenten Schreiboperation verbundenen
Systemstillstand weitgehend zu umgehen.b
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Preface

Our world is powered by (or, more pessimistically: run by) information. Improving
the way we store and access information has been a major driving force for scientific,
cultural, and social advancements. Arguably, we have come a long way from ancient
stone carvings, over the development of ink and paper, to the printing press, and,
most recently, semiconductor-based computers. While a printing press could repro-
duce the same page several times per minute, a modern computer can duplicate
this entire dissertation several hunderet times per second and, unlike any preceding
device: run complex analytics on it.

This dissertation concerns itself with the storage mediums of modern computers
(i.e., the paper of a printing press). Specifically, it investigates the properties, best
usage practices, and integration strategies into existing software systems, such as
database management systems, for a novel storage technology: Persistent Memory
promises unprecedented speeds in combination with large capacities and competi-
tive prices. However, there is no free lunch and, thus, the role of Persistent Memory
in modern computer architectures is yet to be determined. And while Persistent
Memory, obviously, does not introduce the next printing press, it (and, therefore,
this dissertation) can hopefully be an improvement on one of its parts.
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Chapter 1

Introduction

Database management systems belong to the most widely deployed software. For
instance, the SQLite developers estimates that there are around 1 000 000 000 000 (one
trillion) actively used SQLite databases:

“Billions and billions of copies of SQLite exist in the wild.” – SQLite Website [Webb]

While SQLite might not be seen as the most innovative incarnation of a database
management system in existence, the point stands: databases are everywhere and
serve as the underpinning of many applications. One of the key reasons for this
popularity is the abstraction that database management systems implement: a high
level query language (e.g., SQL) on top of a common data layout (e.g., relational)
with useful consistency constraints (e.g., ACID). In particular, they hide all details
about the used hardware and, in turn, can transparently deliver the performance of
any new hardware to applications.

One such new hardware is persistent memory: a device that combines properties
of volatile main memory (DRAM) and non-volatile storage (e.g., SSD). Persistent
memory is a promising technology for improving database systems. In this disser-
tation, we investigate its properties, develop a set of efficient low-level algorithms,
and propose a novel approach to integrate it into database management systems.

In the following sections, we first describe what persistent memory is, how it
works, and where it fits into the existing memory hierarchy. We then lay out the
main challenges involving the integration of persistent memory into existing soft-
ware with a strong focus on database management systems. Afterwards, we sum-
marize the contributions made and methodologies used in the publications this dis-
sertation is comprised of. Lastly, we give a focused overview of related works in the
field of range index structures and full databases architectures for persistent mem-
ory.

1.1 Persistent Memory

As a basis for further discussion, we shall first introduce persistent memory into the
existing memory hierarchy, discuss its properties, and explain how it can be used.
We, intentionally, shall not dive too deep into the technical details and performance
characteristics of persistent memory, as their investigation and description is one of
the main contribution of this dissertation (see Chapter 3).
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1.1.1 Definition

A traditional computer architecture, based on the von Neumann architecture [vN45],
consists of a central processing unit, an input/ouput device, memory and storage1.
Throughout this dissertation, we differentiate between the terms memory and storage
in the following way:

Memory is volatile and, therefore, loses its state when not constantly supplied with
electrical energy. It usually has a smaller capacity than storage devices and
offers fine-granular access with low latencies. The most prominent example is
dynamic random access memory: DRAM, which is part of almost all modern
computing systems (home and server). One exception, which is not the fo-
cus of this work, are embedded systems where static random access memory
(SRAM) is commonly used.

Storage is non-volatile and, therefore, retains its state over long durations of time
(decades) without the need for electrical power. It usually has a larger capacity
than memory, no fine-grained access, higher latencies, and a lower bandwidth.
Typical examples include solid state drives (SSD) and hard disk drives (HDD).
Nowadays, at least one storage device is part of every common home and
server computer in order store data persistently.

In the current computer architecture both, memory and storage, have to exist
side by side: Due to the volatility of memory, data has to be written to a storage
device in order to retain the data for longer durations of time and across power
outages. Additionally, the low capacity and high price of memory devices make it
economically inefficient to store huge data sets. However, due the high latency of
storage devices, data has to be moved to memory in order to perform computations
on that data in an efficient manner. In fact, typical modern computers are not capable
of processing data directly on a storage device.

Persistent memory (PMem)2 refers to a device that sits at the intersection be-
tween memory and storage, inheriting advantageous properties of both. Ideally,
persistent memory would make the separation of memory and storage obsolete and
replace both. However, as usual, there is likely no free lunch: persistent memory, as
a concept, is unlikely to be superior to both memory and storage at the same time.
Throughout this dissertation, we use the following definition of persistent memory,
which is in line with a common understanding in research and industry:

Persistent Memory refers to a fine-granular random-access device with low laten-
cies and high bandwidth. It offers large capacities and is capable of retaining
its state without electrical power over a long duration of time. More precisely,
its access granularity and latency needs to be sufficiently small that it can be
utilized directly by a CPU via load and store instructions. Further, its capacity
needs to be sufficiently large that it can be used as a permanent data storage
location for large amounts of data. And, for practical purposes, the cost of
persistent memory needs to be small enough to make it economically feasible.

This abstract idea of persistent memory has been around for several decades
(e.g., [AJ89]). However, making the transition from an idea to actual hardware took

1In the original von Neumann architecture storage was considered a part of the input/output sys-
tem. Nowadays, however, it is often seen as a separate entity.

2Also referred to as non-volatile memory (NVM), non-volatile random access memory (NVRAM),
or storage class memory (SCM).
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FIGURE 1.1: Memory Hierarchy with persistent memory.

until recently: The first and, as of writing (mid 2021), only official release of a prac-
tical implementation of persistent memory happened in April of 2019: Intel intro-
duced the so-called Intel® OptaneTM DC Persistent Memory [Intb, Intc] device. With
this being the only persistent memory hardware available, all non-simulation-based
research is conducted on this hardware and we therefore simply refer to it as persis-
tent memory. Note, however, that most ideas in this dissertation and other research
on persistent memory extend to the general concept of persistent memory, as previ-
ously defined, and is not tied to Intel’s incarnation of it.

Figure 1.1 shows the new memory hierarchy with persistent memory added. The
individual devices are depicted in a pyramid shape on the left. Typical performance
numbers for the individual layers are shown on the right. While the lower section of
the pyramid depicts storage devices (SSDs and HDDs) the upper part shows mem-
ory devices (DRAM, caches, and registers). There is a clear gap in all relevant metrics
(bandwidth, latency, capacity, and cost) between the fastest storage device (SSD) and
the slowest memory device (DRAM)3.

This gap constitutes a crux in database design (and, in fact, all storage related
systems software) as data needs to be processed in memory, but persistently stored
on storage devices [GP87]. Disk-based database systems are designed around this
gap: data is bundled together into larger units (pages) which are then transferred
between memory and storage via a buffer manager. Logging is then needed to en-
sure durability guarantees for the data. This constitutes a major performance bot-
tleneck [HAMS08] for database performance (around 45%). Decades of research
have produced countless techniques to optimize and avoid this jump across the gap.
Most recently, throughout the previous decade, in-memory database systems have
emerged [BZN05, KN11, FCP+11, IGN+12, PAA+17]. Those argue that DRAM has

3Interestingly, this gap is visible in the hardware itself: While storage is attached via SATA or PCIe,
memory is physically much closer to the CPU (dedicated memory controller for DRAM) or resides
directly on the CPU (cache ad registers). Latency correlates with physical distance to the CPU and
thus one might simply ask the question “How far from the CPU is the data” in order to determine its
latency and to some extend bandwidth.
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evolved to a point where most data sets can be kept completely in DRAM. There-
fore, in-memory databases only log and periodically write snapshots to storage for
durability while keeping all data in-memory. However, the current DRAM tech-
nology is reaching capacity limits on a physical level, has never been cost efficient,
and real world data sets continue to grow. Thus, the research focus is starting
to shift back to database architectures that incorporate storage devices more ac-
tively [Lom19, NF20, HHL20].

With the arrival of persistent memory, systems researches are given a completely
new type of device that has the potential of closing or at least bridging the gap be-
tween memory and storage (cf. Figure 1.1). This first paper presented in this dis-
sertation aims to examine persistent, measure its performance characteristics, and
propose some optimized algorithms that can be used to construct larger systems (cf.
Chapter 3). The second paper proposes a database design that incorporates persis-
tent memory into a tradition, disk-based, database system architecture while still
utilizing all layers of the storage hierarchy (cf. Chapter 2). In the following, we de-
scribe the high level characteristics of persistent memory (Section 1.1.2) and present
the challenges (Section 1.1.3) and opportunities (Section 1.1.4) involving persistent
memory.

1.1.2 Characteristics

Having introduced the concept of persistent memory and placed it within the exist-
ing memory hierarchy, this section describes the history and properties of persistent
memory in more detail to set the scene for further discussion.

History of Persistent Memory

Building hardware that implements the idea of persistent memory has been an ac-
tive area of research among electrical engineers and physicists for decades. On a
physical level, persistent memory can, potentially, be based on a number of technolo-
gies. Some prominent candidates include: phase-change memory (PCM) [RBB+08,
LIMB09, WRK+10], memristors [SSSW08], or spin-transfer torque magnetic RAM
(SST-MRAM) [DS10, AKW+13]. While more details about all of these technologies
can be found in the respective publications, we give a short primer on PCM as it is
the technology that is currently commercially available. The idea behind PCM is to
switch a chemical compound between an amorphous and crystalline state by heat-
ing it with electrical currents. Depending on the state (phase) of the compound, it
has different electrical resistance properties and can thus be used to store informa-
tion. As neither state deteriorates quickly over time, no energy is required to retain
the information over long durations of time.

In 2015, 3D XPoint was announced by Intel and Micron Technology. 3D XPoint
is a non-volatile memory technology based on PCM. In 2017, Intel started releas-
ing solid state drives (SSDs) based on 3D XPoint: the Intel® OptaneTM SSD. Unlike
flash-based SSDs, the Optane SSDs are capable of sustaining a high write through-
put [WAA19] for long durations of time. However, Optane SSDs are block-based
storage devices attached via M.2 or PCIe and thus do not fall into the definition of
persistent memory.

In 2019, Intel released the Intel® OptaneTM DC Persistent Memory Modules [Intb,
Intc] (Short: Optane DC PMM). Like, the Optane SSDs, the Optane DC PMM is
based on the 3D XPoint technology and therefore on phase change memory (PCM).
Optane DC PMMs fulfill the definition of true persistent memory: Low latencies and
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TABLE 1.1: PMem Server – Configuration of the our persistent mem-
ory server at TUM.

CPU Intel Xeon Gold 6212U

Frequency 2.40 GHz (3.90 GHz)
# Cores 24
L1 I+D Cache (per core) 64 kB
L2 Cache (per core) 1 MB
L3 Cache 35.8 MB
# AVX-512 Units 2
CPU Supported Memory 1 TB (DRAM + PMem)
DRAM 192 GB (6×32 GB)
PMem 768 GB (6×128 GB)

fine-granular access allow the CPU to interact with the memory directly via load and
store instructions. In addition, the bandwidth and capacity is between that of DRAM
and SSDs.

The first version of Optane DC PMM comes in three sizes per module: 128 GB,
256 GB, and 512 GB. Optane DC PMMs live on the memory bus and are managed
by the integrated memory controller on the CPU, just like DRAM. Each memory
channel needs to be equipped with one Optane DC PMM and one regular DRAM
DIMM. Intel’s Cascade Lake generation of CPUs supports six memory channels per
socket. Hence a fully equipped two socket server machine can host a total of 6 TB of
persistent memory. The persistent memory testing server (cf. Table 1.1) at Technical
University of Munich (TUM) has one fully equipped CPU with six times 128 GB
Optane DC PMM, amounting to 768 GB of persistent memory.

Persistent Memory Modes

The persistent memory hardware can be utilized in two distinct modes. In order
to switch between modes the system needs to be restarted. A detailed description
of how persistent memory can be configured can be found in Chapter 3. In the
following, we focus on the characteristics of these two modes and how they can be
used in system software (cf. Figure 1.2):

Memory Mode does not utilize the persistency of the Optane DC PMMs. Instead,
it exposes the persistent memory to the operating systems as regular, volatile
main memory. Therefore, existing software can transparently utilize the large
capacity of persistent memory without any changes to the source code. In
Memory Mode, the existing DRAM DIMMs on each memory channel operate
as a directly mapped cache for the corresponding Optane DC PMM. The data
that is written to the inherently non-volatile 3D XPoint medium (PCM) on the
Optane DC PMM is, however, still persistent and could be an angle of attack.
To circumvent this, the data on the Optane DC PMM is encrypted and the key
is kept in volatile memory. Thus making the persistently stored data useless
and as safe as data on DRAM DIMMs.

The Memory Mode offers an interesting opportunity to extend the system’s
main memory and safe operating costs by utilizing cheap Optane DC PMMs.
However, it does not expose the hardware’s persistency. Hence, in this mode
the Optane DC PMMs do not qualify as persistent memory according to our
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Addr. Space

DRAM: “L4”

PMem

load/store

(A) Memory Mode: Persistent memory be-
comes the system’s (volatile) main memory.
DRAM acts as a transparent “L4” cache. From
a software point of view the architecture is

conceptionally indistinguishable.

Addr. Space

DRAM PMem

read/writeload/store

DAX File System

(B) App-Direct Mode: Persistent memory can
be access directly via a direct access (DAX) en-
abled file system (middle line) or via the oper-
ating systems read/write API (right line). In

addition, DRAM can be accessed as usual.

FIGURE 1.2: PMem Architecture: Comparison of Memory and App-
Direct Mode.

definition and are thus irrelevant for persistent memory research. While some
performance benchmarks of the Optane DC PMMs in Memory Mode are pro-
vided (Chapter 3), the main focus of this dissertation is on the App Direct
Mode. Further details on the Memory Mode and how applications are affected
by the higher latencies of the Optane DC PMMs and the DRAM cache can be
found in this survey [IYZ+19]. In addition, there is active research on how
persistent memory can be utilized to supplement DRAM [QSR, LIMB09].

App Direct Mode exposes the Optane DC PMMs as a persistent device to the oper-
ating system (e.g., /dev/pmem0 on Ubuntu). The device can then be partitioned
and mounted with a file system like any other device (e.g., SSD or HDD). Sim-
ilar to other storage devices, the file system layer can be used to allocate mem-
ory (i.e., create, delete, and truncate files) and manage access rights. The files
on the persistent memory device can be accessed just like regular files or can
be mapped directly into the virtual address space of a process. Once mapped,
the program can access the persistent memory directly via load and store in-
structions. A process can map many persistent memory regions and regular
volatile memory at the same time into its virtual memory address space. I.e.,
data can be written to persistent or regular memory depending on the applica-
tion’s needs. Details and requirements of this process are described in Chap-
ter 3 or can be found in many other early persistent memory publication (e.g.,
[Ouk18, LHO+19, IYZ+19, vRVL+19, YKH+20, Ler21]).

Persistent Programming Model

Even so the CPU can access persistent memory directly via load and store instruc-
tions, the data that is being written to a persistent memory address does not immedi-
ately become persistent. This is because the data needs to pass through store buffers,
caches, and the integrated memory controller before traveling over the memory bus
to the persistent memory hardware. On Intel’s Cascade Lake architecture, the asyn-
chronous DRAM refresh domain (short: ADR domain) is used to refer to the area
where data is guaranteed to be durable. It includes the Optane DC PMM and the
write pending queue on the integrated memory controller on the CPU. Hence, once
the data reaches the write pending queue, it falls withing the ADR domain and,
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therefore, can be considered durable. The write pending queue itself does not use
3D XPoint hardware, but rather utilizes the energy stored in capacitors to flush the
queue to Optane DC PMMs in case of a power failure [YKH+20].

Due to this architecture, a store instruction to a persistent memory address does
not immediately become durable: First, the data needs to pass through the store
buffer and the on-CPU caches (L1, L2, and L3) before it reaches the integrated mem-
ory controller and becomes durable. This can be achieved by flushing the cache line
on which the data resides (cl_flush) and then waiting for the flush operation to
complete (sfence):

void P e r s i s t e n t W r i t e ( i n t * pmem_address , i n t value ) {
* pmem_address = data ;
c l _ f l u s h ( pmem_address ) ;
s fence ( ) ;

}

The first line of this function, simply writes the data (value) to the address on
persistent memory (pmem_address). This store instruction moves the value to the
CPU’s store buffer from which it is then asynchronously written to the cache and
then further evicted to persistent memory. While unlikely, at this point in time the
process could be yielded or terminated (e.g., crash, shutdown, preemptive schedul-
ing, or a power failure). Hence, the value must be considered as potentially persistent:
the data could still be volatile or already durable; for the developer there is no way to
know. Once the data is in this state (i.e., submitted to the store buffer) there is no way
to prevent it from making its way to the ADR domain and become durable. How-
ever, we can force the data there using a persistency barrier: force the CPU to evict the
cache line the data resides on (line 2) and using a fence instruction to wait for the
eviction instruction to finish (line 3). Doing so forces the data into the ADR domain
and, thus, makes it persistent. By using this little building block (store instruction,
cache line eviction, and a memory fence) we can achieve persistent writes.

In summary, any data written to a persistent memory address can become durable
at any point in time after the write, oblivious to the software’s control. There is cur-
rently no method to prevent data from becoming durable. However, there are pro-
grammatic ways (persistency barrier) to force the data into the ADR domain and,
thus, make it durable.

1.1.3 Challenges

Novel technologies, such as persistent memory, come with a unique set of charac-
teristics. In this case: byte-addressable and durability with low latency and high
bandwidth. These characteristics present many new challenges for system architec-
tures, which are summarized in this section.

Additional Storage Hierarchy Layer

Even before the official release of Intel’s Optane DC PMMs, it was widely believed
that persistent memory will neither replace memory (DRAM) nor storage (SSDs or
HDDs), but rather exist as a new layer in the existing storage hierarchy:

“. . . not fast enough to replace main memory and they are not cheap enough to replace
disks, and they are not cheap enough to replace flash.” – Mike Stonebraker 2017 [Sto]
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As it turns out, Stonebraker was exactly right and the bandwidth as well as the
latency of persistent memory is strictly worse than that of DRAM as the following
table from Chapter 3 summarizes:

peak
read BW

required
#threads

peak
write BW

required
#threads

read
latency

persistent
write lat.

DRAM 113.8 GB/s 15 92.5 GB/s 17 121 ns null
PMem 39.1 GB/s 17 12.5 GB/s 3 403 ns 99 ns

The experiments were conducted on our evaluation machine (as described in Ta-
ble 1.1) in the context of the second publication of this dissertation (cf. Chapter 3) and
are similar in nature and result to those of other publications [LHO+19, YKH+20]. In
the experiment, we utilize SIMD instructions and an optimal number of threads (de-
picted as “required #threads” in the table). The latency numbers are measured with
a single thread and no other load on the system. Persistent writes are only reported
for persistent memory, as these are not possible on DRAM4. Next to the performance
gap between DRAM and persistent memory, it can be observed that the read-write
asymmetry is much larger on persistent memory, which is owed to the underlying
PCM hardware. The lower performance makes it impossible for persistent memory
to outright replace DRAM for many performance critical applications.

Compared to SSDs, the price per gigabyte of persistent memory is between 50×
to 200× worse depending on the capacity of the used memory module (128 GB,
256 GB, or 512 GB). Further, the persistent memory capacity of a two socket machine
is limited to 6 TB (six 512 GB PMMs per CPU). In contrast, there are single SSDs with
more than 6 TB of capacity and a two socket machine could host tens of these. For
instance, Haas et al. [HHL20] have calculated that a machine can be equipped either
with 400 GB of persistent memory or 7.3 GB of flash-based SSDs for a price of $2000.
This shows that persistent memory is unlikely to become an economically feasible
substitute for current storage hardware in the near future.

Therefore, persistent memory neither replaces traditional storage mediums nor
main memory and must therefore be treated as new layer in the memory hierarchy.
In addition, its properties differ greatly from DRAM and SSDs: For example, as we
show in Chapter 3, unlike DRAM which loads 64 B blocks from the memory mod-
ule, persistent memory loads blocks of 256 B at a time. Thus, in order to avoid read
amplification, algorithms should be designed with this larger block size in mind.
In addition, the bandwidth of persistent memory is lower, the latency higher, and
it experiences a heavy read/write bandwidth asymmetry (reads are faster). How-
ever, persistent memory is a non-volatile memory device and can therefore be used
as durable storage, unlike DRAM. Compared to SSDs, persistent memory is not a
block-based devices but can be access in byte-granularity and with much lower la-
tencies, similar to DRAM.

Next to this unique set of characteristics, an additional layer in the memory hi-
erarchy provides a challenge on its own: Algorithms, data structures, and system
architectures need to be adjusted to utilize this new layer in an efficient way with-
out exceeding the complexity of the application. The difficulty of this problem is
evidenced by the number of research papers that are proposing numerous different

4Using the same instructions on DRAM that are used for a persistent write on persistent memory
(store, flush and fence), we would end up with the same latency: These instructions simply flush the
data to the integrated memory controller on the CPU. If we would forego the flush and fence instruc-
tion, we would be measuring plain store instructions (mov), which have a few cycles of latency [Fog].
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approaches (cf. Section 1.3) of how persistent memory should best be integrated into
database systems.

Complex Programming Model

As detailed in the previous section (cf. Section 1.1.2), a simple write instruction
to persistent memory must be considered potentially persistent: The data could still
reside in a CPU cache (volatile) or it could be already written to persistent mem-
ory (durable)5. A persistent write (store, flush and fence) can be used to ensure the
durability of data. However, evicting a cache line and stalling on it is an expensive
operations which idles the CPU for hundreds of cycles (cf. Chapter 3). Thus, for ef-
ficiency reasons, not each individual write to persistent memory can be transformed
into a persistent write. Systems need to bundle multiple writes together between
persistency barriers (flush and fence). There is, however, no guarantee on the order
in which these writes will become durable due to the volatile caches. Hence, all write
operations must be carefully orchestrated to ensure that potentially persistent data
is always in a recoverable state. We call this property failure atomicity. Building fast
and correct algorithms that are failure atomic, is one of the major challenges when
working with persistent memory [GKL20].

s t r u c t ShadowData {
i n t s i z e ;
i n t val id ;
char * pmem;

} ;

void Write ( ShadowData * dest , char * s r c ) {
/ / Wri te t h e a c t u a l d a t a
memcpy( dest −>pmem, src , dest −> s i z e ) ;
for ( i n t o f f =0; of f <dest −> s i z e ; o f f +=64) {

c l _ f l u s h ( dest −>pmem + o f f ) ;
}
s fence ( ) ;

/ / S e t t h e d a t a v a l i d
dest −>va l id = 1 ;
c l _ f l u s h (& dest ) ;
s fence ( ) ;

}

The pseudo code above shows a typical pattern on which data structures for
persistent memory are build (similar to copy-on-write or shadow paging [APD15]):
First the actual data is written to a currently unused location and then a switch is
flipped that indicates that the data is now valid.

As illustrated by the example, great care has to be taken to ensure that all data
that could have potentially leaked into the persistency domain forms a valid state
of the respective data structure from which the application can recover. This poses
challenges to the developer and harbors a huge potential for rare and difficult to

5Technically, the data is already persistent once it reaches the integrated memory controller. For
ease presentation, we use this phrase to mean the data is persistent.
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FIGURE 1.3: Price-performance Ratio of Storage – Storage and mem-
ory prices according to [McC] and PMem prices [Alc].

reproduce bugs. Unlike the very explicit read/write interface of traditional, block-
based storage devices, on persistent memory a simple variable assignment is (po-
tentially) a durable operation. Therefore, access to persistent memory has to be care-
fully scoped and rely on a set of well designed storage primitives that offer efficient
operations on persistent memory.

Persistent Memory Cost

Even though persistent memory appears to be much faster than flash storage, it still
needs to be economically viable: the benefits for applications have to outweigh its
price. The primary focus of systems research is creating software for existing hard-
ware, yet it is still important to consider the cost of that hardware as it determines
the composition of the server hardware. In the following, we report the prices as of
release and provide some observations and insights.

The Optane DC PMMs were initially available in three sizes: 128 GB, 256 GB, and
512 GB. After the initial release in April of 2019, Intel’s pricing guidance for these
three memory modules were reported at $577 , $2125 , and $6751 respectively [Alc].
In comparison, the largest commercially available DRAM DIMM had a capacity of
128 GB and was priced around $4500 at that time. Hence, getting large capacities
of persistent memory is cheaper compared to DRAM. However, SSDs offer larger
capacities (multiple terabytes per SSD) and lower prices.

Figure 1.3 compares the price-performance ratio (ignoring available capacities) of
DRAM, SSDs, and HDDs throughout the previous decades. The three available Op-
tance DC PMMs are highlighted in a red rectangle towards the right hand side. Only
the smallest Optane DC PMM (uppermost red “x”) has a comparable ratio to that
of DRAM, because the price per gigabyte for smaller DRAM DIMMs is much better.
However, as evidenced by the improving price-performance ratio of all other storage
and memory technologies over time, it is likely that persistent memory will improve
in that metric over time, as well. For example, around 2007 SSDs had already been
on the market a couple of years but still only provided a price-performance ratio
of 100 MB/$ which is comparable to that of the initial release of persistent memory
hardware in 2019. Since then the price-performance ratio of SSDs has improved one
hundred-fold to 10 GB/$ in 2019. While we can not predict the future, it seems likely
that there will be some improvement for persistent memory as well. However, much
of that is dependent on its initial adoption by the industry and the thus generated
revenue that can be utilized to improve the technology.
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Endurance

Some research papers [APD15, vRLK+18] that were published before the release
of persistent memory analyze the wear (in terms of writes) of the particular data
structure or algorithm on the hardware. This is because many of the underlying
technologies for persistent memory, experience a low write endurance: around 1010

writes for PCM [RBB+08]. Due to this, researchers already suggested wear level-
ing algorithms for persistent memory [QKF+09, Liu17] before the official release in
2019. Once published, Intel’s persistent memory modules were shipped with some
kind of wear leveling. No details on the algorithm were disclosed by Intel, but they
promise a lifetime of at least 5 years with 24/7 usage (350 PB data written) for a
256 GB module [Weba]. While the decision to include wear leveling was necessary
to avoid customers from burning through their persistent memory modules in a
manner of minutes to hours, it certainly increases the complexity of the hardware
and possibly limits the performance of the hardware. Hence, from a research per-
spective, it would be interesting to experiment with software-based wear leveling
(or algorithms that don’t cause a lot of wear). A well engineered system would po-
tentially not need hardware wear leveling and could benefit from a less complex and
possibly faster persistent memory hardware.

1.1.4 Opportunities

There exists a large interest in persistent memory in research and industry (cf. Sec-
tion 1.3). Further, Intel has developed the idea of persistent memory into a com-
mercially available product. This effort, despite the previously stated challenges,
suggests that there is a large interest and potential to this new technology. In the
following, we will try to mitigate some of the challenges by outlining gradual inte-
gration strategies for persistent memory into existing systems to overcome the in-
volved complexity. After that, we describe some of the scenarios in which persistent
memory could yield large improvements.

Integration Strategies

While the complexity of persistent memory, both as a new storage layer and with
its difficult programming model, pose a challenge, existing applications can adopt
persistent memory in a number of ways:

• Memory Mode: Applications can benefit from persistent memory without any
changes to the source code. In Memory Mode (cf. Section 1.1.2), the persistent
memory modules of the server are exposed as the systems main memory and
the regular DRAM serves as a large (“L4”) cache on top of the new persistent-
memory-module-backed main memory. In this mode, the non-volatility of
persistent memory is not utilized, but nonetheless, the application can ben-
efit from the larger capacity of persistent memory and the better price perfor-
mance ratio. This, for instance, allows in-memory data warehouses [ALR+17]
and other software with high memory demands [LIMB09, QSR, IYZ+19] to
transparently scale to even larger sizes. However, with the caveat that the per-
formance might be reduced if the working set exceeds the DRAM cache size.

• No Persistency: Even in the App Direct Mode persistent memory does not need
to be used as a non-volatile device: just because the data is retained does not
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mean it has to be reused. Thus, persistent memory can be used as an exten-
sion of the applications memory. This can, for instance, be useful for spilling
intermediate results during query processing. In that case, only the code loca-
tions where the memory for spilling is allocated need to be altered, as writing
to the persistent memory is no different than writing to regular DRAM. This
approach, however, needs to be used with care if the written data contains
sensitive information, as it is retained on the device even if it is not reused.

• File System: Persistent memory is exposed to the operating system as a reg-
ular device and can be mounted with any compatible file system. For op-
timal performance, it is then mapped (mmap) directly into the programs ad-
dress space. However, working directly on persistent memory requires spe-
cial care. Instead, the program can simply use persistent memory via the file
system as a block-based device. While standard file systems, like Ext4, work
on persistent memory devices, there are already ones that are optimized for
persistent memory (e.g., BPFS [CNF+09], SCMFS [WQR13], PMFS [RKK+14],
NOVA [XS16, XZM+17], Strata [KFH+17], or Kuco [CLZ+21]). In this scenario,
persistent memory is essentially used as a fast SSD. Further, there it requires
no changes to the source code (only the path needs to be pointed to a persistent
memory device). However, it does not make use of the byte addressability of
persistent memory [IYZ+19].

The listed integration strategies each only utilize a subset of the advantages of
persistent memory. However, depending on the use case, this (e.g., spilling interme-
diate results during query processing) might be enough.

Future Opportunities

Many of the areas where persistent memory could have a large impact (e.g., log-
ging, page flushing and caching, spilling, transactions, and persistent data struc-
tures) have, naturally, already been studied and are not re-iterated here. References
to these areas of works can be found in Section 1.3. Instead, we want to highlight
some less commonly focused areas for which persistent memory could be promis-
ing. Some of these scenarios might currently be out of reach due to economical
reasons. Other could help persistent memory to overcome its current cost-drawback
and fund further development.

• Larger Main Memory: The growth of DRAM capacity has slowed in the pre-
vious decade and it is widely believed that it is getting close to its physical
capacity limits [dra07]. Therefore, in the long run, a new technology is needed
to continue growing the size of big data systems. The prominent candidates
are persistent memory (PCM) and flash storage. While flash storage is more
complicated to access due the block-based interface it is already cheap, in con-
trast to persistent memory, and very affordable [LHKN18, NF20].

• Random Access Stores Engines: Graph and object oriented database systems
are, compared to relational ones, less popular. Broadly speaking, both data
models (graph and object) organize their data less sequential than the relation
schema and are therefore more prone to random accesses [JBGS21, BGJS21].
Persistent memory, unlike traditional storage mediums, like SSDs and HDDs,
offers fast random accesses and byte-granularity which might be a good fit for
these kind of access patterns.
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• Whole System Persistency: With the introduction of persistent memory, the
gap between memory and storage has narrowed. The persistency domain is
a term used to describe the locations in which data is persistent. The border
of this domain (assuming Intel Optane DC PMMs) is the integrated memory
controller (iMC) on the CPU: Each byte that reaches the iMC can be consid-
ered persistent from a software point of view. However, the buffer on the iMC
is actually comprised of faster volatile memory. This can be observed in the
measured read/write latency of persistent memory [LC19, IYZ+19, vRVL+19,
vRVL+20]: When there is no memory pressure, a persistent write takes around
100 ns, while a read take 400 ns. However, the write latency of phase change
memory, the underlying technology behind Intel’s persistent memory, is higher
than its read latency. This discrepancy is due to the fact that a write operation
only has to reach the volatile memory in the iMC, while a read has to fetch the
data from PCM. To still guarantee the durability of every byte that reaches the
iMC, the size-capped buffers on the iMC are flushed on a power failure using
the energy from capacitors.

While this is a great performance improvement, CPU caches and registers are
still volatile and pose great programming challenges for the development of
persistent memory systems as outlined in Section 1.1.3. An almost logical next
step is to further extend the persistency domain to include everything on the
CPU. This idea was already published in 2012 under the name of while-system
persistence [NH12]. Having access to large and cheap persistent memory, an
interesting step could be to start designing programming models and systems
for hardware that is completely persistent. Such a system would eliminate
volatile memory and therefore greatly simplify the von Neumann architecture,
improve performance (no more I/O), and simplify the programming model.
Note that the last aspect, would be a game changer for systems hardware con-
sidering the complexity involved in managing the transition from memory to
storage in, for example, database systems.

• Mobile Computing: A large issue with persistent memory is its price: As pre-
viously shown, it is currently not the most cost efficient option compared to
the faster DRAM and cheaper SSDs. In order to succeed there needs to be an
application that leads to initial revenue and, therefore, further development.
One such area could be mobile computing: the ability to instantly switch a
device on and off can increase the battery power. In addition, as mentioned
in the previous point, the reduced complexity could be beneficial for the de-
vice’s complexity, cost, and size. However Intel’s Optane PPM is currently
only available to server CPUs and motherboards.

• Instant Cloud: Software as a Service (SaaS) and, especially, lambda functions
allow for great elasticity for customers. A service can be spun up for short
duration of time and only be used as long as actually required. Using per-
sistent memory, much of the state of the customer’s software could be kept
alive and therefore allow for much faster start up times. In fact, early persis-
tent memory storage engines like SOFORT [OBL+14] are designed to provide
almost instantaneous start up times. This could be developed into a “query
as a service”-architecture, where shot tasks can be run on a large, instantly
available state.
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1.2 Research Methodology

At the start of this dissertation (2016), we sat out to explore how persistent memory
can be integrated into database management systems. However, due to persistent
memory becoming commercially available in 2019, the research question changed
and we explored what the characteristics of persistent memory are.

In the first publication [vRLK+18] (cf. Chapter 2) of this dissertation, we pro-
posed a novel idea that integrates persistent memory into the buffer manager while
utilizing its advantageous properties (e.g., byte-addressable). However, the system
was designed and developed on a simulation platform that aims to emulate the be-
havior of persistent memory and not on actual hardware. Using simulation was
a common approach, because real persistent memory hardware was not yet avail-
able in 2018. During this work, we realized that simulation-based research needs
to make many assumptions on the characteristics of the hardware. Therefore, a de-
tailed study of the persistent memory hardware would be necessary to aid future
researchers and systems designers, once the actual hardware became available. In
a cooperation with Intel, we were able to utilize an early prototype to design a set
of benchmarks to measure persistent memory performance and its special charac-
teristics. Based on those results, we developed a number of algorithms for common
tasks on persistent memory (e.g., efficient logging). Once persistent memory became
publicly available in 2019, we published these results in a short paper [vRVL+19]
based on the prototype hardware. Later, this short paper was invited to the “Best of
DaMoN’19” special issue of the VLDB Journal. This extended version [vRVL+20] in-
cludes several additional algorithms and was evaluated on actual persistent memory
hardware (no prototype). In the following, we will first describe our experimental
methods used through the whole dissertation and then detail the evaluation sys-
tems.

1.2.1 Experimental Setup and Methods

All proposed algorithms throughout the two publications this dissertation is com-
prised of were implemented from scratch. Similar to most systems and database
management software, the low-level programming languages C and, mostly, C++

were used. This allowed to embed assembly instructions directly into the source
code, which was required for some of the new instructions added specifically for
persistent memory (e.g., the cache line write back “clwb” instruction). In addition,
these languages gave us direct control of the applications memory management and
provided easy access to Intel’s intrinsics library [Inta], which was used for SIMD-
based algorithms. Lastly, both languages are considered to have very little overhead
which is essential for the development of highly efficient low-level algorithms.

Common strategies for ensuring code quality, such as unit and integration tests
as well as code reviews were used to ensure the correctness of the implemented
algorithms. Particularly useful was the method of A/B testing where a complex
implementation of an algorithms is validated by comparing its results with those
of a simple implementation over many randomly generated inputs. For tracking
down errors in our code, we used the gdb debugger [gdb] and tracing tools such
as valgrind [val] and the well known method of printf()-debugging. To test for
failure atomicity on persistent memory (i.e., can a data structure resident on persis-
tent memory be recovered in case of a crash), we carefully inserted intentional crash
points into our source code at critical location to test the recovery policy. Similar
techniques for testing crash consistency have been proposed since then [OBLL16,
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DLCL21] and are, for example, easily available in the form of the pmreorder tool
within the persistent memory development kit [PMD].

Obtaining statistically significant results can be difficult in many branches of sci-
ence where population numbers are often small. However, in computer science ex-
periments are mostly evaluated on automated machines and often run for very short
times. In our case, the experiments were conducted on a single machine and usually
only took microseconds or milliseconds to run. Therefore, it was feasible to run a
single experiment thousands or even millions of times. This allowed us to obtain
stable results and, as common in computer science, no explicit tests for statistical
significance were conducted due to the extremely high population counts. If not
otherwise mentioned, the number of iterations for an experiment was adjusted so
that it ran for roughly one minute. When reporting the time of a single experiment
run, the average time of these iterations were used. We did not report any latency
distributions or tail latencies for most experiments, because the time of a single ex-
periment was, as mentioned, very short (microseconds). For instance, many of our
experiments essentially measure the latency of a single store instruction (roughly
one hundred nanoseconds). Any high level, application facing algorithm were tail
latencies are important is comprised of several of those building blocks and thus
averages them as well. In addition, there is no easy way to keep track of the laten-
cies of single store instructions without significantly impacting the experiment (an
additional store instruction would be required which impacts the timing, memory
pressure and the caches).

1.2.2 Evaluation Platforms

Due to persistent memory hardware becoming available during the writing of this
dissertation, a number of different platforms were used for our evaluations. Due to a
lack of commercially available persistent memory hardware, we had to rely on sim-
ulators in the beginning. In particular, the SCM6 emulation platform (SEP, described
in the following paragraphs). Later we were able to use Intel’s Early Prototype (AEP)
and then, once persistent memory became available, the actual Intel Optane PMMs.
In the following we describe the various platforms.
Simulators: In 2015, at the start of this dissertation, persistent memory was not
yet commercially available. However, the large interest in the technology had al-
ready lead to a number of simulation techniques: A common technique (e.g., used
by Mnemosyne [VTS11], FOEDUS [Kim15], and WORT [LLS+17]) was to manu-
ally insert delays whenever persistent memory was accessed. While this allowed to
model read/write asymmetry and gave fine control over the exact latency, it is not
possible to control bandwidth and the impact on CPU internals such as pipelining
and prefetching. In contrast, x86-64 simulators, such as PTLsim [You07], can in prin-
ciple model the entire CPU accurately and, with the use of extensions, persistent
memory. However, many details of modern CPUs are not public and the execution
is very slow making larger experimental evaluations difficult. Another approach
suggests to utilize the different NUMA nodes of a multi-socket machine to emulate
persistent memory latencies and bandwidth. While this does not introduce artifi-
cial delays on the CPU that might impact the execution, the latency and bandwidth
can only be configured on a few discrete predefined levels (depending on the num-
ber of sockets and their distance) and there is no read/write asymmetry. Lastly, the
Quartz [VMCL15] system tracks read accesses to memory over a duration of time

6SCM := storage class memory, a different name for persistent memory.
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(epoch) and then delays the program at the end of the epoch depending on the num-
ber of accesses. In addition, it allows to configure the bandwidth on a few discrete
levels by changing the DRAM thermal control settings [HR10]. However, writes
were not delayed and the read/write asymmetry was not implemented in the pub-
lic version. Next to these software-based simulation techniques, Intel had released
the SCM Emulation Platform (SEP) [Dul16], which provided a hardware-based sim-
ulation of persistent memory. The system added additional cycles when accessing
persistent memory to emulate a higher latency and, similar to Quartz, used DRAM
thermal control to configure the bandwidth. This allowed for an accurate simulation
(except for the read/write bandwidth asymmetry) and was therefore widely used
(e.g., [OBL+14, APD15, APP16, OLN+16]). However, it required special hardware
that was provided by Intel to selected industry and research partners and, thus, not
publicly available. The authors of this dissertation were graciously granted access
to one of those machines by Fujitsu Laboratories, to whom we are very grateful to.
We used the SEP machine in our first paper of this dissertation (Chapter 2).

However, independent of the simulator, in the absence of actual hardware all
characteristics of persistent memory, despite the multitude of simulators and many
configuration options, had to be estimated. To accommodate for this uncertainty, we,
as many others, varied certain key characteristics (such as latency) in our evaluation
(cf. Chapter 2). However, many details (such as the 256 byte blocks) were unknown
at that time and could not be accounted for.
Actual Hardware: Once Intel’s Optane DC Persistent Memory Modules became
commercially available in April of 2019 our university was able to obtain an eval-
uation platform (cf. Table 1.1) and all future research was conducted on it. The ac-
tual hardware gave us direct insight into the characteristics of Intel’s instantiation of
persistent memory and allowed us to work out all unknowns that were missing on
the simulation platforms (Chapter 3). We decided to obtain a two socket machine
equipped with only a single CPU in order to reduce cost. While the study of NUMA
effects in conjunction with persistent memory is promising, the topic of persistent
memory is grand enough and the machine can always be upgraded in the future.
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1.3 Related Work

Persistent memory, as a novel storage medium, has already impacted many areas in
database systems in particular and systems software in general. Even so many of the
techniques proposed in this dissertation are generally applicable, their application
is focused on database systems. Therefore, the related work section also focuses on
the use of persistent memory in database systems.

Persistent memory has been the subject of much attention from research as well
as industry throughout the previous decade. With Intel’s release of Optane DC Per-
sistent Memory Modules in 2019, the number of yearly publications has climbed
well into the hundreds (cf. Figure 1.4). Therefore, this related work focuses on range
index structures and database system architectures for persistent memory. However,
many references regarding the history, hardware, transactions, and logging can be
found in earlier sections of this dissertation. In addition, we refer to the related work
sections of the publications of this dissertation (cf. Chapter 2 and Chapter 3).

1.3.1 Persistent Memory Development Kit (PMDK)

There are a multitude of logging algorithms and transaction libraries for persistent
memory. Most prominent is the persistent memory development kit (PMDK) [PMD],
a widely supported framework for the development of persistent memory applica-
tions. The PMDK provide several abstraction layers, starting with simple wrapper
functions around flush and fence operations (libpmem). Building on this, it offers
abstractions for logging (libpmemlog) and atomic block-based access to persistent
memory (libpmemblk). While the PMDK algorithms are often more generally ap-
plicable, they suffer in performance compared to specialized solutions [FHH+11,
CCA+, IKK16, KTB+19]. Using the logging functionality, the PMDK implements
a transaction library (libpmemobj). While this library provides a good baseline,
many optimizations have been suggested for more specialized transactions [LC97,
VTS11, GDV13, CCV15, KPS+16] including full integrations into programming lan-
guages [KTB+19]. Götze et al. [GTS20] evaluate these basic building blocks. Besides,
there are various algorithms to semi-automatically transform regular data structures
and algorithms for persistent memory [BC16, DDGZ18, LMK+19, FBW+20].
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1.3.2 B-Tree-like Index Structures

B+-Trees [BM70] are the de-facto standard [Com79] range search data structure in
the context of database systems due to their high fan-out, page granularity, and bal-
anced structure. Consequently many research papers on persistent memory indexes
have focused on tree-like data structures that are often similar to B-Trees. In 2018,
Götze et al. [GvRL+18] have summarized these by categorizing them by their in-
teraction pattern with persistent memory. In the following, we extend this list into
the present and order it chronologically. The list is focused on tree-like index struc-
tures, as those are more widely applicable due to their support for range queries.
However, there has also been work on hashing-based structures [BHC+13, DHK+15,
SDUP15, NIK+17, ZH18, ZHW18, NCC+19, LHWL20] and log structured merge
trees [LOSL17, LOLS17, KBG+18, KLN+19, LCK+20, YCJ+21].

Table 1.2 gives an overview of all index structures with a brief description, which
types of memory and storage it uses, and on which platform it was originally de-
ployed and tested.

PCM-Tree (2011) Chen et al. investigate efficient algorithms and data structures
for persistent memory [CGN11]. As one of the key optimization goals, they identify
the reduction of writes to persistent memory. Due to the read-write skew and the
lower latency of persistent memory, write operations are especially expensive and
should therefore be minimized. Based on this analysis, they propose to use non-
dense and unsorted BTree nodes on the leaf layer as this is updated most frequently.
This avoids many writes in case of inserts or deletions, as the key/value arrays does
not have to be compacted or expanded. Due to the lack of a name, we simply refer
to their idea as the PCM-Tree.

CDDS-Tree (2011) One of the first index structures proposed for persistent mem-
ory is the CDDSTree [VTRC11]. In the paper, Venkataraman et al. define the term
Consistent and Durable Data Structures (CDDS), which is a programming model for
data structures for persistent memory that ensures consistency and durability. This
is achieved by using versioning: every update or insert creates a new version of an
object (e.g, a tuple in a BTree). Once the object is created, fully persisted and linked
to the data structure, a global version number is atomically updated. Thus the data
structure is moved from one consistent state to another. Based on the CDDS model,
they design a B-Tree (coined the “CDDSTree”), that implements this model.

NV-Tree (2015) The NV-Tree [YWC+15] is a B+-Trees that is optimize to reduce
the number of writes to persistent memory. Based on the PCM-opt BTree, the NV-
Tree also employs non-dense and unordered nodes (slightly different implementa-
tion, however). In addition, they introduce the idea of selective consistency: The data
in inner nodes of a B+-Tree is redundant and can be reconstructed from the data in
the leaf nodes. Therefore, it is not necessary to ensure its consistency and durability
during operation. Instead, it can simply be reconstructed after a crash during the
recovery phase. The selective data consistency idea makes it possible to implement
all operations, including splits and merges, of leaf nodes using atomic operations
without the need for redo-logging. However, due to the recovery of the inner nodes,
the NV-Tree requires a recovery phase.

wB+Tree (2015) The wB+Tree [CJ15] is a follow up work on the PCM-opt BTree.
In order to reduce the number of writes to persistent memory, it also uses non-dense
and unordered leaf nodes. To speed up key search operations within a node, a small
indirection array is used which contains slot indexes to the keys in sorted order. In
contrast to the NV-Tree, they ensure consistency for all nodes (inner and leaf) and
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TABLE 1.2: PMem Range Indexes: A cronological list of range
indexes for persistent memory. The evaluation column shows on
which platform the system has been evaluated in the original publi-
cation: PTLsim [You07], Quartz [VMCL15], SCM evaluation platform

(SEP) [Dul16], MultCallFlushLRU [WC08], or NVDIMM [JED]

Year Name Idea DRAM Evaluation

2011 PCM-Tree
non-dense

+unordered leafs
PTLsim

2011 CDDS-Tree BTree with versioning MultCallFlushLRU

2015 NV-Tree
selective consistency

+write optimized leafs
NVDIMM

2015 wB+Tree
non-dense, indirectly

ordered nodes, redo-logging
DRAM or

PTLsim

2016 FPTree
fingerprint

selective persistency
X SEP

2017 WORT
three radix trees

atomic operations
Quartz

2017 HiKv
hybrid BTree + hash table

on DRAM and PMem
X

DRAM +
manual delays

2018 FAST+FAIR
dense sorted arrays

special shift functions
Quartz

2018 Bz-Tree
Bw-Tree [LLS13]

persistent MwCAS
flash-backed

NVDIMMs

2019 DPTree
indexed (DRAM) log PMEM

with delta tree (DRAM)
X Optane

2019 RECIPE
generic transformation rules

for non-blocking atomic indexes
X Optane

2020 HART
top: Hybrid ART (DRAM)

bottom: Bz-Tree (PMem)
X Optane

2020 RStore Log-structured Index X Optane
2020 LB+-Trees B+-Tree optimized for 256 B X Optane

2021 WOBTree
sorted tree nodes by replacing

array with in-place list
Quartz

2021 UPSkipList atomic skip list for PMem Optane
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thus retain a constant start up time. Node split and merge operations utilize a small
size-capped redo-log. All other operations are performed atomically.

FPTree (2016) The Fingerprint Tree (FPTree) [OLN+16] is a BTree-like index struc-
ture with several unique features: (1) Selective Persistency: The authors take the
idea of selective consistency, introduced in the NV-Tree, even further and place in-
ner nodes on DRAM instead of persistent memory. Inner nodes in a BTree are sec-
ondary date, i.e., they can be reconstructed using the primary data in the leaf layer.
In addition to having the benefit that crash consistency can be avoided, the inner
nodes also benefit from the lower access latencies of DRAM. In case of a crash, they
can simply be reconstructed. (2) Fingerprinting: Due to the higher access latency of
persistent memory, the FPTree leaf nodes are designed in a way to reduce both reads
and writes. This is achieved by filling the first cache line of a node with one byte
finger prints of each resident key. In case of a lookup, this array is probed and only
potential matches need to be retrieved. This lowers the number of required cache
lines to be loaded to two on average for a positive lookup.

WORT (2017) Lee et al. [LLS+17] investigate how radix trees can be adopted
for persistent memory and present three approaches: (1) The Write Optimal Radix
Tree (WORT) is a simple radix tree adopted for persistent memory. Compared to a
BTree, radix trees do not require sorted nodes and thus are well suited for persis-
tent memory. In fact, a new subtree can simply be added with a single 8 B atomic
write operation. However, radix trees often experience a high space consumption
due to underutilized nodes. (2) To overcome this, they make use of the adaptive
radix tree [LKN13] and propose the Write Optimal Adaptive Radix Tree (WOART).
Using several different and more intricate node types the under utilization can be
efficiently reduced. However, the additional complexity requires several writes per
node in order to add a new subtree, which in turn requires several synchronization
barriers to ensure failure atomicity on persistent memory. (3) To overcome this, they
propose a version that uses copy-on-write (ART+CoW): Instead of using a complex
algorithm to update a node in place, the copy and replace the node in its parent. In
there evaluation, the three variants show similar performance characteristics.

HiKv (2017) The hybrid index key value store (HiKv) [XJXS17] utilizes both
DRAM and PMem. The authors build a hash table on persistent memory to sup-
port point queries and to ensure persistency. In order to support scan operations,
they also maintain a BTree in DRAM which completely mirrors the data. Placing
the BTree in DRAM avoids the many costly writes to persistent memory required
by sorted BTree nodes as well as the complexity of other proposed node designs.
New tuples are synchronously inserted into the hash table (thus ensuring durabil-
ity) and placed into a update queue for the BTree in order to reduce the latency. The
update queue is processed by a background worker thread. Whenever an operation
requires the BTree (i.e., a scan), HiKv blocks all updates to the hash table until the
update queue is empty. With an empty update queue, a consistent state of the BTree
is reached and the scan can start executing on the BTree. During the scan the hash
table can resume updates, but the update queue must not be applied in the BTree in
order to keep the consistent state. While the design uses both DRAM and persistent
memory in an efficient way it does require roughly twice the amount of memory and
the queuing is questionable when faced with many scans.

FAST+FAIR (2018) Previous work has moved away from ordered B+-Tree nodes
by using additional indirections in the meta data, due to the high write amplifica-
tion. In contrast, Hwang et al.[HKWN18] propose the concept of endurable transient
inconsistent states (ETIS), which is an intermediate state of an update that can be tol-
erated and repaired by other operations. Their failure-atomic shift (FAST) algorithm
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allows inserting into an ordered dense array. The key idea is that dependent CPU
instructions are not reordered and node pointers in B+-Trees are unique: Each el-
ement is shifted by one position individually, which is a dependent operation and
therefore not reordered. In addition, child pointers are carefully duplicated to make
the inconsistent state detectable and therefore endurable. Based on the FAST and
their failure-atomic in-place rebalancing (FAIR), they augment an in-memory B+-
Tree (FAST+FAIR) to be crash consistent on persistent memory.

Bz-Tree (2018) Constructing failure atomic algorithms for complex data struc-
tures such as B+-Tree is difficult and incurs performance overheads, as evidenced
by HiKv moving the BTree to DRAM or FPTree implementing selective persistency.
The Bz-Tree [ALML18] tackles this challenge by using an indirection that is capable
of updating several bytes in a failure atomic and thread safe way. This helper func-
tion is called persistent multi-word compare and swap (PMwCAS) [WLL18] and based
on the (non-persistent) multi-world compare and swap (MwCAS) [HFP02]. They in-
tegrate PMwCAS into the Bw-Tree [LLS13], a lock free B+-Tree. They thus drastically
reduce the complexity while maintaining a instantly recoverable high performance
tree structure.

DPTree (2019) Because of the high write latency to of persistent memory, the
differential persistent tree (DPTree) [ZSC+19] is optimize to reduce writes by reduc-
ing the structural maintenance overhead (i.e., updates to meta information). This is
achieved by batching modifications: All updates are initially inserted into a small
DRAM-resident B+-Tree and, for durability, into a log on persistent memory. The
small buffer is periodically merged into a larger tree that contains all key value pairs.
This tree employs selective persistency: a linked list on persistent memory that is in-
dex with a DRAM-resident radix tree. The linked list nodes contain multiple key
value pairs. The meta information of these nodes (e.g., entry count, order, finger-
prints) is versioned and lazily reconstructed, thus allowing the merge procedure to
skip additional work to keep them crash consistent.

RECIPE (2019) Lee et al. [LMK+19] propose a generic set of algorithm to trans-
form non-blocking concurrent data structures for DRAM to a failure atomic persis-
tent memory version. One of the key insights is that these data structures already
allow endurable transient inconsistent states (as proposed by FAST+FAIR) when, for
instance, a reader can see intermediate updates made by a writer. Lee et al. provide a
list of conditions and transformation rules which they demonstrate by applying it to
B+-trees, tries, radix trees, and hash tables with limited modifications to the source
code.

HART (2020) Based on the adaptive radix tree (ART) [LKN13], Zhang et al. pro-
pose the Hybrid ART (HART) [ZLJW20]. Compared to WOART and ART+CoW,
the HART is a hybrid index that utilizes both DRAM and persistent memory in or-
der to make use of the advantages performance characteristics of DRAM. The upper
part of the index structure is an ART-like structure that captures a certain number
of bits from the keys and kept in DRAM. The lower part is organized as a BTree
(wB+Tree-like) and stored on persistent memory. It stores the entire key and is used
to recover the volatile ART after a restart. The boundary between the two structures
can adjusted depending on memory budgets and performance requirements.

RStore (2020) Lersch et al. [LSOL20] propose a key value store, called RStore, that
is optimized for predictable low latencies. This is in contrast to many other key value
stores which are often optimized for a high throughput but utilizing techniques such
as group commits and other batching techniques. However, low latencies are often
a requirement and persistent memory is well suited for it due to its non spinning
nature (compared to disk) and lack of garbage collection (compared to flash). RStore
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achieves this by using selective persistency in form of a log-structured index: the
data is written to a log file on persistent memory, while an index on top of the log
file is constructed in DRAM. To remain competitive with throughout and scalability
they implement user space networking and a shared-nothing partitioning of the data
with message passing between the worker threads.

LB+-Trees (2020) Early performance studies [LC19, IYZ+19, vRVL+19, vRVL+20]
of persistent memory not only showed that write operations should be avoided but
also that the write granularity of persistent memory is 256 B. Similar to in memory
structures that are optimized for the DRAM cache line size, they propose the LB+-
Tree [LCW20], which is optimized for the 256 B persistent memory block size. The
LB+-Tree is a B+-Tree with a node size of a multiple of 256 B. In addition, they
deploy several techniques to reduce the block writes, most prominent: they insert
entries into the first 256 B block of a node, which requires only a single block write
as the header of the node is also located in the first block. Once this block is full,
they move multiple entries to other blocks in bulk in order to retain the single block
write per insert property.

WOBTree (2021) WOBTree [WLZ+21] is a write optimized B+-Tree for persis-
tent memory. They propose to optimize a B-Tree for PMem by reducing the write
amplification based on cache line granularity (64 B). Note that the granularity can
be adjusted in their design and could therefore also be tuned to the 256 B persistent
memory blocks. This is achieved by logically splitting a B+-Tree node into several
subnodes that are aligned to cache lines boundaries. These are still stored in the
respective node (locality), but act as a ordered doubly linked list. Compared to a
sorted array-based node layout, the number of cache lines that have to be modified
is greatly reduced in this list-based structure. Modifications are implemented using
failure atomic updates. To speed up search operations on the list, bloom filters and
a small single layer index on top of the list is used.

UPSkipList (2021) While previous work has often tried to overcome the block-
based pages with sorted keys in B+-Trees, Chowdhury et al. [CG21] optimize a the
fine-granular skip list data structure for persistent memory. They utilize an existing
lock-free skip list [HS08] and transform it into a failure atomic skip list for persistent
memory using the RECIPE. The RECIPE is extended to work on non-blocking atomic
data structures.

In science, the ability to repeat an experiment is crucial: It allows researchers
to compare results of other groups to their own. One big issue with many of the
persistent memory data structures is that they are not easy to compare: In the orig-
inal publications, they are tested on specific hardware (simulation, emulation, early
prototypes, and actual hardware), they are largely closed source, and they use dif-
ferent benchmarks. Therefore, it is difficult to compare the performance and thus
empirically determine the optimal index structure for a given problem. Recently, a
benchmark for persistent range indexes [LHO+19, HLWO20] and an evaluation of
various hash-based approaches [HCW+21] has tried mitigating this problem.

1.3.3 Database Architectures

A big question concerning persistent memory is how it can be integrated into a
database management system [DAP+, Ouk19]. As a first possible option, a database
(or key-value store) can simply be run on a persistent memory backed file sys-
tem [IYZ+19]. This approach requires little adjustments to the implementation, but
has a limited performance benefit as persistent memory is not fully utilized. As a
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next step, the storage sub-system (e.g., logging and buffer management) can be op-
timized for persistent memory. However, considering that persistent memory is a
radical new storage device with unique properties, this can still not fully utilize it.
The most disruptive approach is to optimize the database architecture for persistent
memory. In the following, we list several impactful approaches.

Arulraj et al. [APD15] have compared three database architectures for persistent
memory. They propose to use persistent memory as the primary location for table
data as well as index structures. In their work they compare engines based on in-
place update, log-structured storage, and copy-on-write algorithms. Each approach
is optimized for persistent memory. Their experimental results suggest that in-place
update-based engines are a promising candidate due to good performance and low
write amplification.

SOFORT [OBL+14] is a storage engine for systems with DRAM and persistent
memory. They, as the name suggests (“sofort” is German for “immediately”), opti-
mize for a near instantaneous restart time. Similar to SAP HANA [FCP+11, FML+12],
they use a columnar storage format and a delta-merge approach. Using multi-
version concurrency control, they organize their tables as append only structures on
persistent memory. This simplifies the code (only appends) and tuples of in-flight
transactions do not have to be deleted after a crash, as the version number automat-
ically marks them as invalid. Dictionary encoded columns keep their dictionary in
DRAM to speed up lookups and are recoved in parallel to speed up restart. For a
database with 10 M rows, they achieve recovery times below two seconds.

While SOFORT statically assigns tables to persistent memory and dictionary in-
dexes to DRAM, FOEDUS [Kim15] implements a more dynamic approach to make
better use of the fast DRAM: The database is organized as one large B+-Tree which
is based on Masstree [MKM12] and Foster B-Trees [GKK12] and called master tree.
The pages of the master tree are fixed-size and initially reside on persistent memory.
Whenever a page is accessed, it is copied to DRAM using a buffer pool and read
or written their. To ensure durability, they use redo logging. In contrast to tradi-
tional buffer pools, a dirty page is never directly written back to persistent memory.
Instead, the WAL is asynchronously and periodically merged into the master tree
nodes on persistent memory. Once merged, the dirty pages can be dropped from the
cache. They use pointer swizzling [GVK+14] to speed up tree traversal. Each page
reference contains a pointer to the copy of the page on persistent memory and on to
the one on DRAM (null if nonexistent).

Traditional database systems deploy fixed-size pages and write-ahead logging,
because SSDs and HDDs only have page-granular read/write capabilities. Given
that this assumption no longer holds true for persistent memory based storage, Arul-
raj et al. [APP16] propose a new recovery method: write-behind logging, which has
been integrated into Peloton [PAA+17]. Transactions make changes to a DRAM-
resident copy of the database. At group commit time, all changes are flushed to
persistent memory. This can be done without a single memory fence operations, as
the ordering of these writes is not important. In order to detect uncommitted tuples
after a crash, they use a multi-versioned storage layout (which is also used to imple-
ment multi-version concurrency control). Once all changes are flushed to persistent
memory, a group commit record is written that logs the new version ids and thus
marks the modifications as valid. To handle long running transactions, they allow
gaps in the ranges of valid version ids. This approach greatly reducing the write am-
plification of the system, as each tuple is only written once compared to WAL-based
systems. However, the current design requires two copies of the database (DRAM
and persistent memory) and lacks a WAL, which is often used for replicas.
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SAP HANA [FCP+11, FML+12], as a large commercial in-memory database for
OLAP and OLTP, has been adopted for persistent memory [ALR+17]. They use a
three tier architecture where the primary location of durable data is on disk. Per-
sistent memory serves as an extension of DRAM and can be immediately reused
after a crash (essentially a persistent cache over SSD/HDD). HANA keeps the write-
optimized delta store on DRAM and places the large read-only portion of the tables
in persistent memory. This avoids the difficulties of in-place updates on persistent
memory, as it is only updated by the delta merge process. In addition, keeping the
delta store on DRAM retains the high performance of updates due to DRAM’s lower
latencies. Contrary to SOFORT, they place the string dictionaries on persistent mem-
ory to enable faster reload times. Queries read data directly from persistent memory.
They report only minor slow downs when running on persistent memory and can
benefit greatly from the faster restart time.

Much work on persistent memory was focused on transaction processing, the
high bandwidth and large capacity can also be beneficial for analytical processing
as shown by SAP HANA. However, the characteristics of persistent memory are
not quiet like DRAM. Therefore, Götze et al. [GBS18] prose an analytical system for
persistent memory. The key idea is to adopt BDCC+ [BBS16] for persistent memory.
BDCC+ is a multidimensional clustering approach that maps multiple attributes to
a single artificial clustering key by which the table is ordered. In their work, they
design a novel storage format optimized for persistent memory and demonstrate
significant performance gains.

There have been multiple systems that aim to adopt persistent memory by in-
tegrating it via the buffer manager [LLO19, Kim15, vRLK+18, APM19]. A recent
incarnation of this approach is Spitfire [ZAPC21]: a three tier buffer manager for
DRAM, persistent memory, and SSD. They improve upon the HyMem [vRLK+18]
storage engine, which is one of the publications of this dissertation (cf. Chapter 2).
First, they implement a multi-threaded buffer manager, which makes the system
more realistic. In addition, it increases the memory pressure which can significantly
influence the replacement strategy. Using only a single thread in HyMem, we had
essentially unlimited DRAM and persistent memory bandwidth. Second, they con-
duct their research on actual persistent memory hardware. Having been published
before the release of Intel Optane DC Persistent Memory, HyMem was evaluated
on a simulation platform. Third, they process transactions directly on persistent
memory resident pages, while HyMem always needs to copy the page to DRAM.
Using multi-threading, actual hardware, and processing in persistent memory, Spit-
fire constitutes an advanced storage engine for the implementation and evaluation
of three tier buffer placement strategies and makes a number of significant advance-
ments: (1) Having the ability to process transactions directly on persistent memory
increases the number of decisions the data placement algorithm has to take. For ex-
ample: When a page is loaded from SSD, should it be placed in PMem or in DRAM?
Spitfire analyzes all possible data paths and breaks them down into four decisions.
They proposes a probabilistic approach where each data migration is controlled by a
tunable probability variable. (2) Having four probability variables, they use machine
learning to tune these during execution to the specific workload and the character-
istics of the underlying machine. Thus, Spitfire is a dynamic system that can still
adopt to likely changes of the still young persistent memory hardware.
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Chapter 2

Paper 1: Managing Non-Volatile
Memory in Database Systems

This paper tries answering the question of how persistent memory (PMem) can
be integrated into an OLTP database management system. The proposed solution
(called: HyMem) is optimized for the special characteristics of PMem (e.g., random
access and byte-addressability) while still utilizing other layers in the memory hi-
erarchy (i.e., DRAM and SSD). I follow the design of a tradition storage engine
comprised of a B+-Tree [BM70], ARIES-style write-ahead logging [MHL+92], and
a buffer manager. The main contribution of this paper is the optimization and com-
bination of the individual components for PMem: The buffer manager lazily loads
individual cache lines from PMem into DRAM pages. Compared to a standard
buffer manager, which eagerly loads the entire page, this technique vastly reduces
the amount of I/O, because often only a portion of each page is needed, especially
in OLTP. Given that HyMem is only loading parts of a page, compacted DRAM
pages (“mini pages”) are used to reduces the memory footprint in the buffer cache
for sparsely populated pages.

Another contribution is the evaluation, which compares HyMem with four ex-
iting systems: an in-memory engine, a B+-Tree placed directly on PMem, a buffer
manager for DRAM and NVM, and a buffer manager for DRAM and SSD. HyMem
gracefully scales across all layers of the new memory hierarchy (i.e., with PMem)
and thus constitutes a cost efficient option [Lom18]. It offers, depending on the data
set size, competitive performance to systems dedicated to the particular layer:

DRAM: Leis et al. [LHKN18] have shown that a well designed buffer manager
can be competitive with the performance of in-memory systems. Building on these
results (mainly by using pointer swizzling) HyMem has competitive performance
with an in-memory DBMS. Unlike in-memory systems, HyMem is not limited to
DRAM, which is both capped in capacity and expensive.

PMem: Many PMem-based storage engines are not using DRAM, which is still
present in machines today. Utilizing the low latency and high bandwidth of DRAM
gives HyMem an edge when the data set fits into DRAM and its PMem-optimized
data migration policy allows it to stay competitive for larger data sets.

SSD/HDD: Compared to data structures that work directly (in-place) on PMem,
HyMem can easily support a third layer (i.e.: SSD or HDD) due to the use of fix-sized
pages. Therefore, HyMem can scale to larger-than-PMem data sets.

Contributions: The system implementation and evaluation as well as the writing
of the paper itself was done by the first author. Co-authors helped with the system
design, prove reading, and identifying related work. In particular, Fujitsu granted
us access and provided help with using a persistent memory system.
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ABSTRACT
Non-volatile memory (NVM) is a new storage technology that
combines the performance and byte addressability of DRAM with
the persistence of traditional storage devices like flash (SSD). While
these properties make NVMhighly promising, it is not yet clear how
to best integrate NVM into the storage layer of modern database
systems. Two system designs have been proposed. The first is to
use NVM exclusively, i.e., to store all data and index structures on
it. However, because NVM has a higher latency than DRAM, this
design can be less efficient than main-memory database systems.
For this reason, the second approach uses a page-based DRAM
cache in front of NVM. This approach, however, does not utilize the
byte addressability of NVM and, as a result, accessing an uncached
tuple on NVM requires retrieving an entire page.

In this work, we evaluate these two approaches and compare
them with in-memory databases as well as more traditional buffer
managers that use main memory as a cache in front of SSDs. This al-
lows us to determine how much performance gain can be expected
from NVM. We also propose a lightweight storage manager that si-
multaneously supports DRAM, NVM, and flash. Our design utilizes
the byte addressability of NVM and uses it as an additional caching
layer that improves performance without losing the benefits from
the even faster DRAM and the large capacities of SSDs.
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Figure 1: System designs under varying data sizes.

1 INTRODUCTION
Non-volatile memory (NVM), also known as Storage Class Memory
(SCM) and NVRAM, is a radically new and highly promising stor-
age device. Technologies like PCM, STT-RAM, and ReRAM have
slightly different features [35], but generally combine the byte ad-
dressability of DRAM with the persistence of storage technologies
like SSD (flash). Because commercial products are not yet available,
the precise characteristics, price, and capacity features of NVM
have not been publicly disclosed (and like all prior NVM research,
we have to resort to simulation for experiments). What is known,
however, is that for the foreseeable future, NVMwill be slower (and
larger) than DRAM and, at the same time, much faster (but smaller)
than SSD [13]. Furthermore, NVM has an asymmetric read/write
latency—making writes much more expensive than reads. Given
these characteristics, we consider it unlikely that NVM can replace
DRAM or SSD outright.

While the novel properties of NVM make it particularly relevant
for database systems, they also present new architectural challenges.
Neither the traditional disk-based architecture nor modern main-
memory systems can fully utilize NVM without major changes
to their designs. The two components most affected by NVM are
logging/recovery and storage. Much of the recent research on NVM
has optimized logging and recovery [5, 16, 22, 36, 45]. In this work,
we instead focus on the storage/caching aspect, i.e., on dynamically
deciding where data should reside (DRAM, NVM, or SSD).



Two main approaches for integrating NVM into the storage
layer of a database system have been proposed. The first, suggested
by Arulraj et al. [4], is to use NVM as the primary storage for
relations as well as index structures and perform updates directly
on NVM. This way, the byte addressability of NVM can be fully
leveraged. A disadvantage is that this design can be slower than
main-memory database systems, which store relations and indexes
in main memory and thereby benefit from the lower latency of
DRAM. To hide the higher NVM latency, Kimura [25] proposed
using a database-managed DRAM cache in front of NVM. Similar
to a disk-based buffer pool, accesses are always performed on in-
memory copies of fixed-size pages. However, accessing an uncached
page becomes more expensive than directly accessing NVM, as an
entire page must be loaded even if only a single tuple is accessed.
Furthermore, neither of the two approaches supports very large
data sets, as the capacity of NVM is limited compared to SSDs.

In this work, we take a less disruptive approach and implement
NVM as an additional caching layer. We thus follow Michael Stone-
braker, who argued that NVM-DIMMs are . . .

“. . . not fast enough to replace main memory and they are not cheap
enough to replace disks, and they are not cheap enough to replace
flash.” [41]

Figure 1 sketches the performance characteristics and capacity
restrictions of different system designs (Buffer Manager is abbrevi-
ated as BM). Besides the two NVM approaches (“Basic NVM BM”,
“NVM Direct”), we also show main-memory systems (“Main Mem-
ory”), and traditional SSD buffer managers (“SSD BM”). Each of
these designs offers a different tradeoff in terms of performance
and/or storage capacity. As indicated in the figure, all existing ap-
proaches exhibit steep performance cliffs (“SSD BM” at DRAM size
and “Basic NVM BM” at NVM size) or even hard limitations (“Main
Memory” at DRAM size, “NVM Direct” at NVM size).

In this work, we propose a novel storage engine that simulta-
neously supports DRAM, NVM, and flash while utilizing the byte
addressability of NVM. As the “3 Tier BM” line indicates, our ap-
proach avoids performance cliffs and performs better than or close
to that of specialized systems. NVM is used as an additional layer
in the storage hierarchy supplementing DRAM and SSD [7, 13].
Furthermore, by supporting SSDs, it can manage very large data
sets and is more economical [18] than the other approaches. These
robust results are achieved using a combination of techniques:

• To leverage the byte-addressability of NVM, we cache NVM
accesses in DRAM at cache-line granularity, which allows
for the selective loading of individual hot cache lines instead
of entire pages (which might contain mostly cold data).

• To more efficiently use the limited DRAM cache, our buffer
pool transparently and adaptively uses small page sizes.

• At the same time, our design also uses large page sizes for
staging data to SSD—thus enabling very large data sets.

• We use lightweight buffer management techniques to reduce
the overhead of in-memory accesses.

• Updates are performed in main memory rather than directly
on NVM, which increases endurance and hides write latency.

The rest of this paper is organized as follows. We first discuss
existing approaches for integrating NVM into database systems in
Section 2. We then introduce some key techniques of our storage

engine in Section 3 before describing how our approach supports
DRAM, NVM, and SSDs in Section 4. Section 5 evaluates our storage
engine by comparing it with the other designs. Related work is
discussed in Section 6, and we conclude the paper in Section 7.

2 BACKGROUND: NVM STORAGE
Several architectures for database systems optimized for NVM have
been proposed in the literature. In this section, we revisit the two
most promising of these designs and abstract their general concepts
into two representative system designs. They are illustrated in
Figure 2 alongside the approach that we propose in this paper.

2.1 NVM Direct
NVM, which offers latencies close to DRAM and byte addressability,
can be used as the primary storage layer. A thorough investiga-
tion of different architectures for NVM Direct systems has been
conducted by Arulraj et al. [4]. Their work categorizes database
systems into in-place update, log-structured, and copy-on-write
engines, before adapting and optimizing each one for NVM. Experi-
mental results suggest that in most cases an in-place update engine
achieves the highest performance as well as the lowest wear on the
NVM hardware. Therefore, we chose this in-place update engine
as a reference system for working directly on NVM (Figure 2a).

One challenge of using NVM is that writes are not immediately
persistent because NVM is behind the same CPU cache hierarchy as
DRAM and changes are initially written to the volatile CPU cache. It
is only when the corresponding cache line is evicted from the CPU
cache that the update becomes persistent (i.e., written to NVM).
Therefore, it is not possible to prevent a cache line from being
evicted and written to NVM, and each update might be persisted
at any time. It is, however, possible to force a write to NVM by
flushing the corresponding cache lines. These flushes are a building
block for a durable and recoverable system.

Logging is implemented as follows. A tuple is updated by first
writing a write-ahead log (WAL) entry that logs the tuple id and
the changes (before and after image). Then, the log entry needs
to be persisted to NVM by evicting the corresponding cache lines.
Intel CPUs with support for NVM like the Crystal Ridge Software
Emulation Platform [14], which is also used in our evaluation, pro-
vide a special instruction for that: clwb allows one to write a cache
line back to NVM without invalidating it (like a normal clflush
instruction would). In addition, to ensure that neither the compiler,
nor the out-of-order execution of the CPU reorders subsequent
stores, a memory fence (sfence) has to be used. Thereafter, the
log entry is persistent and the recovery component can use it to
redo or undo the changes to the actual tuple. At this point, the
transaction can update and then persist the tuple itself. After the
transaction is completed, the entire log written by the transaction
can be truncated because all changes are already persisted to NVM.

As illustrated in Figure 2a, the design keeps all data in NVM.
DRAM is only used for temporary data and to keep a reference to
the NVM data. The log is written to NVM as well.

The NVM direct design has several advantages. By keeping the
log minimal (it contains only in-flight transactions), recovery is
very efficient. In addition, read operations are very simple because
the system can simple read the requested tuple directly from NVM.
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However, there are also downsides. First, due to the higher latency
of NVM compared to DRAM, it becomes more difficult to achieve
a very high transaction throughput. Second, working directly on
NVM without a buffer wears out the limited NVM endurance, thus
potentially causing hardware failures. Third, an engine that works
directly on NVM is difficult to program, because there is no way
to prevent eviction and any modification is potentially persisted.
Therefore, any in-place write to NVM must leave the data structure
in a correct state (similar to lock-free data structures, which are
notoriously difficult).

2.2 Basic NVM Buffer Manager
Given the downsides of the NVM direct approach, using DRAM as
a cache in front of NVM may seem like a promising alternative. A
well-known technique for adaptive memory management between
a volatile and persistent layer is a buffer manager. It is used by most
traditional disk-based database systems and can easily be extended
to use NVM instead of SSD. We illustrate this idea in Figure 2b.

In buffer-managed systems, all pages are stored on the larger,
persistent layer (NVM). The smaller, volatile layer (DRAM) acts as a
software-managed cache called a buffer pool. Transactions operate
only in DRAM and use the fix and unfix functions to lock pages
into the buffer pool while they are accessed. In the traditional buffer
manager (DRAM + SSD/HDD), this was necessary because it is not
possible to make modifications directly on a block-oriented device.
In the case of NVM, we argue that it is still beneficial because of
the higher latency and the limited endurance of NVM.

An NVM-optimized variant of this approach has been introduced
in the context of the research prototype FOEDUS [25]. The memory
is divided into fixed-size pages, and transactions only operate in
DRAM. Instead of storing page identifiers, like a traditional buffer
manager, FOEDUS stores two pointers. One identifies the NVM-
resident copy of the page, the other one (if not null) the DRAM one.
When a page is not found in DRAM, it is loaded into a buffer pool.
FOEDUS uses an asynchronous process to combineWAL log entries
and merge them into the NVM-resident pages to achieve durability.

Thus, a page is never directly written back but only indirectly via
the log. The system is optimized for workloads fitting into DRAM.
NVM is mostly used for durability and cold data.

Our goal, in contrast, is to support workloads that also access
NVM-resident data frequently. Therefore, we extend the idea of
a buffer manager and optimize it to make NVM access cheap. A
non-optimized version is used as a baseline to represent layered
systems.

2.3 Recovery
Besides the storage layout, the logging and recovery components of
database systems are also greatly impacted by the upcoming NVM
hardware. Log entries can be written to NVM much faster than
to SSD. Therefore, from a performance perspective, it is always
beneficial to replace SSD storage with NVM as the logging device.

In this work, we focus on the storage layout and therefore im-
plement the same logging approach in each evaluated system. This
makes it possible to compare only the advantages and disadvan-
tages of the storage engine itself with less interference of other
database components.

We use write ahead logging with redo and undo information. The
undo entries enable one to perform rollback and to undo the effect
of loser transactions during recovery. The redo entries are used
to repeat the effects of committed transactions during recovery if
it was not yet persistent. The buffer-manager-based systems keep
a log sequence number per page to identify the state of the page
during recovery. In the NVM direct approach, this is not necessary,
as changes are always immediately written to NVM. Therefore,
only in-flight transactions need to be undone and every committed
transaction is durable already.

Logging for NVM-based systems can be and has been optimized
in prior work [5, 36]. While each of the described storage archi-
tectures can benefit from more advanced logging techniques, we
believe that the impact on the storage engine is largely orthogonal
and the two problems can be treated independently.
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3 NVM BUFFER MANAGEMENT
The goal of our architectural blueprint is a system that performs
almost as well as a main-memory database system on smaller data
sets but scales across the NVM and SSD storage hierarchy while
gracefully degrading in performance (cf. Figure 1). For this pur-
pose, we design a novel DRAM-resident buffer manager that swaps
cache-line-grained data objects between DRAM and NVM—thereby
optimizing the bandwidth utilization by exploiting the byte address-
ability of NVM. As illustrated in Figure 2c, scaling beyond DRAM
to SSD sizes led us to rely on traditional page-grained swapping
between NVM and SSD. Between DRAM and NVM, we adaptively
differentiate between full-page memory allocation and mini-page
allocation to further optimize the DRAM utilization. This way, in-
dividual “hot” data objects resident on mostly “cold” pages are
extracted via the cache-line-grained swapping into smaller mem-
ory frames. Only if the mini page overflows, is it transparently
promoted to a full page—but it is still populated one cache-line at a
time. We also devise a pointer swizzling scheme that optimizes the
necessary page table indirection in order to achieve nearly the same
performance as pure main-memory systems, which obviate any
indirection but incur the memory wall problem once the database
size exceeds DRAM capacity.

3.1 Cache-Line-Grained Pages
Compared to flash, the lowNVM latency (hundreds of nanoseconds)
makes it feasible to transfer individual cache lines instead of entire
pages. Using this, our so-called cache-line-grained pages are able
to extract only the hot data objects from an otherwise cold page.
Thus, we preserve bandwidth and thereby increase performance.
In the following, we discuss the details of this idea.

A single SSD access takes hundreds of micro seconds. It is there-
fore important to transfer large chunks (e.g., 16 kB) at a time in
order to amortize the high latency. Therefore, a traditional buffer
manager has to work in a page-grained fashion: When a transac-
tion fixes a page, the entire page is loaded into DRAM and the data
stored on it can be processed. Our buffer manager, in contrast, ini-
tially only allocates a page in DRAM without fully loading it from
NVM. Upon a transaction’s request for a certain memory region,
the buffer manager retrieves the corresponding cache lines of the
page (if not already loaded).

The page layout is illustrated in Figure 3. The cache-line-grained
pages maintain a bit mask (labeled resident) to track which cache

lines are already loaded. In the example, the first, third, and last
cache line is loaded, as indicated by a bit set to 1 at the corresponding
position in the bit mask. Similar to the resident bit mask, the dirty
bit mask is used to track and write back dirty cache lines. The r
and d bits indicate whether the entire page is resident and dirty,
respectively. To allow for the loading of cache lines on demand,
pages additionally store a pointer (nvm) to the underlying NVM
page. With 16 kB pages, there are 256 cache lines and therefore the
two bit masks require 32 byte each. Together with the remaining
fields (|nvm| + |pId| + |r| + |d| = (8+ 8+ 1+ 1) byte = 18 byte), the
entire header ((2 ∗ 32 + 18)byte = 82 byte) fits into 2 cache lines
(128 byte) and thus incurs only a negligible space overhead of less
than 0.8 %.

While this cache-line-grained design includes an extra branch on
every access (to check the bit mask), it often reduces the amount of
memory loaded from NVM into DRAM drastically: As an example,
consider the leaf of a B-tree [6] where pairs of keys and values are
stored in sorted order. Assuming a page size of 16 kB and a key and
value size of 8 byte each, there are at most 16 kB÷ (

8 byte+8 byte
)
=

1024 entries on a single page. A lookup operation only requires
a binary search, which uses loд2(1024) = 10 cache lines at most.
Therefore, our design only needs to access 64 byte ∗ 10 = 640 byte,
instead of 16 kB. While this is already a huge difference, it can be
even greater. In the case of the YCSB and TPC-C benchmarks, which
we use in our evaluation (Section 5), we measured an average of
6.5 accessed cache lines per lookup.

A system allowing for cache-line-grained accesses is more dif-
ficult to program than a conventional page-based approach. The
reason for this is that all data needs to be made resident explicitly
before accessing it and marked dirty after modifying it. But working
with a cache-line-granularity is optional and it is also possible to
load and write back entire pages. Therefore, we only implement the
operations, that provide the most benefit, in a cache-line-grained
fashion: like lookup, insert, and delete. Other infrequent or compli-
cated operations (like restructuring the B-tree) are implemented by
loading and processing the full page (avoiding the residency checks).
The overhead of checking the residency of every single cache line
only pays off if we access a small number of cache lines. During scan
operations or the traversal of inner nodes in a B-tree, many cache
lines are accessed and cache-line-grained loading should therefore
not be used.

3.2 Mini Pages
Cache-line-grained pages reduce the consumed bandwidth to a min-
imum by only loading those cache lines that are actually needed.
However, the page layout described previously still consumes much
more DRAM than necessary. In this section, we introduce a second,
smaller page type calledmini page, which reduces the wasted mem-
ory. Consider the B-tree leaf example from above: Merely 640 byte
out of 16 kB are accessed, but the system still allocates the 16 kB (ex-
cluding the header) in DRAM for the page. This problem is known
from traditional disk-based systems: An entire page is loaded and
stored in DRAM even if only a single tuple is required, wasting
valuable NVM bandwidth and DRAM capacity. In the following, we
will use the term full page to refer to a traditional page, as it was in-
troduced before. Note that both pages (mini and full) are able to use
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Figure 4: Mini Pages – The slots array indicates which cache
lines are loaded (max 16). If promoted, full points to the full page.

cache-line-grained loading to optimize bandwidth utilization—but
not DRAM utilization. Hence, the term cache-line-grained page can
refer either to a mini page or a full page.

The implementation of mini pages is illustrated in Figure 4. It
consumes only 1088 byte of memory and is able to store up to 16
cache lines. The slots array implements the indirection. It stores
the physical cache line id for each of the 16 cache line slots. For
example, the cache linewith the content “San Francisco” is located at
the physical index 255 on the page but loaded into slot 2 on the mini
page. Therefore, the slots array stores the index 255 at position 2.
The array only requires 16 byte because each physical cache line id
fits into one byte. In total, the mini page header fits into a single
cache line: |nvm| + |slots| + |pId| + |count| + |dirty| + |full| =
(8 + 16 + 8 + 1 + 2 + 8) byte = 43 byte. This is a very low overhead
(0.3 %) when compared to the size of a full page, which would be
used in a system without mini pages. The count field indicates
how many cache lines are loaded, e.g., a value of three means that
the first three cache line slots of the mini page are occupied. The
additional dirty bit mask indicates which cache lines must be
written back to NVM when the page is evicted. In our example, the
cache line “Redwood City” changed to “Munich” and needs to be
written back.

Accessing memory on a mini page is more complicated than on
a full page. Due to the mapping of cache lines, data members on the
page can-not be directly accessed. Therefore, we use an abstract
interface that enables transparent page access:
void ∗ MakeRes ident ( Page ∗ p , in t o f f s e t , in t n )

The function takes a page p as an input and returns a pointer
to the memory at the specified offset with a length of n bytes.
In case p is a full page, the specified cache lines are loaded (if
not yet resident) and a pointer to it is returned. Otherwise, in
case of a mini page, the function searches the slots array for
the requested cache lines. If these are not yet resident, they are
loaded and added to the slots array. Afterwards, a pointer to the
offset in the (now) resident cache line is returned. Thus, this basic
interface transparently resolves the indirection within the mini
pages. Compared to a traditional page, the only difference is that
memory on mini pages can no longer be accessed directly but only
via this function.

Mini pages need to guarantee that the memory returned by these
functions is always contiguous, i.e., if more than one cache line is
requested (e.g., cache lines with id 3 and 4), they need to be stored
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Figure 5: Pointer Swizzling – A B-tree with a root (pId: 6) and
three child pages: A swizzled page (pId: 7), a normal DRAM page
(pId: 5) and a page currently not in DRAM (pId: 8).

consecutively (i.e., 4 needs to be stored directly after 3) in the mini
page’s data array. Otherwise, the returned pointer would only be
valid for the first cache line. To guarantee this, our implementation
maintains the cache lines in sorted order (w.r.t. their memory loca-
tions). The overhead of maintaining order is small because, there
are at most 16 elements and it is not on the critical path (only after
loading from NVM). The benefit of this approach is that it simplifies
implementation, as it avoids complicated reordering logic.

When a mini page does not have enough memory left to serve
a request, it is promoted to a full page. To do this, an empty full
page is allocated from the buffer manager and stored in the mini
page’s full member. Next, the current state of the mini page is
copied into the newly allocated full page: all resident cache lines,
the residency and dirty information. If the example mini page in
Figure 4 was promoted, the newly initialized full page would look
like the one in Figure 3. Finally, the page mapping table in the buffer
manager is updated to point to the full page. From now on, the mini
page is called partially promoted and all requests to the mini page
are forwarded to the full page. It is only safely garbage collected,
once the last transaction unfixes it. This is guaranteed to happen,
as the page mapping table points to the full page and therefore
no new references to the mini page are created. This feature is
convenient for the data structures using mini page because this way
its reference to the mini page is not invalidated when a promotion
happens. Thus, a promotion is hidden from data structures and
does not incur additional complexity.

3.3 Pointer Swizzling
While the buffer pool, allows the system to benefit from the low
latency DRAM cache, it also introduces a non-neglectable overhead.
In this section, we introduce pointer swizzling, a technique that
reduces this overhead (mainly the page table lookup) by dynam-
ically replacing page ids with physical pointers. In a traditional
buffer manager (DRAM+SSD/HDD), this overhead is only notice-
able if most of the working set fits into DRAM. Otherwise, the
page has to be loaded from SSD/HDD anyway, which is orders of
magnitude slower compared to the hash table lookup. In contrast to
traditional buffer managers, in our proposed system, this overhead
is also relevant for larger workloads. We cannot hide the overhead



behind even slower loads because (a) these loads are not that much
slower (NVM latency is a lot lower than that of flash) and (b) the
amount of data read is much less due to the cache-line-grained
loading. Therefore, it is important for our system to minimize these
management overheads as much as possible.

Pointer swizzling has recently been proposed in the context of
traditional buffer managers (DRAM + SSD/HDD) [17]. The idea is
to encode the address of the page directly in the page identifier for
DRAM-resident pages. Themost significant bit of the page identifier
determines whether the remaining bits constitute a page identifier
or a pointer. Thus, when accessing a page, the system first checks
whether the most significant bit is set. If so, the remaining bits
encode a pointer that can be dereferenced directly. Otherwise, the
remaining bits are a page identifier and the system has to check the
hash table in the buffer manager to find the page or load it from
NVM if not present. This way, the hash table lookup is avoided for
DRAM-resident pages and thereby the overhead is reduced to a
single branch.

Figure 5 illustrates our implementation of pointer swizzling.
On the left-hand side, the buffer manager’s page mapping table
is shown. It maps page identifiers (numbers in the table) to pages
(represented by arrows). The example shows a B-tree with one root
node (pId 6) and three leaf nodes: The first one (pId 7) is a swizzled
leaf. The root can use a pointer (blue arrow) to access it instead of
the page id. The second one (pId 5) is a normal leaf (not swizzled)
and the third one (pId 8) is a swapped out leaf—currently not
located in DRAM.

In the example, the root page has one swizzled child (as indi-
cated by the cnt) field. A page with swizzled children can never be
swapped out because the pointer to the swizzled child would be per-
sisted. When a swizzled page (the left child with page identifier 7 in
the example) is swapped out, it needs to update its parent (located
via the par pointer): First, it decreases the child count, which is
located at a fixed offset. Second, it converts the pointer pointing to
itself back into a normal page identifier. The location of this pointer
can be found using the offset field (off). The parent pointer (8 byte)
and the offset (2 byte) require an additional 10 byte of space in the
page header and therefore still fit into the mini page (1 cache line)
and full page header (2 cache lines). Pointer swizzling is compatible
with various data structures (trees, heaps, hashing); it only requires
fix-sized pages and these additional header fields.

Consider a swizzled mini page. When a mini page is promoted to
a full page, the swizzling information needs to be updated as well.
This happens when the partially promoted mini page is unfixed.
Until then it acts as a wrapper around the full page. When it is
unfixed, the pointer in the parent page needs to be redirected to
the full page. In addition, the pointer to the parent (par) and offset
(off) in the mini page need to be copied to the full page.

4 THREE-TIER BUFFER MANAGEMENT
So far we have presented cache-line-grained loading, mini pages,
and pointer swizzling as building blocks for an efficient DRAM
buffer pool over an NVM storage layer. The next step towards our
goal of building a storage engine that scales across the NVM and
SSD hierarchy (cf. Figure 1) is to add flash (SSD) as a third layer. Such
a three-tier design drastically increases the maximum workload
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Figure 6: Page Life Cycle – There are five possible page transi-
tions and the three critical decisions (DRAM eviction, NVM admis-
sion, and NVM eviction).

size in comparison to that of an in-memory or NVM-only system.
This section describes the involved buffer replacement strategies
and a low overhead way of adding this third layer.

Although adding support for SSDs does not improve perfor-
mance, it is still important, as it allows for the management of larger
data sets and can also be more economical: Real-world data is often
hot/cold clustered (e.g., older data is accessed less frequently). To
process the hot data as fast as possible, it should reside in main
memory. But it is neither a good practice to keep the cold data in
a separate system nor is it cheap to buy huge amounts of DRAM
to obtain enough storage to keep the cold data in DRAM as well.
Our layered approach solves this problem by providing close to
main memory speed for the hot data (provided it fits into DRAM)
while also supporting cheap SSD storage for cold data in a single
system. Beyond other systems, it even allows one to compactify the
individual working sets of an application via mini pages.

4.1 Design Outline
In our three-tier architecture, buffer management is done by using
both NVM and DRAM as selective caches over the SSD storage
layer (Section 4.2). Pages are only accessed (read and written) in
DRAM, and write ahead logging (WAL) is used to ensure durability.
When a page is evicted from DRAM, it is either admitted to NVM
or written back to SSD, depending on how hot the page is.

To locate pages on NVM, a page table (similar to the one in
DRAM) is required. To avoid overheads, this can be implemented
by using a combined page table for both DRAM andNVM—reducing
the number of table lookups from two to one (Section 4.3).

For recovery (Section 4.4), we propose using textbook-style write
ahead logging and an ARIES-based restart procedure. In a three-tier
architecture, it becomes necessary to reuse the content of NVM-
resident pages to allow for faster restarts. Therefore, the content of
the combined mapping table is reconstructed after a restart.



4.2 Replacement Strategies
A three-tier architecture needs to manage two buffer pools (DRAM
and NVM) instead of one. In this section, we detail the page transi-
tions that can occur and describe the three necessary replacement
decisions: DRAM eviction, NVM eviction and NVM admission. The
process is illustrated in Figure 6 and can be used as an overview.

Initially, all newly-allocated pages start out on SSD. When a
transaction requests a page, it is loaded directly and completely into
DRAM ( 1 ). The pages are loaded completely because the block-
based device only allows for a block-based access. We do not put
pages into NVM when they are loaded from SSD because accesses
are served directly from DRAM and putting them into NVM as
well would only waste NVM memory. Pages are only admitted to
NVM when they are swapped out of DRAM. Pages loaded directly
from SSD are not NVM-backed and therefore cannot operate in a
cache-line-grained fashion. This is only possible when the page is
loaded from NVM ( 2 ) and therefore NVM-backed.

When there are no more free slots available in DRAM, the buffer
manager needs to evict any of the DRAM-resident pages ( 3 ) in
order to make room for a new one. DRAM eviction is the first out
of three decisions our buffer manager has to perform. The goal is
simply to keep the hottest pages in DRAM. We use the well-known
clock (or second chance) algorithm, which performs reasonably
well in both overhead and quality. It continuously loops through
all pages in the buffer pool and swaps those pages out that have
not been touched since the previous iteration.

Once a page is chosen to be evicted from DRAM ( 3 ) and is
not already resident in NVM, it is considered for NVM admission,
which is the second out of three decisions. This decision is a more
difficult one because the goal is to identify warm pages instead of
hot pages. It has been studied in the context of the ARC replacement
strategy [34], where two queues are used to identify warm pages
in order to optimize the replacement of hot pages in a two-layer
system. Building on this idea, we use one set, which we call the
admission set, to identify recently accessed pages. The idea is to
admit pages to NVM that were recently denied admission. Each
time a page is considered for admission, the system checks whether
the page is in the admission queue. If so, it is removed from the set
and admitted into NVM ( 4 ). Otherwise, it is added to the set and
remains only on SSD ( 5 ). By limiting the size of the admission set,
we make sure that it only contains pages that were recently consid-
ered for admission. This way, pages that are frequently swapped
out of DRAM are admitted into NVM, but those that are only loaded
once do not pollute NVM.

The third replacement decision is NVM eviction, i.e., choosing
a page to be swapped out of NVM ( 6 ) when a new page is admitted.
To keep our implementation simple, we also use the clock algorithm
for this decision; however, as this is a rather expensive operation
(writing a page (16 kB) to NVM and, if it was dirty, to SSD), one
could opt for a slower algorithm that in turn yields better quality.

4.3 Combined Page Table
For workloads fitting into NVM, the third layer (SSD) is not used
and should therefore not cause an overhead. We achieve this by
the use of a combined page table, which stores both mappings (page
identifier 7→ DRAM location and page identifier 7→ NVM location)
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Figure 7: Single-Table Mapping – Using one hash table for
DRAM and NVM-resident pages eliminates most overhead for man-
aging the SSD layer. The hash table entries are identified by their
location in memory (DRAM or NVM).

in one hash table. The resulting structure is shown in Figure 7.
When retrieving a page, the memory address of the page can be
used to determine whether it is located in DRAM or NVM. If a
page is not found in DRAM, its NVM-resident copy is still found
and can be directly used without an additional hash table lookup.
Therefore, there are no extra steps involved compared to a two-
layer system. However, the size of the hash table differs because of
the additionally stored mapping for NVM pages. According to our
experimental results, the introduced overhead is less than 5 %.

4.4 System Restart
The page mapping table is performance critical and is therefore
stored in DRAM. After a restart, it needs to be rebuilt instead of re-
covering solely from SSD, which would have two major drawbacks:
First, the time until the system can process the first transaction
would be higher because more log entries have to be replayed, as
the SSD version of the pages are older than the NVM version. Sec-
ond, once the system is restarted, it takes a longer time to reach the
pre-crash throughput again because not only the DRAM cache but
also the NVM cache is empty. Therefore, our system reconstructs
the page mapping table after a restart. This requires scanning over
all NVM pages, reading their page identifiers and adding them to
the DRAM-resident page table. This technique was not feasible for
slow non random access mediums (like flash or HDD) but performs
reasonably well for NVM. Reading the page identifiers for 100GB
of NVM takes slightly less than 1 second, but allows for a faster
restart.

5 EVALUATION
In this section, we present an experimental analysis of our proposed
architecture and compare it with other NVM management tech-
niques. To provide a fair comparison, all evaluated architectures
are implemented within the same storage engine. Consequently, all
systems use the same logging scheme, B+-tree, and test driver. The
only difference is the way DRAM, NVM, or/and SSD are accessed.
This allows us to measure the difference between the architectures
mostly independent of individual implementation choices.

5.1 Experimental Setup
We conduct our experiments on the Crystal Ridge Software Em-
ulation Platform (SEP) provided by Intel [14]. It is a dual-socket



system equipped with Intel(R) Xeon(R) CPU E5-4620 v2 processors
(2.6GHz, 8 cores, and 20MB L3 cache). This processor is extended
to include the clwb instruction and is able to configure the NVM
latency between 165 ns to 1800 ns (unless otherwise noted, 500 ns
are used). The clwb instruction in combination with memory fences
(sfence) is used to persist a certain cache line. Unlike the clflush
instruction, it does not invalidate the cache line, thus triggering a
reload on the next access, but only writes it back to the underly-
ing memory and marks it as unmodified. We use the libpmem [1]
library from the libpmem.io stack as a platform-independent wrap-
per around these instructions. The machine is equipped with 48GB
of DRAM, out of which 32GB are connected to the first socket. To
avoid NUMA effects, we conduct our experiments exclusively on
this socket. The simulated NVM-DIMMs are exposed as a block
device, which is formatted as an ext4 file system and mounted
with DAX (direct access) support enabled. This file system is then
mapped into the address space of our process and can be directly
accessed without file system overheads due to DAX. Note that
buffer-managed systems do not require a special NVM allocator [38]
because pointers into or the dynamic allocation of NVM are not
used.

We implement each table as a B+-tree using C++ templates
and 16 kB pages (page size is not restricted to the OS’s virtual
memory page size). The B-tree uses binary search and stores key
and payloads in separate arrays (sorted by keys).

When ingesting data in preparation for a benchmark, the load
factor of the B-tree is configured to 0.66. The term data size is used to
describe the total memory consumption of the B-tree after loading
the data. Therefore, if the flat data is 5GB in size, the resulting
data size would be around 7.5GB due to the tree structure and
the load factor. Transactions are executed on a single thread. By
using no-steal and no-force in the buffer manager in combination
with traditional write ahead logging (WAL), we ensure durability.
In all experiments, the transactions and the code executing them
are implemented in C++ and compiled together with our storage
engine into one binary.

5.2 Workloads
We used YCSB and TPC-C in our experiments, which mostly use
OLTP-style transactions. These are better suited to evaluate a stor-
age engine, as they pose a greater challenge than OLAP-style full
table scans.

YCSB is a popular key-value store benchmark framework [11].
It consists of a single table with a 4 byte primary key and 10 string
fields of 100 byte each. YCSB defines simple “CRUD”-style oper-
ations on this table, which can be combined into workloads. In
the YCSB experiments, we focus on point lookups, updates, and
range scans (inserts and deletes are evaluated using TPC-C). We
use Zipf-distributed (z = 1, non clustered popular keys) keys to
model real-world data skew [20]. The corresponding row is located
in the table and a (uniformly) randomly chosen field is read (lookup,
range scan) or updated (updates). We define three workloads, which
are generalizations of the five pre-defined example workloads (A-E)
in YCSB.

YCSB-RO uses 100 % point lookup operations (same as YCSB
“Workload C”).
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Figure 8: YCSB-RO – Performance for varying data sizes on read-
only YCSB workload. The capacity of DRAM, NVM, and SSD is set
to 2GB, 10GB, and 50GB, respectively.
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Figure 9: TPC-C – Performance in TPC-C for an increasing num-
ber of warehouses. The capacity of DRAM, NVM, and SSD is set to
2GB, 10GB, and 50GB, respectively.

YCSB-R/W uses x% update and (100 − x)% point lookup oper-
ations, where x can be configured between 0 to 100 (config-
urable mix of “Workload A” and “Workload C”).

YCSB-SCAN uses 100 % range scan operations. Each one has
a random length between 1 and 100 (like “Workload E”, but
without the 5% inserts).

TPC-C is considered the industry standard for benchmarking
transactional database systems. It is an insert-heavy workload that
emulates a wholesale supplier. Like most research TPC-C imple-
mentations (e.g., [25, 42]), we do not implement think times.

5.3 Architecture Comparison
In this paper, we set out to design a system that performs well in
all three layers (DRAM, NVM, and SSD) of next generation servers.
This experiment compares the performance of different storage



engines with two workloads: YCSB-RO (in Figure 8) and TPC-C
(in Figure 9). In both scenarios, we use 2GB of DRAM, 10GB of
NVM and 50GB of SSD. The horizontal axis increases the workload
size by 1GB at a time starting at 1GB up to 15GB.

The figures are divided into three areas by two dashed lines that
show the capacity of DRAM and NVM. Therefore, the area on the
left shows the performance for workloads fitting completely into
DRAM; the one in the middle covers workloads fitting into NVM
and the one on the right is for workloads exceeding NVM capacity.
In the following, we describe the behavior of the different storage
engines in these areas.

DRAM Area: For both workloads the main-memory variant
( ) performs best (YCSB-RO with 3.6MTx/s and TPC-C with
88 kTx/s). It is clear that it is impossible for any buffer-managed
architecture ( , , ) to outperform a main memory system
in this area. The overheads of fixing and unfixing pages and, in
the case of our proposed system, checking the residency of indi-
vidual cache lines can be minimized but never completely avoided.
The basic buffer manager for DRAM and NVM ( ) and the tradi-
tional buffer manager for DRAM and SSD ( ) have roughly the
same throughput as our approach ( ) in the DRAM area. The key
differences related to performance are pointer swizzling and the
cache-line-grained access. Mini pages do not play a role here, as
they are rarely used (without the need to swap pages out, every
page becomes a full page eventually). Our system needs to check
whether a cache line is resident before accessing it. But, as the figure
shows, the pointer swizzling speedup is higher than the cache-line-
grained access slowdown. If the Basic NVM BM or the traditional
one was extended to use pointer swizzling as well, they would come
out slightly ahead. The NVM Direct system ( ) performs worst
in the first area because it does not use the fast DRAM but only the
slower NVM.

NVM Area: In the NVM area, the line for the main memory
system ( ) vanishes, because such a system cannot support work-
loads exceeding the size of DRAM. The NVM Direct system ( )
is not impacted by the fact that the workload no longer fits into
DRAM, as it is not using DRAM. Its performance is decreasing
because of the growing workload size and the fewer L3 cache hits.
The two buffer management systems suffer a lot, as they have to
start swapping pages in and out of SSD. The throughput of Basic
NVM BM ( ) and the SSD BM ( ) drop below that of NVM
Direct because page misses are more likely (due to the lack of mini
pages) and each page miss needs to retrieve an entire page (due to
the lack of cache-line-grained pages). Our three-tier system ( )
also drops in performance, but is still able to outperform the NVM
Direct system due to the benefits of caching data in DRAM. The
performance decrease is less severe in TPC-C than in YCSB-RO.
This can be explained by the fact that the working set (the hot data)
in TPC-C is only a portion of the entire data and can therefore be
better cached in the buffer-managed systems.

SSD Area: In the last area, the NVM Direct system ( ) and the
Basic NVM BM ( ) can no longer handle the large amounts of
data and therefore no longer show up in the figure. Our system
( ) has another performance drop, as it needs to load more and
more data from SSD now. In the TPC-C experiment, this drop is
delayed and does not occur right after the dashed line, as the hot
data still fits into NVM at this point. Only when scaling the data size
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Figure 10: Performance Drill Down – Effect of proposed opti-
mizations relative to a traditional buffer manager on NVM (YCSB-
RO with 10GB of data, read only, 2GB DRAM, and 10GB NVM).

up to around 90 warehouses does it start accessing SSD and drops
in performance. This drop is unavoidable because even a single
SSD access (around 1millisecond) every 26 transactions (number
of transaction executed per 1millisecond at 90 warehouses) will
cut the transaction rate in half. On the very right of both figures
(15GB of data), the performance advantage of having NVM is still
present. The SSD BM ( ) is a factor of 4.3 slower in YCSB-RO and
2.8 in TPC-C.

These results show that a carefully engineered buffer manager
can outperform an NVM direct system, be competitive with an in-
memory system and greatly speed up workloads exceeding NVM
capacity.

5.4 Performance Drill Down
Traditionally, buffer management is viewed as a technique with
high overhead [21]. Therefore, working directly on NVM is, initially,
a good idea. In this section, we show that by leveraging the novel
properties of NVM (mainly byte addressability), it becomes possible
to outperform an NVM in-place engine. We first break down the
performance gains of the individual techniques proposed in our
architecture and then analyze their overheads. In both experiments,
we use 2GB of DRAM, 10GB of NVM, and around 6.5million tuples,
which amount to roughly 10GB.

5.4.1 Performance Gains Breakdown. The benefits of the pro-
posed techniques are shown using YCSB-RO in Figure 10. We first
measure the performance of our system configured as a Basic NVM
BM and then cumulatively enable the optimizations proposed in
this paper (cache-line-grained pages, mini pages and pointer swiz-
zling). The performance of the improvements is given relative to
that of the Basic NVM BM. For comparison, we also added a line
showing the performance of the NVM Direct engine.

As the first improvement, we add cache-line-grained accesses,
as described in Section 3.1. It allows the buffer manager to load
individual cache lines fromNVM instead of having to load the entire
page, which dramatically reduces the number of loaded cache lines
by a factor of 55 from around 652.5M to 11.8M.

The next improvement are mini pages, which are detailed in
Section 3.2. These pages can store less cache lines compared to a
full page, but in turn also require less storage. This allows them to
use the available DRAM more efficiently because, on many pages,



only a few cache lines are touched and thus more hot tuples are
kept in DRAM. Using mini pages, the number of loaded cache lines
is reduced by a factor of 2 and ends up at 5.6M.

The last improvement, introduced in Section 3.3, is pointer swiz-
zling. It essentially avoids the costly hash table lookup to map the
page identifier to a page and replaces it with a single branch and
a pointer chase for hot pages. Thus, lowering the overhead of the
buffer manager indirection and making it more competitive with
the architectures that do not require this indirection.

Overall, the experiment shows that it is possible to leverage the
system’s DRAM to increase the throughput by deploying a buffer
manager. It also shows that it is necessary to specifically optimize
buffer managers for NVM to achieve good performance on these
new systems.

5.4.2 Overhead Analysis. On the other side, the proposed opti-
mizations also have overheads associated with them. To show these
CPU overheads, we measure YCSB-SCAN using a fill factor of 100%.
We start with our base line, the “Basic NVM Buffer Manager” in the
first row, and cumulatively add our optimizations showing their
throughput relative to the baseline:

Small Scan
(range = 100)

Full Scan
(range = |table|)

Basic NVM BM (100%) 50 000 scans/s 0.34 scans/s
+ Cache-Line-Grained 104.2 % 91.3 %
+ Mini Pages 93.1 % 90.8 %
+ Pointer Swizzling 93.8 % 90.9 %

While the base line implementation loads each page completely
during the scan, the cache-line-grained one loads each tuple individ-
ually. Due to the perfect fill rate of leaf pages, almost no loads are
avoided when all tuples on a page are needed. But, for small scans,
cache-line-grained loading still benefits, as only around 3 pages
(50 tuples) are touched and the pages on the edges of the range are
not read completely. In the case of the full table scan, each page is
loaded completely and the tracking of individual cache lines has
no benefit and thus reduces the throughput.

The use ofmini pages is almost never beneficial for scans because
due to the large YCSB tuples, the mini pages are promoted as soon
as more than 1 tuple is accessed. This happens frequently in both
cases, therefore, the system suffers in throughput.

Lastly, the use of pointer swizzling has little effect on the perfor-
mance of scans, as it is only used for finding the starting point of
the scan. The only difference is an additional branch when fixing
and unfixing a page during the scan and the increased memory con-
sumption (16 byte of additional data in the buffer frames header).

This experiment shows that the proposed techniques incur amax-
imum overhead of around 10 %. Note, however, that this overhead
can trivially be avoided using a hinting mechanism that selectively
disables cache-line-grained and mini pages for full table scans.

5.5 Hybrid Structures
Using only NVM can result in sub-optimal performance due to its
fairly high latency. Therefore, some NVM-optimized data structures
incorporate DRAM into their design. One recent proposal of a
hybrid data structure is the FPTree [39]. It is a B+-Tree that places
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Figure 11: Hybrid DRAM-NVM Systems – Uniformly dis-
tributed lookup keys in tree with 100M 8 byte keys values pairs.

its leaf nodes in NVM and its inner nodes in DRAM, thus gaining
fast lookups (as inner node traversal is fast due to low DRAM
latencies) and still being durable (as leaf nodes are in NVM and can
be used to reconstruct inner nodes upon a restart).

In the experiment shown in Figure 11, we compare our approach
with a reimplementation of the FPTree. For a fair comparison, we
use the same experimental setup as the original FPTree paper:
Uniformly-distributed point lookups in a single tree with 8 byte
integer keys and values. As in the paper, the FPTree is configured to
use 4096 entries in inner pages (64 kB) and 56 entries in leaf pages
(960 B). Our tree uses a page size of 16 kB for all nodes (around
1000 entires). We use 100M tuples, resulting in a tree size of roughly
2.5GB in both systems. The horizontal axis depicts the percentage
of pages that fit into DRAM for the buffer-managed systems.

The results show that our system ( ) can only outperform the
FPTree ( ) when 100 % of the data fits into the DRAM cache. This
is caused by a different leaf node layout in the trees: While our
leaves use a sorted array of keys and binary search, the FPTree uses
a hash-based leaf node layout (“fingerprints”). For point lookups,
this layout allows the FPTree to reduce the number of NVM accesses
in leaf nodes (from around 8 down to 2).

However, our proposed three-tier architecture is agnostic to
the leaf node design. Therefore, we can optimize our leaves for
point lookups by implementing a hashing structure (based on open
addressing). The resulting system ( ) remains competitive with
the FPTree, even with lower DRAM cache sizes. While a hashing
layout performs well for point lookups, it introduces overheads for
scans (the nodes need to be sorted just in time) and lower bound
queries (nodes need to be scanned completely).

The most important advantage of a buffer-managed approach re-
garding performance is that it is able to adapt to skewed workloads.
In this experiment (Figure 11), we measured a uniformly-distributed
access pattern, which is the worst case for caching. When using
a Zipf distribution (z = 1), the buffer-managed system is able to
cache larger portions of the data with limited DRAM. This achieves
a 30 % higher throughput at 50 % DRAM and only slightly drops
beneath the FPTree line at 10 % DRAM.

5.6 Impact of NVM Characteristics
As of today, NVM is not commercially available as a byte address-
able storage device. Therefore, there is still uncertainty about the



200 600 1,000 1,400 1,800
0

1

2

NVM latency [ns]

YC
SB

-R
O
Th

ro
ug

hp
ut

[M
Tx

/s
]

3 Tier BM
NVM Direct
Basic NVM BM

Figure 12: NVM Latency – The impact of varying NVM latencies
on the YCSB-RO performance (YCSB with 10GB of data, read only,
2GB DRAM, and 10GB NVM).

exact characteristics of the hardware. In this section, we evaluate
how the NVM latency and capacity impact the individual engines.

5.6.1 NMV Latency. We first investigate how the three systems
perform under various NVM latencies. Our test platform allows us
to vary the latency between 165 ns to 1800 ns. We use the YCSB-RO
workload to determine in which areas the benefit of a buffer man-
ager outweigh the incurred overheads. The data size is 10GB, the
NVM capacity is 10GB, and the DRAM capacity is 2GB. The results
are shown in Figure 12. The vertical axis shows the throughput,
while the horizontal one depicts the various NVM latencies.

At the lowest possible latency (around 165 ns), the NVM Di-
rect system ( ) is slightly faster than our NVM optimized buffer
manager ( ). At this point, the DRAM latency advantage is too
marginal for a buffer manager to be beneficial. With increasing
NVM latency, all systems become slower, but the buffer-managed
ones are not as much impacted by the latency increase because they
use the constantly fast DRAM as a cache. The NVM Direct system,
on the other hand, loads all its data from the increasingly slow
NVM. Starting at a latency of around 300 ns, the buffer manager
outperforms the NVM Direct system.

The Basic NVM BM ( ) also decreases in performance with
an increasing NVM latency. The slope of the curve suggests that
for even higher latencies, this non-optimized approach would also
outperform the NVM Direct system. This is because the fast DRAM
cache becomes more valuable as the latency difference between
NVM and DRAM increases.

5.6.2 NVMCapacity. Besides latency, the exact capacity of NVM
is another unknown parameter. In this experiment, we look at the
ratio between the capacities of DRAM and NVM. The results are
shown in Figure 13. The NVM capacity is fixed at 10GB. The DRAM
capacity is increased from 100MB up to 10GB (horizontal axis).
Consequently, a value of 20 % implies a DRAM capacity of 2GB.

The NVM Direct engine ( ) is not impacted by the changing
ratio between NVM and DRAM, as it is not using DRAM. The
other two engines benefit from more DRAM. The Basic NVM BM
( ), however, requires a lot more DRAM (around 80 % of NVM)
to outperform the NVM Direct engine. The 3 Tier BM ( ), on
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Figure 13: DRAM Buffer Size – YCSB-RO performance for vary-
ing amounts of DRAM and a fixed NVM capacity (YCSB with 10GB
of data, read only and 10GB NVM).

the other hand, outperforms the NVM Direct engine very early on
(around 7 %). In addition, it is worth noting that starting at around
85 %, the 3 Tier BM does not require any NVM accesses anymore
due to the mini pages. Thus, from this point on, the performance
remains constant.

6 RELATEDWORK
NVM will likely trigger a drastic redesign of existing database
systems. In this section, we first analyze the state of the art for
integrating NVM into database systems at the storage layer before
discussing other aspects.

The SOFORT database engine [36, 40] proposes a copy-on-write
architecture for NVM. All primary data is placed and modified
directly in NVM, thus eliminating the need to load it into main
memory after a restart. This way, SOFORT is able to achieve an
almost instantaneous restart and can resume working at a pre-
shutdown throughput instantly. The placement of secondary data,
like indexes, can be considered a tuning parameter: Placing sec-
ondary data in main memory allows the user to increase system
performance due to the lower latencies, but it also increases the
restart time, as the data needs to be reconstructed.

For systems that modify primary data directly in NVM, one
interesting question is the endurance of this storage technology.
NVM has a limited endurance [35], i.e., a given NVM cell will fail
after a certain number of write operations. Therefore, Arulraj et
al. [4] compare three generic approaches for data management on
an NVM-only architecture: in-place updates, copy-on-write and
log-structured (LSM) system. Their experiments suggest that an
in-place update architecture is usually best, as it delivers good
throughput while minimizing the wear on the NVM hardware. This
is not a coincidence, as these two goals (maximizing endurance
and throughput) are in support of each other: By minimizing the
number of accesses to NVM, one also improves performance, due
to the, compared to DRAM, relatively high NVM latency.

FOEDUS [25] tries to take advantage of this finding: Modify-
ing data directly on NVM has the advantage of fast restart times,
but it suffers from a higher access latency, leaves the available
DRAM unused, and wears out the NVM. FOEDUS therefore uses a



two-layered approach: data can reside either on NVM or DRAM.
The idea is similar to classic disk-based systems: The memory is
divided into fixed-size pages, which are loaded from NVM into a
DRAM-resident buffer pool for read and write operations. In order
to update the persistent state on NVM, FOEDUS periodically runs
an asynchronous process that updates the NVM-resident snapshot
using the databases log.

The SAP HANA in-memory database system integrates NVM
by utilizing its “delta” and “main” storage separation [2]. The im-
mutable and compressed bulk of the data (“main”) is stored on
NVM, while the updatable part (“delta”), which contains recent
changes, remains in main memory. This simple approach nicely
fits HANA’s architecture, but is not applicable to most database
systems. Another specific way of exploiting NVM is to use it as a
cache for LSM-based storage [30].

Microsoft Siberia [15] is an approach for extending the capacity
of main-memory database systems. By logging tuple accesses [31],
infrequently-accessed tuples are identified and eventually migrated
to “cold” storage [15] (e.g., SSD). This high-level concept could
also be used to add support for NVM-based cold storage for main-
memory systems.

There are also proposals to integrate persistency into NVM-
resident data structures. However, performing in-place updates
on NVM requires customized data structures to avoid data cor-
ruption [9]. Multiple NVM-specialized data structures, including
CDDS Tree [43], HiKv [46], NV-Tree [47], FPTree [39], WORT [26],
wBTree [10], and BzTree [3], have been proposed. These data struc-
tures optimize the node layout for NVM and explicitly manage
persistency using appropriate cache write back instructions. In our
design, in contrast, the data structure design is largely transpar-
ent to the storage engine (except for the requirement of fixed-size
pages). Furthermore, since the storage engine takes care of persis-
tency, write back instructions are inserted automatically.

In contrast to the approaches discussed above, we propose trans-
parently integrating NVM into the memory hierarchy. While some
systems use NVM mostly as a means to achieve durability or to
extend the main memory capacity, in our approach, NVM is an
integral part: We leverage not only the persistency but also the
byte addressability by loading individual cache lines from NVM
into DRAM. This way, we can deploy variable-size pages, which
allow us to keep hot tuples in DRAM instead of hot pages.

Our three-layer architecture unites DRAM, NVM, and SSD into
one transparent memory, thus enabling workloads that far exceed
the capabilities ofmain-memory databases.We are, to the best of our
knowledge, the first to study memory management in a database
context for DRAM, NVM, and SSDs. Three-layer architectures have
already been investigated [8, 12, 23, 32, 33] for different storage
layers (namely: DRAM, SSD, HDD). However, the vastly different
properties of NVM (low latency and byte addressability) compared
to traditional durable storage technologies (SSD and HDD) requires
a drastically different architecture. For instance, when loading data
from SSD, it has to be done in a page-grained fashion. This is neither
required nor the most efficient way of dealing with NVM.

While this paper focuses on storage, NVM also poses challenges
and opportunities for other aspects, for example, for testing [37],

memory allocation [38], and query processing [44]. Another compo-
nent affected by NVM is logging/recovery [5, 16, 22, 36, 45]. Write-
behind logging [5], for example, is a recovery protocol specifically
designed for multi-version databases that use NVM as primary
storage. On commit, all newly-created changes of a transaction
(versions) are persisted—instead of only persisting the traditional
write-ahead log. While our current implementation uses write-
ahead-logging and single-version storage, it would also be possible
to combine our storage engine with write-behind logging. We defer
evaluating different logging and recovery schemes to future work.

The pmem.io library [1] is the de facto standard for managing
NVM. It offers various abstraction levels, from low-level synchro-
nization utilities (libpmem) to full-fledged transactional support
(libpmemobj). Like all NVM-optimized database systems, we use the
low-level primitives in order to have full control over persistency.

7 CONCLUSIONS
NVM will have a major impact on current hardware and software
systems. We evaluated three approaches for integrating NVM into
the storage layer of a database system: One that works directly on
NVM, a FOEDUS-style buffer manager based on fixed-size pages,
and our novel cache-line optimized storage engine. We found that
by taking the byte addressability into account, it becomes possible
to outperform the other two approaches while supporting large
data sets on SSD as well.

This result is achieved using a number of techniques. While
a traditional buffer manager loads entire pages, we use NVM’s
byte-addressability to load individual cache lines instead, reducing
the transferred memory between DRAM and NVM enormously.
Enabled by the cache-line-grained pages, we introduce mini pages,
which store only a few cache lines but also use less memory. These
pages use the limited DRAM capacity more efficiently. We also
optimized our buffer manager for in-memory and in-non-volatile-
memory workloads by using pointer swizzling. This enables us
to be competitive with in-memory DBMSs and systems working
directly on NVM. In summary, we ended up with a system that
achieved a performance close to that of main-memory database
systems if the workload fits into DRAM. At the same time, our
system performs better than NVM-only systems if the workload
fits into NVM and similar to disk-based performance for even larger
workloads.

In isolation, each of these techniques is either well-known or
fairly simple. The novelty comes from combining these ideas into
a coherent and effective system design. We argue that conceptual
simplicity is a major advantage, or in the words of Jim Gray:

“Don’t be fooled by the many books on complexity or by the many
complex and arcane algorithms you find in this book or elsewhere.
Although there are no textbooks on simplicity, simple systems work and
complex don’t.” [19]
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A APPENDIX
A.1 Multi Threading
In this paper, we compared 5 radically different storage system de-
signs. To keep the implementation effort reasonable and the compar-
ison fair, all implementations and experiments are single-threaded.
However, given current hardware trends, any modern storage en-
gine should efficiently support multi-threading. The FOEDUS [25]
and LeanStore [27] projects have shown that page-based storage en-
gines can efficiently be synchronized for modern multi-core CPUs.
The two key techniques for achieving this are version-based latches
that allow readers to proceed optimistically without physically ac-
quiring latches [29], and epoch-based memory reclamation [42].
Another alternative for implementing synchronization is hardware
transactional memory, which has been shown to be effective at syn-
chronizing B-trees [24, 28, 39]. In the following, we discuss some
additional synchronization aspects of our design. We assume the
use of per-page, version-based latches (and do not rely on hardware
transactional memory).

Cache-line-grained accesses may cause a read to physically
change a page if the requested page is not yet resident. There-
fore, such “cache line faults” make it necessary to upgrade the page
latch to exclusive mode. Note that this only affects a single (leaf)
page and is therefore unlikely to cause contention. Furthermore,
frequently-accessed (hot) pages will generally be fully resident and
will therefore not cause latch upgrades for read accesses. Another
aspect that requires some care is the promotion of mini pages to a
full pages, which becomes necessary once more than 16 cache lines
have been accessed. Promotion is done by exclusively latching the
mini page (source) and the full page (destination) before copying
the data.

In traditional (textbook-style) buffer managers, the mapping ta-
ble itself often becomes a synchronization bottleneck because all
page accesses have to touch this data structure. In our design, in
contrast, all frequently accessed pages will be swizzled. Accessing
a hot page therefore does not require accessing the mapping ta-
ble. Finally, regarding the replacement strategies, to achieve good
scalability, decentralized algorithms like Second Chance should be
preferred over centralized ones like LRU.

A.2 Scaling the Data Size
In this section, we evaluate the performance of the proposed system
under larger workloads. The results of this experiment are shown
in Figure 14. The vertical axis shows the throughput in million
transactions per second. On the horizontal axis, we scale up the
number of tuples and the capacity of the database proportionally.
The axis shows the data size, which is the required space for the
tuples once loaded into a B-tree. The DRAM capacity is set to a
fifth of that of NVM.

Starting at the bottom, the Basic NVM BM ( ) is dominated by
the cost of reading entire pages from NVM. Therefore, the through-
put is barely impacted by the increasing number of tuples or the
larger control structures in the database.

The NVM Direct system ( ) and the 3 Tier BM ( ) both drop
in performance as the workload size is increased. But this decrease
is a lot more severe for the NVM Direct system (almost a factor of
two). This can be explained by the decreasing ratio of hot tuples
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Figure 14: Large Workloads – YCSB-RO point lookup perfor-
mance for large workload sizes. The NVM capacity is configured
to match the data size, and the DRAM capacity is set to a fifth of
that of NVM.
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Figure 15: Update Performance – YCSB-R/W performance with
an increasing amount of write transactions (YCSB with 10GB of
data, 2GB DRAM, and 10GB NVM).

fitting into the L3 cache. Therefore, it is important to measure larger
workloads when working with NVM, as the L3 cache can speed up
small ones and hide the difference between DRAM and NVM.

Finally, there is a bump in the performance of the 3 Tier BM.
Before it starts to drop at around 30GB, the performance increases.
This is an artifact of the Zipf distribution generator we used. The
ratio of accessed pages that fit into the buffer pool increases up to
30GB.

A.3 Updates
We now analyze the impact of writes. To do this, we set up an ex-
periment where we run YCSB with an increasing amount of update
transactions. The results are shown in Figure 15. The horizontal
axis shows the percentage of update transactions, while the ver-
tical one depicts the throughput. We, again, measured the three
competing systems: Our NVM-optimized buffer manager ( ), the
system working directly on NVM ( ) and a basic buffer manager



for NVM ( ). The systems are configured to use 2GB of DRAM
and 10GB of NVM. The size of the workload is 10GB, just fitting
into NVM.

With an increasing amount of write transactions, all systems
degrade in performance, because more log entries and more tuple
data needs to be written back to NVM. Compared to the read-only
setting, the throughput of the Basic NVM BM is only half as high
in the write-only case. The other two systems, NVM Direct and
our NVM-optimized buffer manager, still outperform the Basic
NVM BM in every setting, but also drop by a similar factor in
performance. The experiment shows that our system is as stable
as the other systems under a write-heavy workload. In addition,
consider that the figure shows a rather unfavorable configuration.
Our system would benefit from a change of the workload size in
either direction: On the one hand, with a smaller workload, the
ratio of tuples fitting into DRAM becomes higher and therefore, the
buffer manager faster. On the other hand, with a larger workload,
the NVM direct system could not run at all because it would not fit
into NVM any more.

A.4 Endurance and Wear
In the previous experiments, our system has demonstrated a large
performance benefit for workloads fitting in DRAM and has allowed
for workloads larger than the capacity of NVM.We also showed that
with write-heavy workloads, the performance remains competitive.
In this section, we show another important advantage of using the
buffer manager instead of working directly on NVM.

NVM has a limited endurance and therefore wears out and even-
tually fails. By using a buffer manager, the life-time of NVM can be
greatly increased. To back up this hypothesis, we added counters
that measure the number of writes to each individual NVM cache
line. The results are shown in Figure 16.

The vertical axis shows the number of writes for each cache line.
The cache lines are ordered by the number of writes and displayed
on the horizontal axis. Both axes are logarithmic to better visualize
the data. In the experiment, we compare a write only run of YCSB
with 10 million transactions. As in the previous experiments, the
data size is 10GB, the NVM capacity 10GB and the capacity of
DRAM 2GB.

The figure shows two advantages of our proposed system ( )
compared to the NVM Direct system ( ). First, the total number
of writes to NVM is reduced down to 4.7M from 25M. Second, and
even more importantly, these write operations are spread out a lot
more evenly. While the NVM Direct system has several cache lines
that are written to 60K times, the cache lines written to most with
the buffer-managed approach are written to 3 times. The reason for
this can easily be explained: The buffer manager caches pages that
are frequently accessed in DRAM to increase performance. As a
nice side effect, this also prevents many writes to these cache lines
in NVM.

A.5 Restart Time
One major advantage of NVM is fast recovery and restart time. In
our implementation, a write ahead log (WAL) is written to NVM.
The creation of a WAL has two advantages: First, high availability
is extremely important in a production environment and usually
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Figure 16: NVM Wear – The sorted number of writes for each
cache line (YCSB-R/W (x = 100) with 10GB of data, 2GB DRAM,
and 10GB NVM).
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Figure 17: Restart Time – Ramp-up phase for uniformly dis-
tributed lookups with 100M 8 byte key/8 byte value pairs. The en-
tire workload fits into the buffer pool.

achieved with hot standbys in the event the primary system goes
down. To keep the standby system up to date, it is necessary to
supply it with a stream of changes from the primary. Second, (in
comparison with hybrid and NVM-only systems) a write ahead log
bundles many small writes into one large sequential write at the
end of the transaction. This is beneficial considering the limited
endurance and asymmetric write latency of NVM.

In the experiment shown in Figure 17, we compare the through-
put immediately after a clean restart (until peak throughput is
reached). In the “NVM direct” system ( ), the durable storage
and the working memory are the same (both NVM). Therefore,
these systems achieve a very fast, almost instantaneous, restart,
because nothing has to be loaded explicitly (except for warming
the CPU caches). FPTree ( ), in contrast, must reconstruct its
inner pages by scanning all leaf nodes, which takes about 5 seconds
in our experiment. Once the reconstruction is completed, FPTree
reaches pre-restart throughput almost instantaneously. Traditional
buffer managed systems ( ) can begin processing transactions
immediately after a restart, but they suffer in performance due to



a cold buffer cache and high SSD latencies. The basic NVM buffer
manager ( ) is similar, but recovers much faster, as it can fill its
buffer cache from NVM instead of SSD. Our three-tier architecture
( ) needs to perform the reconstruction of the combined page
table (cf. Section 4.3), which is quite fast, however (around 200ms).
It reaches peak performance slightly more slowly than the basic
NVM BM due to mini pages, which only get lazily promoted.

A.6 Debugging Cache-Line-Grained Access
To easily detect usage failures in mini pages, we developed a debug-
ging mode that checks both reads and writes. For reads, all cache
lines within the page are marked as uninitialized memory when it
is fixed. A memory checking tool (e.g., valgrind) can then be used
to detect invalid reads. To detect invalid writes, the page initializes
all cache lines to a specific (“magic”) sequence. When it is unfixed,
it validates that only those cache lines that are marked as dirty have
been changed (false positives are possible but very unlikely).
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Chapter 3

Paper 2: Building Blocks for
Persistent Memory

This paper investigates the characteristics of Intel’s Optane DC Persistent Memory
Modules and proposes new designs for efficient storage primitives. The paper is an
extended version of a 2019 DaMoN short paper [vRVL+19].

The first part of the paper is comprised of a number of experiments to mea-
sure the basic performance characteristics of persistent memory: For instance, com-
pared to DRAM, PMem’s read latency is 3.3x higher and a persistent write takes
around 100 ns in an otherwise idl system. Further, the multi-threaded read band-
width for 6 memory modules is with 39.1 GB s−1 around 2.9x lower (113.8 GB s−1 for
DRAM) and the write bandwidth is with 12.5 GB s−1 around 7.5x lower (92.5 GB s−1

for DRAM). Lastly, the paper unveils an interesting artifact: Unlike the 64 B write
granularity on DRAM, PMem has a 256 B one.

The second part of the paper proposes a set of algorithms and programming
techniques for efficiently manipulating data on PMem:

Page Propagation: I compare two algorithms for writing larger chunks of mem-
ory (4 kB) at a time in a failure atomic way. The first one is based on copy-on-write
using out-of-place updates and the second one does in-place-updates using a write
ahead log to ensure consistency. When tracking the dirty cache lines on a page, I
found that the second algorithm can be beneficial for up to 28 dirty cache lines.

Logging: I propose PopLog, a logging algorithm that minimizes persistency bar-
riers and compare it with two well-known copy-on-write-based techniques for SSDs
and the RAWL algorithm [VTS11]. The experiment showed that for these small
writes, the performance dominating factor is the number of persistency barriers.

In-place Updates: Similar to Köppen et al. [KTB+19], I propose a technique to
update data on persistent memory in-place with a single persistency barrier. The
idea is to keep two versions of the data in a 8 B block (atomic update) and a flag that
indicates which one is valid. This approach can be very beneficial for write heavy
portions of a software system such as the meta data in a persistent memory allocator.

Asynchronous Writing: Whereas on DRAM writes slowly trickle through the
cache hierarchy, on PMem writes become synchronous operations, due to the per-
sistency barriers. I propose to use user space preemptive scheduling of multiple
logical threads of operation to avoid these stalls. In a sample implementation, based
on coroutines, I achieve speedups of up to 6.2 times over regular execution.

Contributions: The implementation and evaluation of all algorithms as well as
the writing of the paper itself was done by the first author. Co-authors helped with
the algorithm design, prove reading, and identifying related work.
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Abstract
I/O latency and throughput are two of the major performance bottlenecks for disk-based database systems. Persistent memory
(PMem) technologies, like Intel’s Optane DC persistent memory modules, promise to bridge the gap between NAND-based
flash (SSD) and DRAM, and thus eliminate the I/O bottleneck. In this paper, we provide the first comprehensive performance
evaluation of PMem on real hardware in terms of bandwidth and latency. Based on the results, we develop guidelines for
efficient PMem usage and four optimized low-level building blocks for PMem applications: log writing, block flushing,
in-place updates, and coroutines for write latency hiding.

Keywords Persistent memory · Systems · Databases

1 Introduction

Today, data management systems mainly rely on solid-state
drives (NAND flash) or magnetic disks to store data. These
storage technologies offer persistence and large capacities at
low cost. However, due to the high access latencies, most sys-
tems also use volatile main memory in the form of DRAM as
a cache. This yields the traditional two-layered architecture,
as DRAM cannot solely be used due to its volatility, high
cost, and limited capacity.

Novel storage technologies, such as Phase Change Mem-
ory, are shrinking this fundamental gap betweenmemory and
storage. Specifically, Intel’s Optane DC Persistent Memory
Modules (Optane DC PMM) offer an amalgamation of the
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best properties of memory and storage—though as we show
in this paper, with some trade-offs. This Persistent Memory
(PMem) is durable, like storage, and directly addressable by
the CPU, like memory. The price, capacity, and latency lies
between DRAM and flash.

PMem promises to greatly improve the latency of storage
technologies, which in turn would greatly increase the per-
formance of data management systems. However, because
PMem is fundamentally different from existing, well-known
technologies, it also has different performance characteris-
tics to DRAM and flash. While we perform our evaluation in
a database context, these introduced techniques are transfer-
able to other systems, as evidenced by the fact that they are
also implemented by the Persistent Memory Development
Kit (PMDK) [43]. This paper is an extended version of an
originally released paper at DaMoN 2019 [47]. While the
experiments in the original paper were conducted on a proto-
type of Intel’s PMem hardware, all numbers in this paper are
measured on commercially available PMem hardware. Our
contributions can be summarized as follows1:

– We provide the first analyses of actual (not prototyped or
simulated) PMem based on Intel’s Optane DC Persistent
Memory Modules (PMM). We highlight the impact of

1 Source code: github.com/alexandervanrenen/pmembench.
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Table 1 Server Platform—configuration of the used PMem server

CPU Intel Xeon Gold 6212U

Frequency 2.40 GHz (3.90 GHz)

# Cores 24

L1 I+D Cache (per core) 64 kB

L2 Cache (per core) 1 MB

L3 Cache 35.8 MB

# AVX-512 Units 2

CPU Supported Memory 1 TB (DRAM + PMem)

DRAM 192 GB (6 × 32 GB)

PMem 768 GB (6 × 128 GB)

the physical properties of PMem on software and derive
guidelines for efficient usage of PMem (Sect. 2).

– We investigate different algorithms for persisting large
data chunks (database pages) in a failure atomic fashion
to PMem. By combining a copy-on-write method with
temporary delta files, we achieve significant speedups
(Sect. 3.2).

– We introduce an algorithm for persisting small data
chunks (transactional log entries) that reduces the latency
by 2× compared to state-of-the-art algorithms (Sect 3.3).

– We introduce a new abstraction on top of PMem, called
Failure-Atomic Memory (FAM) that allows for fast in-
place updates on PMem (Sect. 3.4).

– We show how synchronous persistent writes to PMem
can be interleaved using fibers to avoid stalling on the
relatively high PMem latencies (Sect. 3.5).

2 PMem characteristics

In this section, we first describe the evaluation platform and
howaPMemsystemcan be configured.Next,we showexper-
imental results for latency and bandwidth. Lastly,we evaluate
the interference of concurrently running PMem and DRAM
processes in a database-like workload. To provide a better
overview, we summarized all important characteristics of our
evaluation platform, which is used for all experiments con-
ducted throughout this paper, in Table 1.

2.1 Setup and configuration

There are two ways of using PMem: memory mode and app
direct mode. Inmemory mode, PMem replaces DRAM as the
(volatile) main memory, and DRAM serves as an additional
hardware managed caching layer (“L4 cache”). The advan-
tage of this mode is that it works transparently for legacy
software and thus offers a simple way of extending the main
memory capacity at low cost. However, this does not utilize

persistence, and performance may degrade due to the lower
bandwidth and higher latency of PMem. In fact, as we show
later, there is a ≈ 10% overhead for accessing data when
DRAM acts as a L4 cache instead of normally.

Because it is not possible to leverage the persistency of
PMem in memory mode, we focus on app direct mode in
the remainder of this paper. App direct mode, unlike mem-
ory mode, leaves the regular memory system untouched. It
optionally allows programs tomake use of PMem in the form
of memory mapped files. We describe this process from a
developer point of view in the following:

We are using a two-socket system with 24 physical (48
virtual) cores on each node. The machine is running Fedora
with a Linux kernel version 4.15.6. Each socket has 6 PMem
DIMMswith 128 GBeach and6DRAMDIMMswith 32 GB
each.

To access PMem, the physical PMem DIMMs first have
to be grouped into so-called regions with ipmctl2:

ipmctl create -f -goal -socket 0
MemoryMode=0 \

PersistentMemoryType=AppDirect

To avoid complicating the following experiments with a dis-
cussion on NUMA effects (which are similar to the ones on
DRAM) we run all our experiments on socket 0. Once a
region is created, ndctl3 is used to create a namespace on
top of it:

ndctl create-namespace --mode fsdax
--region 28

Next, we create a file system on top of this namespace
(mkfs.ext44) and mount it (mount5) using the dax flag,
which enables direct cache-line-grained access to the device
by the CPU:

mkfs.ext4 /dev/pmem28
mount -o dax /dev/pmem28 /mnt/pmem28/

Programs can now create files on the newly mounted device
and map them into their address space using the mmap6 sys-
tem call:

fd = open(("/mnt/pmem28/file", O_RDWR, 0);
res = ftruncate(fd, SIZE);
ptr = mmap(nullptr, SIZE, PROT_WRITE,

MAP_SHARED, fd, 0);

The pointer can be used to access the PMem directly, just
like regular memory. Section 3 discusses how to ensure that
a value written to PMem is actually persistent. In the remain-
der of this section, we discuss the bandwidth and latency of
PMem.

2 ipmctl: github.com/intel/ipmctl.
3 ndctl: github.com/pmem/ndctl.
4 mkfs.ext4: linux.die.net/man/8/mkfs.ext4.
5 mount: linux.die.net/man/8/mount.
6 mmap: man7.org/linux/man-pages/man2/mmap.2.html.
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Fig. 1 Read latency—random access read latency

2.2 Latency

In this first set of experiment, we want to investigate the
latency of PMem. While bandwidth (discussed in the next
section) is critical for OLAP-style applications, latency is
much more important for OLTP-style workloads because the
access pattern shifts from large scan operations (sequential
I/O) to point lookups (random I/O), which are usually latency
bound. OLTP-style applications are not limited to database
systems, but extends to any data intense application, where
the performance depends on random I/O.

In the experiments, we compare the latency of PMem to
that of DRAM, as both can be used via direct load and store
instructions by the CPU. With PMem being persistent, it can
also act as a replacement for traditional storage devices such
as SSDs and HDDs, which are orders of magnitude slower.
Therefore,whilewe focus the discussion in this section on the
comparison between PMem and DRAM, the extremely low
latency PMem is able to speed up applications that require
persistent storage such as logging, page propagation, or sim-
ple random reads/writes from/to a persistent medium.

To measure the latency for load operations on PMem, we
use a single thread and perform loads from random locations.
To study this effect, we prevented out-of-order execution by
chaining the loads such that the address for the load in step
i depends on the value read in step i − 1. This approach is
more reliable than using fencing operations (lfence), as
these still allow for speculative loads and introduce a small
CPU overhead. To minimize caching effects, we use an array
sufficiently larger (8 GB) than the CPU cache (32 MB). The
results of this experiment are shown in Fig. 1.

We can observe that DRAM read latency is lower than
PMem by a factor of 3.3. Note that this does not mean that
each access to PMem is that much slower, because many
applications can usually still benefit from spatial or temporal
locality (i.e., caching).WhenPMemis used inmemorymode,
it replaces DRAM as main memory and DRAM acts as an
L4 cache. In this configuration, the data size is important:
When using only 8 GB (as in the app direct experiment) the
performance is similar to that of DRAM, because the DRAM
cache captures all accesses. However, when we increase the

Single Sequential Random
0

200

400

600

800 702
758 787

89 92 101 101 97 115124 130 99

L
a
te

n
cy

[n
s]

flush flush opt

clwb non-temporal

Fig. 2 Persistent write latency—access latency for writing cache lines
persistently

data size to 360 GB, the DRAM cache (192 GB) is not hit
that frequently and the performance degrades to what the
PMem is actually capable of.

To store data persistently on PMem, the data have to be
written (i.e., a store instruction), the cache line evicted, and
then an sfence has to be used to wait for the data to reach
PMem. This process is described in more detail in Sect. 3.1.
To measure the latency for persistent store operations7 on
PMem, we use a single thread that persistently stores data to
an array of 10 GB in size. Each store is aligned to a cache
line (64 bytes) boundary. The results are shown in Fig. 2.

The four bars on the left show the results for continu-
ously writing to the same cache line, in the middle we write
cache lines sequentially, and on the right randomly. In each
scenario, we use four different methods for flushing cache
lines. From left to right: flush, flushopt, clwb, and
non-temporal stores (_mm512_stream_si512).

When data are written to the same cache line, non-
temporal stores should be preferred. This pattern appears in
many data structures (e.g., array-like structures with a size
field) or algorithms (e.g., a global counter for time-stamping)
that have some kind of global variable that is often modified.
Therefore, for efficient usage of PMem, techniques similar
to the ones developed to avoid congestion in multi-threaded
programming have to be applied to PMem as well. Among
instructions without the non-temporal memory hint, there is
no significant difference, because the Cascade Lake CPUs do
not fully implement clwb. Intel has added opcode to allow
software to use it, but implement it as flush_opt for now.
Therefore, non-temporal operations andclwb should be pre-
ferred over flush and flush_opt.

2.3 Bandwidth

Having discussed latency of PMem in the previous sec-
tion, we now want to investigate the bandwidth for both
non-saturated and saturated PMem systems. For this, it
is important to know that the PMem hardware internally

7 We do not show non-persistent writes to PMem, as these are not
latency bound because they are cached just like DRAM writes.

123



1226 A. v. Renen et al.

non-temporal store store+clwb store load

PMem write bw

2 4 6 8 10 12
0

2

4

6
6.5 GB/s

# adjacent cache lines

G
B

/s

DRAM write bw

2 4 6 8 10 12
0

20

40

60

80
87 GB/s

# adjacent cache lines

PMem read bw

2 4 6 8 10 12
0

10

20

30

40

w/ prefetcher

37 GB/s

# adjacent cache lines

DRAM read bw

2 4 6 8 10 12
0

20
40
60
80

100
120

w/ prefetcher

95 GB/s

# adjacent cache lines

(a) (b) (c) (d)

Fig. 3 PMem bandwidth: varying access granularity—PMem bandwidth (a, c) with 24 threads compared to DRAMbandwidth (b, d) with a varying
number of adjacently accessed cache lines. We use a random access pattern that allows for out-of-order execution
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Fig. 4 PMem bandwidth: varying thread count—PMem bandwidth (a, c, e, g) compared to DRAM bandwidth (b, d, f, h) for 256-byte (4 adjacent
cache lines) and 1 MB blocks with an increasing number of threads. We use a random access pattern that allows for out-of-order execution

works on 256-byte blocks. A small write-combining buffer
is used to avoid write amplification, because the transfer size
between PMem and CPU is, as for DRAM, 64 bytes (cache
lines).

This block-based (4 cache lines) design of PMem leads
to some interesting performance characteristics that we are
discussing in this section. The first experiment (cf. Fig. 3)
measures the bandwidth for loading/storing from/to inde-
pendent random locations (allowing out-of-order execution)
on PMem and DRAM. We use all 24 physical cores of the
machine to maximize the number of parallel accesses. The
figure shows store (PMem: a, DRAM: b) and load (PMem:
c, DRAM: d) benchmarks. The performance depends sig-
nificantly on the number of consecutively accessed cache
lines on PMem, while there is no significant difference on
DRAM. Peak throughput can only be reached when a multi-
ple of the block size (4 cache lines = 256 bytes) is used, thus
confirming the 256-byte block-based architecture of PMem.
Obviously, this effect is mostly relevant for smaller chunk
sizes as the write/read amplification is bound to three cache
lines at most.

Before discussing the different write techniques, we want
to use Fig. 4 to derive peak bandwidth numbers: In the exper-

iment, we vary the number of threads on the horizontal axis
instead of the number of cache lines loaded/stored. The first
row (a, b, c, d) shows the bandwidth forwriting PMem-block-
sized chunks (256 bytes) to random locations. The second
row (e, f, g, h) shows the same for 1 MB sized chunks. As
onewould suspect, by using larger chunk sizes a higher band-
width can be achieved, the peaks are shown in Table 2.

Next to pure bandwidth numbers, the figure shows that the
“ramp up’-phase’ (number of threads required to reach the
peak bandwidth) is faster with larger chunk sizes. Addition-
ally, we observe that the throughput peaks on PMem when
using a small number of threads and then declines, while it
flattens out on DRAM.We suspect that this is only an artifact
of the first version of this new hardware and future versions
of this product will be able to handle higher request rates
without suffering in throughput.

This hole section is broken. There should NOT be a new
line before the icons. In addition, the icons are blury. ( ),
regular stores followed by a clwb instruction ( ), and
blind writes realized by a non-temporal (or streaming) store
(i.e., _mm512_stream_si512) ( ). For both, DRAM
and PMem, the blind stores provide the best throughput
because the modified cache lines do not have to be loaded
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Table 2 Peak write and read
bandwidth for DRAM and
PMem with an optimal number
of threads

Peak read BW Required #threads Peak write BW Required #threads

DRAM 113.8 15 92.5 17

PMem 39.1 17 12.5 3

first—thereby saving memory bandwidth. On PMem, how-
ever, there is an additional benefit when using non-temporal
stores as they bypass the cache and force the data to thePMem
DIMM directly.

To explain this, consider the stark performance difference
between DRAM and PMem when using stores followed by
clwb ( ) in Fig. 4: On DRAM, the extra instruction only
adds additional CPU overhead to a very tight loop and thus
causes a slowdown compared to regular stores ( ). With
an increasing number of threads this overhead no longer
impacts the overall throughput, as the bottleneck shifts from
CPU-bound to memory-bound. On PMem, in contrast, the
performance of regular stores ( ) can be increased by issu-
ing a clwb instruction after each store ( ). By forcing the
cache lines to PMem right after they are modified, we can
ensure that the ones that are modified together also arrive at
the PMem DIMMs together and can thus be written together
by the write-combining buffers. In other words: By using the
clwb instruction, we are preserving the spatial locality of
the writes when going from the CPU to the PMem DIMMs.

Using clwb ( ) becomes more important with several
threads thanwith a single one, because cache lines are evicted
more randomly from the last level CPU cache, and thus
arrive increasingly out of order at the PMemwrite-combining
buffer. Starting at 12 threads for 256B chunks, regular stores
followed by a clwb ( ) become as fast as non-temporal
stores ( ). However, this is likely due to the performance
drop experienced by the non-temporal stores due to the over-
saturation of PMem. Compared to DRAM, where there is
only a difference between blind writes ( ) and regular ones
( , ), on PMem there is also a difference whether we
ensure spatial locality of modified cache lines at the PMem
DIMM ( , ) or not ( ). Thus, on PMemwe end upwith
three discrete optimal throughput numbers (when consider-
ing the peaks) for regular stores ( ), regular stores followed
by a clwb instruction ( ), and non-temporal store ( ).
While there is a minor CPU overhead for using clwb, our
experiments do suggest that the potential bandwidth benefit
is worth it.

Lastly, we briefly want to show an interesting yet, PMem-
unrelated finding: The read benchmarks (c, d) show through-
put numbers with (w/ prefetcher) and without the hardware
prefetcher8. For both, PMem and DRAM, there is a signifi-

8 Intel hardware prefetcher can be disabled via wrmsr –all
0x1a4 7 https://software.intel.com/en-us/articles/disclosure-of-hw-
prefetcher-control-on-some-intel-processors.

cant performancedropwhen theprefetcher is enabled starting
at 10 consecutively accessed cache lines. This experiment
illustrates a PMem unrelated, yet interesting effect: when
reading chunks of more than 10 cache lines from random
locations with many threads (oversubscribed system), the
prefetcher can actually harm the effective bandwidth as it
unnecessarily loads cache lines.

In summary, judging from our experimental results, we
recommend the following guidelines for bandwidth-critical
applications:

– Algorithms should no longer be designed to fit data on
single cache lines (64 bytes) but rather cluster data on
PMem blocks (256 bytes).

– When possible, non-temporal stores should be utilized,
otherwise the regular stores should be followed by a
clwb instruction.

– Over-saturating PMem can lead to reduced performance
with as little as four threads.

– The experiments showed that currently the PMem read
bandwidth is 2.9× lower and the write bandwidth 7.4×
lower than DRAM. Therefore, performance-critical code
should prefer DRAM over PMem (e.g., by buffering
writes in a DRAM cache).

2.4 Interference

Next to bandwidth and latency, another important question to
answer is how well DRAM, after decades of solitude, works
alongside with PMem. In contrast to Yoshida et al. [19],
who have already undertaken an extensive study in several
microbenchmarks, we show interference effects in a simu-
lated database workload. We simulate a database workload
made up of four tasks: table scans (sequential reads: “Sq”),
index lookups (random reads: “Rd”), logging (small sequen-
tial persistent writes: “Log”) and page propagation (large
random persistent writes: “Page”). Table scans and index
lookups can be executed either on DRAM (volatile: “V”)
or on PMem (persistent: “P”). Page propagation and logging
are always done on PMem as they need to be persistent. Fig-
ure 5 shows the relative slowdown of 14 threads performing
table scans on DRAM (a), table scans on PMem (b), index
lookups on DRAM (c) and index lookups on PMem (d) when
executed together alongside with one other task (depicted on
the horizontal axis). The other task uses 1, 5 or 10 threads.

We find a significant slowdown (around 50%) for table
scans onDRAM(a)when large amounts of data are read from
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Fig. 5 PMem versus DRAM interference—the relative slowdown of sequential scans (Sq) and random accesses (Rd) on DRAM (V) and PMem
(P) when executed together with other sequential scans, random lookups, log writing (Log), and page propagation (Page) with 1, 5, and 10 threads

or written to PMem. Concurrently performed index lookups,
only cause a minor slowdown, because they do not require a
lot of bandwidth. It is interesting to note, that writing data to
PMem via logging (“Log”) and page propagation (“Page”)
only consumes 6.4 GB/s and 9.2 GB/s of bandwidth, yet the
sequential DRAM read bandwidth drops from 113.5 GB/s
down to 65.6 GB/s and 49.2 GB/s, respectively. This leaves
a significant gap of “unused” bandwidth. Yoshida et al. [19]
suggest that this is caused by the CPU’s memory controller
prioritizing PMem write requests over DRAM requests.

The other way around, when performing table scans on
PMem (b) the slowdown caused by DRAM reads (“Sq V”) is
not as pronounced. In this scenario, the only significant slow-
downs happen when another task is writing to PMem at the
same time. As before, this causes a significant slowdown of
more than 50% from 40.3 GB/s down to 15.6 GB/s for log-
ging and 13.0 GB/s for page propagation. Together with the
results from the table scan on DRAM (a), this suggests that
the amount of data that is written to PMem (page propagation
consumes more bandwidth than logging) is more important
than the number of persistency barriers (logging).

In the third scenario (c), the index lookups on DRAM
are mostly slowed down by other DRAM uses. This can be
explainedby the smaller amount of bandwidth that is required
for random reads, compared to sequential reads (a). However,
this effect is not observable on PMem: for index lookups on
PMem (d), the experiment shows even larger slowdowns than
for table scans on PMem.

3 Building blocks for PMem

The low write latency of PMem (compared to other durable
storage devices) makes it an ideal candidate for use in
database systems, file systems, and other system software.
However, due to the CPU cache, writes to PMem are only
persisted once the corresponding cache line is flushed. Algo-
rithms have to explicitly order stores and cache line flushes
to ensure that a persistent data structure is always in a con-
sistent state (in case of a crash). We call this property failure

atomicity and discuss it in Sect. 3.1. Intel’s Persistent Mem-
ory Development Kit (PMDK) [43], an open-source library
for PMem, abstracts this complexity by providing two failure
atomic I/O primitives: log writing (libpmemlog) and block-
/page flushing (libpmemblk). In Sect. 3.3 and 3.2, we apply
the guidelines developed earlier (Sect. 2) to these two prob-
lems and analyze their performance. Afterwards, in Sect. 3.4
we introduce Failure-AtomicMemory (FAM), an abstraction
over persistent memory that enables fast in-place updates
while guaranteeing failure atomicity. Lastly, we show how
to use fibers9 (implemented as C++20 coroutines) to avoid
stalls on synchronous writes to PMem.

3.1 Failure atomicity

As mentioned earlier, when data are written to PMem, stores
are not immediately propagated to the PMem device, instead
they are buffered in the regular on-CPU cache. Therefore,
a whole cache line cannot be written as an atomic opera-
tion. Only updates made to a cache line (in 8-byte blocks)
by the CPU are atomic. While programs cannot prevent the
eviction of a cache line, they can force it by using explicit
write-back (clwb) or flush CPU instructions (flush or
flush_opt). This implies that any persistent data structure
on PMem always needs to be in a consistent (or recoverable)
state, as any modification to the structure could become per-
sistent immediately. Otherwise a system crash—interrupting
an update operation—could lead to an inconsistent state after
a restart. The following code snippet shows how an element
is appended to a pre-allocated buffer:

1 struct Buffer {

2 int eles[128]

3 int next

4 }

5
6
7
8
9

| void append(Buffer* buf,

| int ele) {

| buf->eles[buf->next]=ele

| clwb(&buf->eles[buf->next])

| sfence()

| buf->next++

| clwb(&buf->next)

| sfence()

| }

9 user-land threads with cooperative multitasking.
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The new element is first copied into the next free slot
(line 3) and the corresponding cache line is forced to be
written back to PMem (line 4). Instead of using a regular
flush operation, clwb (cache line write back) is used, which
is an optimized flush operation designed to evict the cache
line without invalidating it. Before the buffer’s size indicator
(next) can be changed, an sfence (store fence) must be
issued to prevent re-ordering by the compiler or hardware
(line 5). Once next has been written (line 6), it is persisted
tomemory in the same fashion (line 7, 8). Note that persisting
the next field is not necessary for the failure atomicity of a
single append operation. However, it is convenient and often
required for subsequent code (e.g., another append). Here-
after, we will use the term persistency barrier and persist for
a combination of a clwb and a subsequent sfence:

void persist(void* ptr) { clwb(ptr); sfence(); }

Generally, a persistency barrier is an expensive operation
(≥ 100 ns, cf. Sect. 2.2), as it forces a synchronous write
to PMem (or, more precisely, to its internal battery-backed
buffers). Therefore, in addition to the guidelines laid out
in Sect. 2, it is also important to minimize the number of
persistency barriers while still maintaining failure atomicity.
While a hand-tuned implementation for a specific problem
can often outperform a generic library, the involved com-
plexity and proneness to errors needs to be considered. In the
following four sections, we introduce highly tuned building
blocks for various problems when dealing with PMem: page
propagation (3.2), logging (3.3), in-place updates (3.4), and
asynchronous writes via fibers (3.5).

3.2 Page propagation

One of the most important components of a storage engine
is the buffer manager. It is responsible for loading (swapping
in) pages from the SSD/HDD into DRAM whenever a page
is accessed by the query engine. When the buffer pool is full,
the buffer manager needs to evict pages in order to serve new
requests. When a dirty page (i.e., a modified one) is evicted,
it needs to be flushed to storage before it can be dropped from
the buffer pool, in order to ensure durability. This process has
to be carefully coordinated with the transaction and logging
controller, i.e., a page can only be flushed when the undo
information of all non-committed modifications is persisted
in the log file (otherwise a crash would lead to corrupted
data).

Flushing pages to persistent storage is an inherent I/O-
bound task. To reduce the latency for page requests, the buffer
manager continuously flushes dirty pages to persistent stor-
age in the background. This way, it can always serve requests
without stalling on apageflush.Thismakesflushingpages (in

a background thread) a mostly bandwidth-critical problem
(compared to log writing, where latency is most important).

For SSDs/HDDs, this architecture is strictly necessary
as pages have to be copied to DRAM before they can be
read or written by the CPU. When PMem is used instead
of SSDs/HDDs, the buffer pool becomes optional. How-
ever, as recent work [5,46] has shown, it is still beneficial
to use a buffer pool, due to the lower latencies and reduced
complexity when working on DRAM compared to PMem.
In addition, this architecture is used in most existing disk-
based database systems. Moreover, page propagation is also
required in many other system software, as evidenced by the
Persistent Memory Development Kit (PMDK [43]) offers
page propagation in their libpmemblk library.

In the following, we first discuss why page propagation
algorithms on PMem should be failure atomic. After that, we
describe the two well-known page propagation algorithms
(copy-on-write and log-based), showhow they can be applied
to PMem and propose potential optimizations.

3.2.1 Failure-atomic page propagation

In order to prevent data corruption, the page propagation
algorithm needs to ensure that written data can always be
recovered. This can either be achieved by making the propa-
gation process failure atomic or by detecting and recovering
inconsistent pages later on.Using a failure-atomic page prop-
agation has the advantage that it reduces the complexity of
the system: There is no need to detect torn writes during
recovery and use a combination of logging and snapshotting
to repair inconsistent pages. While this is desirable for most
applications, one might argue that high-performance system
software (such as database systems) implements these func-
tionalities already and could therefore benefit from a faster
non-failure-atomic page propagation algorithm. In fact, at
any given point in time there is only a very small number
of pages that might experience a torn write during a crash:
The CPU cache is usually much smaller (tens of megabytes)
than the page volume in a database (hundreds of gigabytes).
However, in the following we show that failure-atomic page
propagation is as efficient as detecting torn writes on PMem
and therefore advantageous, due to its reduced complexity.

OnSSDs andHDDsdetecting tornwrites relies on sequen-
tial write guarantees of the underlying hardware: A marker
(bit pattern) at the beginning and end of a page can be used to
validate if a page has been written completely. Without these
guarantees on PMem (only ensures atomic 8-byte writes), we
need to utilize persistency barriers to order stores and make
torn writes detectable. By utilizing two (or more) persistency
barriers torn writes could easily be detected on PMem (e.g.,
copy-on-write). However, such an algorithm already ensures
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failure atomicity making torn write detection and recovery
unnecessary.

While it is possible to detect torn writes with a single per-
sistency barrier, it comes with some, arguably, unacceptable
overheads for page propagation10: PopLog requires zero-
initialized memory and thus twice the bandwidth, RAWL
requires significant additional computation and some extra
storage, andFAM requires roughly twice the amount storage.

Alternatively, probabilistic (also called: optimistic) tech-
niques, as proposed by Lersch et al. [30], can be utilized: A
check sum of the page’s data is written as part of the page
and can be used to validate the page’s consistency during
recovery. When an inconsistency is detected the log and an
older snapshot (additional storage required) of the page is
used to restore the page. Cryptographic hash functions, such
as the Secure Hash Algorithm (SHA), make collisions prac-
tically impossible and should provide sufficient throughput
in a multi-threaded scenario (throughput of state-of-the-art
SIMD-optimized SHA-256 implementations is reported11

at roughly 3.5 GB/s per core). In our implementation we
use CRC32, which is supported directly by modern CPUs
(_mm_crc32_u64) and works almost at line rate (we mea-
sured a throughput of 10.3 GBs−1). While CRC32 does not
provide as good of a collision resistance, it does model the
best case scenario for the check-sum-based page propagation
as it incurs the lowest overhead. However, our experimental
results, even for CRC32, showed no performance advantage
compared to the failure atomic copy-on-write implemen-
tation12. Therefore, we argue that the additional system
complexity, recovery time, and storage overhead (for snap-
shots) is not worth it and failure-atomic page propagation
should be preferred.

3.2.2 Copy-on-write

When writing a page back from DRAM to PMem, Copy-on-
Write (CoW) does not overwrite the original PMem page.
Instead, the modified page is written to an unused PMem
page [4], thus avoiding any torn-write complications during
copy process. Once the page is fully written, it is atomically
set to valid.

10 These algorithms are discussed in Sect. 3.3 (logging) and Sect. 3.4
(in-place updates).
11 https://github.com/minio/sha256-simd.
12 There is a slight (3 and 4%) advantage in a single threaded scenario.

This process is illustrated on the left of Listing 1. The
pseudo code shows the page propagation of aDRAMresident
volatile page (vp) to a used persistent page (pp). Once the
volatile page (vp) is written (line 2) and persisted using a
persistency barrier (line 3), it is marked as valid (line 7-11)
and the old PMem page can be reused. During recovery, the
headers of all PMem pages are inspected to determine the
physical location of each logical page. To avoid invalidating
unused pages before they can be written again, we use a per
page monotonically increasing page version number (pvn) to
determine the latest version of the page on disk.

We illustrate the use of the pvn in Fig. 6. Time progresses
from left to right. The three physical page slots in the left
most column (state 1) show the initial state on PMem: The
page slots in row 1 and 2 contain the latest valid persistent
copy of the logical page B and A, respectively. Both slots are
shaded in green to indicate that they currently hold a valid
page. The page slot in row 3 contains an older version B,
which can be determined by inspecting the pvn: a lower pvn
indicates an older page version. The different versions of
page slot 3 show each step (cf. Listing 1) of flushing a new
version of page A to this currently (state 1) unused slot. The
line numbers in the pseudo code where the transition might

1 B 5, b’

2 A 7, a A 7, a

3 B 4, b B 4, a’ A 4, a’ A 8, a’

format: pid pvn, data

P
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sl
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Time

line
2,3

line
7,8

line
7,8
9,10

Fig. 6 CoWpage propagation—the flush process is optimized by using
a page version number (pvn) to avoid invalidating pages, which would
require an additional persistency barrier
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Fig. 7 Failure atomic page flush—flushing 16 kB pages (256cache lineseach) in a failure atomic way from DRAM to PMem

occur are written over the arrows. In each step, the pvn can
be used to determine the most recent version of each page.

In state 1, the page slot 3 contains the old (no longer
needed) version of B and is therefore ready to be overwritten
by a new version of page A. In state 2, the pseudo code is
run until the persistency barrier in line 3 (persist). At this
point only the payload has been updated and the page would
therefore still be identified as an old version of B. Next, this
newly written version of page A has to be made valid by
updating the pid and pvn. It is crucial that the pid is updated
before the pvn, otherwise there is a brief time window in
which the updated pvn would identify the page as the latest
version of page B despite it storing data of page A. We ensure
this ordering by placing both (pid and pvn) on the same cache
line and separating the two store operationswith ansfence.
This way, state 3 and state 4 are the only possible versions
of the page during these updates. In each case, the page is
correctly identified as an outdated version of page B or the
new version of page A. The final persistency barrier in line
10 ensures that the update is completed before continuing.
Note: If page slot 3 would have started out with a higher
pvn than the one of A (e.g., 10), it would have already been
identified as the latest version of A in state 3 (which is fine
because the payload has already been updated).

Using the pvn, it becomes unnecessary to invalidate the
old PMem page before writing the new one. This reduces
the number of persistency barriers from three down to two
(plus one sfence, which is much cheaper as it does not stall
on a preceding clwb). Using this technique, we measured a
≈ 10% increase in throughput.

In the context of a database system, it would still be nec-
essary to add a pvn next to the existing log sequence number
lsn. Otherwise, the example would contain an invalid config-
uration in state 3: The log entries between 4 and 8 would be
applied to an already updated page.

3.2.3 Micro log

The micro log technique (µlog) uses a small log file to record
changes that are going to be made to the page. In order
to know which cache lines have been changed, the page is

required to track modified areas since its last flush. During
recovery, all valid micro logs are reapplied, independent of
the page’s state. This forces us to invalidate the log (right-
hand side of Listing 1, line 1-3) before changing the content
(line 5-7), otherwise the changes would be applied to the
previous page in case of a crash. Only once the changes are
written, we set them to valid (line 8-10) and then apply them
to the actual page (line 13-15).

3.2.4 Experiments

Figure 7 details the page flush performance. All techniques
are implemented as a microbenchmark using non-temporal
stores (also known as streaming stores), which have been
shown to provide the highest throughput in Sect. 2. When
using copy-on-write (CoW ), we differentiate whether all
cache lines are available in DRAM ( ) or only the dirty
ones ( ). As a performance metric, we chose the number
of pages that can be flushed to PMem per second. We vary
the number of dirty cache lines in (a) for a single thread and
in (b) for 7 threads. In (c), we vary the number of threads to
show the scale-out behavior.

The results show that the micro log (µLog) is beneficial
when the number of cache lines that have to be flushed is low.
We can observe this effect for a single thread in (a): Using
the µLog yields performance gains for up to 28 dirty cache
lines. In a multi-threaded scenario (c), the µLog’s advantage
continues up to 40cache lines. Therefore, a hybrid technique
based on a simple cost model should be used to choose the
better technique, depending on the number of dirty cache
lines (and single/multi threading).

TheCoW approaches are largely independent of the num-
ber of dirty cache lines. As expected, the performance is
lower when cache lines have to be loaded from PMem first
( ). The throughput for CoW ( ) with a single thread is
almost at 300 thousand pages per second, which corresponds
to a throughput of 4.9 GBs−1 and is thus significantly lower
than the raw throughput for writing to PMem of 7.7 GBs−1

(as measured in Sect. 2.3). This can be explained by (1) the
interference (cf. Sect. 2.4) when using DRAM and PMem
in parallel (note: the bandwidth experiments in Sect. 2.3
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do not load the data that is written first, but simple write
register-resident constants to memory) and (2) the memory
stalls of using persistency barriers (≈ 6% slowdown). How-
ever, this gap tightenswhen usingmultiple threads (optimally
5): CoW is able to flush ≈ 700 thousand pages per sec-
ond which corresponds to 11.3 GBs−1 and is therefore at
90% of the maximum throughput of PMem (using 2 threads:
12.5 GBs−1).

In addition, as in the bandwidth experiments, we can see
a performance degradation when too many threads are used:
For optimal throughput it is important to tailor the number of
writer threads to the system. As (b) shows, the performance
degrades after reaching a peak at around 7-11 threads.

Lastly, themicrobenchmarks inSect. 2 suggested that non-
temporal stores should be preferred over regular stores. We
were able to confirm this finding in the page flushing exper-
iment (not shown in the chart).

3.3 Logging

Write-ahead logging (WAL) is used to ensure the atomicity
and durability of transactions in database systems as well as
many other system software such as file systems. In this sec-
tion, we device PMem techniques for efficientWAL logging.
InWAL, the durability is achieved by recording (logging) the
individual changes of a larger transaction in order to be able
to undo them in the event of a crash or rollback. If any of the
transaction’s changes to the data are persistedwhile the trans-
action is still active, the log has to be persisted as well. Before
a transaction is completed, all log entries of the transaction
have to be written persistently (thereby guaranteeing to the
user, that all changes of the transaction are durable). Logging
allows a database to only persist the delta of the modifica-
tions: For example, consider an insert into a table stored as a
B-Tree: Using logging, only the altered data needs to be per-
sisted instead of all modified nodes (pages). During restart,
the recovery component reads the log file, determines the
most recent fully persisted log entry, and applies the log to
the database.

Logging continues to constitute a major performance bot-
tleneck in database systems [17] when using traditional
storage devices (SSD/HDD): each transaction has to wait
until the log entry, recording its changes, is written. As a
mitigation, reduced consistency guarantees are offered and
complex group commit protocols are implemented. How-
ever, using PMem, a low-latency logging protocol can be
implemented that largely eliminates this problem.

In the following, we first explain the adoption of twowell-
known logging algorithms for SSD/HDD to PMem (Classic
and Header). Next we discuss the RAWL algorithm [49] and
introduce the PopLog, which are both designed for PMem.
Lastly, we do an experimental evaluation of the described
algorithms.

3.3.1 Algorithms

Classic represents a form of logging commonly used in
database systems [45]. The following listing shows the algo-
rithm in pseudo code (left) and the file layout grammar
(right). For clarity, only information relevant to the proto-
col is depicted.

1 log << header << payload

2 persist(log)

3 log << footer

4 persist(log)

| LogFile -> Entry*

| Entry -> header ←
| payload ←
| footer

A log entry is flushed in two steps: First, the header and
payload is appended to the log and persisted; second, the
footer, which contains a copy of the log sequence number
(lsn; an id given to each log entry). The lsn in the footer can
be used during recovery to determine whether a log entry
was completely written and therefore should be considered
as valid and applied to the database. Note that it takes two
persistency barriers. Without the first barrier, parts of the
payload could be missing even if the footer is present in
PMem, due to the flushes being reordered.

Header uses the same technique as libpmemlog in the
PMDK [43]. It is similar to appending elements to an array:

1 log << header << payload

2 persist(log)

3 log.size += entry_size

4 persist(log.size)

| LogFile -> size ←
| Entry*

| Entry -> header ←
| payload

The log entry is also written in two steps: First, the header
and payload are appended to the tail of the log and persisted.
Next, the new size of the log is set in the header of the log
file and persisted. This eliminates the need to scan the log
file for the last valid entry during recovery because the valid
size is directly stored in the header.

RAWL is a logging technique specifically developed for
PMem in the context of the Mnemosyne library [49].

In RAWL, the log file needs to be initialized to zero. This
is commonly done by database systems (e.g., PostgreSQL)
anyway to force the file system to actually allocate pages to
the file. Unlike the first two techniques,RAWL requires only a
single persistency barrier. This constitutes a large advantage
in terms of performance because persistency barriers cause
synchronous writes to PMem, which take around 100 ns as
shown in Fig. 2. To still be able to guarantee atomicity, each
8-byte block (atomic write unit for PMem) in the log file
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Fig. 8 Transaction log—the throughput for writing log entries of varying size to PMem

contains a validity bit and 63 bits of log data. When initially
writing the log file, data is chunked into 63 bit ranges and
concatenated with a set validity bit (validity_bit=1).
Once the log file is full, it can be reused by flipping the
validity bit.

PopLog is a novel technique we propose for PMem that
requires only one persistency barrier:

As in RAWL, before logging starts, the log file is initial-
ized to zero. When a log entry is written, the number of set
bits are counted (using the popcnt instruction). Next the
header, data, and bit count (cnt) is written to the log and
persisted together. Using the bit count, it is always possible
to determine the validity of a log entry: Either the cache line
containing the bit count was not flushed or it was. In the for-
mer case, the field contains the number zero (because the file
was zeroed) and the entry is invalid. In the latter case, the bit
count field can be used to determine whether all other cache
lines belonging to the log entry have been flushed as well.
Compared to RAWL, the code for writing and reading the log
is less complex and only requires a logarithmic space over-
head (pop_count field) instead of a linear one (1 validity
bit per 63 bits of log data).

3.3.2 Experiments

In Sect. 2.2, we showed that there is a large performance
penalty when the same cache line is persisted twice in a row.
This effect is very relevant for latency-critical systems, as
shown in Fig. 8.Weuse amicro-benchmark thatmeasures the
throughput of flushing log entries of varying sizes. The left
chart shows a naive implementation, while the right one uses
padding on each log entry to align entries to cache line bound-
aries and thus avoid subsequent writes to the same cache line
(whichhavebeen shown tobe slow: cf. Fig. 1).While padding

wastes some memory13, the throughput greatly increases
(≈ 8×). The correct alignment also happens by “accident”
in the left chart when the log entries are just the right size.
These performance spikes happen 8 bytes earlier for RAWL
compared to PopLog, because of the validity bits used in
RAWL. This gap would widen with larger log entries (first
time at 512 bytes where two times 8 bytes are required).

As an alternative to padding, the cache lines that are per-
sisted twice (for two subsequent log entries) could also be
cached in a DRAM buffer and then flushed with a non-
temporal (or streaming) store operation. This would avoid
the need to re-load the evicted cache line and therefore avoid
the slowdown. The additional work caused by copying the
data into a DRAM buffer has a small performance penalty,
thus making this a trade-off between used space and latency.
In the shown experiment we used the padding approach and
thus traded space for latency.

However, even with padding, the Classic approach still
outperforms theHeader one, because of the slowdown due to
thewrites to the same cache line in the headerwhen the size is
updated. This problem can be solved by using a dancing size
field:We use several size fields on different cache lines in the
header and only write one (round-robin) for each log entry.
By using 64 of these dancing size fields, the throughput of
Header can be increased to that of Classic. However, both of
these techniques still require persistency barriers and there-
fore cannot compete with RAWL and PopLog (≈ 2× faster).
PopLog slightly outperforms RAWL because less processing
is required and slightly less memory has to be copied.

The log implementation (libpmemlog) of PMDK [43] uses
the same approach as our naiveHeader implementationwith-
out alignment and dancing. Therefore, it also yields the same
throughput, when its support for multi-threading is disabled
(not shown in the charts). It has the advantage that the log file
is dense and can be presented to the user as one continuous
memory segment. However, this leaves the user with the task
of reconstructing log entry boundaries manually. By moving

13 At most 1 cache line for PopLog, RAWL, and Header; up to
2 cache lines for Classic.
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Table 3 Performance characteristics of in-place update techniques

Required #Cache lines written #Persists

Size (byte) 16B 32B 64B

CoW 2n + 1 2 2 3 2

Log n + c 2 2 3 2

FAM �8n/31� ∗ 8 1 2 3 1

this functionality into the library, a better logging strategy
can be implemented and the usability increased.

For validation, we have integrated all techniques into our
storage engine prototype HyMem [46]. Running a write-
heavy (100%) YCSB benchmark [11] on a single thread
with a DRAM-resident table, PopLog, Header, and Classic
achieves a throughput of 2M, 1.7M, and 1.5M transactions
per second, respectively.

3.4 In-place updates

In the previous two sections, we discussed page propagation
(writing out large chunks of data to random locations) and
log writing (writing out small pieces of data sequentially).
In the following, we want to investigate small (16- to 64-
byte) failure-atomic in-place updates, which are important as
they are the persistent equivalent to simply writing to volatile
memory. PMem only supports 8-byte failure-atomic writes.
Any data up to this size can simply be updated by a regular
store instruction followed by a persistency barrier (clwb and
sfence). For larger in-place updates, as commonly used
in any PMem-based data structure [2,9,15,27,48,52], either
copy-on-write or log-based techniques are used. Both tech-
niques require at least two persistency barriers, thus slowing
down the update throughput.

In the following, we first detail these existing techniques
and then introduce a new approach that is able to perform
in-place updates with a single persistency barrier. To sim-
plify the examples, we will focus our discussion on updating
16 bytes. In the evaluation, toward the end of this section, we
evaluate the techniques for a variety of data sizes.

Table 3 shows a summary of the performance character-
istics of the three approaches. The first column displays the
size (in bytes) of the data structure to store n bytes of user
data. The next three columns, show how many cache lines
need to be written to PMem per update for three data sizes
(16 B, 32 B, and 64 B). The last column shows how many
persistency barriers are required per update. Note that 8 B
can be updated atomically by hardware and, therefore, do
not to be handled by a special algorithm.

3.4.1 CoW-based

Similar to Sect. 3.2.2 where copy-on-write (CoW) was used
for page propagation, the newdata is firstwritten to an unused
location, persisted, and then set valid:

1 struct CowBased {

2 bool active

3 char a[16]

4 char b[16]

5 }

6
7
8

| void update(char[16] new) {

| if(active) {

| b = new; persist(b)

| } else {

| a = new; persist(a)

| }

| active = !active

| persist(active)

In order to do this in-place, we need roughly twice the
required data plus a single boolean value that indicates which
field (a or b) is currently active. The memory consumption
could be optimized by sharing the “unused” buffer over mul-
tipleCoWstructures.However, thiswould incur an additional
cache line miss (pointer chase). Additionally, by moving the
actual data behind a pointer (out-of-place), we would avoid
the actual issue we are trying to solve here: in-place updates.
Therefore, the depicted algorithm keeps both versions in-
place and could be used on a single node in a tree-like
data structure (thus avoid memory allocation and reclama-
tion issues and also keeping it in a flat memory format that
can be easily written to disc). The update process inherently
requires two persistency barriers to avoid any corruption
in case of a crash, because the new data needs to be fully
written before it can be set valid. For both, reading and writ-
ing, only one cache line has to be touched for 16 bytes of
data.

3.4.2 Log-based

Similar to Sect. 3.2.3 about the µlog for page propagation,
the data is first written to a log, persisted, and then modified
in-place. In case of a crash, the log is used to undo or redo
the pending changes.

Unlike in the CoW -based technique, only a single log file
is required for all in-place updatable fields in a data struc-
ture (or the entire program). Therefore, the space overhead is
reduced to a constant amount (depending on the data size).
However, an update operation now touches at least two dis-
tinct cache lines and still requires at least two (depending on
the logging technique) persistency barriers: one for the log

123



Building blocks for persistent memory 1235

Update( 0xFEEEEEED

4 bytes

1

31 bit

0xC0000FEE

4 bytes

1

31 bit

0x22222222

4 bytes

0

31 bit

0xAAAA7777

4 bytes

1

31 bit

)

1 0x00777DDD 0x7EEEEEED

shift leftinc

8 bytes

1 0x0DAADDAA 0x40000FFE

shift leftinc

8 bytes

1 0x00777DDD 0x22222222

shift leftinc

8 bytes

1 0x0DAADDAA 0x2AAA7777

shift leftinc

2 bit 31 bit 31 bit

1 unused 0x3 unused 0xD

shift leftinc

8 bytes

extract most
significant bit
of each
4 byte
input block

Fig. 9 In-place updates with a single persistency barrier—the input (top) is split into 31-bit blocks and stored in 8-byte blocks (bottom), which are
of which stores the previous (red) and new (green) state. In case of a crash, the version number (blue) can be used to recover the old state

and on for the data. To minimize the number of used per-
sistency barriers we used PopLog for the log-based in-place
updates.

Note that it is not possible to simply use PopLog or
RAWL for in-place updates directly: PopLog would require
to reset the data to zero, before writing the new data. If
the system crashes during these two steps, the old data
would not be recoverable. RAWL does not have this lim-
itation. However, if the system crashes after a few 8-byte
updates, these could also not be recovered. The fact that the
memory that we are writing already contains valid infor-
mation makes the in-place update problem distinct from
logging.

3.4.3 Failure-atomic memory (FAM)

While CoW -based and logging-based techniques are well
known in the field and have been used for decades, PMem
allows for some novel algorithms. Here we introduce failure-
atomic memory (FAM), which is an in-place update algo-
rithm tuned for actual PMem hardware. It improves the write
latency and throughput of small in-place updates, at the cost
of additional storage (compared to logging). FAM has an
advantage over the CoW- and log-based approaches because
it only requires a single persistency barrier per update. The
key idea is to split the user data into smaller chunks and
store them in recoverable 8-byte blocks (hereafter referred
to as FAM blocks or FAMBs). Each FAMB is able to store
31 bits of user data and can be written in a failure-atomic
way, due to the failure-atomic write granularity of PMem
(8 bytes). To make the FAMB recoverable, it stores a version
number (2 bits), the old version (31 bits), and the new version
(31 bits) of the user data. This allows for updates with only
a single persistency barrier, but requires more computation
and memory bandwidth when reading the data. For FAM to
be able to store 16 bytes of user data, 5 FAMBs (40 bytes)
are required:

The update of a single FAMB is shown in line 1-6: The
entire FAMB (8 bytes) is first loaded into memory. It is
important that it is copied into a local variable so that any
intermediate changes are not written back to memory. Next
(order irrelevant), the version is incremented (line 3), the cur-
rently stored user data (new) is copied to a backup location
(old) (line 4), and the new user data is written (line 5). Once
the FAMB is updated it is written back to memory (6). This
process is performed for each 4-byte block of the user data.
Because FAMBs only store 31 bits of user data, the most sig-
nificant bits of each 4-byte input block are extracted (line
13-14) and stored in an additional fifth FAMB (line 16).

This whole process is visualized in Fig. 9: The four blocks
at the top visualize the user data (within the Update() call)
and the five blocks toward the bottom show the five FAMBs.
Our algorithmonly ensures that no intermediate state of a sin-
gle FAMB is leaked to PMem, however individual FAMBs of
oneFAMmaybewritten back before others. In case of a crash
before everything is committed to PMem (persist), the
program can inspect the 2 bit version number during recov-
ery: If the version numbers of all FAMBs match, the FAM is
in a consistent state (either old or new). Otherwise, only some
FAMBs have been persisted and need to be rolled back. The
version number (2 bit) provides 4 states (0, 1, 2, and 3) and
increments may trigger overflows (inc(3) = 0), making
it possible to determine which FAMB has the more advanced
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Fig. 10 In-place updates—performance of Failure-Atomic Memory (FAM) in comparison with CoW- and log-based updates and reads. While the
lines show the average throughput, the highlighted areas (mostly in (c) and (f)) indicate the 95% percentile over multiple runs

version and needs to be rolled back. A rollback requires
the version number to be decremented (with underflows:
dec(0)= 3) and the recovery of the old version (l.new
= l.old). In case of repeated crashes, a single FAMB is
only rolled back once because during subsequent recover-
ies the version number already matches the other FAMBs.
Hence, the recovery of FAM is idempotent and guarantees
progress as rollback actions do not need to be repeated.

FAM reduces the number of required persistency barri-
ers (roughly 100 ns) from two to one, by making use of the
failure-atomic 8-byte block on PMem. The additional pro-
cessing required for FAM can largely be hidden by the high
access latency of PMem. However, FAM requires one 8-byte
FAMB for each 31 bits of user data. Both the processing and
storage overhead (for smaller inputs) could be reduced if the
application is not using the entire domain of the data (only
31 bit out of the 32 bit). In our evaluation, we ignore this opti-
mization potential and measure the most generic version of
FAM that deals with opaque user data. Appendix A provides
and discusses a highly-optimized SIMD (AVX2) implemen-
tation of FAM.

3.4.4 Experiments

Figure 10 shows the performance evaluation of the three
introduced approaches for in-place updates. We plot the
throughput (vertical axis) over the size of the updates in byte
(horizontal axis). For each approach, we create a flat array
of 10 GB and perform 100 M operations on it. All in-place
updatable structures are aligned to cache lines boundaries to
minimize the number of cache line write backs (clwb). The

logging-based approach is assigned a sufficiently large log
file for theworkload, such that it never has to be re-initialized.
The figure shows performance for a sequential access pattern
(a, b, c) and a random access one (d, e, f). The throughput
of writes (a, d), reads (b, e), and dependent reads (c, f) are
depicted from left to right. For dependent reads, out of order
execution is prevented by making a read location dependent
on the previously read value.

Overall, the results show that the reduction in persistency
barriers of FAM pays off for write operations and still offers
reasonable performance when reading. Especially for small
data sizes (16 bytes), the FAMoffers large performance gains
(2× for sequential and 1.6× for random). Logging, performs
especially well in sequential reads (b, c), because there is no
indirection (CoW) or any other processing (FAM) required.
However, this advantage is largely lost for random reads as
those are dominated by access latency.

3.5 Coroutines

To avoid stalling the active thread of a program on high-
latency operations (like disk or network I/O), many libraries
implement asynchronous APIs. Internally, these libraries can
use multi-threading or work queues and offer some event-
or polling-based mechanism for the user to learn about com-
pleted operations. Alternatively, the user can utilize kernel or
user-land threads with a synchronous API. This has several
advantages, as the state of the thread of execution at the time
of theAPI call is automatically preserved anddoes not have to
be restored manually. Independent of how the asynchronous
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Fig. 11 Coroutines: interleaved inserts—by interleaving n write operation (clwb) and sharing one synchronization barrier (sfence), the number
of memory stalls can be reduced from n to 1

execution is realized, the advantage is that the program can
make progress while waiting on a slow I/O operation.

To avoid stalling on low-latency operations (such as
DRAM or PMem reads during pointer chasing), an asyn-
chronous API or kernel threads are infeasible as their
overhead would be to great. However, lightweight user-land
threadswith cooperativemultitasking have successfully been
used tomitigate the impact ofmemory stalls. The earlyworks
of Chen et al. on group pre-fetching [8] and Koçberber et
al. on asynchronous memory access chaining (AMAC) [26]
implement the switching between different tasks by hand.
With the release of C++20, a low-overhead implementation
of cooperative multitasking in the form of coroutines has
become available as a language feature. Jonathan et al. [22]
showed that the performance of coroutines is competitive
with earlier manual implementations and greatly reduces
complexity. Given that memory latencies are already an issue
for data structures with random access patterns on DRAM,
this issue is only intensified on PMemdue to the higher laten-
cies. Coroutines have successfully been shown tomitigate the
high latencies on PMem by Psaropoulos et al. [44] for index
joins and tuple reconstruction in database systems.

On DRAM, only read operations are synchronous and
write operations can always be performed in an asynchronous
way. On PMem, however, write operations become syn-
chronous as well when followed by a persistency barrier.
This leaves the CPU stalling until the written data has reach a
persistent location. Tomitigate this, we propose to use corou-
tines (or cooperativemultitasking, in general) for interleaving
a number of update operations. In the following section, we
introduce the FP-Tree [37], which will be used as an exam-
ple and in the evaluation. Afterwards, we discuss the use of
coroutines for read and write operations.

3.5.1 FP-tree implementation

The FP-Tree is a B-Tree-like data structure designed for
PMem. It uses sorted inner nodes that are placed in DRAM
to speed up the traversal. These volatile inner nodes can be

recovered after a crash from the leaf nodes which are placed
in PMem. Leaf nodes are not sorted but use hash-based finger
prints for efficient point lookups instead:

Leaf Node: used fps kvs

bit mask finger prints key value pairs

4 bytes 32 bytes 512 bytes

Each leaf node has a bit mask (used) indicating which
slots are filled, an array of finger prints (fps) that stores a
1-byte hash of each key, and an array with key-value pairs
(kvs). We use these leaf nodes to measure the effect of inter-
leaving lookups as well as interleaving inserts.

3.5.2 Lookup implementation

A lookup is done by hashing the search key and comparing
it to each used finger print in the node. If there is a match,
the actual key for this finger print is retrieved and used to
validate the match before returning the result. For simplicity,
we only evaluated positive lookups and avoid control flow
divergence of the executed coroutines by prohibitingmultiple
matchingfingerprints. Thenon-interleaved lookup code (left)
can easily be extended using coroutines (right):

Before potential memory stalls we issue a prefetch
(_mm_prefetch) instruction to get the requested cache
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Fig. 12 Coroutines on PMem—we use coroutines to hide read and write latencies of PMem for lookups and inserts on FP-Tree leaf nodes

line from the underlyingmemory (DRAMor PMem). Instead
of waiting for the cache line to be loaded, we use co_await
to return the control flow to the caller. The caller can then
continue execution by resuming the next active coroutine or
starting a new one. This way any number of lookups can be
executed in an interleaved fashion and while one is waiting
for memory to be loaded, another one can progress.

3.5.3 Insert implementation

As described in Sect. 3.4, PMem-based data structures use
a two phased update process: (1) write the new data and
persist it; (2) set a flag to mark the new data as valid and
persist the flag. In case of the FP-Tree, the flag is the used
bitmask and the data is the key-value pair (kvs) and the key’s
fingerprintfps.Wecan interleavemultiplewrites, by issuing
the write and cache line write back instruction normally and
then using one storage fence (sfence) for a group of inserts
to force the data to PMem. Hence, the algorithm only has to
wait once for the completion of all cache evictions, but each
individual insert operation still has the guarantee that its data
was persisted before it continues. Figure 11 illustrates three
inserts with individual fences (top) and shared ones (bottom).

3.5.4 Experiments

Figure 12 shows the experimental results for inserts onPMem
(a), lookups on PMem (b), and lookups on DRAM (c). There
is no experiment for inserts on DRAM because writes on
DRAM are not persistent and, therefore, do not require inter-
leaving. The horizontal axis shows the group size: howmany
coroutines are active at the same time. For both, reads and
writes the curve flattens out at around 20 active coroutines.
Due to the higher latencies of PMem, the impact of using
an interleaved execution to prevent stalls is more significant
than on DRAM: 6.2× for inserts on PMem and 5× speed up
for lookups, compared to 2.6× for lookups on DRAM.

The insert experiment (a) shows three different usages of
coroutines: only for reads ( ), only for writes ( ) and for

both ( ). There is no benefit in using coroutines to inter-
leave only reads ( ), because the CPU uses out-of-order
execution in the normal code path to prefetch data across
persistency barriers. This is possible, because a persistency
barrier is made up of a cache line write back (clwb) and
storage fence (sfence) instruction. The sfence instruc-
tion allows for reordering of loads and only “fences” stores.
To test this hypothesis, we used a memory fence (mfence)
instruction instead of the sfence. The mfence does not
allow for any reordering. In this scenario, the performance
of inserts with interleaved reads ( ) becomes similar to that
of inserts with interleaved writes ( ).

4 Related work

With PMem only being released recently, this is one of
the two [21] initial studies that have been performed on
the actual hardware. While our work proposes low-level
optimizations, Swanson et al. evaluate PMem with various
storage engines aswell as file systems. Until now, software or
hardware-based simulations, or emulations based on specula-
tive performance characteristics, have been used to evaluate
possible system architectures [3,36,38,40]. The number of
persistent index structures [2,9,15,27–29,48,52,53] is large,
and has been summarized by Götze et. al [16]. Similar tech-
niques have been used to build storage engines directly
on PMem [4,35]. These approaches use in-place updates
on PMem, which suffers from the lower-than-DRAM per-
formance. Therefore, a number of indexes [37,51] as well
as storage engines [1,7,12,23,24,32,33] integrate PMem as
a separate storage layer or an extension to the recovery
component [39,41]. Furthermore, buffer-managed architec-
tures [5,25,46] have been proposed to use PMem more
adaptively. Recovery has always been an essential (and
performance-critical) component of database systems [45].
Several designs have been proposed for database-specific
logging [6,14,18,42,50] and file systems [13]. There is also a
great bodyofwork that researches transactional semantics for
PMemas a library to be easily used by other programs [31,34]
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(similar to thePMDK).Whilewe focus on the currently avail-
able hardware, another interesting line of research considers
possible extensions to PMem, such as extending the persis-
tency domain to include CPU caches [10,20].

5 Conclusion

This is the first comprehensive evaluation of PMem on “real”
(non prototype) hardware. In our evaluation, we found sev-
eral guidelines for using PMem efficiently (cf. Sects. 2.3 and
2.2): (1) Instead of optimizing for cache lines (64 bytes) as on
DRAM, we have to optimize for PMem blocks (256 bytes).
(2) As in multi-threaded programming, writes to the same
cache line in close temporal proximity should be avoided.
(3) Forcing the data out of the on-CPU cache (using clwb
or non-temporal stores) is essential for a high write band-
width. (4) When using PMem and DRAM at the same time,
there are interference effects cause significant slowdowns.

Furthermore, we proposed and evaluated algorithms for
logging, page propagation, in-place updates, and interleaved
execution of PMem writes:

(1) Our logging experiments have shown that latency-critical
code should minimize the number of persistency barriers
and avoid subsequent writes to the same cache line.

(2) Our PopLog algorithm reduces the required persistency
barriers from two to one, thus doubling the throughput.

(3) For flushing database pages, a small log (µLog) can
be used to flush only dirty cache lines. The I/O prim-
itives introduced use an interface similar to the one in
PMDK [43], making them widely applicable.

(4) We introduced Failure-Atomic Memory (FAM), which
enables in-place updates with a single persistency barrier.

(5) We showed how cooperative multitasking (via corou-
tines) can be utilized to not only interleave loads but also
stores on PMem.
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Appendix

A FAM implementation details

Listing 2 contains the AVX2 SIMD code for performing
updateswith the FAMalgorithm for 16 bytes. For better read-
ability the comments are provided inline.
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