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ABSTRACT
Wavelength-routed optical networks-on-chip (WRONoCs) are known
for delivering collision- and arbitration-free on-chip communica-
tion in many-cores systems. While appealing for low latency and
high predictability, WRONoCs are challenged by scalability con-
cerns due to two reasons: (1) State-of-the-art WRONoC topologies
use a large number of microring resonators (MRRs) which result in
much MRR tuning power and crosstalk noise. (2) The positions of
master and slave nodes in current topologies do not match realistic
layout constraints. Thus, many additional waveguide crossings will
be introduced during physical implementation, which degrades the
network performance. In this work, we propose an 𝑁 × (𝑁 − 1)
WRONoC topology: Light with a 4 × 3 router Hash as the basic
building block, and a simple but ecient approach to congure the
resonant wavelength for each MRR. Experimental results show that
Light outperforms state-of-the-art topologies in terms of enhancing
signal-to-noise ratio (SNR) and reducing insertion loss, especially
for large-scale networks. Furthermore, Light can be easily imple-
mented onto a physical plane without causing external waveguide
crossings.
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1 INTRODUCTION
Stimulated by recent breakthroughs in silicon photonics, optical
networks-on-chip (ONoCs) emerge as a next-generation solution
to keep up with the ever-increasing on-chip communication in
multiprocessor system-on-chip (MPSoC) [3]. Taking advantage of
the wavelength-division multiplexing (WDM) technology and the
ultra-low propagation delay of light in silicon, ONoCs promise to
oer much higher bandwidth with much lower latency compared
to conventional electronic NoCs.

Current ONoC architectures can be classied into two categories:
control-networks-based and wavelength-routed [17]. On control-
networks-based ONoCs, before a sender (master) can transmit data
to a receiver (slave), a signal path needs to be reserved through
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Figure 2: Optical Switching Elements
an additional control network [4, 16]. To avoid data collision, only
one master-slave pair is allowed to communicate at any given time.
Wavelength-routed ONoCs (WRONoCs), on the other hand, x
collision-free signal paths between all master-slave pairs at design
time and are thus free from the energy and latency overhead for
arbitration [1, 2, 11]. With a set of dierent wavelengths, all masters
can communicate to all their slaves concurrently.

On WRONoCs, optical signals are routed passively based on
their wavelengths by silicon microring resonators (MRRs). An MRR
consists of a looped optical waveguide, i.e. the microring (MR), and
a coupling mechanism to access the microring [12, 19]. When an
optical signal approaches an MRR, if the wavelength of the signal
matches the resonant wavelength of the MRR, the signal will be on-
resonance with the MRR and coupled to the microring; otherwise,
the signal will be o-resonance with the MRR and pass it without
being aected [18].

State-of-the-art WRONoC topologies such as _-router [10],
GWOR [20] and Snake [8] are mostly built upon crossing switching
elements (CSEs), where MRRs are placed near waveguide crossings
to distribute signals on dierent wavelengths to their designated
paths. As shown in Figure 1(a) and Figure 1(b), based on the input
direction of an optical signal, a CSE can support either 90-degree or
270-degree direction change of the signals. However, since the 270-
degree signal path generates muchmore insertion loss and crosstalk
noise, most researchers prefer to only employ the 90-degree routing
mechanism and implement an CSE with two identical MRRs, as
shown in Figure 2(a) [9, 22].

A problem of the WRONoC topologies that employ CSEs with
two MRRs is their high MRR usage. For example, for the network
with 64 IP-cores, 4032 MRRs are used in _-router, and 3968 MRRs
are used in GWOR. The high MRR usage challenges the system per-
formance, since it results in much MRR tuning power and crosstalk
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noise [5]. Thus, reducing the MRR usage becomes one of the most
urgent problems in WRONoC topology design.

BesidesMRR usage, anothermajor concern about currentWRONoC
topologies is their mismatch with physical layout constraints. State-
of-the-art topologies usually treat masters and slaves as unrelated
nodes and put them at two distant ends of the logic scheme [8, 10].
However, when we consider realistic WRONoC applications such
as 3D-integrated many-cores systems [7, 15], each IP-core actually
both sends and receives data, which means that it acts as both
master and slave. Thus, instead of being far away from each other,
the positions of the master and the slave that represent the same
IP-core should be very close. The separation of masters and slaves
in state-of-the-art topologies leads to additional waveguide cross-
ings during physical implementation. For example, while an 8 × 8
_-router only has 28 waveguide crossings in its logic scheme, there
are 64 crossings in its physical one [6], which indicates a signicant
rise of the insertion loss and crosstalk noise.

In this paper, we propose a novel 4 × 3 router structure: Hash,
which looks like a hash mark and uses parallel switching elements
(PSEs) for wavelength routing. In a PSE, an MRR is placed between
two parallel waveguides so that signals entering the PSE will ex-
perience a 180-degree direction change, as shown in Figure 2(b).
Thus, a 2×2 PSE that supports two input and two output ports can
be implemented with only one MRR without introducing much
insertion loss or crosstalk noise. Based on Hash, we propose a novel
WRONoC topology: Light, which concurrently supports 𝑁 ×(𝑁 −1)
communication at any scale with a straightforward resonant wave-
length conguration approach. Compared to the typical state-of-
the-art topologies, Light reduces the number of MRRs by more
than half and shows signicant advantages in energy eciency
and signal quality. Regardless of the number and the positions of
the IP-cores, Light can always be physically implemented without
causing additional waveguide crossings or detour.

The rest of the paper is organized as follows. Section 2 gives
a brief review of state-of-the-art WRONoC topologies. Section 3
introduces our 4 × 3 router design and analyzes its performance
regarding MRR usage, insertion loss and crosstalk noise. Section 4
presents the methods to build the 𝑁 × (𝑁 − 1) Light topology and
to congure the MRR resonant wavelengths. We demonstrate the
superiority of Light in energy eciency, signal-to-noise ratio (SNR)
and scalability with experimental results in Section 5.

2 STATE-OF-THE-ARTWRONOC
TOPOLOGIES

As introduced before, CSEs with two identical MRRs are the fun-
damental building blocks of many WRONoC topologies, such as
_-router [10], Snake [8] and GWOR [20].

Figure 3 shows the logic schemes of a 4×4 _-router and a 4×4
Snake. Both topologies can support all-to-all simultaneous commu-
nication among 4 masters and 4 slaves. For example, following the
paths shown in Figure 3(a), master𝑚1 can send data to slaves 𝑠1, 𝑠2,
𝑠3 and 𝑠4 at the same time with blue, green, red, and yellow lines,
respectively. The CSEs in Snake shown in Figure 3(b) form a trian-
gular structure which provides more exible options for waveguide
routing during physical implementation.

In _-router and Snake, masters and slaves are placed at two dis-
tant ends of their logic schemes. However, inWRONoC applications,
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Figure 3: State-of-the-art WRONoC topologies

an IP-core usually acts as both the master and slave. Therefore, the
positions of the master and the slave that represent the same IP-
core should be close to each other. GWOR is a WRONoC topology
that mostly matches this layout constraint. The only exception hap-
pens when the number of IP-cores is odd. In this case, exactly one
master-slave pair will be separated from each other. Figure 3 shows
two GWORs with 4 and 5 IP-cores, respectively. In Figure 3(d),𝑚3
and 𝑠3 are separated from each other. In GWOR, each IP-core can
communicate with all other IP-cores. This is a realistic assumption
since for short-distance communication inside the same IP-core, it
is more energy-ecient to use electronic links instead of optical
links as the former do not require E/O and O/E conversions.

3 HASH: A NOVEL 4×3 WRONOC ROUTER
As introduced before, state-of-the-art WRONoC topologies suer
from scalability concerns due to their large MRR usage and the mis-
match with physical layout constraints. To address these problems,
we propose a novel 4×3 WRONoC router: Hash, and analyze its
performance regarding MRR usage, insertion loss and crosstalk.

3.1 Logic Scheme
As shown in Figure 4, Hash consists of four PSEs. Regardless of the
parity of the number of IP cores, Hash always places the master
and the slave of the same IP-core close to each other. Each IP-core
in Hash can communicate with all other IP-cores except for itself.
Figure 4 shows the signal paths reserved for𝑚1. Specically, an
optical signal from𝑚1 will follow the waveguide connected to 𝑠3
until it is on-resonance with an MRR along that waveguide. Thus,
𝑚1 can send signals to 𝑠2 and 𝑠4 on wavelength _2 and _1 so that
they will be on-resonance with the bottom left and the upper left
MRRs, respectively. Since 𝑚1 is directly connected to 𝑠3, it can
communicate with 𝑠3 on any wavelength other than _1 and _2. The
matrix in Figure 4 shows the wavelengths used by all signal paths.
3.2 MRR Usage
With only four MRRs on two dierent resonant wavelengths, Hash
supports concurrent communication between 12master-slave pairs.
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Figure 4: The logic scheme of Hash
We show that this is the smallest possible MRR usage under the
condition that no additional waveguide is implemented. For the
12 signal paths, at least 4 waveguides are needed to connect a
master to a slave. These waveguides can form 4 signal paths (the
default paths) which do not rely on MRRs. There are 8 signal paths
that need to be routed with MRRs. Since a CSE/PSE supports 2
dierent signal paths, at least 4 CSEs/PSEs are needed to support
8 signal paths. Compared to the CSEs with two MRRs in _-router
and GWOR, Hash uses the fewest MRRs to support the network
with 4 IP-cores by using the PSEs.

3.3 Insertion Loss and Crosstalk Noise
The optical switch elements (OSEs) like PSEs and CSEs have in-
evitable crosstalk noise and insertion loss, which decrease the signal-
to-noise ratio (SNR) and cause additional power penalty [21].

Without the physical implementation, the analysis of the inser-
tion loss and crosstalk noise here considers crossing loss, through
loss and drop loss.

For the noise signals, only the rst-order noise generated by
signals is taken into consideration. The second-order noise and
the higher-order noise generated by the rst-order noise signals or
other noise signals are ignored. The output signal power and noise
power in the crossing and PSEs are given in Table 1. Table 2 shows
the coecients of insertion loss and crosstalk [13].

Table 1: Output power and noise power in Crossing and PSEs

(a) Crossing

Input

Out2

Out3

Out1
MR

Input Through

Drop Add

(b) PSEs for 
off-resonance signals

MR

Input Through

Drop Add
(c) PSEs for 

on-resonance signals

Optical
waveguide

Optical
signal

Crosstalk
noise

(a) (b) (c)
Output power 𝑃𝑂𝑢𝑡1 = 𝐿𝑐𝑃𝑖𝑛 𝑃𝑇ℎ𝑟𝑜𝑢𝑔ℎ = 𝐿𝑡𝑃𝑖𝑛 𝑃𝐷𝑟𝑜𝑝 = 𝐿𝑑𝑃𝑖𝑛
Noise power 𝑃𝑂𝑢𝑡2 = 𝑃𝑂𝑢𝑡3 = 𝐾𝑐𝑃𝑖𝑛 𝑃𝐷𝑟𝑜𝑝 = 𝐾𝑟𝑃𝑖𝑛 𝑃𝑇ℎ𝑟𝑜𝑢𝑔ℎ = 𝐾𝑟𝑃𝑖𝑛

Table 2: Insertion loss coecients and Crosstalk coecients
Through loss (𝐿𝑡 ) Drop loss (𝐿𝑑 ) Crossing loss (𝐿𝑐 )

-0.005dB -0.5dB -0.04dB

Crosstalk per MRR (𝐾𝑟 ) Crosstalk per crossing (𝐾𝑐 )
-25dB -40dB

We analyse the insertion loss and crosstalk noise in Hash based
on the three types of signal paths:

1) Signals onType-I paths directly pass through the waveguides
and reach the slave ports without being coupled by any MRRs. For
instance, the signal from𝑚1 to 𝑠3, represented by the green line in
Figure 5(a), is not coupled with any MRRs along this waveguide.
Other Type-I paths are𝑚2→𝑠4,𝑚3→𝑠1, and𝑚4→𝑠2. The signal
from𝑚1 passes two o-resonance MRRs and two waveguide cross-
ings to reach 𝑠3. The output signal power at 𝑠3 can be calculated as

𝑃𝑠𝑖𝑔𝑛𝑎𝑙,𝑡𝑦𝑝1 = 𝐿𝑐
2𝐿𝑡

2𝑃𝐼 (1)
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Figure 5: Crosstalk noise and insertion loss of dierent types
of signal paths

and the insertion loss value of Type-I paths can be easily calcu-
lated as 𝑙𝑡𝑦𝑝1 = −2(𝐿𝑐 + 𝐿𝑡 ) = 0.09𝑑𝐵. The negative sign is added
to indicate the insertion loss values (10𝑙𝑜𝑔(𝑃𝑖𝑛𝑝𝑢𝑡/𝑃𝑜𝑢𝑡𝑝𝑢𝑡 )) rather
than the insertion loss coecients (10𝑙𝑜𝑔(𝑃𝑜𝑢𝑡𝑝𝑢𝑡/𝑃𝑖𝑛𝑝𝑢𝑡 )).

The crosstalk noise signals generated by the signal from𝑚1 to
𝑠3 are represented by 𝑛1, 𝑛2, 𝑛3 and 𝑛4 in Figure 5(a). The crosstalk
signals are indexed according to the sequence in which they are
encountered during the propagation of the desired signal. The noise
signal power can be expressed as
𝑃𝑛𝑜𝑖𝑠𝑒,𝑡𝑦𝑝1 = ( 𝐾𝑟︸︷︷︸

𝑛1

+𝐾𝑐𝐿𝑡 2︸︷︷︸
𝑛2

+𝐾𝑐𝐿𝑡 2𝐿𝑐 2︸     ︷︷     ︸
𝑛3

+𝐾𝑟𝐿𝑡 2𝐿𝑐 4︸     ︷︷     ︸
𝑛4

)𝑃𝐼 (2)

With the values in Table 2, the noise power generated by the Type-I
signal paths at each slave is -21.90dB·𝑃𝐼 .

2) Signals on Type-II paths are coupled with the rst MRR that
they encounter in a Hash. For example, the signal from𝑚1 to 𝑠4
carried by _1, represented by the red line in Figure 5(b), is coupled
with the MRRs at the upper left, then switched to the waveguide
connected to 𝑠4. Other Type-II paths are 𝑚2→𝑠1, 𝑚3→𝑠2, and
𝑚4→𝑠3. In these paths, an optical signal is coupled with one MRR
which generates the drop loss once. Thus the output signal power
at 𝑠4 can be calculated as

𝑃𝑠𝑖𝑔𝑛𝑎𝑙,𝑡𝑦𝑝2 = 𝐿𝑑𝑃𝐼 (3)
and the insertion loss value of Type-II paths is 𝑙𝑡𝑦𝑝2 = −𝐿𝑑 =

0.5𝑑𝐵.
The rst-order noise signal caused by path𝑚1 → 𝑠4 is repre-

sented by the red dash line in Figure 5(b). The noise power can be
calculated as

𝑃𝑛𝑜𝑖𝑠𝑒,𝑡𝑦𝑝2 = (𝐾𝑟𝐿𝑡𝐿𝑐 2)𝑃𝐼 (4)
The noise power generated by Type-II paths is -25.16dB·𝑃𝐼 .

3) Signals on Type-III paths are coupled with the second MRR
that they meet in a Hash, such as the𝑚1 → 𝑠2 shown in Figure 5(c).
Other Type-III path are𝑚2→𝑠3,𝑚3→𝑠4, and𝑚4→𝑠1. The signal
sent by𝑚1 is coupled with the MRR at the lower left in the Hash
and switched to the waveguide connected to 𝑠2. In this case, the
output power at 𝑠2 is

𝑃𝑠𝑖𝑔𝑛𝑎𝑙,𝑡𝑦𝑝3 = (𝐿𝑑𝐿𝑡 2𝐿𝑐 4)𝑃𝐼 (5)
The insertion loss value of those signal paths can also be expressed
as 𝑙ℎ𝑎𝑠ℎ,𝑡𝑦𝑝3 = −(2𝐿𝑡 + 𝐿𝑑 + 4𝐿𝑐 ) = 0.67𝑑𝐵. The Type-III path
𝑚1 → 𝑠2 generates 5 noise signals shown by Figure 5(c). Among
them,𝑛1,𝑛2,𝑛4 and𝑛5 go to 𝑠4, while𝑛3 goes to 𝑠3. The noise power
can be calculated as
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𝑃𝑛𝑜𝑖𝑠𝑒,𝑡𝑦𝑝3 = ( 𝐾𝑟︸︷︷︸
𝑛1

+𝐾𝑐𝐿𝑡 2︸︷︷︸
𝑛2

+𝐾𝑐𝐿𝑡 2𝐿𝑑 2𝐿𝑐 6︸          ︷︷          ︸
𝑛4

+ 𝐾𝑟𝐿𝑡 2𝐿𝑑 2𝐿𝑐 8︸          ︷︷          ︸
𝑛5

+𝐾𝑟𝐿𝑡𝐿𝑐 2︸   ︷︷   ︸
𝑛3

)𝑃𝐼
(6)

The noise power generated by Type-III path is -21.86dB·𝑃𝐼 .

With the denition of SNR, the SNR is expressed as 10𝑙𝑜𝑔
𝑃
_𝑛
𝑜𝑢𝑡𝑝𝑢𝑡

𝑃
_𝑛
𝑛𝑜𝑖𝑠𝑒

,
where 𝑃𝑜𝑢𝑡𝑝𝑢𝑡 denotes the output power of the desired signal and
𝑃𝑛𝑜𝑖𝑠𝑒 is the power of all crosstalk signals that have the same des-
tination and wavelength as the desired signal. Hash increases the
average SNR by 10% and 17% compared to a 4×3 _-router and a 4×3
GWOR, respectively. The advantages of Hash in SNR come from its
lower MRR usage, as MRRs are major sources of crosstalk signals.
Thus, the reduction of MRR usage benets the signal quality.

4 LIGHT: A WRONOC TOPOLOGY BASED ON
HASH

If we replace the masters and the slaves with inputs and outputs, a
Hash can be considered as a complex optical switching element with
4 inputs and 4 outputs. With Hash as the basic building block, we
can easily construct an𝑁×(𝑁 −1)WRONoC topology: Light for full
communication among 𝑁 IP-core except for self-communication.

4.1 Waveguide Connections
The structure of an 𝑁×(𝑁 − 1) Light is shown by Figure 6. In an
𝑁×(𝑁 − 1) Light, d𝑁2 e (d

𝑁
2 e − 1)/2 Hashes are needed; and this

structure can be expanded to any sizes. The structure is formed by
these steps:

1) Place d𝑁2 e − 1 − (𝑘 − 1) Hashes horizontally in 𝑘-th row with
1 ≤ 𝑘 ≤ d𝑁2 e − 1. Connect the left ports of each Hash with its left
neighbor.

2) Connect the bottom ports of Hash to its bottom neighbor
except for the Hash at the rightmost end of each row. Connect the
bottom ports of Hash at the rightmost end of each row to its bottom
left neighbor.

3) Connect the upper ports of Hashes in the rst row to the ports
𝑚1, 𝑠1,𝑚2, 𝑠2,𝑚3, 𝑠3, . . . ,𝑚 d𝑁2 e−1 and 𝑠 d𝑁2 e−1, sequentially. If the
number of IP-cores is even, then connect the right ports of the Hash
at the rightmost end in the rst row to𝑚 d𝑁2 e and 𝑠 d𝑁2 e .

4) Connect the left ports of Hashes in the rst column to ports
𝑚𝑁 , 𝑠𝑁 ,𝑚𝑁−1, 𝑠𝑁−1, . . . ,𝑚 d𝑁 +1

2 e+2, 𝑠 d𝑁 +1
2 e+2,𝑚 d𝑁 +1

2 e+1, 𝑠 d𝑁 +1
2 e+1,

sequentially. Connect the bottom input and output of Hash in the
last row to𝑚 d𝑁 +1

2 e and 𝑠 d𝑁 +1
2 e .
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Figure 6: The 𝑁 × (𝑁 − 1) Light structure

4.2 Wavelength Assignment
Each Hash contains two dierent wavelengths, which can be re-
garded as a wavelength-set (Λ). For example, in the Hash shown in
Figure 4, the wavelength-set Λ1 contains _1 and _2 (Λ1={_1,_2}). In
this case, the task to assign wavelengths to each MRR is converted
into the task to assign a wavelength-set to each Hash. To assign
wavelengths to MRRs, two important rules need to be obeyed to
avoid data-collision: [18]

1) Wavelengths assigned to the signal paths between the same
masters and dierent slaves must be dierent;

2) Wavelengths assigned to the signal paths between dierent
masters and the same slaves must be dierent.

Based on these two rules, we propose a simple resonant wave-
length conguration approach to address the wavelength assign-
ment problem. For an 𝑁 × (𝑁 − 1) Light, we rst construct a
(d𝑁2 e − 1)×(d𝑁2 e − 1) Wavelength-set Matrix, where each entry
represents a wavelength-set (Λ). After that, we ll the matrix col-
umn by column by repeatedly iterating over an array from 1 to
d𝑁2 e. At last, we congure the Hashes according to the matrix.

Λ! 𝑥 𝑥
Λ" 𝑥 𝑥
Λ# 𝑥 𝑥

(a)

Λ! Λ" 𝑥
Λ# Λ! 𝑥
Λ$ Λ# 𝑥

(b)

Λ! Λ" Λ#
Λ$ Λ! Λ"
Λ# Λ$ Λ!

(c)

Λ!      Λ"     Λ#  
Λ$      Λ!      0  
Λ#       0      0

(d)
Figure 7: Wavelength-set assignment for an 8×7 topology
For example, to congure the resonant wavelengths of MRRs

in an 8×7 Light topology, we rst construct a 3×3 Wavelength-
set matrix and 4 wavelength-sets [Λ1,Λ2,Λ3,Λ4]. We ll the rst
column with Λ1, Λ2, and Λ3 as shown in Figure 7(a) and ll Λ4 to
the rst entry in the second column. Then we begin the second
iteration from Λ1 again and ll Λ1, Λ2 to the remaining two entries
in the second column shown in Figure 7(b). After repeating this
step again for the third column, we have a lled 3×3Wavelength-set
matrix shown in Figure 7(c). Since only 6 Hashes are required for
this topology, the entries below the counter-diagonal are replaced
by 0 shown in Figure 7(d).

We congure theMRRs of the 8×7 Light with the 3×3Wavelength-
set matrix shown in Figure 7(d). Assume that Λ1 = (_1,_2), Λ2 =
(_3,_4), Λ3 = (_5,_6), Λ4 = (_7,_8), the 8×7 Light topology is pre-
sented by Figure 8. Specically, the wavelength of a signal path,
which a master is directly connected to a slave by a waveguide, can
be congured with any wavelengths except for the resonant wave-
lengths of MRRs along the waveguide. However, the wavelength of
the signal path, which a master and a slave are connected by two
dierent waveguides, should be set as the the resonant wavelength
of the MRR in the PSE that is formed with two waveguides.
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Figure 8: An 8 × 7 Light topology
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5 ANALYSIS AND COMPARISON
To evaluate the performance of Light, we compare Light with the
state-of-the-art WRONoC topologies, _-router, GWOR, and Snake,
in terms of MRR usage, insertion loss, and SNR.

5.1 MRR Usage
In an 𝑁×(𝑁 − 1) Light, there are d𝑁2 e (d

𝑁
2 e − 1)/2 Hashes, namely

2d𝑁2 e (d
𝑁
2 e − 1) MRRs, since each Hash has 4 MRRs. An 𝑁×𝑁 _-

router consists of 𝑁 d𝑁2 e+(𝑁 − 1) b𝑁2 c CSEs with 2 MRRs, namely
2(𝑁 d𝑁2 e+(𝑁 − 1) b𝑁2 c) MRRs. An 𝑁×(𝑁 − 1) GWOR consists of
𝑁 (𝑁 − 2) MRRs [20]. We compare the number of MRRs in Light to
_-router and GWOR for networks with more than 4 IP-cores.

Table 3: MRR usage in Routers
Number of IP-cores

4 8 16 32 64
MRR usage in Snake 12 - - - -
MRR usage in _-router 12 112 240 992 4032
MRR usage in GWOR 8 48 224 960 3968
MRR usage in Light 4 24 112 480 1984

Table 3 presents the MRR usage in Light, _-router, GWOR, and
Snake for dierent sizes of networks. Compared to these topologies
that employ CSEs, Light reduces the number of MRRs by more
than half. This reduction is achieved because Light replaces CSEs
with PSEs which route two signals with one MRR. The reduction
in MRR usage has multiple benets. First, fewer MRRs indicate
less MRR tuning power. As proposed in a recent survey paper [17],
depending on the number of MRRs in the topology, MRR tuning
power contributes 20-60% to the total optical power. Second, MRRs
are important sources of crosstalk noise which negatively correlates
with the SNR.

5.2 Insertion Loss
We calculated the drop loss, through loss and crossing loss in Light,
_-router, Snake, and GWOR with parameter values in Table 2. We
removed the self-communications in the _-router and Snake for
a fair comparison. For the network with 4 IP-cores, the values of
average insertion loss and worst-case loss in these topologies are
given by Table 4. For this small network, all topologies perform
similarly in both average and worst-case insertion losses.

Table 4: Insertion loss in 4×3 Routers

_-router Snake GWOR Light
Avg. Loss/dB 0.45 0.45 0.4 0.42

Worst-case Loss/dB 0.65 0.65 0.6 0.67

For large networks with more than 4 IP-cores, Figure 9 shows
the average and worst-case insertion loss values in Light, _-router
and GWOR. In general, Light outperforms _-router in the average
insertion loss, but suers more worst-case insertion loss. For ex-
ample, in the network with 64 IP-cores, the average insertion loss
of Light is 8.8% less than the average loss of _-router and 7.4% less
than the average loss of GWOR. Although GWOR and Light have
greater worst-case insertion loss than _-router, both topologies can
match their physical layouts better than _-router. In physical im-
plementation, the additional crossings or long detours in _-router
result in more propagation loss or crossing loss which increases the
insertion loss. The analysis of insertion loss involving propagation
loss and bending loss in _-router and Light is given in Section 5.4.
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5.3 Signal-to-Noise Ratio (SNR)
To evaluate the signal quality in Light, we calculated the SNR in
_-router, Snake, GWOR and Light for the network with 4 IP-cores.
In a 4×3 GWOR shown in Figure 3(c), the signals, coupled with the
rst MRR they encounter, have no noise signals so that their SNR
values are innite. We remove these 4 signal paths and calculate
the average SNR for the remaining 8 signal paths. The results given
in Table 5 show that Light has both greater average SNR value and
worst-case SNR than other topologies.

Table 5: SNR in 4×3 Routers
_-router Snake GWOR Light

Avg. SNR/dB 20.117 20.116 18.8879 22.1115
Worst-case SNR/dB 17.1445 16.9714 18.8707 19.9019

We compared the SNR in Light, _-router and GWOR for the
network with N IP-cores, where N= 8, 16, 32, 64. For N ≥ 4, in
GWOR, 3 signals with no noise have innite SNR values.We remove
them to calculate the average SNR. The results in Figure 10 show
that Light outperforms _-router and GWOR in the average SNR,
particularly for large networks. For example, in the network with
64 IP-cores, Light increases the average SNR by 83.9% and 66.9%
compared to _-router and GWOR, respectively. For worst-case SNR,
both Light and GWOR have lower worst-case SNR than _-router,
but Light increases the worst-case SNR compared to GWOR.

We analyzed the SNR of each signal path in Light, _-router, and
GWOR for a network with 32 IP-cores. The total 992 paths in _-
router have similar SNR values (7dB) smaller than the average SNR
of Light, while 91% paths in Light have larger SNR than 7dB. This
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observation demonstrates great potential of Light in application-
specic WRONoCs, where some signal paths are not required [14].
The removal may not benet _-router too much, because of the
similar SNR values. But for Light, this removal may signicantly
reduce the insertion loss, if we can smartly pick out the signal paths
that suer the most insertion losses to be removed. Light has a large
range of insertion loss due to the arrangement of the positions of
master/slave nodes. Although GWOR has a similar arrangement as
Light when the number of IP-cores is even, 880 (89%) paths in 32×31
GWOR achieve smaller SNR values than the average SNR of Light.
Beneting from the reduced MRR usage, the crosstalk noise is less
severe in Light than in GWOR, which contributes to the signicant
advantages of Light in SNR.

5.4 Physical Implementation
As introduced before, each IP-core acts as both master and slave,
and hence the master and slave ports are close to each other in
reality. Based on such physical constraints, we manually design
_-router and Light for a network with 8 IP-cores in a 1.6cm × 1.6cm
chip. For both layouts, we try to minimize the lengths of waveguides
under the condition that no additional waveguide crossings will be
introduced, and we place both topologies as centralized routers on
the middle of the chip as shown in Figure 11(a) and Figure 11(b).
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Figure 11: Physical layouts for _-router and Light topology
According to these physical layouts, we calculated the insertion

loss including the propagation loss (0.274dB/cm) and bending loss
(0.005dB/90◦) in _-router and Light [13].

Table 6: Physical features in both physical layouts
Physical feature _-router Light

#crossings in CSEs or Hashes 28 24
#bending 139 90

Length of waveguides (total) 25.6cm 17.7cm
Length of waveguides (worst∗) 4.16cm 2.50cm

Insertion loss (total) 48.91dB 44.17dB
Insertion loss (worst∗) 2.09dB 1.82dB

worst∗: the signal path that has the worst-case insertion loss.
Table 6 shows the physical features in both physical layouts.

Thanks to the realistic model of the positions of nodes, Light con-
nects the master and the slave from the same IP-core to a pair of
neighboring input and output without detouring. With this arrange-
ment Light reduces the total waveguide lengths by 31% compared
to _-router. However, the long detours in _-router, which are in-
evitable to avoid additional crossings, result in much propagation
loss. Compared to _-router, Light reduces the total insertion loss by
10% and the worst-case loss by 13%. Thus, in physical implementa-
tion, Light outperforms _-router in both average insertion loss and
worst-case insertion loss. The reduction of insertion loss in Light
benets the further enhancement of signal quality.

6 CONCLUSION
In this work, we proposed a novel WRONoC topology: Light. With
a novel 4×3 router structure as the fundamental building block and
a simple resonant wavelength conguration approach, Light can
easily be implemented to support 𝑁 × (𝑁 − 1) communication at
any scale. According to the comparison between Light and typical
state-of-the-art WRONoC topologies, Light reduces the MRR usage
by more than half and avoids additional waveguide crossings or
detours during physical implementation. Based on a detailed analy-
sis, we concluded that Light outperforms _-router and GWOR in
average insertion loss value and average SNR value. Furthermore,
Light has great potential in application-specic WRONoCs. By re-
moving the few signal paths with high insertion loss or low SNR,
the network performance will be further improved.
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