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Abstract—Inkjet-printed electronics have attracted consider-
able attention for low-cost mass production. To avoid undesired
device behavior due to accidental ink merging and redistribution,
high-density designs can benefit from layering and drying in
batches. The overall manufacturing cycle-time, however, now
becomes dominated by the cumulative drying time of these
individual layers. The state-of-the-art approach decomposes the
whole design, arranges the modified objects in different layers,
and minimizes the number of layers. Fewer layers imply a
reduction in the number of printing iterations and thus a
higher manufacturing efficiency. Nevertheless, printing objects
with significantly different drying dynamics in the same layer
leads to a reduction of manufacturing efficiency, since the longest
drying object in a given layer dominates the time required
for this layer to dry. Consequently, an accurate estimation of
the individual layers’ drying time is indispensable to minimize
the manufacturing cycle-time. To this end, we propose the first
Gaussian drying model to evaluate the local evaporation rate
in the drying process. Specifically, we estimate the drying time
depending on the number, area, and distribution of the objects
in a given layer. Finally, we minimize the total drying time by
assigning to-be-printed objects to different layers with mixed-
integer-linear programming (MILP) methods. Experimental re-
sults demonstrate that our Gaussian drying model closely approx-
imates the actual drying process. In particular, comparing the
non-optimized fabrication to the optimized results demonstrates
that our method is able to reduce the drying time by 39%.

Index Terms—Inkjet printing, Gaussian drying model, MILP,
Layer assignment

I. INTRODUCTION

Over the past decades, printing-based manufacturing has
gained increasing focus as an additive fabrication approach
for electronic devices [1]. Compared to classical techniques,
printing-based fabrication has a higher compatibility with
flexible and stretchable materials [2]. Additionally, a variety
of materials can be used as substrates. In particular, low-
cost substrates can significantly reduce the production cost
of electronics compared to classical silicon substrates. For
instance, the fabrication of electronic components on cheap
substrates such as paper has previously been demonstrated
by [3]. Considering these benefits, remarkable efforts have
been devoted to pushing the limits of printing-based fabri-
cation. For example, direct inkjet printing of nanoscale gaps

below 100 nm is made possible without any high-resolution
lithography [4]. Generally, ensuring error-free print results,
enhancing resolution, and increasing manufacturing speed are
major challenges in the process.

Inkjet printing is a deposition technique that builds up
images and structures in a droplet-by-droplet fashion [5]. Dur-
ing the manufacturing process, undesired merging of features
and accidental ink redistribution can lead to device failure
or otherwise unexpected outcomes. Consequently, the drying
process is a vital component of the fabrication to ensure error-
free print results. In addition, decreasing the ink drying time
can be used to effectively shorten the manufacturing cycle-
time.

The pressure differences within the features with a single
curved geometry may cause the ink to protrude from its
original shape. This phenomenon often occurs when printing
thin leads and electrodes. Specifically, if closely spaced par-
allel electrode lines are printed simultaneously, two adjacent
lines may merge at the points where the ink protrudes. This
undesired merging results in short-cuts in the layout and
eventual loss of functionality.

As for the accidental ink redistribution, it can be observed
when small (on the order of individual droplets) and large
features are printed within the same object [6]. In this case,
smaller and larger features exhibit different average surface
curvatures. According to the Young-Laplace equation, this
difference in curvature causes a local increase in pressure in
the smaller feature leading to a redistribution of ink material.
Following the landing of ink droplets, this unexpected ink
redistribution results in the final dried film being thinner in
smaller features, leading to a local increase in the sheet re-
sistance of the final structure. Consequently, the final device’s
functionality and behavior can be negatively impacted.

Aiming towards avoiding the undesired merging of features,
[7] develops an approach that ensures the full drying of one
of the electrode lines before printing another neighboring line.
The lateral spacing between two printed electrode fingers is
precisely controlled to 1µm without any surface modification
or substrate patterning. Nevertheless, if the ink or substrate
system allows only moderate temperatures, evaporation rates
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are expected to be low causing an increase of the ink drying
time. As a result, the manufacturing cycle-time is increased,
leading to lower throughput.

Further, [6] develops an algorithm to prevent both the un-
desired merging of features and accidental ink redistribution.
In the following, we will refer to the above-mentioned sites
of likely failure as conflicts. This approach detects possible
conflicts automatically and decomposes the corresponding
features. The problem of conflicts is then modeled as a
layer assignment problem and resolved using mixed-integer-
linear programming (MILP). Using this approach, features
with potential conflicts will be assigned to different layers to
avoid merging or ink redistribution. This is because the printed
objects are dried in batches and the fabrication artifacts consid-
ered in this context only appear in liquid films. In this way, the
method finally achieves the desired print outcome. To mitigate
the effect of this approach on the overall manufacturing speed,
[6] minimizes the number of layers in order to reduce the
number of printing iterations. However, as a consequence
of layering and drying in batches, the overall manufacturing
cycle-time now becomes dominated by the cumulative drying
time of these individual layers.

Considering the drying process during manufacturing, the
local solvent concentration in the gas phase plays an important
role. Spatially varying solvent concentrations in the gas phase
lead to corresponding changes in the evaporation rate and thus
affect the drying time at a given position. Further, the local
solvent concentration in the gas phase after printing a given
layer depends on the number, area, and distribution of objects
in said layer. Given a fixed number of layers, multiple conflict-
free solutions can be found, each resulting in a completely
different ink drying time. Therefore, estimating the total drying
time of a given layer assignment is essential to decrease the
overall manufacturing cycle-time.

This work aims to expand the applicability and benefits of
electronic design automation techniques to the manufacturing
of inkjet-printed electronics. We propose the first Gaussian
drying model to evaluate the local evaporation rate in the
drying process to yield an accurate estimation of the individual
layer’s drying time. Based on the Gaussian drying model, we
introduce the concept of drying score to approximate the actual
drying time. As with the local solvent concentration in the gas
phase, the drying score of each layer depends on the number,
area, and distribution of to-be-printed objects belonging to that
layer.

To obtain an optimal layer assignment, we develop an MILP
method to minimize the total drying score based on the out-
comes of the layer number minimization. Finally, we fabricate
a functional design consisting of electronic components. To
evaluate the proposed method, we print this exemplary design
using the optimized and non-optimized layering results. Com-
paring the non-optimized fabrication to the optimized result
demonstrates that our method decreases the manufacturing
cycle-time significantly. Meanwhile, we assess the relationship
between the drying score and the actual drying time by using
a linear regression model. The analysis implies that the drying

score is positively and linearly correlated to the actual drying
time. In other words, our Gaussian drying model closely
approximates the actual drying process. We assume that our
method is generally applicable to the manufacturing of inkjet-
printed electronics in a range of materials and production
environments.

II. GAUSSIAN DRYING MODEL

In general, the drying process takes place between the
initial deposition of the ink on the substrate and any final
curing or fixing. At the interface between the liquid ink
and the gas phase, the local evaporation rate is governed
by a thermodynamic equilibrium. This equilibrium is formed
between the ink’s solvent in its condensed, liquid form and
the corresponding gaseous state. Two of the most influential
parameters on the state of this equilibrium are temperature and
the local solvent concentration in the gas phase. Specifically,
the more solvent molecules can be found in the gas phase,
the slower the evaporation of further molecules will be. Con-
sequently, the overall drying time increases. Macroscopically,
variations in the density of objects in a given layer lead to
different concentration fields in the gas phase above the print.
Therefore, we conclude that the drying time depends on the
number, area, and distribution of objects in a given layer.

Our model of the drying process of inkjet-printed electronics
is based on the diffusion-advection equation, which is used to
quantify the transport of dilute species in a fluid. Further, we
assume the gas phase in the direct vicinity of the substrate
to be well approximated as quiescent and thus ignore advec-
tive transport. Consequently, our model reduces to a classic
diffusion problem.

In this context, we use the time-dependent solution of the
diffusion equation for a finite number of molecules starting
in a single position, a Gaussian function with temporally
increasing standard deviation [8]. Further, we make use of
the linearity and homogeneity of the diffusion equation and
superpose a number of point sources to form a new solution
[9]. In this paper, we add up the contribution of every point
in the layer to approximate the solvent concentration field in
the gas phase above the print. Based on these assumptions, we
build a function that takes the number, area, and distribution
of objects in the layer as parameters to construct our Gaussian
drying model.

III. STATE OF THE ART: LAYER NUMBER MINIMIZATION

Our work aims to improve the manufacturing efficiency
of inkjet-printed electronics by minimizing the required total
drying time for a given design. In particular, to prevent
fabrication artifacts, we adopt the MILP method in [6] to
achieve conflict-free outputs with the minimum number of
layers.

[6] defined two layout features that are likely to cause the
merging of objects and the redistribution of ink: the Laplace
and the proximity conflict. The Laplace conflict describes an
undesired ink redistribution between two contacting objects



Fig. 1. Illustration of conflicts and decomposition method. (a) The Laplace
conflict and proximity conflict can only be observed in the concave vertices.
(b) After the decomposition, the conflict-free pairs of objects will be recom-
bined. To ensure proper contact between conflicting polygons, an overlap is
introduced.

that differ significantly in their dimensions. As for the prox-
imity conflict, it corresponds to the potential merging of inks
when two printed features are located closely together. An
example of the two conflicts is shown in Fig. 1 (a).

To resolve the conflicts and thus prevent fabrication arti-
facts, [6] printed the object in separate layers. Specifically,
each object in a conflicting pair was printed only after the
previously printed pattern had completely dried. Meanwhile,
[6] modeled this problem as a layer assignment problem
and developed a method to assign the conflicting features to
different layers.

A. Conflict-based object modification

While layering resolves conflicts that occur between differ-
ent objects, internal conflicts, i.e. conflicts within the same
object, cannot be eliminated directly by layer assignment.
To this end, [6] decomposed objects with internal conflicts
into small portions and printed them in distinct layers. In
other words, through the decomposition, internal conflicts are
transformed into inter-objects conflicts, i.e. conflicts between
objects, and resolved by layering.

By analyzing the Laplace and the proximity conflict, [6]
concluded that internal conflicts can only appear within con-
cave polygons, i.e. polygons with at least one interior angle
>180°. Therefore, [6] splits all internal angles >180° by
extending the adjacent edges of the polygon and selecting
the shorter option for decomposition (refer to Fig. 1 (a)).
Consequently, all interior angles of the decomposed polygons
are ≤180°. Thereafter, the Laplace and proximity conflicts are
detected between each pair of decomposed polygons, and the
conflict-free pairs are recombined to reduce the number of
polygons and thus the computational burden of the subsequent
procedure. Moreover, an overlap between contacting and con-
flicting objects is introduced to ensure proper contact when
printed in separate layers (refer to Fig. 1 (b)).

B. Layer assignment for conflict eliminimation

After decomposition and recombination, the following con-
straints are introduced to ensure a correct relative printing
order for eliminating all inter-objects conflicts. For each pair

of objects that have the Laplace conflict, the smaller object
needs to be printed earlier than the larger object. Therefore,

li + 1 ≤ lj , (1)

where li and lj refer to the layer indices of the smaller and the
larger objects, respectively. Further, two objects, Pi and Pj ,
that exhibit a proximity conflict, are not allowed to be printed
in the same layer by defining the constraint

li 6= lj , (2)

where li and lj refer to Pi’s and Pj’s layer indices, respec-
tively. To apply the constraint (2) in MILP, we first restate it
as

(li + 1 ≤ lj) ∨ (lj + 1 ≤ li) , (3)

i.e. either Pi is printed earlier than Pj or Pj is printed earlier
than Pi. By using the “big M method”, the above constraint
is linearized as

li + 1 ≤ lj +M · q, (4)
lj + 1 ≤ li +M · (1− q), (5)

where M and q represent a very large constant and an
auxiliary variable, respectively [10].

Finally, to reduce the number of printing iterations, the
objective function is set to minimize the total number of layers,
denoted by ltot. To this end, the last constraint is introduced

li ≤ ltot, (6)

and the overall problem is modeled as

minimize: ltot
Subject to: (1) and (4) – (6).

IV. DRYING SCORE MINIMIZATION

In this paper, we aim to achieve the optimal layer assign-
ment with the minimum total drying time for a given design.
The optimization starts from the minimized layer number, i.e.
with ltot fixed to its minimum value.

As mentioned in Section II, the drying time of a given layer
is dependent on the number of solvent molecules in the gas
phase immediately above the print. Generally, within a given
layer, the more solvent molecules there are, i.e. the greater
the solvent concentration in the gas phase is, the slower the
evaporation rate and therefore the longer the drying time will
be. Moreover, the highest local solvent concentration in the gas
phase of one wet point dominates the solvent concentration
in the gas phase of the layer. Consequently, determining the
drying time of a layer is equivalent to estimating the highest
local solvent concentration in the gas phase of any wet point
in that layer. In other words, the drying time of a given layer is
equivalent to the longest drying time of any wet points within
the layer.

According to our Gaussian drying model, we introduce an
indicator of the initial solvent concentration in the gas phase
for a given layer. The concept of “initial” refers to the first
moment after the ink drop hits the substrate. Specifically, this



TABLE I
MODEL NOTATIONS, CONSTANTS & VARIABLES

Notation

Pi The ith object;

Tm,n The individual tile on the mth row and nth column;

P
Tm,n
i The portion of the object Pi in the tile Tm,n;

Constants

ltot The total number of layers;

nx, ny The number of individual tiles in the x- and y-axis;

fα,µ,σ(·) The Gaussian function fα,µ,σ = α exp
(
− (·−µ)2

2σ2

)
;

δ
Tm,n
Pi The occupancy ratio of the ith object in the tile Tm,n

%
Tm,n
Pi

The drying score increase of the tile Tm,n caused by

the object Pi;

Binary

qki The ith object is assigned to the kth layer;

Integer

li The layer index of the ith object;

Continuous

%
Tm,n
k The drying score of the tile Tm,n in the kth layer;

%k The highest drying score in the kth layer.

indicator is referred to as the drying score and is expected
to be proportional to the accurate drying time. To minimize
the total drying time of a given design, we minimize the
total drying score, which is the sum of each layer’s drying
score. Thereafter, the layer assignment with the minimum total
drying score is the expected optimal solution.

Our approach consists of area tiling, determining the drying
score of an individual tile, and mathematical model construc-
tion, each of which will be explained in the following. The
model notations, constants and variables are outlined in Table
I.

A. Area tiling

To physically represent a point, we decompose the entire
design into nx × ny square tiles. A larger number of tiles
implies a smaller tile making the model more accurate, but
also increasing the calculation volume. Thus, this is a tradeoff
between accuracy and computational effort. The tile side-
length will then be determined according to the entire design
size.

According to the area tiling, we obtain for each object the
occupancy ratio in each tile by computing the ratio of the area
of the object to the area of its located tile. For example, the

Fig. 2. Illustration of tile occupancy and the drying score increase. (a) A
design decomposed into 3×3 square tiles, on which there are three objects:
P1, P2, and P3. (b) Ignoring the object P1 from (a), the drying score of the
tile T3,3 is determined by summing up the drying score increase caused by
P3 in T3,3 and all portions of P2 in four neighbouring tiles.

occupancy ratios of P1, P2, and P3 in each tile in Fig. 2 (a)
are

δ
T1,1

P1
= 1.000; δ

T1,2

P1
= 1.000; δ

T1,3

P1
= 1.000;

δ
T2,1

P1
= 0.400; δ

T2,2

P1
= 0.400; δ

T2,3

P1
= 0.540;

δ
T2,1

P2
= 0.045; δ

T2,2

P2
= 0.105; δ

T3,1

P2
= 0.135;

δ
T3,2

P2
= 0.315; δ

T3,3

P3
= 0.240,

and δTm,nPi
= 0 for the rest m, n, and i ∈ {1, 2, 3}.

B. Determining the drying score of an individual tile

To determine the drying score, for each tile containing parts
of objects, we build a time-invariant Gaussian function taking
the distance from every individual tile to the current one as the
argument. Thereafter, the drying score of each tile is calculated
by summing up the drying score increase caused by all wet
objects in each tile within the layer. In particular, for each
tile T , the drying score increase caused by a portion of a
wet object located in the tile T̂ is the product of the above-
mentioned Gaussian function and the occupancy ratio of this
object in the tile T̂ .

Generally, we choose the probability density function of the
normal distribution as our Gaussian with the mean set to zero.
To demonstrate our example, we set the standard deviation of
the Gaussian function as (nx + ny)/8 = 3/4. Thus,

fα,µ,σ(·) = f
1

(nx+ny)
8

√
2π

,0,
(nx+ny)

8

(·)

=
1

3/4
√
2π

exp

(
− (·)2

9/8

)
.

(7)

As for the example shown in Fig. 2 (b), the object P2 will
be divided into four parts according to the tiles: PT2,1

2 , PT2,2

2 ,



and PT3,1

2 , and PT3,2

2 . Thereafter, the drying score increase of

the tile T3,3 caused by P2 is

%
T3,3

P2
= fα,µ,σ (dist (T2,1, T3,3)) · δ

T2,1

P2

+ fα,µ,σ (dist (T2,2, T3,3)) · δ
T2,2

P2

+ fα,µ,σ (dist (T3,1, T3,3)) · δ
T3,1

P2

+ fα,µ,σ (dist (T3,2, T3,3)) · δ
T3,2

P2
,

(8)

where

dist (Tm1,n1 , Tm2,n2) =

√
(m1 −m2)

2
+ (n1 − n2)2, (9)

denotes the distance between the tile Tm1,n1
and Tm2,n2

.
Similarly, the drying score increase of the tile T3,3 caused
by P3 is

%
T3,3

P3
= fα,µ,σ (dist (T3,3, T3,3)) · δ

T3,3

P3
. (10)

We substitute equation (7) into equation (8) and equation (10),
then obtain

%
T3,3

P2
= fα,µ,σ

(√
(2− 3)2 + (1− 3)2

)
· 0.045

+ fα,µ,σ

(√
(2− 3)2 + (2− 3)2

)
· 0.105

+ fα,µ,σ

(√
(3− 3)2 + (1− 3)2

)
· 0.135

+ fα,µ,σ

(√
(3− 3)2 + (2− 3)2

)
· 0.315

= 0.080656,

(11)

and

%
T3,3

P3
= fα,µ,σ

(√
(3− 3)2 + (3− 3)2

)
· 0.240

= 0.127662.

(12)

Finally, the drying score of the tile T3,3 is described as

%T3,3 = %
T3,3

P2
+ %

T3,3

P3
= 0.208318. (13)

C. Mathematical model construction

Our method is based on the minimized layer number, i.e.
ltot is fixed to its minimum value as a constant. According to
constraint (6), we conclude that each object’s layer index is
bounded by ltot. Thereafter, we define a binary variable qki for
each object and for each layer to denote whether the ith object
is assigned to the kth layer. To guarantee that each object is
exactly assigned to one layer, the following constraint should
be satisfied.

ltot∑
k=1

qki = 1. (14)

To represent the layer index of each object using the above-
defined binary variable, we introduce the following equation.

li =

ltot∑
k=1

k · qki , (15)

where li denotes the layer index of the ith object.

As introduced in Table I, the drying score of each tile for
each layer is denoted by %Tm,nk , where k is the layer index and

Tm,n is the tile index. %Tm,nk can then be detemined by adding
up the drying score increase caused by all the to-be-printed
objects within this layer

%
Tm,n
k =

∑
i

%
Tm,n
Pi

· qki . (16)

Since the drying score of each layer is dominated by the
maximum drying score among all the tiles, for each tile, we
introduce the following constraint.

%k ≥ %
Tm,n
k , (17)

where %k is an auxiliary continuous variable to denote the
maximum drying score in the kth layer among all the tiles.
Consequently, to minimize the total drying score of a given
layout, we minimize the summation of the maximum drying
score among the tiles for each layer. The complete optimiza-
tion problem can therefore be modeled as

minimize:
ltot∑
k=1

%k

Subject to: (1), (4) – (6), and (14) – (17)

V. EXPERIMENTAL RESULT

In this section, we investigate the performance of our Gaus-
sian drying model and our MILP method with six functional
layout designs as test cases. Our work was implemented using
C++ and the experiments were performed using a computer
with a 2.67GHz CPU. The MILP model is solved by Gurobi
[11].

Test cases 1–3 are three basic functional designs, case 4 is
a microheater, and case 5 is an experimental design proposed
in [6]. In particular, we fabricated a 75mm×50mm digital
microfluidic from [12] as case 6, which contains interdigitated
driving electrode array, reservoir electrodes, and contact pads
for interfacing with the control system. All printing exper-
iments were performed using a commercial silver nanopar-
ticle ink (DGP 40LT-15C, Sigma-Aldrich), Teonex Q65HA
(Dupont Teijin) as a substrate, and disposable cartridges
(1 pL DMC, Fujifilm Dimatix) on a Ceradrop F-series printer
(Ceradrop). During all prints, the nozzles were kept at 50°C
and the chuck was maintained at a temperature of 55°C.
The decomposed patterns were processed using the printer’s
software and printed in individual layers using a drop pitch
of 20µm for rasterization and a jetting frequency of 2 kHz.
Upon print completion, the drying state of the patterns was
visually inspected in intervals of ≥5 min, where the intervals
were shortened the more dry the prints appeared. Once the
print was fully dry, the subsequent layer was printed and the
procedure was continued until all layers of the design were
printed. In addition, considering the difficulty of measuring
the different deposition times of the layout portions, the drying
time of each layer was measured as the time interval between



TABLE II
RESULT COMPARISON FOR OPTIMIZED AND NON-OPTIMIZED LAYER ASSIGNMENTS

Case #Objects #Feasible Optimized Minimum Reduction Median Reduction Maximum Reduction

(Minimum) (Median) (Maximum)

1 18 195 6.3979 6.3979 0 7.4323 13.92% 8.3181 23.08%

2 12 5 5.8570 5.8570 0 6.0705 3.52% 6.4916 9.78%

3 16 13 6.4775 6.4775 0 6.8217 5.05% 6.9042 6.18%

4 52 3 23.0382 23.0382 0 23.0382 0 23.0382 0

5 22 3 30.7726 30.7726 0 30.7726 0 30.7726 0

6 710 1000 17.8081 24.9408 28.60% 33.9106 47.49% 34.4650 48.33%

the termination of printing and the moment when the current
layer’s patterns were completely dry.

As mentioned in section III, to prevent the Laplace and the
proximity conflict, the whole design was decomposed and the
modified objects were assigned into different layers. We first
performed the methods in [6] to obtain the minimum number
of layers that ensured conflict-free solutions.

Starting from the minimized layer number, we obtained
the optimal layer assignment of to-be-printed objects with the
minimum total drying score by using our MILP method. To
calculate the drying score, we used the normal distribution
function provided by the C++ standard library to construct the
probability density function of a normally distributed random
variable with the mean as zero and standard deviation as
(nx + ny)/32. Specifically, we set the total tile number to the
scale of 104, and the Gaussian function is defined as

fα,µ,σ(·) =
1

(nx+ny)
32

√
2π

exp

− (·)2

2
(

(nx+ny)
32

)2
 ,

where nx and ny are computed as in Section IV-A.
Besides, we randomly generated one thousand different

layer assignments based on the corresponding minimum num-
ber of layers for each experimental design. In the following,
we denote a layer assignment with the minimized layer number
as feasible when each of its layers is conflict-free. These one
thousand layer assignments are referred to as the no-treatment
control group for the respective experimental design. Further,
layer assignments with the minimum, median, and maximum
drying scores in the no-treatment control group are regarded as
non-optimized solutions. For convenience, the non-optimized
layer assignment with the minimum, median, and maximum
total drying score will be referred to as the minimum, median,
and maximum non-optimized layer assignment, respectively.

Noticeably, considering the scale of experimental designs,
the number of feasible layer assignments may be less than
one thousand. If this situation occurs, all feasible solutions
will be used to construct the no-treatment control group for
that experimental design. The total drying score of the optimal
solution and representative non-optimized solutions, as well
as the corresponding percentage reductions, are shown in

TABLE III
THE DRYING SCORE AND THE ACTUAL DRYING TIMES OF OPTIMIZED AND

MEDIAN NON-OPTIMIZED LAYER ASSIGNMENTS

Layer Optimized Median non-optimized

no. Drying Drying Time
Score

Drying Drying Time
Scoretime score time score

1 70 1.3759 50.88 80 1.7109 46.76

2 60 1.2516 47.94 185 6.3744 29.02

3 60 1.1529 52.04 190 6.4736 29.35

4 205 6.2619 32.74 235 6.5331 35.97

5 50 1.0904 45.85 215 6.1939 34.71

6 235 6.6754 35.20 210 6.6247 31.70∑
Time

∑
Score

∑
Time∑
Score

∑
Time

∑
Score

∑
Time∑
Score

680 17.8081 38.18 1115 33.9106 32.88

Table II. For each case, we denote the number of to-be-
printed objects as #objects and the number of feasible layer
assignments as #feasible.

A. Optimized versus non-optimized layer assignments

As mentioned above, we randomly construct for each design
one thousand layer assignments as control group. Except for
case 6, the number of feasible layer assignments for all other
test cases is less than one thousand. Comparing case 1 with
case 4, we noticed that the number of decomposed objects in
case 1 is 18 and in case 4 is 52. However, there are 195 feasible
layer assignments for case 1, while only three for case 4. As
a conclusion, the number of feasible solutions is not related
directly to the number of to-be-printed objects.

For case 4 and case 5, we observe that the total drying
score of their three different feasible layer assignments are
the same. Due to the lack of sufficient feasible solutions,
there is no difference between optimal and non-optimized
solutions. In other words, the optimization simply ensures
that the desired outcome can be achieved with minimum
printing iterations. While for case 6, there is a significant
difference in the total drying score between the minimum and



Fig. 3. Case 6: (a) The top-view schematic of substrate. (b) The top-view schematics of each layer for the optimized layer assignment. (c) Image of the
optimized design with a grid size of 5mm×5mm. (d) Picture of the optimized design printed on the polyester film held by hand.

maximum non-optimized layer assignments, which indicates
that there is much space for optimization. Specifically, for
case 6 the percentage reduction is 28.60%, 47.49%, and
48.33% comparing the optimized to the minimum, median,
and maximum non-optimized layer assignment, respectively.
Therefore, the advantage of our method is more significant in
designs with a large number of feasible solutions.

Further, we demonstrate in Table III a comparison between
the drying score for each layer of the optimized result and
median non-optimized layer assignment for case 6. The min-
imized layer number of case 6 is six. As shown in Table II,
the percentage reduction regarding the median non-optimized
layer assignment is 47.49%. As for the drying score of each
layer, within the optimized solution, only two layers have a
drying score greater than six, while within the non-optimized
layer assignment five layers have a drying score greater than
six (refer to Table III). Comparing the optimal assignments
of to-be-printed objects in each layer in Fig. 3 (a), the
above-mentioned observation is developed by the fact that
the reservoirs in the design shown in Fig. 3 (a) will always
dominate the drying score of the layer that they belong to.

Specifically, there is a significant difference between the

area of the reservoirs and all other components, which leads
to significantly different drying dynamics. Therefore, printing
objects with strongly differing drying dynamics in the same
layer leads to a reduction in manufacturing efficiency. Notice-
ably, in the optimized layer assignment shown in Fig. 3 (b), all
the reservoirs are divided into two groups and assigned to the
fourth and sixth layers to minimize the difference in drying
dynamics within one layer.

Meanwhile, considering Table III in conjunction with Fig.
3 (b), we also observe that there is little difference in the
drying scores between the fourth and sixth layer, although the
sixth layer has one more reservoir than the fourth. This occurs
because the drying score depends not only on the number of
objects in a given layer but also on the area and distribution
of objects contained therein.

B. Gaussian drying model evaluation

To verify our above-mentioned inference, we evaluate the
Gaussian drying model by comparing the drying score with
the actual drying time of each layer in the optimized layer
assignment and in the median non-optimized layer assignment
of case 6.



Fig. 4. Illustration of scatterplots and linear regression lines.

In Table III, we exhibit the actual drying time (in minutes) of
each layer for the optimized and median non-optimized layer
assignments. Generally, we conclude that the drying score is
proportional to the actual drying time. For further evaluation,
we relate the drying score and actual drying time by using a
linear regression model. Specifically, in Fig. 4, we demonstrate
the scatterplots and corresponding linear regression lines of
the drying score and actual drying time both in the optimized
and median non-optimized layer assignments. The x- and y-
axes correspond to the drying score and actual drying time,
respectively. According to the scatterplots, we conclude that
there is a positive correlation between the drying score and
actual drying time.

In particular, we introduce the Pearson correlation coeffi-
cient r for both layer assignments. In regression, the Pearson
correlation coefficient is a measure of linear correlation be-
tween two sets of data. r = 1 implies that a linear equation
describes the relationship between X and Y perfectly, with
all data points lying on a line for which Y increases as
X increases. As shown in Fig. 4, the Pearson correlation
coefficient is 0.9967 in optimized layer assignment and 0.9455
in median optimized layer assignment. We infer that our
Gaussian drying model closely approximates the actual drying
process as both values are very close to 1.

VI. CONCLUSION

In this paper, we propose an MILP method to improve
the manufacturing efficiency of inkjet-printed electronics by
optimizing the printing order of objects in a given design. To
estimate the actual drying time for the purpose of reducing
manufacturing cycle-time, we construct the first Gaussian
drying model and introduce a formula to generate the drying
score of a given layer. Thereafter, the optimal solution is
obtained by minimizing the total drying score of a given
design. Experimental results confirm that our Gaussian drying
model closely approximates the actual drying process and the
proposed MILP method can significantly reduce the manufac-
turing cycle-time.
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