Abstract—We present a novel control approach for formally solving reach-avoid problems for constrained and disturbed nonlinear systems by optimizing over reachable sets. Reach-avoid problems arise in many modern control applications of safety-critical systems, such as autonomous driving and human-robot collaboration. They require us to control all states from a set of initial states in finite time into a final set while guaranteeing the satisfaction of state and input constraints despite the presence of disturbances, both external and in the form of uncertain measurements. We optimize over reachable sets, thereby simultaneously improving the control performance and guaranteeing constraint satisfaction for all solutions. Moreover, our new approach involves a novel combination of state-dependent feedforward and feedback control, which leads to better control performance compared to existing approaches as demonstrated in several numerical examples. Our algorithm is particularly suited for computing motion primitives used in maneuver automata, which realizes fast and efficient online planning. The online applicability is supported by the simple structure of the resulting controller which is a time-varying linear tracking controller.
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I. INTRODUCTION

In many modern control applications, such as autonomous driving or robots collaborating with humans, guaranteeing safety becomes increasingly important. This is a hard task since these systems have complex, nonlinear dynamics, are limited by state and input constraints, and are affected by uncontrollable inputs such as sensor noise or external disturbances.

These kinds of problems can be seen as reach-avoid problems, where the system has to be controlled in a fixed time from some initial set towards a desired goal set, while avoiding unsafe regions despite disturbances and constraints. For example, a car should be steered from its initial position to a goal position while avoiding unsafe regions, such as other lanes, other traffic participants, or velocities that are too high. At the same time, the input set of the controller is limited by maximum acceleration, maximum braking, and maximum steering capabilities. The same is true if we consider a robotic manipulator that should move from one configuration to another, while satisfying torque constraints and not colliding with human co-workers, surrounding objects, or itself.

For a single initial state and undisturbed systems, these reach-avoid problems can be solved efficiently using numerical optimization tools such as multiple shooting [1]. However, if we have to consider a set of initial states, e.g., if the exact initial state is not known beforehand or cannot exactly be measured due to noisy sensors, these methods fail, as they would have to solve an optimization problem for each of the uncountably many states of a continuous set.

In this paper, we present a new way of computing controllers which formally solve reach-avoid problems for a set of solutions despite disturbances that can be efficiently executed. In contrast to classical optimal control algorithms, which only consider a single trajectory and therefore are able to numerically integrate this trajectory in the cost and constraint functions, we optimize directly over the whole reachable set [2]–[4] and include the reachable set computation directly in the cost and constraint functions.

As the computations of reachable sets require some time, we significantly reduce the online computation time by pre-computing the controllers and corresponding reachable sets a priori and storing them in a safe maneuver automaton [5]; see Fig. 1. There, many short trajectory pieces with different initial and final sets are pre-computed, which are often referred to as motion primitives (Fig. 1, ➁). These motion primitives can be concatenated if the initial set of a motion primitive is completely contained in the final set of the previous one (Fig. 1, ➂). The maneuver automaton contains the motion primitives as states and connectable motion primitives as transitions, as presented in Fig. 1, ➂. After pre-computing all of the motion primitives and constructing the maneuver automaton offline in advance, the online planning and control problem simplifies to a discrete planning problem (Fig. 1, ➆). In order to have a maneuver automaton with as many transitions as possible – to be more flexible during the online planning – we need controllers which are able to steer all states from a large initial set into a small final set.

Related Work

There exist many methods in the literature which aim to control constrained nonlinear systems despite disturbances. However, it is still an open challenge to provide guarantees without becoming too conservative or resulting in too large computation times. A direct way to obtain optimal control inputs, which satisfy state and input constraints, is by solving the
Hamilton-Jacobi-Bellman (HJB) equation or using dynamic programming [6]–[9]. Since solving the HJB equation is only possible for low-dimensional systems, it becomes difficult to apply for high-dimensional systems.

Another well-known method is to use model predictive control (MPC), which allows us to take state and input constraints into account. There are two different approaches: In the explicit case, the state space is divided into different regions, and for each region, an optimal control law is computed which satisfies the constraints [10]–[17]. Due to this division of the state space, this approach becomes easily computationally infeasible for higher-dimensional systems. In implicit MPC, on the other hand, the optimization problem is solved online, requiring to find a solution in real time, which is often infeasible if formal guarantees are required.

An established form of robust MPC is tube-based MPC, where an auxiliary controller is used to keep the system in a tube around the optimized trajectory [18]–[20]; for linear systems, the superposition principle is exploited, but it is also possible for nonlinear systems [21]–[24] under certain assumptions and with increased conservativeness, as explained in Sec. III and illustrated in Fig. 4. An approach that combines MPC with reachability analysis is shown in [25]; however, they also consider fixed feedback controllers and use conservative approximations of the reachable sets.

Another method which controls all states around a single trajectory is presented in [26]. This method exploits so-called trajectory robustness, which is, however, restricted to feedback-linearizable and differentially flat systems, and it does not take disturbances into account. An extended version using feedback control is shown in [27].

Controlling all states in so-called funnels, similar to the tubes in tube-based MPC, to a final set for disturbed nonlinear systems can be done using LQR trees [28]–[30]. There, the authors use sums-of-squares programming to find LQR tracking controllers, which satisfy certain constraints. This method is also successfully applied to safe maneuver automata [31]; however, the complexity of sums-of-squares techniques can grow very fast with the system dimension. Similar approaches which can be used for motion planning are shown in [32], where the positive invariant sets of different controllers are concatenated in trees to obtain maneuver automata. More approaches for safe motion planning using maneuver automata can also be found in [33], [34] and using reachability analysis for verifying the safety of maneuvers in [35].

A large class of controllers which provide formal guarantees are abstraction-based controllers [36]–[52]. They have the advantage that they can even take complex specifications into account; however, as they often do this by discretizing the state and input spaces, they suffer from the curse of dimensionality. Some methods try to avoid computing abstractions of the whole state space [53]–[57], but mainly focus on the satisfaction of more complex requirements and only consider undisturbed systems. Other approaches for controller synthesis with formal specification (again, only for undisturbed systems) combine genetic algorithms with Lyapunov functions [58].

In earlier works, we addressed the problem at hand by combining optimal control with reachability analysis. In [59], [60], we obtained a piecewise-constant control law by interpolating optimal open-loop trajectories of extreme states and generators, respectively. In [61], we optimized continuous feedback controllers, but only for disturbed linear systems.

Contributions

In this paper, we combine formal verification with controller synthesis. Instead of treating both steps – controller synthesis and verification – independently, we combine them by optimizing the controller to obtain a tighter reachable set, which in turn is used to verify the controller. This allows us to obtain controllers with optimized performance and safety guarantees despite constraints, external disturbances, and measurement noise. The resulting approach is easy to apply and scales well with the system dimension, and the resulting controller has a simple structure, therefore allowing fast sampling times during its application. We develop a novel unification and extension of the feedforward control from [60] and the closed-loop feedback optimization from [61], which leads to improved performance and faster computation times compared to the previous works. The resulting controller includes a state-dependent feedforward controller, which provides a unique reference trajectory for any state from the initial set. We track them with a continuous feedback controller, which is obtained by optimizing over reachable sets.

Organization

The remainder of this paper is organized as follows. After a formal problem statement in Sec. II, we give an overview in Sec. III. The main part of this paper is Sec. IV, where
we present the new approach in detail. This is followed by a discussion of the algorithm in Sec. V. The applicability of the algorithm is shown in four numerical examples in Sec. VI, where we compare it to existing approaches, before we conclude with a summary in Sec. VII.

II. Formal Problem Statement

We consider a disturbed, nonlinear, time-continuous system of the form

\[ \dot{x}(t) = f(x(t), u(t), w(t)), \]

with states \( x(t) \in \mathbb{R}^n \), inputs \( u(t) \in \mathbb{R}^m \), and disturbances \( w(t) \in \mathcal{W} \subseteq \mathbb{R}^d \) (\( \mathcal{W} \) is compact, i.e., closed and bounded). We do not require any stochastic properties for \( w(\cdot) \); we only assume that any possible disturbance trajectory is bounded at any point in time in the compact set \( \mathcal{W} \). We denote this by \( w(\cdot) \in \mathcal{W} \), which is a shorthand for \( w(t) \in \mathcal{W}, \forall t \in [0, t_f] \), where \( t_f \in \mathbb{R}^+ \) is the final time. The same shorthand is also used for state and input trajectories throughout the paper. We denote the solution of (1) with initial state \( x(0) \), input \( u(\cdot) \), and disturbance \( w(\cdot) \) at time \( t \) as \( \xi(x(0), u(\cdot), w(\cdot), t) \). The solution satisfies the following two properties:

\[
\xi(x(0), u(\cdot), w(\cdot), 0) = x(0), \\
\xi(x(0), u(\cdot), w(\cdot), t) = f\left(\xi(x(0), u(\cdot), w(\cdot), t), u(t), w(t)\right), \\
\forall t \in \mathbb{R}_d^+.
\]

If we consider an undisturbed system, we use \( \xi(x(0), u(\cdot), 0, t) \) to denote the solution without disturbances, i.e., \( \mathcal{W} = 0 \). The measurement of the system is modeled by a function \( \hat{h} \), returning the measurement vector \( \hat{x} \in \mathbb{R}^n \) subject to a compact set of measurement errors \( \mathcal{V} \subseteq \mathbb{R}^n \):

\[
\hat{x} \in \{h(x, \nu) | \nu \in \mathcal{V}\}.
\]

The task is to find a control law \( u_{\text{ctrl}}(\hat{x}, t) \) for system (1) which guarantees that all states in an initial set \( X_0 \subseteq \mathbb{R}^n \) are steered into a final set \( S_f \subseteq \mathbb{R}^n \) after time \( t_f \) despite disturbances and measurement errors. We minimize the size of the final set by solving

\[
\min \max_{u_{\text{ctrl}}, x \in S_f} \|x - x(f)\|_1.
\]

In addition to its numerical advantages, the reason for using the \( \ell_1 \) norm for our cost function is that many target sets are axis-aligned boxes. Therefore, we prefer a set whose bounding axis-aligned box is as small as possible. When using the \( \ell_1 \) norm, we minimize the sum of the side lengths of this bounding box. If we used, for example, the \( \ell_2 \) norm instead, we would minimize the sum of the squared sides, therefore not appropriately considering smaller dimensions. The extreme case would be using the infinity norm, as illustrated with the following example: Let us consider a two-dimensional set whose maximum expanse in the first dimension is denoted by \( s_1 \) and in the second dimension by \( s_2 \), with \( s_1 \geq s_2 \). In the case that there exist constraints which prevent us from reducing the size of \( s_1 \), there is no change in the \( \ell_\infty \) norm if we reduce the size of \( s_2 \), while any cost function using the \( \ell_1 \) norm would actually benefit from reducing \( s_2 \).

Furthermore, we consider convex constraints on the states and inputs, i.e.,

\[
\xi(x(0), u(\cdot), w(\cdot), t) \in \mathcal{X}, \quad \forall t \in [0, t_f], \\
u(t) \in \mathcal{U}, \quad \forall t \in [0, t_f],
\]

where \( \mathcal{X} \) and \( \mathcal{U} \) are both convex sets in \( \mathbb{R}^n \) and \( \mathbb{R}^m \), respectively.

Note that during offline computation, the locations of most non-convex constraints, such as other traffic participants in automated driving, are not known. Therefore, we use this approach to compute the maneuvers offline in advance, while taking convex input constraints, e.g., maximum acceleration or steering, and convex state constraints, e.g., maximum velocity, into account. The non-convex dynamic constraints are handled during the online planning using motion primitives (see Fig. 2), which is a standard approach and can be done using existing techniques (see e.g., [62]).

For most of the paper, we want to find a final set \( S_f \) which is as small as possible. If instead the task is to steer all states into a given final set, then we would have to adapt our algorithms by adding this as an additional constraint. In this case, however, it might be possible that no solution exists, depending on the choice of constraints, final time, and final set.

III. Overview

Many classical control schemes tackle the reach-avoid problem in Sec. II with a feedforward reference trajectory and a feedback controller which tracks this reference trajectory [63]:

\[
u_{\text{classic}}(\hat{x}, t) = u_{ff}(\hat{x}(t), t) + u_{fb}(\hat{x}(t), t).
\]

While this works well if the actual trajectory starts close to the reference trajectory or if there are no input constraints, this approach struggles with satisfying the input constraints and providing a good performance for states further away from the reference trajectory. To balance performance and constraint satisfaction, we propose the idea illustrated in Fig. 3: Instead of a single feedforward trajectory, we introduce a state-dependent feedforward controller \( u_{ff}(\hat{x}(0), t) \) together with a feedback controller \( u_{fb}(\hat{x}(t), t) \):

\[
u_{\text{ctrl}}(\hat{x}, t) = u_{ff}(\hat{x}(0), t) + u_{fb}(\hat{x}(t), t).
\]

We thereby obtain a unique reference trajectory for each of the infinitely many initial states. The feedback controller therefore
only has to counteract the disturbances, which allows it to be much more aggressive without violating input constraints.

Since we compute the different parts – reference trajectory, state-dependent feedforward for all states, and feedback controller – after each other, we have to ensure enough remaining input capacities and a sufficient distance to constraints. Therefore, we have to tighten the constraints for the reference trajectory and for the state-dependent feedforward controller, respectively. Let us introduce the new constraint sets $X_{ref}, X_{ff}$ and $U_{ref}, U_{ff}$ such that

\begin{align}
X_{ref} & \subseteq X_{ff} \subseteq X, \\
U_{ref} & \subseteq U_{ff} \subseteq U.
\end{align}

In previous works, such as [18], the above sets are exclusively reserved, resulting in the distribution of input utilization illustrated in Fig. 4. In contrast, we introduce a flexible and therefore less conservative distribution, shown in Fig. 5. We minimize the applied inputs in an optimization problem and are able to use the unused capacities of previous steps in contrast to the previous example.

The choice of $U_{ref}$ and $U_{ff}$ are design choices. As the computations for the reference trajectory and the feedforward controller can be done very fast, especially compared to the optimization of the feedback controller, we could also minimize over the allowed inputs to find the smallest input set such that all states are controlled close enough to the desired final state for the undisturbed system.

Remark 1: To accelerate the proposed optimization procedure, we initially simplify the applied reachability analysis so that it is not over-approximative and we sometimes use linearized and time-discretized dynamics during our controller synthesis. Since we use over-approximative reachability analysis in the end, we ensure that our results are formally correct for the constrained nonlinear dynamics despite disturbances.

**IV. MAIN PART**

Before we explain the two parts of our controller in detail, let us first define the reachable set of a system.

Definition 1 (Reachable Set): For system (1), the reachable set $R_{t,t,w}(S) \subset \mathbb{R}^n$ for a time $t$, inputs $u(\cdot) \in U \subset \mathbb{R}^m$, disturbances $w(\cdot) \in W \subset \mathbb{R}^d$, and a set of initial states $S \subset \mathbb{R}^n$ is the set of end states of trajectories starting in $S$ after time $t$, i.e.,

\[ R_{t,w}(S) = \{ x(t) \in \mathbb{R}^n | \exists \xi(x(0), u(\cdot), w(\cdot), t = x(t) \}. \]

The reachable set over a time interval $[t_1, t_2]$ is the union

\[ R_{[t_1, t_2], w}(S) = \bigcup_{t \in [t_1, t_2]} R_{t,w}(S). \]

If we consider the reachable set for a system with feedback $u_{fb}(\hat{x}(t))$, we denote by $R_{t,u_{fb}, w}(S)$ the reachable set obtained for the closed-loop dynamics $\dot{x}(t) = f(x(t), u_{fb}(\hat{x}(t)), w(t))$, where the measurement errors are modeled as disturbances which only affect the control laws.

If we consider systems without disturbances, we use $R_t(S)$ as a shorthand for $R_{t,0}(S)$, i.e., $W = 0$. Since it is not possible to compute exact reachable sets for most systems [64], we compute over-approximations instead. As shown in
[65], it is possible to compute the over-approximation to any desired accuracy.

The efficiency of the computation of reachable sets depends on the chosen set representation. A type of set which has very favorable properties for reachability analysis are zonotopes [66]:

**Definition 2 (Zonotope):** A set is called a zonotope if it can be written as

\[ Z = \left\{ x \in \mathbb{R}^n \mid x = c + \sum_{i=1}^{p} \alpha_i g^{(i)} , \alpha_i \in [-1, 1] \right\} . \]

Here, \( c \in \mathbb{R}^n \) defines the center of the zonotope, and \( g^{(i)} \in \mathbb{R}^n, i \in \{1, \ldots, p\} \), are \( p = \alpha n \) generators, with \( \alpha \) denoting the order of the zonotope. We use \( \langle c, g^{(1)}, \ldots, g^{(p)} \rangle \) as a more concise notation of \( Z \). A zonotope with \( n \) linearly independent generators is called a parallelootope.

For simplicity, we assume that the initial set \( X_0 \), the set of measured initial states \( \tilde{X}_0 := \{ h(x^{(0)}, \nu) \mid x^{(0)} \in X_0, \nu \in \mathcal{V} \} \), the disturbance set \( \mathcal{W} \), and the set of measurement noise \( \mathcal{V} \) are given as zonotopes or can be over-approximated by zonotopes. This is actually not very conservative in practice, as the most common class of sets used to specify such sets are boxes, which are a special class of zonotopes. Zonotopes offer the advantage that they can represent a set with only a few parameters. While one needs \( 2^n \) extreme points to describe a box, a zonotope needs only \( n \) generators. This linear scaling of generators with dimension allows an efficient set representation even in high dimensions. Not only the number of vertices but also the number of half-spaces needed to represent a zonotope can grow very high: as described in [67], an \( n \) dimensional zonotope with \( p \) generators can have up to

\[ 2 \left( \frac{p}{n-1} \right) \text{ half-spaces}. \]

In the presented control law, we therefore take advantage of the efficient set representation of zonotopes by designing algorithms which are based only on the generators and do not require us to compute any vertices or half-spaces. Let us now explain the parts of the control law in more detail. The resulting synthesis procedure is summarized in Alg. 1 and is explained subsequently.

**Algorithm 1 Set-Based Optimal Controller Synthesis Algorithm**

1. \((\hat{x}_{ref}, u_{ref}) \leftarrow \text{solution of optimization problem (9) for the center trajectory} \)
2. \((\hat{A}, \hat{B}) \leftarrow \text{linearization and time-discretization of } f(x, u, 0) \text{ along } x_{ref}, u_{ref} \text{ using (10) and (12)} \)
3. \((u_{ff}(g^{(1)}_z), \ldots, u_{ff}(g^{(p)}_z)) \leftarrow \text{solution of optimization problem (15) for feedforward control of initial set} \)
4. \((Q, R) \leftarrow \text{solution of optimization problem (18) for the optimal feedback matrix} \)
5. if all optimization problems feasible then store controller and reachable set
6. end if

A. State-Dependent Feedforward Control

We want to find an individual feedforward control law for each state \( \hat{x}^{(0)} \in \tilde{X}_0 \), such that it is steered as close as possible to \( x(f) \), i.e.,

\[
\begin{align*}
\alpha_{ff}(\cdot) &= \arg \min_{u_{ff}(\cdot)} \max_{\tilde{x}(0) \in \tilde{X}_0} \left\| \xi(\hat{x}^{(0)}, u_{ff}(\hat{x}^{(0)}, \cdot), 0, tf) - x(f) \right\|_1 \\
& + \gamma_{ff} \int_0^{tf} \| u_{ff}(\hat{x}^{(0)}, t) \| dt
\end{align*}
\]

s.t. \( \forall t \in [0, tf], \forall \hat{x}^{(0)} \in \tilde{X}_0 : \xi(\hat{x}^{(0)}, u_{ff}(\hat{x}^{(0)}, \cdot), 0, t) \in \tilde{X}_{ff}, u_{ff}(\hat{x}^{(0)}, t) \in U_{ff}, \)

where we minimize the difference between each state to the desired final state as well as the applied inputs weighted by \( \gamma_{ff} \in \mathbb{R}^+ \). We consider the set of all possibly measured initial states \( \tilde{X} \), such that we obtain a valid feedforward control law for each of them.

For a general, nonlinear system with a nonlinear control law, it is not feasible to solve (5) for every possible state of the initial set as there are infinitely many. By restricting the feedforward control to linearized dynamics with linear control laws, however, we can overcome this problem by interpolating finitely many solutions using the superposition principle of linear systems. To find a controller which is easy to compute and apply online on the real system, we choose a control law which takes advantage of our zonotopic representation of the states:

\[
\begin{align*}
u_{ff}(\hat{x}, t) &= u_{ff}(c\hat{x}, t) + \sum_{i=1}^p \alpha_i(\hat{x}) u_{ff}(g^{(i)}_z), (6)
\end{align*}
\]

where \( \alpha_i(\hat{x}) \) refers to the \( i \)-th entry of the parameter vector \( \alpha(\hat{x}) \) encoding \( \hat{x} \) inside the zonotope of initial measured states

\[
\begin{align*}
\hat{X}_0 = \langle c\hat{x}, g^{(1)}_z, \ldots, g^{(p)}_z \rangle,
\end{align*}
\]

i.e.,

\[
\begin{align*}
\hat{x} = c\hat{x} + \sum_{i=1}^p \alpha_i(\hat{x}) g^{(i)}_z,
\end{align*}
\]

and therefore \( \alpha_i \in [-1, 1] \). So, the control laws \( u_{ff}(\hat{x}, t) \) for any state \( \hat{x} \) depend only on the \( p + 1 \) input trajectories \( u_{ff}(c\hat{x}, \cdot), u_{ff}(g^{(1)}_z, \cdot), \ldots, u_{ff}(g^{(p)}_z, \cdot) \). The basic idea to solve (5) is the following: Since a zonotope is defined as a linear superposition of a center and several generators, the desired final set has a center which is as close as possible to the desired final state \( x(f) \) (see Fig. 3(a)) and generators which are as small as possible (see Fig. 3(b)).

We find a reference trajectory which steers the center \( c\hat{x} \) of \( \tilde{X}_0 \) as close as possible to the final state by solving an optimization problem of the form (see line 1 of Alg. 1 and Fig. 3(a))

\[
\begin{align*}
u_{ref}(\cdot) &= \arg \min_{u_{ref}(\cdot)} \left\{ \| \xi(c\hat{x}, u_{ref}(\cdot), 0, tf) - x(f) \|_1 \\
& + \gamma_{ref} \int_0^{tf} \| u_{ref}(t) \| dt \right\}
\end{align*}
\]

s.t. \( \forall t \in [0, tf] : \xi(c\hat{x}, u_{ref}(\cdot), 0, t) \in X_{ref}, u_{ref}(t) \in U_{ref}, \)

where \( \gamma_{ref} \in \mathbb{R}^+ \).
which is similar to (5) but with the center of the initial set as the only state. We denote the resulting reference trajectory by \( x_{ref}(\cdot) = \xi(x_0, u_{ref}(\cdot), 0, \cdot) \). By restricting the inputs to be piecewise constant, this control problem can be efficiently solved using numerical optimization algorithms such as multiple-shooting [1]. This restriction to piecewise-constant inputs is a simplification often used in practice, and their sampling time can be chosen freely by the user without changing any general properties, as shown later in Thm. 1.

To be able to apply the superposition principle, as an intermediate step, we linearize the system along the reference trajectory (see line 2). We use feedforward and feedback controllers to keep the real trajectories close enough to the reference trajectory so that the linearization errors do not get too large. To obtain the linearization points \( t'_k \), we first divide the reference trajectory into \( N \) parts of duration \( \Delta t = \frac{t_f}{N} \), \( N \in \mathbb{N} \) and then choose the middle of the time intervals \([t_k, t_{k+1}]\) with \( t_k = k\Delta t, k \in \{0, \ldots, N\} \), i.e., \( t'_k = \frac{1}{2}(t_{k+1} - t_k), k \in \{0, \ldots, N - 1\} \). The system matrices of the linear dynamics are then given by

\[
A_{e,k} = \left. \frac{\partial f(x, u, 0)}{\partial x} \right|_{x = x_{ref}(t_k'), u = u_{ref}(t_k')},
\]

\[
B_{e,k} = \left. \frac{\partial f(x, u, 0)}{\partial u} \right|_{x = x_{ref}(t_k'), u = u_{ref}(t_k')}.
\]

By restricting the inputs to be constant in each time interval, we can treat the system as a discrete-time, linear system of the form

\[
x(t_{k+1}) = A_k x(t_k) + B_k u(t_k),
\]

with

\[
A_k = e^{A_{e,k} \Delta t},
B_k = \int_0^{\Delta t} e^{A_{e,k} \tau} d\tau B_{e,k}.
\]

**Lemma 1:** Let us define the shorthands \( \hat{\gamma}_{ff} = \frac{t_f}{N} \gamma_{ff}, \hat{A} = A_{N-1} \ldots A_0 \) and \( \hat{B}_k = A_{N-1} \ldots A_{k+1} B_k, k \in \{0, \ldots, N - 1\} \) with \( \hat{B}_{N-1} = B_{N-1} \). Then, for the linearized and time-discretized dynamics, the optimization problem

\[
\min_{\hat{u}_{ff}(\cdot)} \left\| \hat{A} \hat{c}_x + \sum_{k=0}^{N-1} \hat{B}_k u_{ff}(c, t_k) - x(f) \right\|_1
\]

\[
+ \sum_{i=1}^{p} \left\| \hat{A} g^{(i)}(\hat{c}, t_k) + \sum_{k=0}^{N-1} \hat{B}_k u_{ff}(g^{(i)}(\hat{c}, t_k), t_k) \right\|_1
\]

\[
+ \hat{\gamma}_{ff} \left( \sum_{k=0}^{N-1} \left\| u_{ff}(c, t_k) \right\|_1 + \sum_{i=1}^{p} \left\| u_{ff}(g^{(i)}(\hat{c}, t_k)) \right\|_1 \right),
\]

minimizes an upper bound of the cost function of (5).

**Proof:** Using the discretized dynamics in (11), it is well known that the state at time \( t_N \) can be obtained as

\[
\xi(\hat{x}(0), u_{ff}(\cdot), 0, t_N) = \hat{A} \hat{x}(0) + \hat{B}_0 u_{ff}(\hat{x}(0), t_0) + \cdots + \hat{B}_{N-1} u_{ff}(\hat{x}(0), t_{N-1}).
\]

Since the set of measured initial states is a zonotope \( \hat{X}_0 = \{c_{\hat{x}}^{(1)}, \ldots, g_{\hat{x}}^{(q)}\} \), we can use the fact that any initial state \( \hat{x}(0) \) can be expressed as

\[
\hat{x}(0) = c_{\hat{x}} + \sum_{i=1}^{p} \alpha_i(\hat{x}(0)) g^{(i)}_{\hat{x}}, \forall \hat{x}(0) \in \hat{X}_0.
\]

This expression of \( \hat{x}(0) \) makes it possible to rewrite optimization problem (5) without its input cost term:

\[
\min_{\hat{u}_{ff}(\cdot)} \max_{\hat{x}(0) \in \hat{X}_0} \left\| \xi(\hat{x}(0), u_{ff}(\hat{x}(0), \cdot), 0, t_N) - x(f) \right\|_1
\]

\[
= \min_{\hat{u}_{ff}(\cdot)} \max_{\hat{x}(0) \in \hat{X}_0} \left\| \hat{A} \hat{x}(0) + \sum_{k=0}^{N-1} \hat{B}_k u_{ff}(\hat{x}(0), t_k) - x(f) \right\|_1
\]

\[
= \min_{\hat{u}_{ff}(\cdot)} \max_{\hat{x}(0) \in \hat{X}_0} \left\| \hat{A} \hat{x}(0) + \sum_{k=0}^{N-1} \hat{B}_k u_{ff}(c, t_k) + \sum_{i=1}^{p} \hat{B}_k u_{ff}(g^{(i)}(\hat{c}, t_k), t_k) \right\|_1
\]

\[
+ \sum_{k=0}^{N-1} \left\| \hat{A} \hat{c} + \sum_{k=0}^{N-1} \hat{B}_k u_{ff}(c, t_k) - x(f) \right\|_1
\]

\[
+ \sum_{i=1}^{p} \left\| \hat{A} g^{(i)}(\hat{c}, t_k) + \sum_{k=0}^{N-1} \hat{B}_k u_{ff}(g^{(i)}(\hat{c}, t_k), t_k) \right\|_1
\]

\[
\leq \min_{\hat{u}_{ff}(\cdot)} \max_{\hat{x}(0) \in \hat{X}_0} \left\| \hat{A} \hat{x}(0) + \sum_{k=0}^{N-1} \hat{B}_k u_{ff}(c, t_k) - x(f) \right\|_1
\]

\[
+ \sum_{i=1}^{p} \left\| \hat{A} g^{(i)}(\hat{c}, t_k) + \sum_{k=0}^{N-1} \hat{B}_k u_{ff}(g^{(i)}(\hat{c}, t_k), t_k) \right\|_1.
\]

The last equality holds due to the fact that we choose the \( \alpha_i \) such that they maximize the 1-norm and since \( |\alpha_i| \leq 1 \), the values of \( \alpha_i \) can be neglected. For the input cost term, for piecewise constant inputs as obtained from the discretized dynamics, it holds that

\[
\gamma_{ff} \int_0^{t_f} \| u_{ff}(\hat{x}, t) \|_1 dt = \gamma_{ff} \sum_{k=0}^{N-1} \| u_{ff}(\hat{x}, t_k) \|_1.
\]

This can be bounded analogously to the state costs in (13) as:

\[
\max_{\hat{x}(0) \in \hat{X}_0} \hat{\gamma} \left( \sum_{k=0}^{N-1} \| u_{ff}(\hat{x}, t_k) \|_1 \right)
\]

\[
= \max_{\alpha \in [-1, 1]^p} \hat{\gamma} \left( \sum_{k=0}^{N-1} \| u_{ff}(c, t_k) + \sum_{i=1}^{p} u_{ff}(g^{(i)}(\hat{c}, t_k), t_k) \alpha_i \|_1 \right)
\]

\[
\leq \max_{\alpha \in [-1, 1]^p} \hat{\gamma} \left( \sum_{k=0}^{N-1} \| u_{ff}(c, t_k) \|_1 + \sum_{i=1}^{p} \| u_{ff}(g^{(i)}(\hat{c}, t_k), t_k) \alpha_i \|_1 \right)
\]

\[
= \hat{\gamma} \left( \sum_{k=0}^{N-1} \| u_{ff}(c, t_k) \|_1 + \sum_{i=1}^{p} \| u_{ff}(g^{(i)}(\hat{c}, t_k) \|_1 \right).
\]

Lemma 1 allows us to obtain a new optimization problem, which minimizes an upper bound for the size of the reachable set. While the original optimization problem, which contains any possible combination of \( \alpha_i \), becomes hard to compute, the new efficient formulation decouples the influences of the individual generators.
The optimization problem is still coupled through the constraints, as the state and overall input must satisfy the tightened state and input constraints, \( \mathcal{X}_{ff} \) and \( \mathcal{U}_{ff} \), respectively. For reasons of computational efficiency, we simplify checking constraints by only checking them for the reachable sets at the time points \( t_k \), following the principle in Remark 1. To check if reachable zonotopes \( \mathcal{R}_{t_k,u_{ff}}(\mathcal{X}_0) \) satisfy convex state constraints of the form \( \mathcal{X}_{ff} = \{ x \in \mathbb{R}^n | Cx \leq d \} \), we use the following lemma.

**Lemma 2:** A zonotope \( Z = \{ c, g^{(1)}, \ldots, g^{(p)} \} \) satisfies convex constraints of the form \( \mathcal{X}_{ff} = \{ x \in \mathbb{R}^n | Cx \leq d \} \) if

\[
C_c + \sum_{i=1}^{p} |Cg^{(i)}| \leq d,
\]

where the absolute value and less or equal operators are both performed element-wise.

**Proof:** Using the zonotope representation results in

\[
C_x \leq d, \forall x \in \mathcal{X}_{ff}
\]

\[
\Leftrightarrow C_c + \sum_{i=1}^{p} \alpha_i Cg^{(i)} \leq d, \forall \alpha_i \in [-1, 1].
\]

The left side of the above inequality can be further bounded by

\[
C_c + \sum_{i=1}^{p} \alpha_i Cg^{(i)} \leq C_c + \sum_{i=1}^{p} |\alpha_i Cg^{(i)}| \\
\leq C_c + \sum_{i=1}^{p} |\alpha_i| |Cg^{(i)}| \leq C_c + \sum_{i=1}^{p} |Cg^{(i)}|.
\]

In fact, there exists an \( \alpha \) with \( \alpha_i = \pm 1 \), such that the computed bound is touched.

We must also ensure that the sum of all possible inputs for the center and generators does not exceed the input bounds:

**Corollary 1:** The feedforward control law (6) satisfies the input constraint \( \mathcal{U}_{ff} = \{ u \in \mathbb{R}^m | C_u u \leq d_u \} \) if and only if

\[
C_u u_{ff}(c_z, t_k) + \sum_{i=1}^{p} |C_u u_{ff}(g_z^{(i)}, t_k)| \leq d_u,
\]

\( \forall k \in \{ 0, \ldots, N - 1 \} \).

**Proof:** Using the same proof concept as in Lemma 2 results in

\[
u_{ff}(c_z, t_k) + \sum_{i=1}^{p} \alpha_i u_{ff}(g_z^{(i)}, t_k) \in \mathcal{U}_{ff},
\]

\( \forall \alpha \in [-1, 1]^p, \forall k \in \{ 0, \ldots, N - 1 \} \)

\[
\Leftrightarrow C_u u_{ff}(c_z, t_k) + \sum_{i=1}^{p} |C_u u_{ff}(g_z^{(i)}, t_k)| \leq d_u,
\]

\( \forall k \in \{ 0, \ldots, N - 1 \} \).

To have a more accurate solution, we use the reference inputs for the center of the measured initial set, i.e., \( u_{ff}(c_z, \cdot) = u_{ref} \), which we compute for the actual nonlinear dynamics and therefore without any linearization errors. Let us combine the results from Lemma 1, Lemma 2, and Corollary 1 into a single optimization problem, which is presented in the following theorem and solved in line 3 in Alg. 1.

**Theorem 1:** For the time-discretized and linearized system (11), the following optimization problem minimizes an upper-bound for the cost function in (5) while taking the constraints \( \mathcal{X}_{ff} \) and \( \mathcal{U}_{ff} \) into account:

\[
\min_{u_{ff}(g_z^{(i)})} \left\| \bar{A}g_z^{(i)} + \bar{B}u_{ff}(g_z^{(i)}) \right\|_1 + \hat{\gamma}_{ff} \left\| u_{ff}(g_z^{(i)}) \right\|_1
\]

s.t. \( \forall k \in \{ 0, \ldots, N - 1 \} : 

\[
C_u u_{ff}(c_z, t_k) + \sum_{i=1}^{p} |C_u u_{ff}(g_z^{(i)}, t_k)| \leq d_u,
\]

\[
C_x u_{ff}(c_z, t_k) + \sum_{i=1}^{p} |Cg^{(i)}(t_k)| \leq d,
\]

with the shorthands \( \hat{\gamma}_{ff} = \frac{t_k}{N} \gamma_{ff}, \bar{B} = [\bar{B}_0, \ldots, \bar{B}_{N-1}], 

u_{ff}(g_z^{(i)}) = [u_{ff}(g_z^{(i)}, t_0)^T, \ldots, u_{ff}(g_z^{(i)}, t_{N-1})^T]^T \) and equivalently for \( u_{ff}(c_z) \).

**Proof:** It follows from Lemma 1, together with the fact that

\[
\|a\|_1 + \|b\|_1 = \left\| \begin{bmatrix} a \\ b \end{bmatrix} \right\|_1,
\]

that we can obtain the cost function in the form of (15). The input constraint (16) follows directly from Corollary 1 and the state constraint (17) from Lemma 2.

It is shown in [68, Ch. 6] and [69] that the norm and absolute value can be transformed to linear constraints and cost functions. Therefore, this problem can be solved efficiently in a single linear program. As we consider a time-discrete system for faster computation, we check the state and input constraints only at sampling times, too. Since we have piecewise-continuous inputs, this does not make a difference for the input constraints. To account for the behavior of the states between sampling times, we tightened the state constraints \( \mathcal{X}_{ff} \). We formally check the inter-sampling times in the next part by computing reachable sets which over-approximate all possible solutions during time-intervals.

### B. Feedback Control

To synthesize a feedback controller, we extend the idea from [61], where it was restricted to linear systems without measurement noise: We use a time-varying linear feedback controller whose parameters are obtained by optimizing over the reachable set of the closed-loop system. This allows us to find a controller which minimizes the effects from linearization errors, disturbances and measurement noise, while satisfying the input constraints at all times (see Fig. 3(c)–(d)).

To simplify the reachability analysis as well as to obtain a fast-to-evaluate control law, we choose a linear control structure with time-varying feedback matrix \( K(t) \):

\[
u_{fb}(\hat{x}(t), t) = K(t)(\hat{x}(t) - \ddot{x}_{ff}(t)),
\]
with \( \dot{x}_{ff}(t) = \xi (\hat{x}(0), u_{ff}(\hat{x}(0), \cdot), 0, t) \). Since the computational effort depends on the number of optimization variables, we do not optimize all entries of \( K \). Instead, we optimize the weighting matrices of LQR controllers [70], where we restrict the matrices \( Q \) and \( R \) to be diagonal matrices for computational efficiency. Since we can further normalize the matrices by choosing the first entry of \( Q \) to be equal to 1, we only have to consider \( n + m - 1 \) optimization variables. This is a large improvement compared to the approach in [61], where the number of optimization variables increased by \( M(n + m - 1) \), where \( M \) denotes the number of different sets of optimization matrices which were needed to compensate the size of the initial set without violating input constraints. This much larger number of optimization variables restricted the application of [61] to linear systems. Note that if desired, one can also use non-diagonal \( Q \) and \( R \) matrices. We recompute the feedback matrix \( \hat{K}(t) \) at each sampling time based on the changing linearized dynamics. This results in a controller which adapts to the actual nonlinear dynamics while preserving the simple control structure of a piecewise linear control law.

The nonlinear optimization problem (line 4) for the \( Q \) and \( R \) matrices is given by:

\[
\min_{Q, R} \max_{x \in \mathcal{R}_{t_f, u_{ ctrl}}, \mathcal{W}(x_0)} \| x - x(f) \|_1
\]

subject to:

\[
\mathcal{R}_{t_f, u_{ ctrl}}, \mathcal{W}(x_0) \subseteq X,
\forall \hat{x} \in \mathcal{R}(x, u), \forall x \in \mathcal{R}_{t, u_{ ctrl}}, \mathcal{W}(x_0), \forall \nu \in \mathcal{V}, \forall t \in [0, t_f] : \nu \in \mathcal{V}, \forall t \in [0, t_f] : u_{ctrl}(\hat{x}, t) \in \mathcal{U}.
\]

Analogous to Lemma 1, an upper bound for the cost function can be computed much easier as

\[
\min_{Q, R} \| c - x(f) \|_1 + \sum_{i=1}^{P} \| g^{(i)} \|_1,
\]

with \( c \) and \( g^{(1)}, \ldots, g^{(P)} \) denoting the center and the generators of \( \mathcal{R}_{t, u_{ ctrl}}, \mathcal{W}(x_0) \).

By using the real cost function or the over-approximation and by checking the constraints for all times as shown in Lemma 2, we can express the optimization problem in the standard form, i.e., a cost function which returns a scalar value subject to minimization and a constraint function which returns a vector of values which are all negative if the constraints are satisfied. This allows us to use existing nonlinear programming solvers. Since we are able to obtain the applied inputs from the reachability analysis in the form of zonotopes as well, we can use the same method for state constraints to check the input constraints for all times. By incorporating reachability analysis inside the optimization problem, we are able to directly optimize over all possible trajectories in a single nonlinear optimization problem (18) (see Fig. 3(d)).

V. DISCUSSION OF THE ALGORITHM

In this section, we discuss different aspects of the presented control algorithm.

A. Formal Guarantees

One of the advantages of our approach is that it does not require proofs for stability or for constraint satisfaction. Verifying the stability or safety of complex, nonlinear dynamics that are affected by disturbances and measurement noise, restricted by state and input constraints, and controlled by switching control laws is a very hard task when using classical approaches. Finding a Lyapunov function for such a system easily becomes infeasible in practice. Instead, safety and constraint satisfaction is guaranteed by the included reachability analysis for all initial states and all possible disturbances. In addition, if the optimization results in a feasible controller, we know that none of the possible trajectories can intersect with any forbidden states. By computing all optimization problems and reachable set computations offline in advance, we are able to only consider motion primitives in our maneuver automaton for which a feasible solution has been found. Thus, even if we cannot find a feasible controller for a certain motion primitive, we know this offline in advance and can recompute this motion primitive (see Alg. 1 line 5). During online planning, the resulting maneuver automaton can be applied together with fail-safe techniques [71 line 5] to ensure that a safe control strategy exists for any situation.

B. Optimality

As we rely on nonlinear programming algorithms that do not guarantee convergence to a global optimal solution, we can only expect to obtain a local optimum. In fact, there is no efficient method able to obtain globally optimal controllers for disturbed, nonlinear systems [6], [72]. Most optimal control approaches only consider open-loop dynamics or only undisturbed feedback controllers [73], [74]. Our synthesis approach optimizes over the whole reachable set, i.e., all possible trajectories resulting from any possible disturbance and measurement noise realization, and chooses the controller which minimizes all of them. This is not done in any comparable method, as most other formal methods consider fixed controllers, as e.g., in tube-based MPC, or fixed control inputs for the whole set, such as in abstraction-based methods.

C. Complexity

When we discuss the complexity of our algorithm, we have to distinguish between online and offline complexity. The critical part is the online complexity, as this restricts the sampling times of the controlled system and therefore its performance.

Since we use a piecewise linear controller, the online complexity is very low. We can store the different controller matrices in a look-up table, and the computation itself only requires two matrix vector multiplication and few additions with a combined complexity of \( O(n m) \) (with \( n \) denoting the number of states and \( m \) the number of inputs). Simulation examples, like in [29], show that this look-up table does not need to get too large: for an autonomous vehicle example, 20 different motion primitives are already enough for planning in certain environments. This result matches the observation of
[75], which states that “a small number of patterns is sufficient to model the vast majority of traffic scenes.”

We cannot provide fixed complexity bounds for the offline complexity, as it relies on nonlinear programming for which no complexity bounds exist. Since we cannot bound the number of iterations of the nonlinear programming algorithm, we cannot bound the overall complexity. Let us still give an idea of the complexity of the different steps.

Computing the reference trajectory requires solving a nonlinear program, however only for a single state with piecewise constant inputs, which can be solved fast in practice. For the state-dependent feedback controller, we have to solve a single linear program. The complexity of solving linear programs depends on the exact implementation and the number and type of constraints. There exist algorithms with polynomial time complexity in the number of optimization variables and constraints [76]. If we consider zonotopes of a fixed order, then the number of optimization variables and number of constraints grows polynomially as well (with $O(n^2)$, if $n > m$). In practice, the computation time for solving linear programs, even those with many constraints, is low and does not add much to the overall computation time.

The most computationally expensive part is the optimization of the feedback controller. As mentioned in the beginning, the number of optimization variables grows linearly with $n + m - 1$. Evaluating the cost and constraint function for a single step requires the computation of the reachability analysis and some algebraic operations on the resulting zonotopes, which together have a complexity of $O(n^3)$.

VI. NUMERICAL EXAMPLE

To illustrate the applicability of our new controller and its improved performance compared to earlier work, we revisit the examples found in papers [61] and [60], as well as a nonlinear tube-based MPC example from [77] and a planning example from [78]. We implement our approach in MATLAB and use the following toolboxes: the CORA toolbox [79] for reachability analysis, the ACADO toolbox [80] for optimizing the reference trajectory, the CVX toolbox [81] for linear programs for optimizing the generators, and fmincon with the active-set algorithm from MATLAB for solving the nonlinear program. The computations are performed on a laptop with a 3.1 GHz Intel dual-core i7 processor and 16 GB memory.

A. Linear Example: Vehicle Platoon

Let us first revisit the numerical example from [61], where we compute a controller for a continuous-time, linear system subject to constraints and disturbances. We consider a platoon with four vehicles, where the dynamics of each vehicle $i \in \{1, 2, 3, 4\}$ is given by

$$\dot{p}^{(i)} = v^{(i)}, \quad \dot{v}^{(i)} = a^{(i)} + w^{(i)},$$

where $p^{(i)}$ denotes the position of the $i$-th vehicle, $v^{(i)}$ its velocity, and $a^{(i)}$ its acceleration, i.e., the controllable input. The disturbances, i.e., the uncontrollable inputs, are denoted by $w^{(i)}$. To model the whole platoon, we use the absolute states of the first vehicle and the relative states of the second, third, and fourth vehicles, i.e., we consider the eight-dimensional state vector $x = [p^{(1)}, v^{(1)}, p^{(2)} - p^{(1)} - c_s, v^{(2)} - v^{(1)} - v^{(2)}, p^{(3)} - p^{(2)} - c_s, v^{(3)} - v^{(2)} - v^{(3)}, p^{(4)} - p^{(3)} - c_s, v^{(4)} - v^{(3)} - v^{(4)}]^T$, the input vector $u = [a^{(1)}, a^{(2)}, a^{(3)}, a^{(4)}]^T$, and disturbance vector $w = [w^{(1)}, w^{(2)}, w^{(3)}, w^{(4)}]$. Here, $c_s \in \mathbb{R}^+$ denotes a safety constant, defining a minimal safe distance. The resulting dynamics are given by

$$\dot{x}_1 = x_2, \quad \dot{x}_2 = u_1 + w_1,$$
$$\dot{x}_3 = x_4, \quad \dot{x}_4 = u_1 - u_2 + w_1 - w_2,$$
$$\dot{x}_5 = x_6, \quad \dot{x}_6 = u_2 - u_3 + w_2 - w_3,$$
$$\dot{x}_7 = x_8, \quad \dot{x}_8 = u_3 - u_4 + w_3 - w_4.$$

We assume that all inputs are constrained between $u_i(\cdot) \in [-10, 10]\mathbb{R}, i \in \{1, 2, 3, 4\}$ and all disturbances vary freely in the interval $w_i(\cdot) \in [-1, 1]\mathbb{R}$. Moreover, we have the state constraint that the vehicles must keep the minimal safety distance, i.e., $x_1, x_3, x_5, x_7 > 0$. We consider the following scenario, which can be used as a motion primitive in a platooning maneuver automaton: The vehicles start with initial states ranging freely in the box $[-0.2, 0.2]m \times [0.8, 20.2]m \times 0.08, 1.2]m \times [-0.2, 0.2]m \times [0.8, 1.2]m \times [-0.2, 0.2]m$, i.e., the vehicles drive with different velocities around $20\text{ m/s}$ behind each other. We consider a final state $[21m, 22\text{ m/s}, 1m, 0\text{ m/s}, 1m, 0\text{ m/s}]^T$ that should be reached after $1s$, i.e., the whole platoon should speed up to $22\text{ m/s}$ and align in a safe distance of $c_s + 1m$ between each vehicle.

In Fig. 6, we show the resulting final reachable sets for the controller from [61] in blue and with the new approach in green. We see that the new approach is able to obtain much smaller reachable sets and its computation time of around one minute is around five times faster than the old approach. This is quite impressive as even the old approach performs much better than constant LQR tracking controllers (red); see [61].

B. Nonlinear Example: Kinematic Vehicle

Let us now consider the autonomous vehicle example from [60]. The kinematic car model, which covers the most important dynamics of a car, is given by

$$\dot{v} = a + w_1, \quad \dot{\Psi} = b + w_2, \quad \dot{x} = v \cos(\Psi), \quad \dot{y} = v \sin(\Psi),$$

where the states $v, \Psi, x,$ and $y$ are the velocity, the orientation, and the positions in $x$ and in $y$ directions, respectively. The acceleration $a$ and the normalized steering angle $b$ are the inputs, and $w_1$ and $w_2$ are additive disturbances. They are constrained to lie in the intervals $a \in [-9.81, 9.81]\mathbb{R}, b \in [-0.4, 0.4]\mathbb{R}, w_1 \in [-2.2, 2.2]\mathbb{R}$, and $w_2 \in [-0.08, 0.08]\mathbb{R}$. These are the same values as in [60] with the exception of $w_1$ and $w_2$ sets which are enlarged by a factor of four compared to our earlier work.

We show the reachable set for a “turn left” maneuver in Fig. 7. There, we start from the initial set $X_0 = [19.8, 20.2]\mathbb{R} \times [-0.02, 0.02]\text{rad} \times [-0.2, 0.2]m \times [-0.2, 0.2]m$ and want to get as close as possible to the final state $x_f(1) = [20\text{ m/s}, 0.2\text{ rad}, 19.87\text{ m}, 1.99\text{ m}]^T$ after $1s$. The computation of the new controller takes around two minutes. For a better
Fig. 6. Linear platooning example: Initial (black) and shifted final sets (green) for our new controller, projected onto the \((x_1, x_2)\), \((x_3, x_4)\), \((x_5, x_6)\), and \((x_7, x_8)\) planes. For comparison, the final sets of our controller from [61] (blue) and an LQR controller (red) are shown.

Fig. 7. Nonlinear car example: Reachable sets for the “turn left” maneuver with our new controller, projected to the \((v, \Psi)\) and the \((x, y)\) planes. The initial set is plotted in black, the final set in green, and the reachable set for all times between in gray. The black line shows the center trajectory.

Fig. 8. Nonlinear car example: Initial (black) and shifted final set (green) for our new controller, projected to the \((v, \Psi)\) and \((x, y)\) planes, for the “turn left” maneuver. For comparison, the final set of the controller from [60] (blue).

Fig. 9. Nonlinear car example: 200 simulations of the controller for the “turn left” maneuver are shown in blue.

illustration, we show again the initial set with the shifted final set in Fig. 8. The reachable set of the old controller with the new disturbance set is again shown in blue and the reachable set of the new controller in green. We see that the additional feedback controller allows us to reach the shifted initial set, while the old controller, which applies only the feedforward controller in an iterative fashion, similar to MPC, results in a very large reachable set. In [60], we compare our old controller with LQR tracking controllers. As their reachable sets with the increased disturbances would become much larger than the sets in Fig. 8, we omit them for clarity.

We compute 200 simulations with random disturbances for this scenario with our new controller and show them in Fig. 9. We see that the simulations cover almost the whole reachable set for the \(x, y\) plane and a large part of the \(v, \Psi\) plane. This demonstrates that our approach is not overly conservative, but that the reachable sets are justified by actual disturbance effects. In the same fashion, we can compute other maneuvers such as “drive straight” or “turn right.” Since the shifted final sets always fit in the initial set, we can concatenate all of them with each other and obtain a fully connected maneuver automaton. Due to the dynamics’ invariance with respect to the initial position and orientation, we would only need to discretize the velocity dimension if we want to compute a maneuver automaton for many possible initial states.

C. Nonlinear Example: Comparison with Tube-Based MPC

In our third example, we apply our approach to the example from [77]. The system dynamics are given by

\[
\begin{align*}
\dot{x}_1 &= -x_1 + 2x_2 + 0.5u, \\
\dot{x}_2 &= -3x_1 + 4x_2 - 0.25x_2^2 - 2u + w,
\end{align*}
\]

with the constrained control input \(u(\cdot) \in [-2, 2]\) and the bounded disturbance \(w(\cdot) \in [-0.1, 0.1]\). The authors from [77] solve the control problem of stabilizing the origin for this unstable system using a nonlinear tube-based MPC controller, which is applicable for continuous-time nonlinear systems. The resulting tube for a single example is shown in Fig. 10(a). We solve the same problem with our approach, where we start from an initial set which contains their control invariant set. The results are shown in Fig. 10(b) and take less than 30s to compute. We see that the system with our controller converges to a small set around the origin. Our reachable sets are thus
much smaller than the control invariant set from [77], which
determines the size of the tube. This shows the advantage of
our controller based on the actual reachable sets rather than a
fixed-size tube based on control invariant regions.

As a last example, we revisit the planning problem from [78]
to demonstrate how our approach can be applied to trajectory
planning and control of real vehicles. The main question when
modeling a real system is how to find a model which captures
all real-world behavior. Since this is not possible with a deter-
ministic model, we use a model with uncertainties and aim on
finding one which includes the real-world behavior in an over-
approximative fashion. In [78], we use conformance testing
to find such a model for an autonomous car. This is done by
taking a number of test drives with a real vehicle in addition to
simulations of a high-fidelity model and recording the applied
inputs and the measured outputs. In a second step, we increase
the sets for external disturbances and measurement noise until
all measured behavior can be reproduced by our uncertain
model. Doing this allows us to increase the confidence in our
model, as it is able to represent the reality for all of these test
cases.

The resulting model is given by
\[
\dot{v} = a + w_a, \\
\dot{\Psi} = \frac{v}{l} \left( 1 + \frac{\left( \frac{\nu}{v_{ch}} \right)^2}{2} \right) (\delta + w_\delta), \\
\dot{x} = v \cos(\Psi), \\
\dot{y} = v \sin(\Psi),
\]
with the same states as before in Sec. VI.B, the control
inputs acceleration \(a\) and steering angle \(\delta\), and disturbances
\(w_a \in [-0.1, 0.1]^m\) and \(w_\delta \in [-0.5, 0.5]^p\). In addition,
we assume that there is an additive measurement uncertainty for
each state, with \(\nu_v \in [-0.075, 0.075]^{2\nu}, \nu_\Psi \in [-0.3, 0.3]^p,\)
and \(\nu_x \in [-0.025, 0.025]^m, \nu_\Psi \in [-0.025, 0.025]^{2\nu}\). The
characteristic velocity \(v_{ch}\) is a parameter which computes as
\[
v_{ch} = \sqrt{\frac{f_r f_c}{m(c_f r_c - c_r l_f l_r)}},
\]
with \(c_f, c_r\) denoting the cornering stiffness of the front and rear wheels, \(l_f, l_r\) the distances
between the front and rear axis to the center of gravity,
\(l = l_f + l_r\) their sum, and \(m\) the vehicle mass [82]. We also
consider an input constraint which results from the friction
circle
\[
\sqrt{a_{long}^2 + a_{lat}^2} \leq a_{max},
\]
with the longitudinal acceleration \(a_{long} = a + w_a\) and lateral
acceleration \(a_{lat} = v \dot{\delta} = \frac{v^2}{l \left( 1 + \frac{\nu}{v_{ch}} \right)^2} (\delta + w_\delta)\), both with
respect to the orientation of the vehicle.

For the online planning in [78], we first use a simplified
point-mass model to obtain a planned trajectory which consid-
ers other traffic participants and match this planned trajectory
using motion primitives which have been computed using
the conformant model, thereby ensuring the drivability of the
resulting maneuver.
Here, we use our new approach to compute the required motion primitives for the planning problem and show in Fig. 11 the result for a double-lane change maneuver. Each motion primitive has a duration of 2s, and they are computed such that for each motion primitive, the shifted final set lies inside the initial set. In Fig. 12, we show a zoom into a single motion primitive and see that the final set of this motion primitive is actually contained inside the initial set of the following. As in the previous examples, the reachable sets from our new approach are again smaller than the ones in [78].

VII. CONCLUSION

We present a novel set-based control algorithm which guarantees the satisfaction of constraints for disturbed, nonlinear systems by optimizing over reachable sets. In contrast to existing approaches, reachability analysis is not used as a pure verification tool, but for optimization in the controller synthesis. This allows us to obtain controllers with smaller reachable sets, despite the presence of external disturbances and measurement noise, and the restriction through constraints. Our approach is particularly suited for the generation of maneuver automata, which can be used for efficient online planning. In contrast to existing approaches, we introduce a state-dependent feedforward controller based on zonotopes, which steers all states of an initial set to the desired final set. The feedback controller only has to counteract disturbances and linearization errors, not initial deviation, and therefore can be much more aggressive than for classical approaches. The resulting controller is a time-varying linear controller, which is easy to implement and allows for fast execution times. We show in four numerical examples the advantages of our new approach, where we compare it to three of our older approaches and a tube-based MPC approach. Our new approach leads to much smaller reachable sets and can handle much larger constraints compared to the other approaches.
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